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Abstract

In this paper we deal with the determination of the whole set of Pareto-solutions of
location problems with respect to Q general criteria. These criteria include median, center
or cent-dian objective functions as particular instances. The paper characterizes the set of
Pareto-solutions of all these multicriteria problems. An efficient algorithm for the planar
case is developed and its complexity is established. Extensions to higher dimensions as
well as to the non-convex case are also considered. The proposed approach is more general
than the previously published approaches to multi-criteria location problems and includes
almost all of them as particular instances.

Keywords: Location Theory, Multi-criteria Optimization, Algebraic Optimization, Geo-
metrical Algorithms

1 Introduction

In the process of locating a new facility usually more than one decision maker is involved. This
is due to the fact that typically the cost connected to the decision is relatively high. Of course,
different persons may ( or will ) have different ( conflicting ) objectives. On other occasions,
different scenarios must be compared in order to be implemented, or simply uncertainty in
the parameters leads to consider different replications of the objective function. If only one
objective has to be taken into account a broad range of models is available in the literature
( see Chapter 11 in [Dre95] ). In contrast to that only a few papers looked at (more realistic )
models for facility location, where more than one objective is involved ( see [FP95, HN96] ).
One of the main deficiencies of the existing approaches is that only a few number ( in most
papers 1 ) of different types of objectives can be considered and solution approaches depend
very much on a specific chosen metric. Also a detailed complexity analysis is missing in most
of the papers.

On the other hand there is a clear need for flexible models where the complexity status
is known, since these are prerequisites for a successful implementation of a decision support
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system for location planning which can really be used by decision-makers. In this paper we
present a model for continuous multi-criteria location problems which fulfills the requirement of
flexibility with respect to the choice of objective functions. To this end we present a new type of
objective function ( called ordered Weber function ), developed in [PF95, RCNPF96, PACFP98],
which includes most of the classical location objective functions as special cases, like for e.g.
the Weber objective, the center objective, the cent-dian objective and the Weber objective with
positive and negative weights.

Additionally, we allow the use of polyhedral gauges as distance functions in each object-
ive function. It should be mentioned that by the polyhedral gauge approach we are able to
approximate every gauge ( see [Val64, WW85] ). The outline of the rest of the paper is as
follows :

In Section 2 the problem is formally introduced and basic tools and definitions are presented.
Section 3 is devoted to the bicriteria case in the plane, while Sections 4 and 5 extend these
results to the general planar Q-criteria case. In Section 6 generalizations looking at the non-
convex and at the n-dimensional case are discussed. The paper ends with some conclusions
and an outlook to future research. Throughout the paper we keep track of the complexity of
the presented algorithms.

2 Basic Tools and Definitions

First we restate some definitions which are needed throughout the paper.
Denote the set of demand points by A := {a1, . . . , aM}. Let Bi ⊂ IRn be a compact, convex

set containing the origin in its interior, for i ∈ M := {1, 2, . . . ,M}. The gauge with respect to
Bi is defined as

γi : IRn → IR , γi(x) := inf{ r > 0 : x ∈ rBi } (1)

the polar set B◦
i of Bi is given by

Boi := { p ∈ IRn : 〈p, x〉 ≤ 1 ∀ x ∈ Bi } (2)

the normal cone to Bi at x is given by

N(Bi, x) := {p ∈ IRn : 〈p, y − x〉 ≤ 0 ∀ y ∈ Bi} (3)

and the boundary of Bi is denoted by bd(Bi) .
The case we will mainly consider in this paper is where each γi with i ∈ M is a polyhedral

gauge, which means Bi is a convex polytope with extreme points Ext(Bi) := {ei1, . . . , eiGi
} . Let

Gmax := max{Gi : i ∈ M}. In this case we define fundamental directions di1, . . . , d
i
Gi

as the
half-lines defined by 0 and ei1, . . . , e

i
Gi
. Further, we define Γig as the cone generated by dig and

dig+1 (fundamental directions of Bi) where d
i
Gi+1

:= di1.
Let π = (pi)i∈M be a family of elements of IRn such that pi ∈ Boi for each i ∈ M and let

Cπ =
⋂
i∈M(ai + N(B

o
i , pi)). A nonempty convex set C is called an elementary convex set if

there exists a family π such that Cπ = C.
It should be noted that if the unit balls are polytopes we can obtain the elementary convex

sets as intersection of cones generated by fundamental directions of these balls pointed at each
demand point. Therefore each elementary convex set is a polyhedron whose vertices are called
intersection points ( see Figure 1 ). Finally, in the case of IR2 there exists an upper bound on
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Figure 1: Existing facilities ai , i ∈ M , and their unit balls Bi

the number of elementary convex sets which is O((MGmax)
2) . [DM85] proved that the Weber

problem is linear in each elementary convex set. Therefore, if we consider polyhedral gauges,
there always exists an optimal solution to the Weber problem in the set of intersection points.

2.1 A General Approach : The Ordered Weber Problem

In this section we present a general location model, the ordered Weber problem, introduced by
[PF95] and later elaborated for the polyhedral case by [RCNPF96].

Consider the set of demand points A = {a1, . . . , aM}, the corresponding gauges γi( · ) , i ∈
M , and two sets of nonnegative scalars Ω := {ω1, . . . , ωM} and Λ := {λ1, . . . λM} , where the
element ωi , i ∈ M , is the weight of the importance given to the existing facility ai , i ∈ M ,
and the elements of Λ allow to choose among different kinds of objective functions. Given a
permutation σ of M verifying

ωσ(1)γσ(1)(x− aσ(1)) ≤ ωσ(2)γσ(2)(x− aσ(2)) ≤ . . . ≤ ωσ(M)γσ(M)(x− aσ(M))

we define γ(x − A)(i) := ωσ(i)γσ(i)(x − aσ(i)). The ordered Weber problem is given by the
following formulation

min
x∈IRn

F (x) =
M∑
i=1

λiγ(x−A)(i) (4)



The set of optimal solutions of this problem is called X ∗(F ) or simply X ∗ if this is possible
without causing confusion. This objective function looks very much like the objective function
of the classical Weber problem, but in fact this function is point-wise defined and in general
not convex as the following example shows.

Example 2.1 Consider two demand points a1 = (0, 0) and a2 = (10, 5), weights λ1 = 100 and
λ2 = 1 with l1-norm and ω1 = ω2 = 1 . We obtain two optimal solutions to Problem (4), lying in
each demand point. Therefore the objective function is not convex since we have a non-convex
optimal solution set ( see Figure 2 ). .

F (a1) = 100× 0 + 1× 15 = 15

F (a2) = 100× 0 + 1× 15 = 15

F (
1

2
(a1 + a2)) = 100× 7.5 + 1× 7.5 = 757.5

a1

a2

O12 O21

B(a1, a2)

Figure 2: Illustration to Example 2.1

Nevertheless, if we assume that the weights are in increasing order we obtain that the objective
function is convex (see [PF95] for more details ).

In spite of its difficulty, the study of this model is very important because it provides a
quite general framework to deal with continuous location problems, as the Theorem 2.1 shows.
To describe the different types of location problems we use a 5-Position classification scheme
Pos1/Pos2/Pos3/Pos4/Pos5 , which allows us to indicate the number of new facilities in (Pos1)
and the type of the problem as planar (IR2), network-based (N ), discrete (D) etc. in (Pos2).
Any assumptions and restrictions such as wm = 1 for all m ∈ M, etc. are given in (Pos3). The
type of distance function such as lp, general distance function d, etc. is contained in (Pos4), and
the type of objective function such as

∑
for the classical Weber function, max for the center



function, CDω for the cent-dian function,
∑
ord for the ordered Weber function etc. appears in

(Pos5). For more details see [HN98].
The next result demonstrates how the classical location objective functions are related to

the ordered Weber function. Although this result is already known (see [NP99]) we include the
proof for the sake of readability.

Theorem 2.1

1. The classical Weber problem 1/IRn/ • /γi/∑ is equivalent to the ordered Weber problem
1/IRn/λ1 = . . . = λM = 1/γi/

∑
ord.

2. The center problem 1/IRn/ • /γi/max is equivalent to the ordered Weber problem
1/IRn/λ1 = . . . = λM−1 = 0 ∧ λM = 1/γi/

∑
ord.

3. The cent-dian problem 1/IRn/ • /γi/CDω is equivalent to the ordered Weber problem
1/IRn/λ1 = . . . = λM−1 = ω ∧ λM = 1/γi/

∑
ord.

Proof:

1. F (x) =
M∑
i=1
λiγ(x− A)(i) =

M∑
i=1
γ(x− A)(i) =

M∑
i=1
ωiγ(x− ai)

2. F (x) =
M∑
i=1
λiγ(x− A)(i) = γ(x−A)(M) = max

i=1,...,M
{ωiγ(x− ai)}

3. Analogous to 1. and 2.

It should be noted that the computation of F (x) is not a trivial task. We do not have an
explicit formula of F in IRn, because we have different expressions for F depending on the order
in the sequence of distances. Anyway, F behaves as the classical Weber function in a region
where the order does not change. To this end, we use the concept of ordered regions.

The set B(ai, aj) for i �= j consisting of points

{x ∈ IRn : ωiγi(x− ai) = ωjγj(x− aj)}

is called the bisector of ai and aj with respect to (ωi, γi) and (ωj, γj). Note that B(ai, aj) =
B(aj, ai). Given a permutation σ on the index set M the ordered region Oσ consists of the
points ( see Figure 3 )

Oσ := {x ∈ IRn : ωσ(1)γσ(1)(x− aσ(1)) ≤ . . . ≤ ωσ(M)γσ(M)(x− aσ(M)) } (5)

Note that the concept of ordered regions can be seen as an extension to classical Voronoi
diagrams. The set we obtain as intersection of an elementary convex set and an ordered
region is called a generalized elementary convex set. The vertices of the generalized elementary
convex set are called generalized intersection points and the set containing all the generalized
intersection points is denoted by GIP . The full dimensional generalized elementary convex sets
are called cells. The set of all cells is denoted by C.
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Figure 3: Bisector lines and ordered regions generated by 4 existing facilities a1, . . . , a4 associ-
ated with the l1-norm respectively the l∞-norm for Ω := {1, 1, 1, 1}

[PF95] obtained that the objective function of the Ordered Weber problem is linear in each
generalized elementary convex set. Therefore there exists an optimal solution of the Ordered
Weber problem in GIP . In the case of polyhedral gauges with at most Gmax fundamental dir-
ections, [RCNPF96] obtained an upper bound of the number of generalized elementary convex
sets which in IR2 is O(M4G2

max). For the sake of readability the proof of this bound can be
found in the appendix at the end of the paper.

2.2 Multi-criteria Problems and Level Sets

Let F 1, . . . , FQ be functions from IRn to IR. If we want to optimize simultaneously all these
objective functions we get points in a Q-dimensional objective space and we do not have the
canonical order of IR anymore. In this section, we introduce two different orderings of IRQ, the
lexicographic and Pareto ordering, which can be given in the following way. Let z, z̄ ∈ IRQ and
Q := {1, . . . , Q} , then

z ≤lex z̄ :⇔ z = z̄ or zq < z̄q for q := min{i ∈ Q : zi �= z̄i}

z � z̄ :⇔ zq ≤ z̄q ∀q ∈ Q and zp < z̄p for some p ∈ Q .



A point x ∈ IRn is called a lexicographic location (or lex-optimal) if there exists a permutation
π of the set Q such that

(F π(1)(x), F π(2)(x). . . . , F π(Q)(x)) ≤lex (F
π(1)(y), F π(2)(y). . . . , F π(Q)(y)) ∀ y ∈ IRn .

We denote the set of lexicographic solutions by X ∗
lex

(
F 1, . . . , FQ

)
or simply by X ∗

lex if this is
possible without causing confusion. The set of lexicographic solutions with respect to a fixed
permutation π is denoted by X ∗

π(1),...,π(Q).
On the other hand a point x ∈ IRn is called a Pareto location (or Pareto optimal) if there

exists no y ∈ IRn such that

(F 1(y), F 2(y). . . . , FQ(y)) � (F 1(x), F 2(x). . . . , FQ(x))

We denote the set of Pareto solutions by X ∗
Par

(
F 1, . . . , FQ

)
or simply by X ∗

Par if this is possible
without causing confusion. Note that X ∗

lex ⊆ X ∗
Par .

For technical reasons we will also use the concept of weak Pareto optimality and strict
Pareto optimality. A point x ∈ IRn is called a weak Pareto location (or weakly Pareto optimal)
if there exists no y ∈ IRn such that

F q(y) < F q(x) ∀ q ∈ Q .
We denote the set of weak Pareto solutions by X ∗

w−Par
(
F 1, . . . , FQ

)
or simply by X ∗

w−Par if this
is possible without causing confusion. A point x ∈ IRn is called a strict Pareto location (or
strictly Pareto optimal) if there exists no y ∈ IRn such that

F q(y) ≤ F q(x) ∀ q ∈ Q .
We denote the set of strict Pareto solutions by X ∗

s−Par
(
F 1, . . . , FQ

)
or simply by X ∗

w−Par if this
is possible without causing confusion. Note that X ∗

s−Par ⊆ X ∗
Par ⊆ X ∗

w−Par .
In order to obtain a geometrical characterization of a Pareto solution we use the concept of

level sets.
For a function F : IRn → IR the level set for a value z ∈ IR is given by

L≤(F, z) := {x ∈ IRn : F (x) ≤ z}
and the level curve for a value z ∈ IRn is given by

L=(F, z) := {x ∈ IRn : F (x) = z}
Using the level sets and level curves [HN96] obtained the following characterizations :

x ∈ X ∗
w−Par

(
F 1, . . . , FQ

)
⇔

Q⋂
q=1

L<(F
q, F q(x)) = ∅ (6)

x ∈ X ∗
Par

(
F 1, . . . , FQ

)
⇔

Q⋂
q=1

L≤(F q, F q(x)) =
Q⋂
q=1

L=(F
q, F q(x)) (7)

x ∈ X ∗
s−Par

(
F 1, . . . , FQ

)
⇔

Q⋂
q=1

L≤(F q, F q(x)) = {x} (8)

Finally [War83] proved, that the set X ∗
Par is connected, provided that the objective functions

are convex.



3 Bicriteria Ordered Weber Problems

3.1 Properties of 1/IR2/λi :↗ /γi/2− (
∑
ord)Par

In this and the following sections we restrict ourselves to the plane in order to use the geometric
properties of the IR2 to develop efficient algorithms. Moreover, we first consider the bicriteria
case, since - as will be seen later - it is the basis for solving the Q-criteria case.

To this end, in this section we are looking for the Pareto solutions of the following vector
optimization problem in IR2

min
x∈IR2



F 1(x) :=

M∑
i=1

λ1i γ
1(x−A)(i)

F 2(x) :=
M∑
i=1

λ2i γ
2(x−A)(i)




where the weights λqi are in increasing order with respect to the index i for each q = 1, 2, that
is,

λq1 ≤ λq2 ≤ . . . ≤ λqM , q = 1, 2

and γq(x − A)(i) depends on the set Ωq of importance given to the existing facilities by the
q-th criterion, q = 1, 2 . Therefore the previous vector optimization problem is convex, as
was discussed in Section 2. In the classification scheme we use this problem is denoted by
1/IR2/λi :↗ /γi/2− (

∑
ord)par.

Note that in a multi-criteria setting each objective function F q , q ∈ Q , generates its own
set of bisector lines. Therefore in the multi-criteria case the generalized elementary convex
sets are generated by all the fundamental directions dig , i = 1, . . . ,M , g = 1 . . . Gi , and the
bisector lines Bq(ai, aj) , q ∈ Q.

We are able to give a geometrical characterization of the set X ∗
Par by the following theorem.

Theorem 3.1 X ∗
Par (F

1, F 2) is a connected chain from X ∗(F 1) to X ∗(F 2) consisting of facets
or vertices of cells or complete cells.

Proof:
First of all, we know that X ∗

Par �= ∅, so we can choose x ∈ X ∗
Par. There exists at least one

cell C ∈ C with x ∈ C. Hence three cases can occur:

1. x ∈ int(C) : Since x ∈ X ∗
Par we obtain

Q⋂
q=1

L≤(F q, F q(x)) =
Q⋂
q=1

L=(F
q, F q(x))

and by linearity of the ordered Weber problem in each cell we have

Q⋂
q=1

L≤(F q, F q(y)) =
Q⋂
q=1

L=(F
q, F q(y)) ∀ y ∈ C

which means y ∈ X ∗
Par ∀ y ∈ C, hence C ⊆ X ∗

Par



2. x ∈ ab := conv{a, b} ⊂ bd(C) and a, b ∈ Ext(C). We can choose y ∈ int(C) and 2 cases
can occur:

(a) y ∈ X ∗
Par. Hence we can continue as in Case 1.

(b) y /∈ X ∗
Par. Therefore using the linearity we obtain first

Q⋂
q=1

L≤(F q, F q(z)) �=
Q⋂
q=1

L=(F
q, F q(z)) ∀ z ∈ int(C)

and second, we have

Q⋂
q=1

L≤(F q, F q(z)) =
Q⋂
q=1

L=(F
q, F q(z)) ∀ z ∈ ab

since x ∈ X ∗
Par. Therefore we have that C �⊆ X ∗

Par and ab ⊆ X ∗
Par.

3. x ∈ Ext(C). We can choose y ∈ int(C) and two cases can occur

(a) If y ∈ X ∗
Par, we can continue as in Case 1.

(b) If y /∈ X ∗
Par, we choose z1, z2 ∈ Ext(C) such that xz1, xz2 are faces of C,

i. If z1 or z2 are in X ∗
Par, we can continue as in Case 2.

ii. If z1 and z2 are not in X ∗
Par, then using the linearity in the same way as before

we obtain that (C \ {x}) ∩ X ∗
Par = ∅

Hence, we obtain that the set of Pareto solutions consists of complete cells, complete faces and
vertices of these cells. Since we know that the set X ∗

Par is connected, the proof is completed.

3.2 An algorithm for solving 1/IR2/λi :↗ /γi/2− (
∑

ord)par

The idea of the bicriteria algorithm is to start in a vertex x of the cell structure which belongs
to X ∗

Par, say x ∈ X ∗
1,2. Then using the connectivity of X ∗

Par the algorithm proceeds moving from
vertex x to another Pareto optimal vertex y of the cell structure which is connected with the
previous one by an elementary convex set. This procedure is repeated until the end of the chain
in X ∗

2,1 is reached.
By the linearity of the level sets in each cell we can distinguish the following disjoint cases,

if x ∈ X ∗
Par :

A : C ⊆ X ∗
Par , i.e. C is contained in the chain.

B : xy and xz are candidates for X ∗
Par and int(C) �⊂ X ∗

Par.

C : xy is candidate for X ∗
Par and xz is not contained in X ∗

Par.

D : xz is candidate for X ∗
Par and xy is not contained in X ∗

Par.

E : Neither xy nor xz are contained in X ∗
Par.
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Figure 4: Illustration to Lemma 3.2 : y, x, z ∈ Ext(C) in counterclockwise order

We denote by sit(C, x) the situation appearing in cell C according to the extreme point x
of C.

Lemma 3.1 Let C1, . . . ,CPx be the cells containing the intersection point x , considered in
counterclockwise order, and y1, . . . , yPx the intersection points adjacent to x , considered in
counterclockwise order, ( see Figure 5 ). If x ∈ X ∗

Par and i ∈ {1, . . . , Px}, then the following
holds :

xyi+1 ⊆ X ∗
Par ⇐⇒




sit(Ci, x) = A
or sit(Ci+1, x) = A

or

{
sit(Ci, x) ∈ {B,C}

and sit(Ci+1, x) ∈ {B,D}
}



Proof:
The proof of this lemma follows directly from the exhaustive case analysis in the appendix.

Applying these two results we describe the following algorithm.

ALGORITHM 3.1
( Solving 1/IR2/λi :↗ /γi/2− (

∑
ord)par . )

Input:

1. Demand points ai ∈ IR2 , i ∈ M .

2. Weights λqi , i ∈ M , q = 1, 2 satisfying 0 ≤ λq1 ≤ . . . ≤ λqM for q = 1, 2 .

3. Weights ωqi , i ∈ M , q = 1, 2 satisfying ωqi ≥ 0 for i ∈ M , q = 1, 2 .
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4. Polyhedral gauges γi : IR
2 → IR , i ∈ M .

Output:

1. X ∗
Par (F

1, F 2) .

Steps:

1. Computation of the planar graph generated by the cells.

2. Compute the two sets of lexicographical solutions X ∗
1,2 , X ∗

2,1 .

3. IF X ∗
1,2 ∩ X ∗

2,1 �= ∅
4. THEN (- trivial case : X ∗(F 1) ∩ X ∗(F 2) �= ∅ -) X ∗

Par := co{X ∗
1,2}

5. ELSE (- non trivial case : X ∗(F 1) ∩ X ∗(F 2) = ∅ -)
6. X ∗

Par := X ∗
1,2 ∪ X ∗

2,1

7. Choose x ∈ X ∗
1,2 ∩ GIP and i := 0 .

8. WHILE x /∈ X ∗
2,1 DO

9. BEGIN

10. REPEAT

11. i := i+ 1



12. IF i > Px THEN i := i− Px
13. UNTIL sit(Ci, x) := A OR ( sit(Ci, x) ∈ {B,C} AND sit(Ci+1, x) ∈ {B,D} )

14. IF sit(Ci, x) :=A

15. THEN (- We have found a bounded cell. -) X ∗
Par := X ∗

Par ∪ Ci

16. ELSE (- We have found a bounded face. -) X ∗
Par := X ∗

Par ∪ xyi
17. temp := x

18. x := yi

19. i := ix(temp)− 1 ( � Where ix(temp) is the index of temp in the list

of adjacent generalized intersection points

to the generalized intersection point x. �).

20. END

[BO79] proved that the computation of a planar graph induced by n line segments in the
plane, can be computed in O((n+ s)log n) time, where s is the number of intersection points of
the line segments. [BO79] method only works for line segments. Therefore, we need to assure
in our problem that we can replace half-lines by line segments. The following lemma shows
that we only have to look for the solutions in a bounded region. Hence all half-lines defining
the cells are transformed into segments.

Lemma 3.2 For x ∈ X ∗
Par

(
F 1, . . . , FQ

)
holds

l2(x) ≤ 2 max
m∈M

{
l2(am)

rmmax

rmmin

}
=: R

with
rmmax := max

i=1,...,Gm

{l2(emi )} ∀m ∈ M
and

rmmin := min
i=1,...,Gm

{
l2

( 〈emi+1, emi+1 − emi 〉
〈emi+1 − emi , emi+1 − emi 〉

emi − 〈emi , emi+1 − emi 〉
〈emi+1 − emi , emi+1 − emi 〉

emi+1

)}
∀m ∈ M ,

i. e.
X ∗
Par

(
F 1, . . . , FQ

)
⊆ B(0, R) .

Proof:
Indeed, we know that X ∗

Par

(
F 1, . . . , FQ

)
⊆ X ∗

w−Par
(
F 1, . . . , FQ)

)
. We show in the following

X ∗
w−Par

(
F 1, . . . , FQ

)
⊆ X ∗

w−Par (γ1(.− a1), . . . , γM(.− aM )) .



Let x ∈ IRn \X ∗
w−Par (γ1(.− a1), . . . , γM(.− aM)). Then, there exists y ∈ IRn such that γm(y) <

γm(x) for all m ∈ M. For any 0 ≤ λ1 ≤ . . . ≤ λM the function

IRM+ → IR
x &→ ∑M

m=1 λmxσ(m)

with a permutation σ of M such that xσ(1) ≤ . . . ≤ xσ(M), is non-decreasing. Then F q(y) <

F q(x) for all 1 ≤ q ≤ Q. This means x ∈ IRn \ X ∗
w−Par

(
F 1, . . . , FQ

)
.

Now it is sufficient to prove the claim for

x ∈ X ∗
w−Par (γ1(.− a1), . . . , γM(.− aM)) .

Let x ∈ X ∗
w−Par (γ1(.− a1), . . . , γM(.− aM)). Then there exists no point y ∈ IR2 which

strictly dominates x. That means, especially for y = 0, there exists an index mx ∈ M with

γmx(x− amx) ≤ γmx(0− amx) = γmx(−amx) .

Using the triangular inequality this means

γmx(x) = γmx(amx + x− amx) ≤ γmx(amx) + γmx(x− amx) ≤ γmx(amx) + γmx(−amx)

By elementary calculations using the law of sines we have

l2(x) ≤ γmx(x) · rmx
max and γmx(±amx) ≤

l2(±amx)

rmx
min

.

Summarizing the previous estimations we obtain

l2(x) ≤ γmx(x) · rmx
max

≤
(
γmx(amx) + γmx(−amx)

)
rmx
max

≤
(
l2(amx) + l2(−amx)

)rmx
max

rmx
min

≤ 2 l2(amx)
rmx
max

rmx
min

The right side of the previous inequality depends on mx ∈ M. To avoid this we have to
consider the maximum over all indices m ∈ M which leads to the inequality :

l2(x) ≤ 2 max
m∈M

{
l2(am)

rmmax

rmmin

}

This lemma implies that in the case of the ordered Weber problem the computation of
the planar graph generated by the fundamental directions and bisector lines can be done in
O((M2Gmax +M

4G2
max) log (M

2Gmax)) = O(M
4G2

max log (MGmax)).
The evaluation of the ordered Weber function for one point needs O(M log(MGmax)),

therefore we obtain O(M5G2
max log (MGmax)) for the computation of lexicographic solutions.

At the end, the complexity for computing the chain is O(M5G2
max log (MGmax)), since we

have to consider at most O(M4G2
max) cells and the determination of sit( . , . ) can be done

in O(M log(MGmax)). The overall complexity is O(M5G2
max log (MGmax)).



4 The 3-Criteria Case

In this section we turn to the 3-criteria case and we develop an efficient algorithm for computing
X ∗
Par (F

1, F 2, F 3) using the results of the bicriteria case.
The first lemma establishes some useful geometric relations.

Lemma 4.1

1. For a convex function F : IRn → IR and a real value z ∈ IR holds

L<(F, z) = int(L<(F, z)) ⊆ int(L≤(F, z)) ⊆ ri(L≤(F, z)) . (9)

2. The tangent cone to a closed convex set C ⊆ IRn at a point x ∈ C is the closure of the
cone generated by C − {x}, i. e.

TC(x) = cone(C − {x}) = cl(IR+(C − {x}))
= cl { d ∈ IRn : d = λ(y − x), y ∈ C, λ ≥ 0 } . (10)

and especially
C − {x} ⊆ TC(x) or C ⊆ TC(x) + {x} (11)

3. For two nonempty closed convex sets C1, C2 ∈ IRn and x ∈ C1 ∩ C2 holds

TC1∩C2(x) ⊆ TC1(x) ∩ TC2(x) . (12)

If in addition ri(C1) ∩ ri(C2) �= ∅ holds, then

TC1∩C2(x) = TC1(x) ∩ TC2(x) . (13)

Proof :

1. The equality follows from the continuity of F . The first inclusion follows directly from
the definitions of level sets and strict level sets, whereas the second inclusion follows from
the definitions of the interior and the relative interior.

2. See [HUL93], Chapter III, Proposition 5.2.1 .

3. See [HUL93], Chapter III, Propositions 5.3.1 and 5.3.2 .

We denote by

C∞(IR+
0 , IR

2) :=
{
ϕ |ϕ : IR+

0 → IR2, ϕ continuous, lim
t→∞ l2((ϕ(t)) = +∞

}
. (14)

the set of continuous curves, which map the set of non-negative numbers IR+
0 := [0,∞) into the

two-dimensional space IR2 and whose image ϕ(IR+
0 ) is an unbounded set in IR2.

For a set C ⊆ IR2 we define the enclosure of C by

encl (C) :=
{
x ∈ IR2 : ∃ ε > 0 with B(x, ε) ∩ C = ∅ , ∃ tϕ ∈ [0,∞) with

ϕ(tϕ) ∈ C for allϕ ∈ C∞(IR+
0 , IR

2) withϕ(0) = x
}
. (15)

Notice that C ∩ encl (C) = ∅. Informally spoken encl (C) contains all the points which are
surrounded by C, but do not belong itself to C.



Lemma 4.2
If x ∈ IRn is dominated by y ∈ IRn with respect to strict Pareto optimality , then zλ :=
x+ λ(x− y) ∈ IRn with λ ≥ 0 is dominated by x with respect to strict Pareto optimality.

Proof :
From zλ := x+ λ(x− y), λ ≥ 0 follows x = 1

1+λ
zλ +

λ
1+λ
y with λ ≥ 0.

Since y dominates x with respect to strict Pareto optimality and from the convexity of F 1, . . . , FQ

we obtain F q(x) ≤ 1
1+λ
F q(zλ) +

λ
1+λ
F q(y) < 1

1+λ
F q(zλ) +

λ
1+λ
F q(x) for all q ∈ Q ,

which implies (1 + λ)F q(x) < F q(zλ) + λF
q(x) for all q ∈ Q

respectively F q(x) < F q(zλ) for all q ∈ Q ,
i. e. x dominates zλ with respect to strict Pareto optimality.

We denote the union of the bicriteria chains including the 1-criterion solutions by

X gen
Par

(
F 1, F 2, F 3

)
:=

3⋃
q=1

X ∗(F q) ∪
2⋃
q=1

3⋃
p=q+1

X ∗
Par (F

p, F q) . (16)

We use the abbreviation gen since this set will generate the set X ∗
Par (F

1, F 2, F 3). The next

X ∗
1

X ∗
2

X ∗
3

X ∗
Par

(
F 1, F 2

)

X ∗
Par

(
F 1, F 3

)
X ∗

Par

(
F 2, F 3

)

encl
(
X gen

Par

(
F 1, F 2, F 3

))

Figure 6: The enclosure of X gen
Par (F

1, F 2, F 3)

lemmata give detailed geometric descriptions of parts of the Pareto solution which are needed
to build up X ∗

Par (F
1, F 2, F 3). We will also learn more about the part of the plane which is

crossed by the Pareto chain.

Lemma 4.3

cl
(
encl

(
X gen
Par

(
F 1, F 2, F 3

)))
⊆ X ∗

s−Par
(
F 1, F 2, F 3

)



Proof :
Let x ∈ encl (X gen

Par (F
1, F 2, F 3)). Assume x /∈ X ∗

s−Par (F
1, F 2, F 3) . Then there exists a point

y ∈ IR2 which dominates x with respect to strict Pareto optimality. Consider the curve

ϕ : IR+
0 → IR2 , t &→ x+ t(x− y) .

Obviously ϕ is continuous and fulfills lim
t→∞ l2((ϕ(t)) = +∞ , i. e. ϕ ∈ C∞(IR+

0 , IR
2). Moreover

ϕ(0) = x. Since x ∈ encl (X gen
Par (F

1, F 2, F 3)), there exists t ∈ [0,∞) with

zt := ϕ(t) ∈ X gen
Par

(
F 1, F 2, F 3

)
. (17)

By Lemma 4.2 we have F q(x) ≤ F q(zt) for all q ∈ Q. Hence we can continue with the following
case analysis with respect to (17) :

Case 1 : zt ∈ X ∗(F q) for some q ∈ {1, 2, 3} :
⇒ x ∈ X ∗(F q) ⇒ x ∈ X gen

Par (F
1, F 2, F 3) ⇒ Contradiction !

Case 2 : zt ∈ X ∗
Par (F

p, F q) for some p, q ∈ {1, 2, 3}, p < q :
⇒ x ∈ X ∗

Par (F
p, F q) ⇒ x ∈ X gen

Par (F
1, F 2, F 3) ⇒ Contradiction !

Therefore we have x ∈ X ∗
s−Par (F

1, F 2, F 3), i. e. encl (X gen
Par (F

1, F 2, F 3)) ⊆ X ∗
s−Par (F

1, F 2, F 3).
Since X ∗

s−Par (F
1, F 2, F 3) is closed ( see [Whi82], Chapter 4, Theorem 27 ) we obtain

cl
(
encl

(
X gen
Par

(
F 1, F 2, F 3

)))
⊆ cl

(
X ∗
s−Par

(
F 1, F 2, F 3

))
= X ∗

s−Par
(
F 1, F 2, F 3

)
.

For q ∈ Q we use the abbreviations

Lq≤(x) := L≤(F q, F q(x)) (18)

and
Lq<(x) := L<(F

q, F q(x)) (19)

and
T q≤(x) := TLq

≤(x)
(x) := TL≤(F q ,F q(x))(x) . (20)

For p, q ∈ Q we use the abbreviations

Lp∩q≤ (x) := Lp≤(x) ∩ Lq≤(x) := L≤(F p, F p(x)) ∩ L≤(F q, F q(x)) (21)

and
Lp∩q< (x) := Lp<(x) ∩ Lq<(x) := L<(F p, F p(x)) ∩ L<(F q, F q(x)) (22)

and
T p∩q≤ (x) := TLp∩q

≤ (x)(x) := TLp
≤(x)∩L

q
≤(x)

(x) := TL≤(F p,F p(x))∩L≤(F q ,F q(x))(x) . (23)

Lemma 4.4
If the assumptions ⋂3

q=1
Lq<(x) = ∅ (24)



and
Lp∩q< (x) �= ∅ ∀ p, q ∈ {1, 2, 3}, p < q (25)

are fulfilled, then ⋂3

q=1
Lq≤(x) = {x} , (26)

{x} +⋂3

q=1
T q≤(x) = {x} (27)

and (
{x} − T p∩q≤ (x)

)
∩ X ∗

w−Par (F
p, F q) = ∅ ∀ p, q ∈ {1, 2, 3}, p < q . (28)

Proof :
From (25) we can especially conclude Lq<(x) �= ∅, Lq<(x) = int(Lq≤(x)), L

q
=(x) = bd(Lq≤(x)) for

all q ∈ {1, 2, 3}. Obviously x ∈ ⋂3
q=1L

q
≤(x). Assume there exists y ∈ ⋂3

q=1 L
q
≤(x) \ {x}, i. e.

y ∈ Lq≤(x) \ {x} for all q ∈ {1, 2, 3}. We can distinguish the following cases :

Case 1 : y ∈ Lp<(x) for some p ∈ {1, 2, 3} :
Then there exists ε > 0 with B(x, ε) ⊆ Lp<(x). By (25) we can choose u ∈ Lr∩s< (x), r, s ∈
{1, 2, 3} \ {p}, r < s. Now we choose λ ∈ (0, 1), such that

zλ := λu+ (1− λ)y ∈ B(y, ε) ⊆ Lp<(x) .

For q = r, s we obtain by the convexity of F q

F q(zλ) ≤ λF q(u) + (1− λ)F q(y)
< λF q(x) + (1− λ)F q(x) = F q(x) ,

i. e. zλ ∈ Lq<(x) and hence zλ ∈ ⋂3
q=1 L

q
<(x). Contradiction to (24).

Case 2 : y ∈ Lq=(x) for all q ∈ {1, 2, 3} :
By the convexity of F q we have xy ⊆ Lq≤(x) for some q ∈ {1, 2, 3}. Hence we distinguish
again two cases :

Case 2.1 : xy �⊆ Lp=(x) for some p ∈ {1, 2, 3} :
Then ri(xy) ⊆ Lp<(x). We choose ỹ ∈ ri(xy) and the result follows by Case 1 for
y := ỹ.

Case 2.2 : xy ⊆ Lq=(x) for all q ∈ {1, 2, 3} :
Now we consider the two half-spaces generated by the carrier line of the segment
[x, y]. Hence by (25) the level sets Lq≤(x), q ∈ {1, 2, 3}, ly in the same half-space.
But then

⋂3
q=1 L

q
<(x) �= ∅ which contradicts (24).

Therefore (26) is proven.
Instead of (27) we prove

⋂3
q=1 T

q
≤(x) = {0}. Assume there exists y �= 0 with y ∈ ⋂3

q=1 T
q
≤(x),

i. e. y ∈ T q≤(x) for q ∈ {1, 2, 3}. By Lq<(x) �= ∅ the level set Lq≤(x) is a non-degenerate polyhedron
in IR2 and there exists λq > 0, such that x+λqy ∈ Lq≤(x) for q ∈ {1, 2, 3} ( compare with Figure
7 ). We define λ := min{λ1, λ2, λ3} > 0. Using x ∈ Lq≤(x) and the convexity of Lq≤(x), we obtain
x+ λy ∈ [x, x + λqy] ⊆ Lq≤(x) for q ∈ {1, 2, 3}. Finally we obtain x + λy ∈ ⋂3

q=1 L
q
≤(x), which

contradicts (26). Therefore (27) is proven.



Let y ∈
(
{x} − T p∩q≤ (x)

)
, then there exists u ∈ T p∩q≤ (x) with y = x− u. Since u ∈ T p∩q≤ (x)

there exists v ∈ Lp≤(x)∩Lq≤(x) and λ ≥ 0 with u = λ(v−x) ( compare with Figure 7 ). Therefore
we have

y = x− λ(v − x) respectively x =
1

1 + λ
y +

λ

1 + λ
v .

For r = p, q we obtain now

F r(x) ≤ 1

1 + λ
F r(y) +

λ

1 + λ
F r(v) , since F r is convex

≤ 1

1 + λ
F r(y) +

λ

1 + λ
F r(x) , since v ∈ Lp∩q≤ (x) ⊆ Lr≤(x)

which implies
(1 + λ)F r(x) ≤ F r(y) + λF r(x)

respectively
F r(x) ≤ F r(y) .

By (6) we obtain x /∈ X ∗
w−Par (F

p, F q) and hence y /∈ X ∗
w−Par (F

p, F q). Therefore (28) is proven.

x

Lq
≤(x)

{x}+ T q
≤(x)

x+ y

x+ λqy

x+ λ̃q ỹ

x+ ỹ

x

Lq
≤(x)

{x}+ T q
≤(x)

x+ y

x+ λqy

x+ λ̃q ỹ

x+ ỹ

Figure 7: Illustration to the proof of Lemma 4.4

Lemma 4.5
If Lp∩q< (x) �= ∅ for some p, q ∈ {1, 2, 3}, p < q, then

Lp∩q< (x) ∩ X ∗
w−Par (F

p, F q) �= ∅ . (29)

Proof :
By Lp∩q< (x) �= ∅ we have x /∈ X ∗

w−Par (F
p, F q). Therefore, without loss of generality, there

exists a y ∈ X ∗
w−Par (F

p, F q) that dominates x, i. e. F p(y) < F p(x) and F q(y) < F q(x). Hence



xLp
≤(x)

Lq
≤(x)

v

y

x+ u

{x}+ T p∩q
≤ (x)

{x} − T p∩q
≤ (x)

Figure 8: Illustration to the proof of Lemma 4.4

y ∈ Lp∩q< (x), that means Lp∩q< (x) ∩ X ∗
w−Par (F

p, F q) �= ∅.
The curve ϕ ∈ C∞(IR+

0 , IR
2) with ϕ(0) = x separates the sets C and D with respect to the

convex cone Γ pointed at x, if C,D ⊆ Γ and there is no continuous curve ζ ∈ C([0, 1], IR2) with
ζ([0, 1]) ⊆ Γ, ζ(0) ∈ C, ζ(1) ∈ D verifying ϕ(IR+

0 ) ∩ ζ([0, 1]) �= ∅ ( see Figure 9 ).

Lemma 4.6

X ∗
w−Par

(
F 1, F 2, F 3

)
⊆ X gen

Par

(
F 1, F 2, F 3

)
∪ encl

(
X gen
Par

(
F 1, F 2, F 3

))
Proof :
Let x ∈ X ∗

w−Par (F
1, F 2, F 3). Then we have by (6)

⋂3
q=1 L

q
<(x) = ∅ and we can distinguish the

following cases.
If Lp∩q< (x) = ∅ for some p, q ∈ {1, 2, 3}, p < q, then

x ∈ X ∗
w−Par (F

p, F q) = X ∗(F p) ∪ X ∗
Par (F

p, F q) ∪ X ∗(F q) ⊆ X gen
Par

(
F 1, F 2, F 3

)

and we are done.
On the other hand, if Lp∩q< (x) �= ∅ for all p, q ∈ {1, 2, 3}, p < q, we will prove x ∈

encl (X gen
Par (F

1, F 2, F 3)).
We have by (6) x /∈ X ∗

w−Par (F
p, F q) for all p, q ∈ {1, 2, 3}, p < q, and hence x /∈ X gen

Par (F
1, F 2, F 3).

Since X ∗
w−Par (F

p, F q) is closed ( see [Whi82], Chapter 4, Theorem 27 ) for all p, q ∈ {1, 2, 3}, p <
q, the set X gen

Par (F
1, F 2, F 3) is also closed . Hence there exists ε > 0 withB(x, ε)∩X gen

Par (F
1, F 2, F 3) =

∅.
Moreover we have to prove that all curves ϕ ∈ C∞(IR+

0 , IR
2) with ϕ(0) = x fulfill ϕ(IR+

0 ) ∩
X gen
Par (F

1, F 2, F 3) �= ∅.



x

Γ
ϕ

ζ
C1

C2

Figure 9: ϕ separates C1 and C2 with respect to Γ

By (29) we have
Cp∩q(x) := Lp∩q< (x) ∩ X ∗

w−Par (F
p, F q) �= ∅ (30)

and by (30), (22) and (11) we have

Cp∩q(x) ⊆ Lp∩q< (x) ⊆
{
Lp<(x) ⊆ Lp≤(x) ⊆ {x}+ T p≤(x)
Lq<(x) ⊆ Lq≤(x) ⊆ {x}+ T q≤(x)

(31)

for all p, q ∈ {1, 2, 3}, p < q.
Moreover we have X ∗(F q) ⊆ Lq≤(x) ⊆ {x}+ T q≤(x) for all q ∈ {1, 2, 3} by (11). In addition

we have

X ∗(F p) ∪ Cp∩q(x) ⊆ X ∗(F p) ∪ X ∗
w−Par (F

p, F q) by (30)

= X ∗
w−Par (F

p, F q)

⊆ IR2 \
(
{x} − T p∩q≤ (x)

)
by (28)

for all p, q ∈ {1, 2, 3}, p < q.
Now let ϕ ∈ C∞(IR+

0 , IR
2) with ϕ(0) = x.

If ϕ(IR+
0 ) ∩ Cp∩q(x) �= ∅ for some p, q ∈ {1, 2, 3}, p < q, we have

∅ �= ϕ(IR+
0 ) ∩ X ∗

w−Par (F
p, F q) by (30)

⊆ ϕ(IR+
0 ) ∩ X gen

Par (F
1, F 2, F 3) by (16)

and we are done.
Otherwise if ϕ(IR+

0 )∩Cp∩q(x) = ∅ for all p, q ∈ {1, 2, 3}, p < q, there exist p, q ∈ {1, 2, 3}, p <
q, such that ϕ separates Cp∩r(x) and Cq∩r(x) with respect to {x}+T r≤(x), r ∈ {1, 2, 3} \ {p, q}.

On one hand, X ∗
w−Par (F

p, F r) and X ∗
w−Par (F

q, F r) are connected sets both containing
X ∗(F r).

On the other hand, by (28) the bicriteria chains X ∗
w−Par (F

p, F r) and X ∗
w−Par (F

q, F r) cannot
cross {x} − T p∩r≤ (x) and {x} − T q∩r≤ (x), respectively.

Therefore we can distinguish the following three cases :



Case 1 : X ∗(F r) is separated from Cp∩r(x) by ϕ with respect to {x}+T r≤(x), r ∈ {1, 2, 3}\{p, q}
⇒ ∅ �= X ∗

w−Par (F
p, F r) ∩ ϕ(IR+

0 ) ⊆ X gen
Par (F

1, F 2, F 3) ∩ ϕ(IR+
0 )

Case 2 : X ∗(F r) is separated fromCq∩r(x) by ϕ with respect to {x}+T r≤(x), r ∈ {1, 2, 3}\{p, q}
⇒ ∅ �= X ∗

w−Par (F
q, F r) ∩ ϕ(IR+

0 ) ⊆ X gen
Par (F

1, F 2, F 3) ∩ ϕ(IR+
0 )

Case 3 : ∅ �= X ∗(F r) ∩ ϕ(IR+
0 ) ⇒ ∅ �= X gen

Par (F
1, F 2, F 3) ∩ ϕ(IR+

0 )

That means all ϕ ∈ C∞(IR+
0 , IR

2) with ϕ(0) = x fulfill ϕ(IR+
0 ) ∩ X gen

Par (F
1, F 2, F 3) �= ∅. Hence

x ∈ encl (X gen
Par (F

1, F 2, F 3)).

Finally we obtain the following theorem which provides a subset as well as a superset of

L1
≤(x)

L2
≤(x)

L3
≤(x)

{x}+ T 1∩2
≤ (x)

{x}+ T 2∩3
≤ (x)

{x}+ T 1∩3
≤ (x)

{x} − T 1∩2
≤ (x)

{x} − T 2∩3
≤ (x)

{x} − T 1∩3
≤ (x)

X ∗(F 1)

X ∗(F 2)

X ∗(F 3)

x

Figure 10: Illustration to the proof of Lemma 4.6

X ∗
Par (F

1, F 2, F 3).

Theorem 4.1

encl
(
X gen
Par

(
F 1, F 2, F 3

))
⊆ X ∗

Par

(
F 1, F 2, F 3

)
⊆ X gen

Par

(
F 1, F 2, F 3

)
∪ encl

(
X gen
Par

(
F 1, F 2, F 3

))
Proof :



encl (X gen
Par (F

1, F 2, F 3)) ⊆ X ∗
s−Par (F

1, F 2, F 3) by Lemma 4.3

⊆ X ∗
Par (F

1, F 2, F 3)

⊆ X ∗
w−Par (F

1, F 2, F 3)

⊆ X gen
Par (F

1, F 2, F 3) ∪ encl (X gen
Par (F

1, F 2, F 3)) by Lemma 4.6

Now it remains to consider the Pareto optimality of the gap X gen
Par (F

1, F 2, F 3) with respect to
the three objective functions F 1, F 2, F 3. For a cell C ∈ C we define the collapsing and the
remaining part of f with respect to Q-criteria optimality by

colQ(C) :=
{
x ∈ C : x /∈ X ∗

Par

(
F 1, . . . , FQ

)}
(32)

and
remQ(C) :=

{
x ∈ C : x ∈ X ∗

Par

(
F 1, . . . , FQ

)}
. (33)

Using the differentiability of the objective functions in the interior of the cells we obtain the
following lemma.

Lemma 4.7
For C ∈ C holds :

1. colQ(C) ∪̇ remQ(C) = C.

2. Either remQ(C) = C or remQ(C) ⊆ bd(C). In the letter case remQ(C) is either empty
or consists of complete faces and/or extreme points of C or

3. For C ⊆ X ∗(F p) with p ∈ {1, 2, 3} and x ∈ int(C) holds :

x ∈ rem3(C) ⇔



∃ ξ ∈ IR with ∇F q(x) = ξ∇F r(x)
and ξ < 0 for q, r ∈ {1, 2, 3} \ {p}, q < r


 (34)

For C ⊆ X ∗
Par (F

p, F q) with p, q ∈ {1, 2, 3}, p < q, and x ∈ int(C) holds :

x ∈ rem3(C) ⇔



∃ ξp, ξq ∈ IR with ∇F r(x) = ξp∇F p(x) , ∇F r(x) = ξq∇F q(x)
and ξpξq ≤ 0 for r ∈ {1, 2, 3} \ {p, q}



(35)

Proof :

1. Follows directly from the definition of colQ(C) and remQ(C).

2. If int(C)∩X ∗
Par (F

1, F 2, F 3) �= ∅ we have C ⊆ X ∗
Par (F

1, F 2, F 3) and hence remQ(C) = C.
This follows analogously to the proof of Theorem 3.1

If int(C) ∩ X ∗
Par (F

1, F 2, F 3) = ∅, then remQ(C) ⊆ bd(C). The rest follows analogously
to the proof of Theorem 3.1.



3. If C ⊆ X ∗(F p) for p ∈ {1, 2, 3} and x ∈ int(C), we have Lp=(x) = L
p
≤(x) and therefore

x ∈ rem3(f) ⇔ Lq=(x) ∩ Lr=(x) = Lq≤(x) ∩ Lr≤(x) for q, r ∈ {1, 2, 3} \ {p}, q < r
⇔ ∇F q(x) = ξ∇F r(x) with ξ < 0 for q, r ∈ {1, 2, 3} \ {p}, q < r .

If C ⊆ X ∗
Par (F

p, F q) for p, q ∈ {1, 2, 3} and x ∈ int(C), there exists ξ ∈ IR with

∇F p(x) = ξ∇F q(x) with ξ < 0 .

(Notice that the trivial case X ∗(F 1) ∩ X ∗(F 2) �= ∅, i. e. ∇F p(x) = 0 = ∇F q(x) is
included. )

The Pareto optimality condition
⋂3
q=1 L

q
=(x) =

⋂3
q=1 L

q
≤(x) for the 3 criteria is fulfilled if

and only if the level curve Lr=(x), , r ∈ {1, 2, 3} \ {p, q}, has the same slope than Lp=(x)
and Lq=(x), i. e. if and only if ξp, ξq ∈ IR exist with

∇F r(x) = ξp∇F p(x) , ∇F r(x) = ξq∇F q(x) and ξpξq ≤ 0 .

Summing up the preceding results we get a complete geometric characterization of the set of
Pareto solutions for three criteria.

Theorem 4.2

X ∗
Par

(
F 1, F 2, F 3

)
= (X gen

Par (F
1, F 2, F 3) ∪ encl (X gen

Par (F
1, F 2, F 3)) )

\ {x ∈ IR2 : ∃C ∈ C, C ⊆ X gen
Par (F

1, F 2, F 3) , x ∈ col3(C)}
Proof :
Let y ∈ X ∗

Par (F
1, F 2, F 3). Then we have by Theorem 4.1

y ∈ X gen
Par

(
F 1, F 2, F 3

)
∪ encl

(
X gen
Par

(
F 1, F 2, F 3

))
.

Moreover for C ∈ C with y ∈ C we have y ∈ rem3(C), i. e. y /∈ col3(C). This implies

y ∈ (X gen
Par (F

1, F 2, F 3) ∪ encl (X gen
Par (F

1, F 2, F 3)))

\ {x ∈ IR2 : ∃C ∈ C, C ⊆ X gen
Par (F

1, F 2, F 3) , x ∈ col3(C)} .

Now let
y ∈ (X gen

Par (F
1, F 2, F 3) ∪ encl (X gen

Par (F
1, F 2, F 3)))

\ {x ∈ IR2 : ∃C ∈ C, C ⊆ X gen
Par (F

1, F 2, F 3) , x ∈ col3(C)} .

We distinguish the following cases :

Case 1 : y ∈ encl (X gen
Par (F

1, F 2, F 3)). Then y ∈ X ∗
Par (F

1, F 2, F 3) by Theorem 4.1.

Case 2 : y ∈ X gen
Par (F

1, F 2, F 3)

Case 2.1 : ∃C ∈ C, C ⊆ X gen
Par (F

1, F 2, F 3) with y ∈ C
⇒ y /∈ col3(C) ⇒ y ∈ rem3(C) ⇒ y ∈ X ∗

Par (F
1, F 2, F 3).



Case 2.2 : � ∃ C ∈ C, C ⊆ X gen
Par (F

1, F 2, F 3) with y ∈ C
⇒ Lp≤(y) ∩ Lq≤(y) = {y} for some p, q ∈ {1, 2, 3}, p < q
⇒ ⋂3

q=1 L
q
≤(y) = {y}

⇒ y ∈ X ∗
s−Par (F

1, F 2, F 3) ⊆ X ∗
Par (F

1, F 2, F 3) .

In the case of Ordered Weber functions the gradients ∇F q(x), q ∈ {1, 2, 3}, can be computed
in O(M log(MGmax)) time (analogous to the evaluation of the function). Therefore we can
test with (34) and (35) in O(M log(MGmax)) time if a cell C ∈ C, C ⊆ X gen

Par (F
1, F 2, F 3)

collapses. We obtain the following algorithm for 1/IR2/•/γm/3−(
∑
ord)par with time complexity

O(M5G2
max log(MGmax)).

ALGORITHM 4.1
( Solving 1/IR2/λi :↗ /γi/3− (

∑
ord)par . )

Input:

1. Demand points ai ∈ IR2 , i ∈ M .

2. Weights λqi , i ∈ M , q = 1, 2, 3 satisfying 0 ≤ λq1 ≤ . . . ≤ λqM for q = 1, 2, 3 .

3. Weights ωqi , i ∈ M , q = 1, 2, 3 satisfying ωqi ≥ 0 for i ∈ M , q = 1, 2, 3 .

4. Polyhedral gauges γi : IR
2 → IR , i ∈ M .

Output:

1. X ∗
Par (F

1, F 2, F 3) .

Steps:

1. Computation of the planar graph generated by the cells C.
2. Computation of X ∗

w−Par (F
1, F 2) ,X ∗

w−Par (F
1, F 3) ,X ∗

w−Par (F
2, F 3) using Algorithm 3.1.

3. X gen
Par (F

1, F 2, F 3) := X ∗
w−Par (F

1, F 2) ∪ X ∗
w−Par (F

1, F 3) ∪ X ∗
w−Par (F

2, F 3).

4. X ∗
Par (F

1, F 2, F 3) := X gen
Par (F

1, F 2, F 3) ∪ encl (X gen
Par (F

1, F 2, F 3)).

5. Forall C ∈ C with C ⊆ X gen
Par (F

1, F 2, F 3) Do

6. Compute col3(C) using Lemma 4.7.

7. X ∗
Par (F

1, F 2, F 3) := X ∗
Par (F

1, F 2, F 3) \ col3(C).
8. Endfor

Finally we present an example to illustrate the preceding results..



Example 4.1
We consider the four existing facilities a1 = (2, 6.5), a2 = (5, 9.5), a3 = (6.5, 2), a4 = (11, 9.5)
( see Figure 3 ). a1 and a4 are associated with the l1-norm, whereas a2 and a3 are associated with
the l∞-norm. We consider three Ordered Weber functions F q defined by the following weights :

q ωq1 ωq2 ωq3 ωq4 λq1 λq2 λq3 λq4
1 1 1 0 1 1 1 1 1
2 1 1 1 0 1 1 1 1
3 1 1 1 1 0 0 0 1

We obtain the optimal solutions X ∗(F 1) = {a2},X ∗(F 2) = {a1} and X ∗(F 3) = (6.5, 8) , (8, 6.5).
The sets X gen

Par (F
1, F 2, F 3) and X ∗

Par (F
1, F 2, F 3) are drawn in Figure 11 and Figure 12, respect-

ively. Both figures show a part of the whole situation presented in Figure 3.

a1

a2

X gen
Par

(
F 1, F 2, F 3

)

Figure 11: Illustration to Example 4.1

5 The Case Q > 3

Now we turn to the Q-Criteria case which is based on the 3-criteria case.

Theorem 5.1

1. ⋃
p,q,r∈Q
p<q<r

cl (encl (X gen
Par (F

p, F q, F r))) ⊆ X ∗
Par

(
F 1, . . . , FQ

)

2.
X ∗
Par

(
F 1, . . . , FQ

)
⊆ ⋃

p,q,r∈Q
p<q<r

X gen
Par (F

p, F q, F r) ∪ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r))



a1

a2

X ∗
Par

(
F 1, F 2, F 3

)

Figure 12: Illustration to Example 4.1

Proof :

1. x ∈ ⋃
p,q,r∈Q
p<q<r

cl (encl (X gen
Par (F

p, F q, F r)))

⇔ x ∈ cl (encl (X gen
Par (F

p, F q, F r))) for some p, q, r ∈ Q, p < q < r

⇒ x ∈ X ∗
s−Par (F

p, F q, F r) for some p, q, r ∈ Q, p < q < r, by Lemma 4.3

⇔ Lp≤(x) ∩ Lq≤(x) ∩ Lr≤(x) = {x} for some p, q, r ∈ Q, p < q < r, by (8)

⇒ ⋂Q
q=1 Lq≤(x) = {x} , since x ∈ Lq≤(x) for all q ∈ Q

⇔ x ∈ X ∗
s−Par

(
F 1, . . . , FQ

)
by (8)

⇒ x ∈ X ∗
Par

(
F 1, . . . , FQ

)

2. x ∈ X ∗
Par

(
F 1, . . . , FQ

)
⇒ x ∈ X ∗

w−Par
(
F 1, . . . , FQ

)
⇔ ⋂Q

q=1 Lq<(x) = ∅ by (6)

⇔ Lp<(x) ∩ Lq<(x) ∩ Lr<(x) = ∅ for some p, q, r ∈ Q, p < q < r, by Helly’s Theorem

⇔ x ∈ X ∗
w−Par (F

p, F q, F r) for some p, q, r ∈ Q, p < q < r, by (6)

⇒ x ∈ X gen
Par (F

p, F q, F r) ∪ encl (X gen
Par (F

p, F q, F r)) for some p, q, r ∈ Q, p < q < r, by Lemma 4.6

⇔ x ∈ ⋃
p,q,r∈Q
p<q<r

X gen
Par (F

p, F q, F r) ∪ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r))



In the Q-criteria case the crucial region is now given by the cells C ∈ C with

C ⊆ ⋃
p,q,r∈Q
p<q<r

X gen
Par (F

p, F q, F r) \ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r))

=
⋃

p,q∈Q
p<q

X ∗
w−Par (F

p, F q) \ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r)) .

Similar to Lemma 4.7 one can test by comparing the gradients of the objective functions in
int(C), if the cell C ∈ C collapses with respect to F 1, . . . , FQ or not. Finally we obtain the
following Theorem, which can be proven by the same technique as in the 3-criteria case ( see
proof of Theorem 4.2 ).

Theorem 5.2

X ∗
Par

(
F 1, . . . , FQ

)
=


 ⋃

p,q,r∈Q
p<q<r

X gen
Par (F

p, F q, F r) ∪ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r))




\

x ∈ IR2 : ∃C ∈ C, C ⊆ ⋃

p,q∈Q
p<q

X ∗
w−Par (F

p, F q) \ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r)) , x ∈ colQ(C)




For the Q-criteria Ordered Weber problems we obtain the following algorithm.

ALGORITHM 5.1
( Solving 1/IR2/λi :↗ /γi/Q− (

∑
ord)par ,Q > 3 . )

Input:

1. Demand points ai ∈ IR2 , i ∈ M .

2. Weights λqi , i ∈ M , q ∈ Q satisfying 0 ≤ λq1 ≤ . . . ≤ λqM for q ∈ Q .

3. Weights ωqi , i ∈ M , q ∈ Q satisfying ωqi ≥ 0 for i ∈ M , q ∈ Q .

4. Polyhedral gauges γi : IR
2 → IR , i ∈ M .

Output:

1. X ∗
Par

(
F 1, . . . , FQ

)
.

Steps:

1. Computation of the planar subdivision generated by the cells C ∈ C.
2. Computation of X ∗

w−Par (F
p, F q) , p, q ∈ Q, p < q, using Algorithm 3.1.

3. X gen
Par (F

p, F q, F r) := X ∗
w−Par (F

p, F q)∪X ∗
w−Par (F

p, F r)∪X ∗
w−Par (F

q, F r) , p, q, r ∈ Q, p < q < r.

4. X ∗
Par

(
F 1, . . . , FQ

)
:=

⋃
p,q,r∈Q
p<q<r

X gen
Par (F

p, F q, F r) ∪ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r)).



5. Forall C ∈ C with C ⊆ ⋃
p,q∈Q
p<q

X ∗
w−Par (F

p, F q) \ ⋃
p,q,r∈Q
p<q<r

encl (X gen
Par (F

p, F q, F r)) Do

6. Determine colQ(C).

7. X ∗
Par

(
F 1, . . . , FQ

)
:= X ∗

Par

(
F 1, . . . , FQ

)
\ colQ(C).

8. Endfor

6 Extensions

6.1 Multi-criteria Ordered Weber Problems with Attraction and
Repulsion

If we allow the weights ωqi , i ∈ M , q ∈ Q , to be positive or negative, we cannot apply
the procedures presented in the preceding sections. Especially, we do not have the following
properties anymore :

• Convexity of the objective functions F q , q ∈ Q .

• Connectivity of the set of Pareto optimal points X ∗
Par (F

1, . . . , F q) .

As a consequence a solution algorithm for the multi-criteria ordered Weber problem with at-
traction and repulsion, classified as 1/IR2/ωqi �≥ 0/γi/Q− (

∑
ord)par , has to have a completely

different structure than the algorithm for the convex case
1/IR2/λi :↗ /γi/Q− (

∑
ord)par.

Note that for negative ωqi we cannot write ωqi γi(x) = γi(ω
q
i x) anymore. Instead we have

ωqi γi(x) = −γi(|ωqi |x) . Therefore, the increasing order of the weights λq1, . . . , λ
q
M cannot be

maintained and we drop the assumption 0 ≤ λq1 ≤ . . . ≤ λqM .
However the following properties are still fulfilled :

• The cell structure remains the same, since fundamental directions and bisector lines do
not depend on λqi and the sign of ωqi .

• Moreover we still have the linearity of the objective functions F q inside each cell.

Consequently, we can compute the local Pareto solutions with respect to a single cell as de-
scribed in the case of 1/IR2/λi :↗ /γi/Q− (

∑
ord)par . Of course we cannot be sure that the

local Pareto solutions remain globally Pareto. Therefore to obtain the set of global Pareto
solutions all local Pareto solutions have to be compared.

A schematic approach for solving 1/IR2/ωqi �≥ 0/γi/Q− (
∑
ord)par would be :

1. Compute the local Pareto solutions for each cell C ∈ C .
2. Compare all solutions of step 1 and get X ∗

Par

(
F 1, . . . , FQ

)
.

3. Output : X ∗
Par

(
F 1, . . . , FQ

)
.



In general Step 2 might become very time consuming because we have to compare in the Q-
criteria case O(Q2M4G2

max) cells. However for more special cases efficient algorithms can be
developed. In the single criteria case solution algorithms can be found in [PACFP98, ND97].
If we restrict ourselves to the bicriteria case, we can do a procedure similar to the one used in
[HLN99] for network location problems :

After having finished step 1 we project all local Pareto sets into the 2-dimensional objective
space. We get a set of L ∈ O(M4G2

max) line segments. We apply the algorithm of [Her89], with
the modification described in [HLN99], to get the global Pareto solution in the objective space
in O(L logL) time. Afterwards we transform the solutions back to the decision space.

6.2 Higher Dimensions

The problem 1/IRn/λi :↗ /γi/Q− (
∑
ord)par has essentially the same structure as the problem

in IR2. Therefore, similar approaches to the ones given in Sections 4 and 5 could be applied.
The only difference is that in IRn we should check for n+1 criteria at each time ( see [EN96] ), so
that instead of considering bicriteria chains we must consider n-criteria chains in Step 2. Never-
theless, although theoretically possible this approach is computationally very time consuming,
since many situations may occur when one intersects n level curves or level sets.

Alternatively, we can use a different approach based on checking for local Pareto optimality
using convex analysis tools. This approach is just based on the null vector condition :

x∗ is Pareto solution ⇐⇒ 0 ∈ ri

conv


⋃
q∈Q
∂F q(x∗)






where ∂F q(x∗) stands for the sub-differential set of F q at x∗ ( see [FP95] ).
In fact, it can easily be seen that the approach used for the planar case is nothing else than

a geometric interpretation of this null vector condition exploiting the additional properties of
the plane. It is straightforward to see that in the same way as it was done for the planar case,
there exists a subdivision C of IRn, such that in each element C ∈ C the objective functions
F 1, . . . , FQ are linear. Therefore, in the interior of each cell C ∈ C , ∂F q(x∗) is constant and
equals the vector defining the linear representation of F q. This means that we can check the
null vector condition in each cell in O(Q logQ) using [FGZ96]. Then using the connectivity of
the set X ∗

Par we can get this set by just following a backtracking search in the subdivision C.
In order to obtain the set of Pareto solutions in each cell C, a scheme testing generalized

elementary convex sets following a non-increasing order on its dimension can be performed.
A schematic procedure for solving 1/IRn/λi :↗ /γi/Q− (

∑
ord)par is given in what follows.

The following notation is used :

1. A(C) is the set of generalized elementary convex sets of any dimension adjacent to C.

2. X ∗
Par (C) is the set of Pareto optimal solutions on C.

3. τ is an auxiliary set.

ALGORITHM 6.1
( Solving 1/IRn/λi :↗ /γi/Q− (

∑
ord)par . )

Input:



1. Demand points ai ∈ IRn , i ∈ M .

2. Weights λqi , i ∈ M , q = 1, 2, . . . , Q satisfying 0 ≤ λq1 ≤ . . . ≤ λqM for q = 1, 2, . . . , Q .

3. Weights ωqi , i ∈ M , q = 1, 2 satisfying ωqi ≥ 0 for i ∈ M , q = 1, 2, . . . , Q .

4. Polyhedral gauges γi : IR
n → IR , i ∈ M .

Output:

1. X ∗
Par

(
F 1, . . . , FQ

)
.

Steps:

1. Solve 1/IRn/λ1i , ω
1
i /γi/

∑
ord. Let D be a generalized elementary convex set containing

optimal solutions of 1/IRn/λ1/γi/
∑
ord.

Initialize X ∗
Par = X ∗

Par (D) , τ = ∅.
2. WHILE C exists such that C ∩ (X ∗

Par \ τ) �= ∅ DO

3. BEGIN

4. Compute A(C) , set C0 = C.

5. REPEAT

6. Choose C1 ∈ A(C0).
7. A(C0) = A(C0) \ C1
8. Compute X ∗

Par (C1).

9. IF X ∗
Par (C1) �⊆ X ∗

Par

10. THEN

11. BEGIN

12. X ∗
Par = X ∗

Par ∪ X ∗
Par (C1)

13. C = C1

14. EXITREPEAT

15. END

16. UNTIL A(C) = ∅
17. IF A(C0) = ∅ THEN τ = τ ∪ C0
18. END

19. Output X ∗
Par



The reader can realize that the hardest part of this algorithmic scheme is the computation
of the set A(C) of adjacent generalized elementary convex sets to C. Once this step is efficiently
done all the remaining steps can be performed with minor effort.

7 Conclusions

In this paper we showed the usefulness of ordered Weber problems for modeling multi-criteria
locational decision problems. We developed efficient algorithms and proved structural results.
Also a detailed complexity analysis of these algorithms is provided. Extensions to the multi-
facility case as well as improvements for the complexity results for special cases are under
research. Also a more detailed discussion of the problems mentioned in Section 6 is planned.
Furthermore, we are working on an implementation of ordered Weber problems in LOLA
( Library of Location Algorithms , [HKNS96] ).

A Appendix

A.1 Computation of the bound on page 6

Theorem A.1 An upper bound on the number of ordered regions is O(M4G2).

Proof:
Given two bisectors with O(G) linear pieces, the maximum number of intersections is O(G2).

The number of bisectors ofM points is
(
M
2

)
, so, the maximum number of intersections between

them is O(G2
(
(M

2 )
2

)
). By the Euler formula, the number of intersections has the same complexity

as the number of regions. Hence, an upper bound for the number of ordered regions is O(M4G2).

A detailed analysis of this theorem shows that this bound is not too bad. Although, it is of
order M4G2, it should be noted that the number of bisectors among the points in A is

(
M
2

)
which is order M2. Therefore, even in the most favorable case of straight lines, the number of

regions in worst case analysis gives O(
(
M
2

)2
) which is, in fact O(M4). Since our bisectors are

polygonal with G pieces, this bound is rather tight.

A.2 Case analysis for the proof of Lemma 3.1

x⊥ := (−x2, x1) is perpendicular to x = (x1, x2). For q = 1, 2 let sq be the direction vector of
the lines, which describe the level curves L=(F

q, . ) in int(C). Let HC be the half-space with
respect to the line

lC :=
{
y ∈ IR2 : y = x+ η(xR − x) , η ∈ IR

}
which contains C (see Figure 13). Without loosing generality assume that sq points into HC ,
i.e. 〈(xR − x)⊥, sq〉 ≥ 0 ( If 〈(xR − x)⊥, sq〉 < 0, set sq := −sq. ).



C

xL

xR

x

xR − x

(xR − x)⊥

lC
HC

Figure 13: Halfspace HC with C ⊆ HC

The following case analysis shows how to determine which of the five situations (see Section
3.2) occurs.

Case 1 :

x ∈ argminy∈C{f1(y)} ∧ x ∈ argminy∈C{f2(y)}
⇐⇒ ( f1(x) ≤ f1(xL) ∧ f1(x) ≤ f1(xR) ) ∧ ( f2(x) ≤ f2(xL) ∧ f2(x) ≤ f2(xR) )

Case 1.1 :

At least 3 of 4 inequalities are strict

=⇒ (
( f1(x) < f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) < f2(xR) )

)
∨ (

( f1(x) = f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) < f2(xR) )
)

∨ (
( f1(x) < f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) < f2(xR) )

)
∨ (

( f1(x) < f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) < f2(xR) )
)

∨ (
( f1(x) < f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) = f2(xR) )

)
=⇒ x dominates xL as well as xR

=⇒ Situation E occurs.

Case 1.2 :

Exactly 2 of 4 inequalities are strict.

Case 1.2.1 :



( f1(x) < f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) = f2(xR) )

=⇒ x dominates xL as well as xR

=⇒ Situation E occurs.

stricter :

=⇒ {x} = argminy∈C{f1(y)} and f2/C is constant

=⇒ {x} = X ∗
(2,1) , since f2 convex and int(C) �= ∅

=⇒ The end of the chain is achieved.

Case 1.2.2 :(
( f1(x) = f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) < f2(xR) )

)
∨ (

( f1(x) < f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) < f2(xR) )
)

∨ (
( f1(x) = f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) = f2(xR) )

)
=⇒ x dominates xL as well as xR

=⇒ Situation E occurs.



Case 1.2.3 :(
( f1(x) < f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) = f2(xR) )

)
=⇒ x dominates xL

=⇒ Situation D occurs.

Case 1.2.4 :(
( f1(x) = f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) < f2(xR) )

)
=⇒ x dominates xR

=⇒ Situation C occurs.

Case 1.3 :

Exactly 1 of 4 inequalities is strict.

Case 1.3.1 :(
( f1(x) < f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) = f2(xR) )

)
∨ (

( f1(x) = f1(xL) ∧ f1(x) < f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) = f2(xR) )
)

=⇒ {x} ∈ argminy∈C{f1(y)} and f2/C is constant

=⇒ {x} ∈ X ∗
(2,1) , since f2 convex and int(C) �= ∅

=⇒ The end of the chain is achieved.

Case 1.3.2 :

( f1(x) = f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) < f2(xL) ∧ f2(x) = f2(xR) )

=⇒ f1/C is constant and xxR = argminy∈C{f2(y)}
=⇒ xxR = X ∗

(1,2)

=⇒ Situation D occurs.

Case 1.3.3 :

( f1(x) = f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) < f2(xR) )

=⇒ f1/C is constant and xxL = argminy∈C{f2(y)}
=⇒ xxL = X ∗

(1,2)

=⇒ Situation C occurs.



Case 1.4 :

None of the 4 inequalities is strict.

=⇒ ( f1(x) = f1(xL) ∧ f1(x) = f1(xR) ) ∧ ( f2(x) = f2(xL) ∧ f2(x) = f2(xR) )

=⇒ f1/C is constant and f2/C is constant

=⇒ C ⊆ X ∗
1 and C ⊆ X ∗

2 , since f1, f2 convex and int(C) �= ∅
=⇒ Contradiction to X ∗

1 ∩ X ∗
2 = ∅ .

Case 2 :

x ∈ argminy∈C{f1(y)} ∧ x /∈ argminy∈C{f2(y)}
⇐⇒ ( f1(x) ≤ f1(xL) ∧ f1(x) ≤ f1(xR) ) ∧ ( f2(x) > f2(xL) ∨ f2(x) > f2(xR) )

Case 2.1 :

〈s⊥1 , s2〉 = 0

=⇒ Situation A occurs ( see Figure 14 ) .

Case 2.2 :

〈s⊥1 , s2〉 > 0

=⇒ Situation C occurs ( see Figure 15 ) .

Case 2.3 :

〈s⊥1 , s2〉 < 0

Case 2.3.1 :

〈s⊥2 , xL − x〉 ≤ 0

=⇒ Situation D occurs ( see Figure 16 ) .

Case 2.3.2 :

〈s⊥2 , xL − x〉 > 0

Case 2.3.2.1 :

f2(xL) = f2(xR)

=⇒ L=(f2, .) runs through xL and xR

=⇒ 〈s⊥2 , xL − x〉 ≤ 0

=⇒ Contradiction to Case 2.3.2 .

Case 2.3.2.2 :

f2(xL) > f2(xR)

=⇒ Situation D occurs ( see Figure 17 ) .



Case 2.3.2.3 :

f2(xL) < f2(xR)

=⇒ Situation C occurs ( see Figure 18 ) .

Case 3 :

x /∈ argminy∈C{f1(y)} ∧ x ∈ argminy∈C{f2(y)}
⇐⇒ ( f1(x) > f1(xL) ∨ f1(x) > f1(xR) ) ∧ ( f2(x) ≤ f2(xL) ∧ f2(x) ≤ f2(xR) )

The case analysis corresponds to the case analysis of Case 2 ,

with reversed roles of f1 and f2.

Case 4 :

x /∈ argminy∈C{f1(y)} ∧ x /∈ argminy∈C{f2(y)}
⇐⇒ ( f1(x) > f1(xL) ∨ f1(x) > f1(xR) ) ∧ ( f2(x) > f2(xL) ∨ f2(x) > f2(xR) )

Assumption :

f1(x) > f1(xL) ∧ f2(x) > f2(xL)

=⇒ xL dominates x

=⇒ Contradiction to x ∈ X ∗
Par .

Assumption :

f1(x) > f1(xR) ∧ f2(x) > f2(xR)

=⇒ xR dominates x

=⇒ Contradiction to x ∈ X ∗
Par .

Therefore holds :(
f1(x) > f1(xL) ∧ f1(x) ≤ f1(xR) ∧ f2(x) ≤ f2(xL) ∧ f2(x) > f2(xR)

)
∨ (

f1(x) ≤ f1(xL) ∧ f1(x) > f1(xR) ∧ f2(x) > f2(xL) ∧ f2(x) ≤ f2(xR)
)

⇐⇒ (
f1(xL) < f1(x) ≤ f1(xR) ∧ f2(xR) < f2(x) ≤ f2(xL)

)
∨ (

f1(xR) < f1(x) ≤ f1(xL) ∧ f2(xL) < f2(x) ≤ f2(xR)
)

Assumption :

f1(x) = f1(xL) ∨ f1(x) = f1(xR) ∨ f2(x) = f2(xL) ∨ f2(x) = f2(xR)

=⇒ x is dominated by xR or xL

=⇒ Contradiction to x ∈ X ∗
Par .

Therefore holds :(
f1(xL) < f1(x) < f1(xR) ∧ f2(xR) < f2(x) < f2(xL)

)
∨ (

f1(xR) < f1(x) < f1(xL) ∧ f2(xL) < f2(x) < f2(xR)
)



Case 4.1 :

〈s⊥1 , s2〉 = 0

=⇒ Situation A occurs ( see Figure 19 ) .

Case 4.2 :

〈s⊥1 , s2〉 �= 0

Case 4.2.1 :( 〈s⊥1 , s2〉 > 0 ∧ ( f1(xL) < f1(x) < f1(xR) ∧ f2(xR) < f2(x) < f2(xL) )
)

∨ ( 〈s⊥1 , s2〉 < 0 ∧ ( f1(xR) < f1(x) < f1(xL) ∧ f2(xL) < f2(x) < f2(xR) )
)

=⇒ � ∃ y ∈ C , which dominates x ( see Figure 20 )

=⇒ Contradiction to x ∈ X ∗
Par .

Case 4.2.2 :( 〈s⊥1 , s2〉 > 0 ∧ ( f1(xR) < f1(x) < f1(xL) ∧ f2(xL) < f2(x) < f2(xR) )
)

∨ ( 〈s⊥1 , s2〉 < 0 ∧ ( f1(xL) < f1(x) < f1(xR) ∧ f2(xR) < f2(x) < f2(xL) )
)

=⇒ Situation B occurs ( see Figure 21 ) .
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Figure 14: Illustration to Case 2.1
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Figure 15: Illustration to Case 2.2
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Figure 16: Illustration to Case 2.3.1
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Figure 17: Illustration to Case 2.3.2.2
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Figure 18: Illustration to Case 2.3.2.3
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Figure 19: Illustration to Case 4.1
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Figure 20: Illustration to Case 4.2.1
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Figure 21: Illustration to Case 4.2.2
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[HUL93] J.-B. Hiriart-Urruty and C. Lemaréchal, Convex Analysis and Minimization Al-
gorithms, Springer-Verlag, 1993.

[ND97] Stefan Nickel and Eva-Maria Dudenhöffer, Weber’s Problem with Attraction and
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