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The picture on the titlepage shows a singular curve on an affine chart of the Hirze-

bruch surface Fy = P} x P! embedded into P? as a quadric.



Preface

The study of families of curves with prescribed singularities has a long tra-
dition. Its foundations were laid by Pliicker, Severi, Segre, and Zariski at
the beginning of the 20th century. Leading to interesting results with appli-
cations in singularity theory and in the topology of complex algebraic curves
and surfaces it has attained the continuous attraction of algebraic geometers
since then.

Throughout this thesis we examine the varieties VH(S], ..., S;) of irreducible
reduced curves in a fixed linear system |D| on a smooth projective surface X
over C having precisely r singular points of types Sy, . .., S, —for a more precise
definition we refer to Chapter I. We are mainly interested in the following
three questions:

(@) IsVi(S,...,Sr) non-empty?
(b) Is Vl%r‘(& ,...,Sr) T-smooth, that is smooth of the expected dimension?
(¢) Is VIi(Sy,...,S;) irreducible?

That the dimension be the expected one means that the dimension of |D| drops
for each imposed singularity type S; exactly by the number of conditions im-
posed by S; — e. g. a node imposes one condition, a cusp two.

The simplest possible case of nodal plane curves was more or less completely

answered by Severi in the early 20th century. He showed that Vli({;”('r/\]),

where H is a line in P?, is non-empty if and only if

(d—1)-(d—2)
2

Moreover, he showed that Vli({,ql(rm) is T-smooth whenever it is non-empty,

0<r<

and he claimed that the variety is always irreducible. Harris proved this
claim, which had become known as the Severi Conjecture by then, in 1985
(cf. [Har85b]). Considering more complicated singularities we may no longer
expect such complete answers. Hirano provides in [Hir92] a series of exam-
ples of irreducible cuspidal plane curves of degree d = 2 - 3%, k € N, imposing
more than @ conditions on |dH| — that means in particular, we may hardly
expect to be able to realize all smaller quantities of cusps on an irreducible
curve of degree d. Moreover, we see that Vlig}q‘(r}\z) does not necessarily have
the expected dimension — examples of this behaviour were already known
to Segre (cf. [Seg29]). In 1974 Jonathan Wahl (cf. [Wah74b]) showed that
V/i6444(3636 - A1,900 - A) is non-reduced and hence singular. However, its
reduction is smooth. The first example, where also the reduction is singu-
lar, is due to Luengo. In [Lue87a] he shows that the plane curve C given
by x° + z(xz> + y“)z has a single singular point of simple type Ass and that

I
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Vli;_Ll(Agg,) is non-smooth, but reduced at C. Thus also the smoothness will fail
in general. And finally, already Zariski (cf. [Zar35]) knew that Vlig_}”(G - Aj)
consists of two connected components.

The best we may expect thus is to find numerical conditions, depending on
the divisor D and certain invariants of the singularities, which imply either
of the properties in question. In order to see that the conditions are of the
right kind - we then call them asymptotically proper -, they should not be too
far from necessary conditions respectively they should be nearly fulfilled for
series of counterexamples. Let us make this last statement a bit more precise.
Suppose that D = dL for some fixed divisor L and d > 0. We are looking for
conditions of the kind

> alS) < p(d),
i=1

where « is some invariant of topological respectively analytical singularity
types and p € R[x] is some polynomial, neither depending on d nor on the
S;. We say that the condition is asymptotically proper, if there is a necessary
condition with the same invariants and a polynomial of the same degree. If
instead we find an infinite series of examples not having the desired property,
where, however, the above inequality is reversed for the same invariants and
some other polynomial of the same degree, we say that at least for the involved
subclass of singularity types, the condition is asymptotically proper. (See also
[Los98] Section 4.1.)

While the study of nodal and cuspidal curves has a long tradition, the con-
sideration of families of more complicated singularities needed a suitable de-
scription of the tangent space of the family at a point, giving a concrete mean-
ing to “the number of conditions imposed by a singularity type”, that is to
the expected dimension of the family. Greuel and Karras in [GrK89] in the
analytical case, Greuel and Lossen in [GrL96] in the topological case iden-
tify the tangent spaces basically with the global sections of the ideal sheaves
of certain zero-dimensional schemes associated to the singularity types (see
Defintion 1.2.6 and Remark 1.2.14). This approach - in combination with a
Viro gluing type method in the existence case - allows to reduce the exis-
tence, T-smoothness and irreducibility problem to the vanishing of certain
cohomology groups. Various efforts in this direction culminate in asymptot-
ically proper conditions for the existence (cf. [GLS98c]) and conditions for
the T-smoothness and irreducibility, which are better than any previously
known ones (cf. [GLS00]). Due to known examples the conditions for the
T-smoothness are even asymptotically proper for simple singularities and or-
dinary multiple points. For an overview on the state of the art in the case of
the plane curves we refer to [GrS99].

While the previous investigations mainly considered curves in P2, we study
curves on arbitrary smooth projective surfaces and derive results on various



PREFACE III

families of surfaces, in many cases the first results in that direction known on
these surfaces at all.

In Chapter III we study the question of the existence of curves and the main
condition (cf. Corollary III.2.5), which we derive in the case of topological sin-
gularity types, is of the form

Zzs ) < aD?+ BD.K + 7,
and for analytical singularity types it is of the form
Z“ ) < aD?+ BD.K + v,

for some fixed divisor K and some absolute constants «, 3 and -y, where 4(S;)
is the delta-invariant of S; and u(S;) is its Milnor number. The corresponding
necessary condition

Z“ )< 2. Z5 ) <D?*+DXKy+2

is of the same asymptotical behaviour.

Also for the main condition

. 2
(Z( "(8)+1) +DKZ) < (r+"4—§)2-D2,
i=1
which we get in Chapter IV for the T-smoothness (cf. Theorem IV.1.1) we can-
not expect to do better in general — here for topological singularity types
T(8;) = 1°%(S;) is the codimension of the equisingular stratum of S; in its
semiuniversal deformation, and for analytical types *(S;) = 1(S;), the Tju-
rina number of S;. In the case of simple singularities on plane curves the
mentioned examples in [GLS00] show that the conditions are asymptotically
proper. However, already for ordinary multiple points this is no longer the
case, as is shown there as well. Still, our results apply to surfaces which
have not been considered before, and even in the well studied case of of nodal
curves on quintics in P? we get the same sharp results as Chiantini and Ser-

nesi (cf. [ChS97]).

We do not know wether our main condition (cf. Theorems V.2.1-V.2.4)

T
Y (T(S)+2) <y (D —Ky)?
i=1
in the study of the irreducibility in Chapter V shows a similar properness,
since neither sufficient conditions of this form nor counterexamples with the
same asymptotical behaviour are known — here, 'y is some constant, possibly
depending on D. And we do not even expect them to be of the right kind. How-
ever, the results which we get are for most of the considered surfaces the only
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known ones, and even in the well studied plane case they are asymptotically
of the same quality than the best previously known conditions.

All our results somehow rely on the vanishing or non-vanishing of certain
cohomology groups. The results of Chapter IV and of Chapter V could be
formulated completely as a vanishing theorem; and although we derive the
existence of curves with prescribed topological or analytical singularities by
gluing these into a suitable given curve, we derive the existence of that curve
(cf. Theorem III.1.2) again with the aid of a vanishing theorem. The latter is a
generalisation of a vanishing theorem of Geng Xu (cf. [Xu95]) and thus of the
Kawamata—Viehweg Vanishing Theorem . Chapter II is devoted to its proof.

In Chapter I we introduce the notions used throughout the thesis and state
several important facts which are well known. A compact and profound de-
scription of the introduced objects and cited results can be found in the thesis
of Christoph Lossen [Los98], and for the convenience of the reader we usually
refer to this thesis as well as to the original sources.

Apart from the introduction, each chapter of the thesis consists of one or two
sections describing the main results possibly followed by a section contain-
ing essential technical details of the proofs. At the end of each chapter we
examine the derived conditions on several classes of surfaces:

(a) P?

C

(b) geometrically ruled surfaces,
(c) product-surfaces,
(d) surfaces in B3, and

(e) K3-surfaces.

We have chosen these partly due to their important role in the classification of
surfaces, and partly since they all have advantages in their own which make
it possible to keep control on the numerical conditions. In the appendix we
gather a number of facts which we suppose are well known, but for which
we nevertheless could not find a suitable reference. In particular, we give
an overview of the properties of the studied surfaces, which we need for the
examinations.

Throughout a fixed chapter the theorems, lemmata, definitions and remarks
are numbered by sections, e. g. within Section 1 of Chapter V the Theorem 1.1
is followed by Corollary 1.2, while in Section 2 we start again with Theo-
rem 2.1. The same applies to the equations. There is, however, one excep-
tion from this rule. In the example sections we reproduce certain statements
(equations, theorems, ...) in special cases, and instead of using new numbers
we rather keep the old ones adding the letter of the corresponding subsection,
e. g. in the example section of Chapter V we have Theorem 2.1a with equation
(2.2a) in Subsection 4.a, which is just the appropriate form of Theorem 2.1
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in Chapter V. Whenever we refer to a statement within the same chapter, we
just cite it by its number. If we, however, refer to it in some other chapter, we
add the number of the chapter, e. g. we refer to Theorem 1.1 of Chapter IV
within Chapter IV as Theorem 1.1, while in the preface we would cite it as
Theorem IV.1.1.

Chapter II and Chapter III are a joint work with Ilya Tyomkin (Tel Aviv Uni-
versity) and have been accepted for publication in the Transactions of the
American Mathematical Society. Chapter IV is a slight modification of re-
sults already published by Gert-Martin Greuel (Universitat Kaiserslautern),
Christoph Lossen (Universitit Kaiserslautern) and Eugenii Shustin (Tel Aviv
University) in [GLS97], and a slightly stronger version may be found in
[GLS02]. Finally, Chapter V extends an approach via Bogomolov unstability
of vector bundles used by Gert-Martin Greuel, Christoph Lossen and Eugenii
Shustin in the plane case (cf. [GLS98b]).

Acknowledgements

I would like to express my thanks to my supervisor, Gert-Martin Greuel, for
supporting me in many ways during the last years, and I would also like to
thank Christoph Lossen, Eugenii Shustin and Ilya Tyomkin for their coopera-
tion while working on this thesis. I owe a special thank to Bernd Kreufller for
many fruitful conversations widening my understanding of algebraic geome-
try. Finally, I have the pleasure to thank my parents, Hildegard and Eduard
Keilen, for their love and care which accompanied me all my life, and Hannah
Markwig for her love and for her patience.



VI

PREFACE



Contents

Preface

Chapter I. Introduction

1.
2.

General Assumptions and Notations

Singularity Schemes

Chapter II. A Vanishing Theorem

1.
2.
3.
3.a.
3.b.
3.c.
3.d.
3.e.
3.f.
4.
5.

The Vanishing Theorem
Generalisation of a Lemma of Geng Xu
Examples
The Classical Case - £ = P?
Geometrically Ruled Surfaces
Products of Curves
Products of Elliptic Curves
Surfaces in P?
K3-Surfaces
Yet Another Vanishing Theorem

Examples

Chapter III. Existence

1.
2.
3.
3.a.
3.b.
3.c.

3.d.

3.e.
3.f.

Existence Theorem for Ordinary Fat Point Schemes
Existence Theorem for General Singularity Schemes
Examples

The Classical Case - £ = P?

Geometrically Ruled Surfaces

Products of Curves

Products of Elliptic Curves

Surfaces in P?

K3-Surfaces

Chapter IV. T-Smoothness

1.
2.

T-Smoothness

Examples
VII

13
13
16
19
20
20
21
21
22
22
23
33

37
39
44
54
54
55
56
58
58
59

61
63
69



VIII
2.a.
2.b.
2.c.
2.d.
2.e.
2.f.

CONTENTS
The Classical Case - £ = P?
Geometrically Ruled Surfaces
Products of Curves
Products of Elliptic Curves
Surfaces in P?

K3-Surfaces

Chapter V. Irreducibility

1.
2.
3.
4.
4.a.
4.b.
4.c.
4.d.
4.e.
4.1
4.g.

vimres is irreducible
Conditions for the irreducibility of V'™
The Main Technical Lemmata
Examples
The Classical Case - £ = P?
Geometrically Ruled Surfaces
Products of Curves
Products of Elliptic Curves
Complete Intersection Surfaces
Surfaces in B3

Generic K3-Surfaces

Appendix

A.

o H Y O

G.

G.a.
G.b.
G.c.
G.d.
G.e.

Very General Position
Curves of Self-Intersection Zero
Some Facts used for the Proof of the Lemma of Geng Xu
Some Facts on Divisors on Curves
Some Facts on Divisors on Surfaces
The Hilbert Scheme Hilby
Examples of Surfaces
Geometrically Ruled Surfaces
Products of Curves
Products of Elliptic Curves
Surfaces in P2 and Complete Intersections

K3-Surfaces

Bibliography

Index

70
72
76
77
78
79

81
83
85
88
110
110
111
114
116
116
117
118

121
121
127
134
137
138
140
142
142
150
154
160
162

163

169



CHAPTER 1

Introduction

1. General Assumptions and Notations

Throughout this thesis ~ will denote a smooth projective surface over C.

Given distinct points z,...,z, € X, we denote by m: BL,(X) = ¥ — ¥ the blow
up of X in z = (z4,...,2,), and the exceptional divisors 7t*z; will be denoted by
Ei. We shall write C = Bl,(C) for the strict transform of a curve C C X.

For any smooth projective surface £ we will denote by Div(X) the group of
divisors on X and by Ky its canonical divisor. If D is any divisor on X, Os (D)
shall be a corresponding invertible sheaf. A curve C C X will be an effective
(non-zero) divisor, that is a one-dimensional locally principal scheme, not nec-
essarily reduced; however, when we talk of an “irreducible curve” this shall
include that the curve is reduced. |D| = [Djy = P(H°(Z, Oz(D))) denotes the
system of curves linearly equivalent to D, while we use the notation |D|, for
the system of curves algebraically equivalent to D (cf. [Har77] Ex. V.1.7), that
is the reduction of the connected component of Hilby, the Hilbert scheme of all
curves on L, containing any curve algebraically equivalent to D (cf. [Mum66]
Chapter 15).! We write Pic(Z) for the Picard group of £, that is Div(Z) modulo
linear equivalence (denoted by ~), NS(X) for the Néron—Severi group, that is
Div(X) modulo algebraic equivalence (denoted by ~,), and Num(X) for Div(X)
modulo numerical equivalence (denoted by ~,,). Given a reduced curve C C X
we write p,(C) for its arithmetical genus and ¢(C) for the geometrical one.

Given any scheme X and any coherent sheaf F on X, we will often write HY(F)
instead of HY(X, ) when no ambiguity can arise. Moreover, if 7 = Ox(D)
is the invertible sheaf corresponding to a divisor D, we will usually use the
notation HY(X, D) instead of HY (X, Ox(D)). Similarly when considering tensor
products over the structure sheaf of some scheme X we may sometimes just
write ® instead of ®¢, .

Given any subscheme X C Y of a scheme Y, we denote by Jx = Jx/,v the
ideal sheaf of X in Oy, and for z € Y we denote by Oy, the local ring of Y at
z and by my, its maximal ideal, while @Y,Z denotes the my,-adic completion
of Oy,. If X is zero-dimensional we denote by #X the number of points in
its support supp(X), by deg(X) = } ., dim¢(Oy./Jx/v.) its degree, and by
mult(X,z) =max {m € N | Jx,v. C m}\} its multiplicity at z.

INote that indeed the reduction of the Hilbert scheme gives the Hilbert scheme Hilb}°?
of curves on X over reduced base spaces.
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If X C X is a zero-dimensional scheme on X and D € Div(X), we denote by
| Tx/£(D) |1 =P (HO (jX/Z(D))) the linear system of curves C in |D|, with X c C.

If L C X is any reduced curve and X C X a zero-dimensional scheme, we define
the residue scheme X : L C L of X by the ideal sheaf Jx.,s = Jx/z : Ji/z with
stalks

jX:L/Z,z = jX/Z,z . jL/Z,z»
where “” denotes the ideal quotient. This leads to the definition of the trace
scheme XN L C L of X via the ideal sheaf Jxn,. given by the exact sequence

0 — JIxi/=(—L) BN Ix/g — Ixoy — 0.

Let Y be a Zariski topological space (cf. [Har77] Ex. I1.3.17). We say a subset
U C Y is very general if it is an at most countable intersection of open dense
subsets of Y. Some statement is said to hold for points z;,...,z, € Y(orz € Y")
in very general position if there is a suitable very general subset U C Y7,
contained in the complement of the closed subvariety (J; 7éj{; € Y| zy =z} of
Y™, such that the statement holds for all z € U.

2. Singularity Schemes

This thesis is a generalisation of results described in [Los98], and the zero-
dimensional schemes with which we are concerned are examined very care-
fully in [Los98] Chapter 2. We therefore restrict ourselves to a very short
description and refer to [Los98] for more details.

2.1 Definition

(a) Let f € Oz, C C{x,y} be given. The germ (C,z) C (Z,z) defined by a
representative C = {z' | f(z') = 0} is called a plane curve singularity.
The C-algebra Oc, := Oy ,/(f) is called the local ring of (C, z).

(b) Two plane curve singularities (C,z) and (C' ,z’) are said to be topolog-
ically equivalent if there exists a homeomorphism @ : (X,z) — (X,z’)
such that ®(C) = C'.2 We write (C,z) ~ (C’,2').

An equivalence class S of this equivalence relation is called a topological
singularity type.

(c) Two plane curve singularities (C,z) and (C’,z') are said to be analyt-
ically equivalent (or contact equivalent) if there exists an isomorphism
o : 60,;' — 6C,z of the complete local rings. We write (C,z) ~. (C’,z).
An equivalence class S of this equivalence relation is called an analytical
singularity type.

(d) Letfe Os,andf’ € Os,. We say f and f’ are topologically respectively
analytically equivalent if the singularities defined by f and f’ are so. We
then write f ~; f' respectively f ~. f'.

2This means of course that the equality holds for suitable representatives.
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2.2 Remark

We will need a number of well known invariants of topological respectively
analytical singularity types, which we are just going to list here. Note that
every invariant of the topological type of a singularity is of course also an
invariant of its analytical type. Let (C, z) be a reduced plane curve singularity
with representative f € Oy, C C{x,y}.

(a) The following are known to be invariants of the topological type S of the
plane curve singularity (C, z).
(1) mult(S) = mult(C, z) = ord(f) is the multiplicity of S.

(2) u(S) =u(C,z) =dimg C{x,y}/ (&, &) is the Milnor number of S.

%’ dy
3) T°%(S) = 1°(C, z) is the codimension of the pu-constant stratum in
the semiuniversal deformation of (C, z).

(4) «(S8) = «(C,z), the intersection multiplicity of f with a generic
polar curve.

(5) v3(S) =~v*(C,z) shall be the minimal integer m such that mg, C
I5(C,z) and is called the topological deformation determinacy.
(Cf. Definition 2.6 for the definition of I*(C, z).)

6) o6(S) = 8(C,z) = dimg (n*OaZ/OC,Z) is the delta invariant of S,
where 1 : ((NI, z) — (C,z) is a normalisation of (C,z).

(7) v(S) =71(C,z) is the number of branches of (C, z).

(b) For the analytical type S of (C,z) we have three additional invariants:
(1) The Tjurina number of S is defined as 1(S) = 7(C,z) =
dim¢ Cfx, y}/(f, &, %)
(2) v(S) = v%C,z) shall be the minimal integer m such that

my, C 1%(C,z) and is called the analytical deformation determi-
nacy. (Cf. Remark 2.7 for the definition of 1¢(C, z).)

(3) mod(S) = mod(C,z), the modality of the singularity S.
(Cf. [AGZVS85] p. 184.)

Throughout the thesis we will very often consider topological and analytical
singularity types at the same time. We therefore introduce the notation t(S)
and v*(S), where for a topological singularity type v (S) = 1°%(S) and v*(S) =
v¢(8), while for an analytical singularity type t*(S) = 1(S) and v*(S) = v¢(S).

2.3 Remark

For the convenience of the reader we would like to gather some known rela-
tions between the above topological and analytical invariants of the singular-
ity types corresponding to some reduced plane curve singularity (C, z).

(a) u(S) < u(S)+1(8) —1=25(8). (Cf. [Mil68] Chapter 10.)
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(b) 8(S) < 1*%(8), since the d-constant stratum of the semiuniversal defor-
mation of (C,z) contains the p-constant stratum and since its codimen-
sion is just §(S) (see also [DiHS88]).

() k(S)=u(S)+ mult(S)—1.
(d) «k(S) < 25(8S). (Cf. [Los98] Lemma 5.12.)
(e) T1(S) = u(S) — mod(S). (Cf. [AGZVS5] p. 245.)

K
K

) 1%(S) < 1(8), since T(S) is the dimension of the base space of the semi-
universal deformation of (C, z).

(g) T(S) < u(S), by definition.
h) v5(S) < 5(S). (Cf. [GLS00] Lemma 1.5.)

1) v5(S) < &(8), if all branches of (C,z) have at least multiplicity three.
(Cf. [GLS00] Lemma 1.5.)

G) v*(S) < 1(8). (Cf. [GLS00] Remark 1.9.)
(k) v¢(S) <v4S), since 1¢(C, z) C I5(C, z) (cf. Definition 2.6).

Combining these results we get:

v¥(8) < { ) } < 1(S) < u(S) < «(8) £ 28(S5) < 21%(85) < 21(S).
ve(S)

2.4 Remark

It is well known that the simple singularities, that is the singularities with
modality zero, form two infinite series A,,, given by x**! —y? for u > 1, and D,
given by y- (x* —y* 2) for p > 4, together with three excepitional singularities
E, for p =6,7,8, given by x> — y?, x> — xy? and x> — y° respectively. Moreover,
they are the only plane curve singularities S with p(S) = t(S) < 8.

The first non-simple family of singularities Xs, that is, the only one-modular
family of singularities of Milnor number 9, is given by x* — y* + a - x>y?. The
modulus corresponds to the crossratio of the four intersecting lines. Topolog-
ically all these singularities are indeed equivalent. Note that, apart from the
simple singularities, these are the only singularities S with t¢%(S) < 8, as a
view at the classification table in [AGZV85] Chapter 15 shows, taking the
restrictions on 1¢¢(S) given in Remark 2.3 into account.

Moreove, from the classification we deduce for an analytical singularity type
S some results which will be useful in Lemma V.3.10.

mult(S) | mod(S) u(S)

2 0 1 < p(S)
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mult(S) | mod(S) u(S)
3 0 4 < u(S)
1 1nn<us <14
2 16 < u(S)
3 22 < u(S8)
>4 28 < u(S)
4 1 9<uS) <12
2 15 < p(S)
>3 22 < p(S)
And finally:
mod(S) u(S) 1(8S) mult(S)
0 1<u(S)=1(8) <8 1< uS)=1(8) <8 2,3
1 9<uS) <14 9<1(8) <14 3,4
2 15 < u(S) 13 < u(8S) —mod(S) < 1(S) 3,4
>3 16 < u(S) p(S) —mod(S) < 1(S) 3 < mult(S)
2.5 Definition

Given distinct points z1,... , M, wWe
denote by X(m;z) = X(m4,...,my;21,...,2,;) the zero-dimensional subscheme
of ¥ defined by the ideal sheaf Jx(m.)/s with stalks

,z € X and non-negative integers my,...

s : .
mel, ifz=z,i=1,...,1

Ix(mz)/5,z =
OZ,Z?

else.

We call a scheme of the type X(m;z) an ordinary fat point scheme.

2.6 Definition
Let C C X be a reduced curve.

(a) The scheme X°¢(C) in X is defined via the ideal sheaf Jxea(c)x with
stalks
Ixea(oyr. = 1°9(C,z) = I°%(f) = (f o ﬁ) C Os,,

» 0x? dy

where x,y denote local coordinates of X at z and f € Oy, a local equation
of C. 1°¢(C, z) is called the Tjurina ideal of the singularity (C,z), and it
is of course Oy, whenever z is a smooth point of C. We call X¢?(C) the
equianalytical singularity scheme of C.
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(b) We define the zero-dimensional subscheme X¢(C) of £ via the ideal
sheaf Jxes(c)/= with stalks

Txes(c)yz,. = 19(C,z) = {g € O, | f + g is equisingular over C[e]/(¢?)},

where f € Oy , is a local equation of C at z. 1%%(C, z) is called the equisin-
gularity ideal of the singularity (C,z), and it is of course Oy , whenever
z is a smooth point. 1¢(C, z)/1¢¢(C, z) can be identified with the tangent
space of the equisingular stratum in the semiuniversal deformation of
(C,z) (cf. [Wah74b], [DiH88], and Definition II1.2.1). We call X*(C) the
equisingularity scheme of C.

() The scheme X§ (C) in I is defined via the ideal sheaf Jxee (c)/x with
stalks

Ixea (0y/z = Lix(Cyz) = I () = (f) + mg . - (%, %) C Os,,

where x,y denote local coordinates of X at z and f € Oy, a local equation
of C. I£5.(C, z) is of course Oy , whenever z is a smooth point of C.

(d) We define the zero-dimensional subscheme X¢, (C) of X via the ideal
sheaf Jxes c)/x with stalks

Ixes (o) = Lix(Cyz) = {9 € Oz,

f 4 eg is equisingular over Cle]/(e?) }
along the trivial section ’

where f € Oy, is a local equation of C at z. I (C,z) is of course Oy,
whenever z is a smooth point.

(e) The scheme X“(C) in X is defined via the ideal sheaf Jxa(c)/x with stalks
\7X‘1 C)/zz — Ia(C»Z) - OZ,Z?

where we refer for the somewhat lengthy definition of 1¢(C,z) to Re-
mark 2.7. 1%(C,z) is called the analytical singularity ideal of the sin-
gularity (C, z), and it is of course Oy , whenever z is a smooth point. We
call X%(C) the analytical singularity scheme of C.

() The scheme X*(C) in X is defined via the ideal sheaf Jx:(c)/x with stalks

Fxsicyee =TF(C,2) ={g € Ox,

g goes through the cluster Ct (C, T*(C, z)) },

where T*(C, z) denotes the essential subtree of the complete embedded
resolution tree of (C,z). I°(C,z) is called the singularity ideal of the
singularity (C,z), and it is of course Oy, whenever z is a smooth point.
We call X*(C) the singularity scheme of C. (Cf. [Los98] Section 2.2.1.)

Throughout the thesis we will frequently treat topological and analytical sin-
gularities at the same time. Whenever we do so, we will write X*(C) for
X¢(C) respectively for X¢*(C), and similarly X}, (C) for X§ (C) respectively
for X§5.(C), and X(C) for X*(C) respectively for X¢(C).
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2.7 Remark
Let (C, z) be an isolated plane curve singularity of analytical type S with rep-
resentative f € Oy ,.

(a) Acollection ofideals Z(f) ={I(g) | g € Ox, : g ~ f}is said to be suitable,
if the ideals I(g) € Z satisfy the following properties:
(1) gel(g).

(2) For a generic element in h € I(g) we have h ~. g and I(h) = I(g);
more precisely, for any d > 0 the set of polynomial h € I(g) N
C[x,yl<q such that h ~. g and I(h) = I(g) is open dense in I(g) N
Clx, yl<a, where C[x,yl<q4 are the polynomials of degree at most d.

(3) I(g) =¢*I(f),if P : Oz, = Os, is an isomorphism and u € Os , is
a unit such that g = {*(u - f).

(4) 3m >0 : I(g) =I(jet,,(g)), i e. I(g) is determined by jet,,(g).

We note that (3) implies that I(g) only depends on the ideal (g), and that

the isomorphism class of I(f) is an invariant of S. We call degZ(f) =
dim¢ (Os./1(f)) the degree of Z(f). (Cf. [Los98] Definition 2.39.)

(b) If we define
= {he 05, | I"(h) C I°(g)}

for g € Oz, with g ~. f, then the collection Z(f) = {T“(g) ‘ ge Os, :
g ~c f} is suitable. (Cf. [Los98] Definition 2.42.)
By [Los98] Lemma 2.44 we know degf(f) < 31(8).

(c) Among the suitable collections of ideals we choose one with minimal
degree, and we call it Z°(f). The elements of Z¢(f) are parametrised by

={g € Oz, | g ~ f}, and we denote the element corresponding to
g € G by I¢(g). We then define

I¢(C, z) = I%(f).
Note that Z¢(f) exists in view of (b), and that its definition depends only
on S. Moreover, deg Z¢(f) < 31(S). (Cf. [Los98] Definition 2.40.)

2.8 Remark
If C C Zis areduced curve, then Jxa(c)/s C Jxea (0)/x € Fxea(c)/x and Jxs(c)/z C
jxes /Z C jxes

In particular, the vanishing of h'(Z, Jx(c)z(D)) implies the vanishing
of h'(Z, Jx: (c)=(D)), and the vanishing of the latter implies that of
h (£, Jx«(c (D))

To see the ﬁrst assertion, consider the exact sequence

0 = Ix(c)=(D) = Ixz, (c)ys(D) — (Jx;ix(C]/Z/jX(C)/Z)(D) — 0.

The long exact cohomology sequence then leads to

H'(L, Jx/=(D)) —= H' (L, Ix:, s=(D)) = HY(Z, (Ix:, s=/ Tx/x) (D)) =0,
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where the latter vanishes since its support is zero-dimensional. This proves
the claim. The second assertion follows analogously.

2.9 Remark

In [Los98] Proposition 2.19 and 2.20 and in Remark 2.40 (see also [GLS00])
and 2.41 it is shown that, fixing a point z € ¥ and a topological respec-
tively analytical type S, the singularity schemes respectively analytical sin-
gularity schemes having the same topological respectively analytical type are
parametrised by an irreducible Hilbert scheme, which we are going to denote
by Hilb,(S). This then leads to an irreducible family

Hilb(S) = | [ Hilb. ().
zZEL
For a more careful study of these objects we refer to [Los98] Remark 2.21 and
Remark 2.41.

In particular, equisingular respectively equianalytical singularities have sin-
gularity schemes respectively analytical singularity schemes of the same de-
gree (see also [GLS98c] or [Los98] Lemma 2.8). The same is of course true,
regarding the equisingularity scheme respectively the equianalytical singu-
larity scheme. This leads to the following definition.

2.10 Definition

If C ¢ X is a reduced curve such that z is a singular point of topological
respectively analytical type S, then we define deg (X5(S)) = deg (X*(C),z),
deg (X&.(S)) = deg (X% (C),z) and deg (X**(S)) = deg(X°*(C),z) respec-

fix
tively deg (X%(S)) = deg(X*(C),z), deg (Xi(S)) = deg(X¢i(C),z) and
deg (X°*(S)) = deg (X°*(C), z).

To express the degree of the schemes X*(S) and X}, (S) in terms of the invari-
ants from Remark 2.2 for an analytical respectively topological singularity
type S is much simpler, since by definition

deg (X**(S)) =1°°(S) and deg (X°*(8)) =1(S),
while deg (X}, (S)) = deg (X*(S)) + 2, and hence
deg (X{5 (S)) =1*°(S)+2 and deg (X{%(S)) =1(S) + 2.

2.11 Remark
We note that for a topological respectively analytical singularity type S

dim Hilb,(S) = deg (X(S)) — deg (X*(S)) —2
for any z € X, and thus
dim Hilb(S) = deg (X(S)) — deg (X*(S)).

For the convenience of the reader we reproduce the proof from [GLS02]
Lemma 2.1.49 at the end of this chapter.
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2.12 Remark

(a) A simple calculation shows (see also [LLos98] p. 28)

(b)

(c)

S | deg(X%(S)) = deg(X:(S))
AL %-u—i—Z, u even,
A2 p+3 i odd,
Dy 34 | even,
Dy|3-u+3, K #5 odd,
Ds|3-u—3=7 un=5
E¢|3-pn—1=8 pn=6,
B |3-u—5=10, p=7,
e |3-u—1=11, p=8

In particular, if S is a simple singularity, then deg(X*(S)) < 3u(S) + 2,
where 11(S) denotes the Milnor number of S.

If S is an analytical singularity type, then (cf. [Los98] Lemma 2.44)
deg (X*(8)) < 31(8), (2.1)
where 1(S) denotes the Tjurina number of S.
Let S be any topological singularity type, then by [Los98] Lemma 2.8
deg (X*(S)) =8(S)+ > mg,
qaeT*(C,z)

where (C, z) is a plane curve singularity of type S, T*(C, z) is the essen-
tial subtree of the complete embedded resolution tree of (C,z), mq is the
multiplicity of (C,z) at the infinitely near point q € T*(C,z), and 6(S)
the delta invariant of S.

In [Los98] p. 103 it is shown that if S is not a simple singularity type,
then

deg (X°(8)) < 3. (n(8S)—1).
Combining this with (a) we get for S arbitrary
deg (X*(8)) < 3u(S) +2. (2.2)

2.13 Definition

(a)

Given topological or analytical singularity types Si,...,S; and a divisor
D € Div(Z), we denote by V = Vp/(Si,...,S;) the locally closed sub-
space of |D|; of reduced curves in the linear system |D|; having precisely
r singular points of types Sy,..., ;.
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(b)

(c)

I. INTRODUCTION
By V™9 = V3°(8y, ..., S;) we denote the open® subset
Ve ={Ce V|h (L, Ixcy=(D)) =0} CV,

where X(C) = X*(C) respectively X*(C), and by V""" = V{Ji(&:,.. ., S;) we
denote the open subset

\/iT‘r = {C ev ‘ h] (Z)jX‘;iX(C]/Z(D)) = O} C V,
where X}, (C) = X§, (C) respectively X5 (C)

— Mix fix
Similarly, we use the notation V" = V{i(S;,...,S,) to denote the
open subset of irreducible curves in the space V, and we set V"¢ =
VE)T"Teg(Sh . )S'r) — Virr NV and Virr,ﬁx — VlilST,ﬁx(‘S] . ,S-r) — Virr N
V™, which are open in V" respectively V'™, and hence in V.

If a type S occurs k > 1 times, we rather write kS than S, .%., S.
Analogously, Vip/(mi,...,m:) = V|p(m) denotes the locally closed sub-

space of |D|; of reduced curves having precisely r ordinary singular
points of multiplicities my, ..., m,. (Cf. [GrS99] or [Los98] 1.3.2)

Let V =V|p(Ss,...,S:) respectively V = Vp/(m). We say V is T-smooth at
C € Vifthe germ (V, C) is smooth of the (expected) dimension dim |D|; —
deg (X*(C)), where X*(C) = X°5(C), X*(C) = X*(C) or X*(C) = X(m;z)
with Sing(C) ={z,..., z;} respectively.

We call these families of curves equisingular families of curves.

2.14 Remark

With the notation of Definition 2.13 and by [Los98] Proposition 2.1 (see also
[GrK89], [GrL96], [GLS00]) T-smoothness of V at C is implied by the vanish-
ing of H' (X, Jx+(c)/=(C)). This is due to the fact that the tangent space of V at
C may be identified with H°(Z, Jx-(c),=(C))/H(Z, Ox).

In particular, the subvarieties Ve, Vfix Vvimres gnd Vimfix gre Tismooth, that
is smooth of expected dimension h°(Z, Oz (C)) — deg (X*(C)) — 1.

2.15 Definition
Let D € Div(Z) be a divisor, Sy, ..., S, distinct topological or analytical singu-
larity types, and kq,...,k, € N\ {0}.

(a)

We denote by B the irreducible parameter space
B=B(kiSi,..., k&) =] [ Sym" (Hilb(S)),
i=1

and by B = B(kS;,...,k:S;) the non-empty open, irreducible and dense,
subspace

B = {([Xm, D SR [XM,...,XT,kT]) cB ‘ supp(Xi;) N supp(Xs) =0

VI<is<nl<j<k,l<t<kg.

3See Theorem V.1.1.
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(c)

(d)
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Note that dim(B) does not depend on L, more precisely, with the notation
of Remark 2.11 we have

dim (B Z ki - (deg (X(S1) — deg (X'(S1)) ).
Letussetn =) |_; ki deg (X(S;)). We then define an injective morphism

ll) = Ib(kﬂsh' o )k’rST) : B(k181)' o ,k’rST) — Hlle):L

(Xagy e Xagady oo, Doty X)) —— Ui U;i] Xij,

where Hilby denotes the smooth connected Hilbert scheme of zero-
dimensional schemes of degree n on X (cf. [Los98] Section 1.3.1).
We denote by ¥ = Vp(kiSy, ..., kS, ) the fibration of V|p(kSy, ..., k:S;)
induced by B(k;Sq, ..., kS, ), that is, the morphism V is given by

1y:\/\D|(k]‘s’])'")k’T“S‘T‘) >B(k181)"')k'l‘8r)

Ct ” ([X],])"')X],k1])-'-)[XT‘,])"')XT,kT])

where Sing(C) = {z; [1 =1,...,7,j = 1,... ki}, Xi; = X(C,z;) and
(Cyzyz)=Siforalli=1,...,1j=1,... ki

Denoting by m = k; + ... + k, the number of imposed singularities we
define the fibration ® = ®p(k;Sy, ..., k:S;) by

D : V\D|(k]S], ey krSr) — Symm(}:)

CH > Sing(C),

sending a curve C to the unordered tuple of its singular points.

2.16 Remark

(a)

(b)

With the notation of Definition 2.13 and Definition 2.15 note that for C €
V = Vp(kiSi, ..., kS;) the fibre ¥='(¥(C)) is the open dense subset of
the linear system |Jx(c)/=(D)|, consisting of the curves C’ with X(C’) =
X(C). In particular, the fibres of ¥ restricted to V¢ are irreducible, and
since for C € V™9 the cohomology group H' (Z, Jx(c) /Z(D)) vanishes, they
are equidimensional of dimension

ho(Z, Ix(c)z(D)) — 1 =h%(Z,0x(D)) — deg (X(C)) — 1
=h°(Z,0:(D Zlq deg (X(S:)) — 1.

Note that for C € V the fibre @ '(®(C)) has at C the tangent space
HO(Z, jx;ix(C)(D))/Ho(Oz), so that

dim (@' (©(C))) < (L, Fi;, (D)) — 1. (2.3)
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Moreover, suppose that h'(Z, Jx: (c)z(D)) = 0, then the germ of the
fibration at C

(@,C): (V,C) — (Sym™(X), Sing(C))

is smooth of fibre dimension h°(Z, Jx: (c)(D)) — 1, i. e. locally at C the
morphism @ is a projection of the product of the smooth base space with
the smooth fibre. This implies in particular, that close to C there is
a curve having its singularities in very general position. (Cf. [Los98]
Proposition 2.1 (e).)

Proof of Remark 2.11: Since dim Hilb(S) is independent of £, we may as
well suppose that £ = P?, and we let H be a line in P2,

For a reduced curve C C P? we set X(C) = X*(C) and X*(C) = X°(C) respec-
tively X(C) = X%(C) and X*(C) = X*¢(C).
Since deg (X) = deg (X(S)) is independent of X € Hilb(S), there is an integer
m > 0 such that for d > m

h (B, Ix/pe(d)) =0
for any X € Hilb(S).
Let k > 0 be the determinacy bound of S, that is, any representative f ¢
OIE.?;Z,Z = C{x,y} of S depends only on the k-jet of f. Hence, for d > k the
morphism
is surjective.
Let us now fix some d > max{k, m}. For each C € Vq4(S) the fibre ¥~ (¥(C))

is the open dense subset of ‘JX(C) /B2 (d)|, consisting of curves C' € V|qy(S) with
X(C") = X(C). From the long exact cohomology sequence of

0 — Jxcyz — OIPCZ(d) — Ox(c) = 0

it follows
RO (R, Txicymp (4)) = (R, Opp(d)) — deg (X(S)).
In particular the fibres all have the same dimension

dim ¥~ (¥(C)) = h°(R7, Op2(d)) — deg (X(S)) — 1.
We therefore get

dim Hilb(S) = dim ¥(V|qry(S)) = dim (Viqry(S)) — dim ¥ (¥(C))

= dim (Viaw(S)) — h° (B2, Opz(d)) + deg (X(S)) + 1.

Moreover, by Remark 2.8 we know that also h!(B?, 7x-(c) /]Pcz(d)) = 0 for any
C € Vg (S), and thus in view of Remark 2.14 V|q4(S) is T-smooth, that is

dim (V|dH|(8)) = ho(]Pcz, (’)lpcz(d)) — deg (X*(S)) -1,
which finishes the claim. O



CHAPTER 1II

A Vanishing Theorem

In Chapter III we deduce the existence of an irreducible curve with pre-
scribed topological or analytical singularities from the existence of an ir-
reducible curve C with ordinary multiple points z,...,z, of certain multi-
plicities my,..., m, which has the T-smoothness property, that is such that
h' (Z, x(mz)yc(D)) = 0. If we want to derive numerical conditions for the
existence in terms of invariants of the singularities and the divisor D from
this theorem, we need to have such numerical conditions for the vanishing of
H' (L, Fx(myz)/=(D)). Section 1 is devoted to the proof of a suitable vanishing
theorem. We generalise an approach used by Geng Xu in [Xu95] for the plane
case. The basic idea is to give conditions such that (n*D — }_[_; miE;) — K5 is
big and nef, where 7t : Bl,(X) = T — £ denotes the blow up of £ in zy,...,2,,
and then to apply the Kawamata—Viehweg Vanishing Theorem.

1. The Vanishing Theorem

1.1 Theorem

Let my > ... > m, > 0 be non-negative integers, « € R with o« > 1, k, =
max {n € N | n < %} and let D € Div(£) be a divisor satisfying the following
three conditions'

(1.1) (D —Ks)? > max {oc- S (mi+ 112, (ke - My + w},
i=1
(1.2) (D—Ky).B > kg (my+1) for any irreducible curve B with B> =0
and dim |B|, > 0, and
(1.3) D — Ks is nef.
Then for zi,...,z. € Lin very general position and v > 0

HY (Blg(Z),n*D -y miEi> =0.
i=1

In particular,
HY(Z, Ixmz)/z (D)) = 0.

Proof: By the Kawamata—Viehweg Vanishing Theorem (cf. [Kaw82] and
[Vie82]) it suffices to show that A = (7r*D -y miEi) — Kz is big and nef,
i. e. we have to show:

IThe proof uses Kawamata—Viehweg vanishing which needs characteristic zero for the
ground field.

13
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(a) A?>0,and
(b) A.B’ > 0 for any irreducible curve B’ in T = BL(X).

Note that A = *(D — Kg) — > [_;(m; + 1)E;, and thus by Hypothesis (1.4) we
have

T

A?=(D—-Kg)* =) (m;i+1)2>0,
i=1

which gives condition (a).

For condition (b) we observe that an irreducible curve B’ on I is either the
strict transform of an irreducible curve B in I or is one of the exceptional
curves E;. In the latter case we have

AB' =AE=m+1>0.
We may, therefore, assume that B’ = B is the strict transform of an irreducible

curve B on X having multiplicity mult,, (B) =n;atz,i=1,...,r. Then

AB'=(D—Ks).B—) (mi+1)n,,

i=1

and thus condition (b) is equivalent to
() (D—-Kg).B>3 (m+1)n,.
i

Since z is in very general position Lemma 2.1 applies in view of Corollary A.3.
Using the Hodge Index Theorem E.4, Hypothesis (1.4), Lemma 2.1, and the
Cauchy-Schwarz Inequality we get the following sequence of inequalities:

(D-Ke)B)* > (D—Ke B > o (T (met 11) - (T nd — )
= Z{:1(mi +1)%- ZI:1 nf+ (a—1) ‘(Z{:ﬂmi"' 1)%. (ZiT:1 n{ — P 'nio)>

> (Siatmit 1)) o o 1 (S (met 17 (0 0d = 55 mg)),

where iy € {1,...,7}is such that ni; = min{n; | n; # 0}. Since D — Ky is nef,
condition (b’) is satisfied as soon as we have

T

2 x
Y > Xng.
i=1

If this is not fulfilled, then n; < ;%5 foralli=1,...,r, and thus

T

> mi+1) < ke (my +1).

i=1

Hence, for the remaining considerations (b’) may be replaced by the worst case

(D —Kg).B 2> ke - (Mg +1).
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Note that since the z; are in very general position and z;, € B we have that
B2 > 0 and dim [B|, > 0 (cf. Corollary A.6). If BZ > 0 then we are done by the
Hodge Index Theorem E.4 and Hypothesis (1.4), since D — Ky is nef:

(D —Kz).B> /(D —Kz)2 > /(Ko M1 + ke)? > ko - (Mg +1).

It remains to consider the case B2 = 0 which is covered by Hypothesis (1.5).

For the “in particular” part we just note that Jx(m,.z,)/z ® - - ® Ix(myiz)/z @
O5(D) = Jx(myz)/z ® Ox (D) (see Lemma C.4) and that, using the Leray spectral
sequence (compare [Laz97] Lemma 5.1)

HY <Z> ® jX(mi;Zi)/Z &® OZ(D)> =H" (§> D — Z mLE'L) .

i=1 i=1

O

Choosing the constant « = 2 in Theorem 1.1, then _%*; = 2 and thus k, = 1.
We therefore get the following corollary, which has the advantage that the
conditions look simpler, and that the hypotheses on the “exceptional” curves
are not too hard.

1.2 Corollary
Let my,...,m, € Ny, and D € Div(X) be a divisor satisfying the following three
conditions

A4 (DKo 22 T(mit1?
(1.5) (D —Ks).B > m_ax{mi |1i=1,...,7} for any irreducible curve B
with B?> = 0 and dim |B|, > 0, and
(1.6) D — Ky is nef.
Then for zi,...,z. € Lin very general position and v > 0

HY (BlZ(Z),n*D -y miEi> =0.
i=1

In particular,
HY(Z, IX(mz)/s(D)) = 0.

1.3 Remark

Condition (1.3) respectively Condition (1.6) are in several respects “ex-
pectable”. First, Theorem 1.1 is a corollary of the Kawamata—Viehweg Van-
ishing Theorem, and if we take all m; to be zero, our assumptions should
basically be the same, i. e. D — Ky nef and big. The latter is more or less
just (1.1) respectively (1.4). Secondly, we want to apply the theorem to an
existence problem. A divisor being nef means it is somehow close to being
effective, or better its linear system is close to being non-empty. If we want
that some linear system |D|; contains a curve with certain properties, then it
seems not to be so unreasonable to restrict to systems where already |D —Kg|;,
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or even |D — L — Kg|; with L some fixed divisor, is of positive dimension, thus
nef.

In many interesting examples, such as P?, Condition (1.2) respectively (1.5)
turn out to be obsolete or easy to handle. So finally the most restrictive ob-
struction seems to be (1.1) respectively (1.4).

If we consider the situation where the largest multiplicity m; occurs in a large
number, more precisely, if m; =... =my, withly =min{n e N | a-n >k2},
then Condition (1.1) comes down to

(1.1) (D—Kg)2 > « im,L—l—l

1.4 Remark

Even though we said that condition (1.4) was the really restrictive condition
we would like to understand better what condition (1.5) means. We therefore
show in Appendix B that an algebraic system |B|, of dimension greater than
zero with B irreducible and B? = 0 gives rise to a fibration f : £ — H of £ over
a smooth projective curve H whose fibres are just the elements of |B|,.

2. Generalisation of a Lemma of Geng Xu

Throughout the proof of Theorem 1.1 we need the following generalisation of
a lemma of Geng Xu.

2.1 Lemma
Let z = (z1,...,2;) € L' be in very general position, n € INj, and let B C L be an
irreducible curve with mult, (B) > ny, then

B > Z nf — min{n; | ny; # 0}

i=1

2.2 Remark

(a) A proof for the above lemma in the case £ = P? can be found in [Xu94]
and in the case r = 1 in [EiL93]. Here we just extend the arguments
given there to the slightly more general situation.

(b) For better estimates of the self intersection number of curves in the sit-
uation where one has some knowledge on equisingular deformations in-
side the algebraic system see [GuS84].

(c) With the notation of Lemma A.2 respectively Corollary A.3 the assump-
tion in Lemma 2.1 could be formulated more precisely as “let B ¢ £ C PN
be an irreducible curve such that Vg, = ™, or “let z € £\ V.2

ZSince B is irreducible, the general element in |B|, will be irreducible. Since Vg, = I"
there will be some family of curves in Hilb} satisfying the requirements of Lemma 2.3.
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«

(d) Note, that one cannot expect to get rid of the “—min{n; | n; # 0}".
E. g. £ = BL, (B?), the projective plane blown up in a point z, and B C £
the strict transform of a line through z. Let nowr=1,n; =1andz; €
be any point. Then there is of course a (unique) curve B; € |B|, through

z,but B2 =0<1=mn3.

Idea of the proof: Set e; :=n;—1and e; :=n; fori# 1, wherew.1l. 0. g. ny =
min{n; | n; # 0}. By assumption there is a family {C,}icc in |B|, satisfying the
requirements of Lemma 2.3. Setting C := C, the proof is done in three steps:

Step 1: We show that H(C, Jx(ez)/x - Oc(C)) # 0. (Lemma 2.3)
Step 2: We deduce that H°(C, 7,0z ( — X _; eiEi) ® Oc(C)) # 0. (Lemma 2.4)

Step 3: It follows that deg (m.0xz(— Y_|_; &;E;) ® Oc(C)) > 0, but this degree
isjust C2— > 1 | emy.

i=1

2.3 Lemma
Given eq,...,e. € No, v > 1. Let {Ci}icu, U C C an open neighbourhood of 0, be
a non-trivial family of curves in L together with a section U — X : t— z;, € C;
such that

mult,, (C¢) >er+1 forall tel

and fixed points z,, ...,z € L such that
mult, (Ci) >e; forall i=2,...,7v and t e l.

Then with z; =z

HO(C’ jX(g;z)/Z ) OC(C)) # 0,
i. e. there is a non-trivial section of the normal bundle of C, vanishing at z; to
the order of at least e; fori=1,...,1.3

Proof: We stick to the conventionny =e;+Tandn; =e¢; fori=2,...,r, and
wesetziy:=zifori=2,...,7rand t € U. Let A C U be a small disc around 0
with coordinate t, and choose coordinates (x;,y;) on X around z; such that

o zi. = (a;(t), by(t)) for t € A with a;, by € C{t},

e z; = (a;(0),b;(0)) = (0,0), and

o Fi(xi,yi,t) = fielxi, 1) € C{xi,ys,t}, where C; = {fi; = O} locally at z;;
(for t € A).

We view {Ci}ica as a non-trivial deformation of C, which implies that the im-
age of %I .—o € To(A) under the Kodaira-Spencer map is a non-zero section s of

HO(C, (’)C(C)). s is locally at z; given by aaFti 0"

Idea: Show that %hzo € (x4, y1)%, which are the stalks of Jx(c,)/x - Oc(C) at

the z;, and hence s is actually a global section of the subsheaf Jx(e.) /s - Oc(C).

3Note, that Jx(e.z)/x - Oc(C) = mg', --emg, - Oc(C).

yZr
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Set @ (xi, 1) := Fielxi + ai(t),yi + bi(t),t) = X 50, @ix(xi, yi) - t* € Cfxi, us, th
By assumption for any t € A the multlphclty of ®;. at (0,0) is at least n,
1. e. Oie(xi, i) € (xi,yi)™ for every fixed complex number t € A. Hence,
@ix(xi, Y1) € (xi,y)™ for every k.

On the other hand we have

Qu1(x,yp) = 2Rl ta(:i’yi)h:o
(25 0xs, 1, 00, 285 i, s, 0), 5 (%6, s, 0)), (61(0), B(0), 1))
= %10 (x5, yi) - @(0) + 552 (xi, 1) - Bi(0) + FE(x1, 5, 0).
Since fip € (xi,yi)™ 5L (x5, Y1), a§;°(x1,y1) € (x;,yy)™ ', and hence
Ui (x4, Y3,0) € (xi,yl) . For this note that a;(0) = b;(0) =0, if i # 1. O

The main idea of the next lemma is the following commutative diagram:

0 — Ker(p) — HO(Z, m05 (— 1, eiEq) ®0, Oc(C)) — HO(C, Tx(e) /s - Oc(C)) — 0

HO(Z, .0z (— Y i_, eiEs) 0. 0c(C))
1. e. the fact that Ker(«) C Ker(f3), or in other words, that 3 factorises over «.

2.4 Lemma
Given eq,...,e; € Nyand z1,...,z, € L, v > 1.

The canonical morphism?® IX(e1:21)/2Q" * - @ Tx(erizr) /2RO (C) — Ix(erz)/z-Oc(C)
induces a surjective morphism {3 on the level of global sections.®

If s € HO(C, Ix(erizr )z ®0s - - ®05 Ix(erizr)/z ®0s Oc(C)), but not in Ker(pB), then
s induces a non-zero section § in H°(C,m,0z( — Y__; eiF;) ®o. Oc(C)).

i= 1

Proof: Set E:=—) _, ¢F;.

i=1 _
We start with the structure sequence for C:

0— O;(—C) — O — Oz — 0.

Tensoring with the locally free sheaf O;(E) and then applying 7, we get a
morphism:
.05 (E) — m.O(E).

Now tensoring by O¢(C) over Oy we have an exact sequence:
0 — Ker(y) — m.05(E) ®0, Oc(C) 1o m.0(E) ®0, Oc(C).
And finally taking global sections, we end up with:
0 — HO(Z,Ker(y)) — HO(Z, m.05(E) ® Oc(C)) *— H°(Z, m.Oz(E) ® Oc(C)).

4See Lemma C.1.

Lems, ®---@my, ®0c(C)—mg, ---mg, -Oc(C).

6B is surjective, since supp (Ker(B)) C {z1,...,z;} by Lemma C.4, and hence
H'(Z,Ker(B)) =0.
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Since the sheaves we look at are actually Oc-sheaves and since C is a closed
subscheme of L, the global sections of the sheaves as sheaves on £ and
as sheaves on C coincide (cf [Har77] I11.2.10 - for more details, see Corol-
lary C.3). Furthermore, 7,0 = Qi1 HXevzi)/

Thus it suffices to show that Ker (x) C Ker ().

Since m; : px \ (U_;E)) = Z\{z1,...,2z} is an isomorphism, we have that
supp (Ker(y)) C {z1,...,z,} is finite by Lemma C.5. Hence, by Lemma C.6
Ker(y) is a torsion sheaf, and thus

Ker(a) = H° (Z, Ker(y)) C H° (Z)TOI' (®:=] JX(ei;Zi)/Z ® Oc(C)>> .

Let now t € Ker(«) be given. We have to show that 3(t) =0, 1. e. $,(t,) = 0 for
everyz € L. If z € {z,...,z:}, then t, = 0. Thus we may assume z = z;. As we
have shown,

t,, € Tor (mg*, R0 ., Ocz,.) = Tor (mg*, /f,,mg*, ) = (f,,)/f,ms",

where f,, is a local equation of C at z. Therefore, there exists a0 # g,, € Os,,

such that t,, = f,, g, (mod f,, mg¥, ) =f, ®g,, (note that f,, € mp* Cmg, 1.
But then 3., (t,,) is just the residue class of f,, g,, in m?fszC,Zk = mz,zk /(f2),
and is thus zero. O

Proof of Lemma 2.1: Using the notation of the idea of the proof given on
page 17, we have, by Lemma 2.3, a non-zero section s € H%(C, Jx(ez)/s - Oc(C)).
This lifts under the surjection B to a section s’ € HO(C, ®_; Jx(evz1)s®Oc(C))
which is not in the kernel of . Again setting E := — Y |_; e;E;, by Lemma
2.4, we have a non-zero section § € H°(C,m,0x(E) ®o. Oc(C)), where by
the projection formula the latter is just H°(C, TE*(O(:(E) R0, ™0c(C))) =gef
HO(C,OG( )®(967E Oc(C )) N

Since Ox(E) ®o, m*Oc(C) has a global section and since C is irreducible and
reduced, we get by Lemma D.2:

0 < deg (Og(E) ®0, mOc(C)) = deg (Og(E)) + deg (1" Oc(C))

=E.C + deg (Oc(C Z —eyn; + C2.

3. Examples

In this section we are going to examine the conditions in the vanishing theo-
rem (Corollary 1.2). Unless otherwise stated, r > 1 is a positive integer, and
mq,...,m;. € Ny are non-negative.
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3.a. The Classical Case - & = P?

Since in P? there are no irreducible curves of self-intersection number zero,
condition (1.5) is redundant. Moreover, condition (1.6) takes in view of (1.4)
the form d + 3 > 2. Corollary 1.2 thus takes the following form, where
Le I(’)PCz (1)]; is a generic line.

1.2a Corollary
Let d be any integer such that

(o)  (d+3P 22 (m+ 1)
(1.6a) d>-1.
Then for z1,...,z. € P? in very general position and v > 0

(m( 2), d 'L — Z}mE)za

i=1
3.b. Geometrically Ruled Surfaces

Throughout this section we use the notation and the results from Section G.a,
in particular Lemma G.2 for the irreducible curves with selfintersection zero
on X.

1.2b Corollary
Given two integers a,b € 7Z satisfying

(1.4b) ab—(¢—1)e) >3 (mi+ 1)
i=1

(1.5b.1) a>max{m; |i=1,...,7},

(1.5b.1i) b>max{m;|i=1,...,1, ife=0,

(1.5biii)  2(b— (% —1)e) >max{m;|i=1,...,7} ife <0, and
(1.6b) b>(a—1T)e ife>0.

For zy,...,z, € X in very general position and v > 0

i=1

Proof: Note that if the invariant e is non-positive, then (b — (¢ —1)e) > 0
implies

so that this inequality is fulfilled for any choice of e.
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Setting D = (a — 2)Co + (b— 2+ 2g)F we have
(D—Kz)zz(aCo+(b—|—e)F)2:2a<b— (5-1) ) >zZ mi +1)2

which is just (1.4b.i/ii/iii). Similarly, by (1.5b) and Lemma G.2 condition (1.5)
is satisfied.” Finally, in view of Lemma G.1, condition (1.6b) implies that
D — Ky is nef. O

3.c. Products of Curves

As we have seen in Proposition G.12, for a generic choice of smooth projective
curves of genera g; > 1 and g, > 1 respectively the surface ¥ = C; x C;
has Picard number two and according to Remark G.11 the only irreducible
curves B C I with selfintersection B? = 0 are the fibres C; and C,, and for any
irreducible curve B ~, aC;+bC; the coefficients a and b must be non-negative.
Taking into account that Ky ~, (2g2 — 2)C; + (2g7 — 2)C, Corollary 1.2 comes
down to the following.

1.2¢ Corollary
Let Cy and C; be two generic curves with g(C;) = g; > 1, i = 1,2, and let
a,b € Z be integers satisfying

T

(1.4c¢) (a—2g2+2)-(b—2g1+2)> > (mi+1)% and
i=1
(1.5¢) (a—2g2+2),(b—2g1+2) >max{m;|i=1,...,7},
then for zy,...,z. € L = Cy x C; in very general position and v > 0

HY (BlZ(Z), Cl7T*C1 —|—b7'[*C2 — ZTI’LLE1> =0.

i=1
3.d. Products of Elliptic Curves

That C; and C; be “generic” in the above sense means for elliptic curves just
that they are non-isogenous.

In view of (1.5d) and Lemma G.19 (iv) the condition (1.6) becomes obsolete,
and Corollary 1.2 has the following form, taking Lemma G.19 (iii) and Ky =0
into account.

1.2d Corollary
Let Cy and C; be two non-isogenous elliptic curves, a,b € Z be such that

(1.4d) i (m+ 112 and

"To see this, let B ~, a’Co + b'F be an irreducible curve with B> = 0. Then by Lemma G.2
either a’ =0and b’ =1,ore=0,a’'>Tand b’ =0,ore<0,a’" > 2, and b’ = %'e<0.
In the first case, (D — Kg).B = a > max{m; | i = 1,...,7} by (1.5b.i). In the second case,
(D—Ksg).B=ba'>b>max{m; |i=1,...,1} by (1.5b.ii). And finally, in the third case, we
have (D —Kz)B=a'-(b— (% —1)e)) > max{m; [1=1,...,7} by (1.5b.iii).
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(1.5d) a,b>max{m;|[i=1,...,1},

then for zy,...,z. € L = Cy x C; in very general position and v > 0
T
HY (BIQ(Z], amC; +bm*'C, — Z WE1> =0.
i=1
3.e. Surfaces in P?

Since we consider the case of rational surfaces separately the following con-
siderations thus give a full answer for the “general case” of a surface in P?.

1.2e Corollary
Let £ C P? be a surface in P? of degree n, H € NS(X) be the algebraic class of
a hyperplane section, and d an integer satisfying

(14e)  n-(d—n+4) Z mi+ 1) and
(1.5e) (d—m+4)-HB> Ir_lax{m~L |i=1,...,r}for any irreducible curve
B with B> =0 and dim |B|, > 1, and
(1.6e) d>n—4
then for zy,...,z. € L in very general position and v > 0

(Bl ),d7H — Zml ):o.

3.1 Remark

(a) If NS(X) = HZ, then (1.5e) is redundant, since there are no irreducible
curves B with B? = 0. Otherwise we would have B ~, kH for some k € Z
and k’n = B2 = 0 would imply k = 0, but then H.B = 0 in contradiction
to H being ample (see Lemma E.1).

(b) By a Theorem of Noether a generic surface in P? has Picard number
one.However, a quadric in P or the K3-surface given by w*+x*+y*+z* =
0 contain irreducible curves of self-intersection zero.

(o If Z mi+1)2 > 3m{fforalli=1,...,rthen again (1.5e) becomes obsolete

1n v1ew of (1.4e), since H.B > 0 anyway. The above inequality is, for
instance, fulfilled if the highest multiplicity occurs at least 5 times.

(d) In the existence theorems the condition depending on curves of self-

intersection will vanish in any case, see Section III.3.e.

3.f. K3-Surfaces

3.f1. Generic K3-Surfaces. Since a generic K3-surface does not possess an el-
liptic fibration the following version of Corollary 1.2 applies for generic K3-
surfaces. (cf. [FrM94] 1.1.3.7)
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1.2f.i Corollary
Let ¥ be a K3-surface which is not elliptic, and let D a divisor on X satisfying

(1.4) D2>2.Y (mi+1)% and
i=1
(1.61) D nef,

then for zy,...,z. € L in very general position and v > 0

HY (BIZ(Z),ﬂ*D -y m-LEi) =0.
i=1
3.fii. K3-Surfaces with an Elliptic Structure. The hypersurface in P} given
by the equation x* + y* 4+ z* + u* = 0 is an example of a K3-surface which is
endowed with an elliptic fibration. Among the elliptic K3-surfaces the gen-
eral one will possess a unique elliptic fibration while there are examples with
infinitely many different such fibrations. (cf. [FrM94] 1.1.3.7)

1.2f.ii Corollary
Let ¥ be a K3-surface which possesses an elliptic fibration, and let D be a
divisor on X satisfying

(L4 D222 T (mit1)?
(1.5 D.B > Ir:ax{nu | i =1,...,7} for any irreducible curve B with
B2 =0, and
(1.60) D nef,
then for zy,...,z. € L in very general position and v > 0

HY (BIL(Z),H*D -y miEi> =0.

i=1
3.2 Remark

If ¥ is generic among the elliptic K3-surfaces, i. e. admits exactly one elliptic
fibration, then condition (1.5f) means that a curve in |D|; meets a general fibre
in at least k = max{m; |i=1,..., r} distinct points.

4. Yet Another Vanishing Theorem

In [GLS98c] a different approach is used for the existence of curves with
prescribed topological singularity types in the plane case. It relies once more
on vanishing theorems for singularity schemes and may be applied to other
surfaces as well, once we have the corresponding vanishing theorems. It is
the aim of this section to generalise the first of these vanishing theorems
(cf. [GLS98c] Lemma 3.1 or [Los98] Lemma 3.10), and we claim that the
second one (cf. [GLS98c] Lemma 4.1 or [Los98] Lemma 3.11) can be treated
analogously.
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The proof uses an induction based on the reduction of a singularity scheme X
by a smooth curve L, that is, replacing X by X : L. Unfortunately, the class of
singularity schemes is not closed under reduction, it therefore becomes neces-
sary to consider a wider class of zero-dimensional schemes. We only give the
definitions and state the results, which are necessary for Theorem 4.5. For a
more thorough investigation of these schemes, including many examples, we
refer to [GLS98c] Section 2 or [Los98] Section 2.2.

4.1 Definition

Let (C,z) C (X,z) be a reduced plane curve singularity with complete em-
bedded resolution tree T(C, z), and let T*(C, z) denote the essential subtree of
T(C,z).

(a) If T* is a finite, connected subtree of T(C,z) containing the essential
subtree T*(C,z), we call the zero-dimensional scheme X(C,T*) defined
by the ideal sheaf with stalks

Ixictyz. =1HC, T) = {9 €0s5,

g goes through the cluster C{ (C, T*)}

and Jxcc1+/5. = Os,, whenever z' # z, a generalised singularity
scheme (with centre z).

We denote by GS the class of zero-dimensional schemes in £ which may
be obtained that way.

(b) The subclass of GS of zero-dimensional schemes of the form X(C,T*)
with centre z, where the plane curve singularity (C, z) has only smooth
branches, is denoted by GS;.

(c) The subclass of GS of zero-dimensional schemes of the form X(C, T*) with
centre z where T* = T*(C, z) is denote by S, and its members are called
singularity schemes.

We note that in this sense the singularity schemes X*(C) introduced in
Definition 1.2.6 are finite unions of singularity schemes. (See Remark
4.2.)

(d) By OS we denote the subclass of S of ordinary fat point schemes X(m; z).

(e) Since the support of a scheme X € GS consists of a unique point z, we
may define mult(X) = mult(X, z).

() Let X = X(C,T*) € G§ and L C X be a curve which is smooth at z. We
then define T*NL = {q € T* | the strict transform of L goes through q},
that is, T* N L is the maximal subtree T of T* such that L goes through
the cluster C¢(C,T).

(g) Two generalised singularity schemes X, X; € GS with centre z are called
isomorphic, if they are isomorphic as subschemes of £. We then write
Xo = Xj.
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(h) An equimultiple family of plane curve singularities over a (reduced) al-
gebraic scheme T over C is a flat family

C——SxT
T,

of reduced plane curve singularities (C, o(t)) C £ x {t} = X with section
0 , which admits a simultaneous embedded resolution, together with
sections o, through infinitely near points, defining a family 7 of finite
connected trees T; with T*(C;,0(t)) C T C T(C, 0(t)), such that the
total transform of C is equimultiple along o4, o4(t) € T. (Cf. [GLS98c]
Definition 2.9, and [Los98] Definition 2.14.)

(i) Two generalised singularity schemes Xy, X; € GS with centre z are
called equivalent, if there exist germs (Cy,z) and (Cy, z) defining X, re-
spectively X;, and a T*-equimultiple family of plane curve singularities
over some (reduced) open connected subset T of A}, having (Co, T}) and
(Cq,Ty) as fibres. We then write X, ~ X;. (Cf. [GLS98c] Definition 2.9,
and [Los98] Definition 2.28.)

4.2 Remark

The classes GS, GS; and OS are closed with respect to the equivalence relation
~ and with respect to reduction by a smooth curve L. (Cf. [GLS98c] Proposi-
tion 2.11 and Lemma 2.13, or [Los98] Proposition 2.23 and Lemma 2.31.)

4.3 Remark

The concepts introduced so far immediately generalise to multigerms (C, z),
and also the remaining part of this section does not change in this situation
(cf. [GLS98c] p. 545). Moreover, the singularity schemes introduced in Def-
inition 1.2.6 then become precisely the elements of S. Just in order to save
some notation we will avoid the multigerms.

4.4 Definition
Let L C X be a smooth curve such that the corresponding divisor is very ample.

(a) Letfy,...,f,: Num(X) x Un21 Hilby — @ be some functions possibly de-
pending on the numerical class of L, and let £ C |, Hilby be some
class of zero-dimensional schemes (not necessarily closed under reduc-

tion by L).
We then call (fy,...,f;) a tuple of L-reduction resistant conditions on K
if, whenever f;(D,X) > 0,1 =1,...,r, for some zero-dimensional scheme

X € K and some divisor class D € Num(Z) with D.L > L2, then also
fi(D-LX:L)>0,i=1,...,71.

We say, an L-reduction resistant condition f is satisfied by some zero-
dimensional scheme X and some divisor class D, if f(D, X) > 0.
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(b) We call a tuple (fy,...,f;) of L-reduction resistant conditions on OS suit-
able if for any ordinary fat point scheme X = X(m, z) C X and any divisor
D, with D.L > 12, satisfying f;, for i = 1,...,r, there exists a scheme

X" e OS with

(1) X'~X,

(2) deg(X'NL)=deg(XNL), and
(3) h'(Z,Jx/z(D)) =0.

Given a generalised singularity scheme X and a divisor D we would like to
know under which circumstances H'(Z, Jx,s(D)) vanishes. However, it turns
out that this is hard to answer, and indeed, for the applications in the exis-
tence theorems (cf. [GLS98c]) we can do with less. There, we may replace
X by an equivalent scheme X’ for which the cohomology group vanishes, and
it is the aim of Theorem 4.5 to provide numerical conditions ensuring the
existence of X’. Well, actually the theorem reduces the problem to finding
conditions which guarantee the existence of X' if X is an ordinary fat point
scheme (cf. (4.1)), which is much simpler to handle and where the geometry of
X will come into play.

4.5 Theorem

Let L C X be a smooth curve of genus g = ¢(L) such that the corresponding
divisor is very ample, and let D € Div(Z) with D.L > L? and X € GS; such
that:

4.1) There is a suitable tuple of L-reduction resistent conditions on OS
which are satisfied by X and D.

(4.2) deg(X) < B - ( (% — mult(X))* — 24 - BL), and

(4.3) deg(XNL) < 2k — <L . deg(X) — 2,

where x =14++V2and p=3—-2-V2.
Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that

h' (%, Jx/=(D)) =0.

Proof: We do the proof by induction on d = D.L, starting with d = 2. We
note that we may suppose that X is not an ordinary fat point scheme, since
the theorem holds for these by Assumption (4.1). This gives in particular the
induction basis, since for d = L.? (4.2) can only be satisfied if X = (.

Setting IC the subclass of GS; which are not ordinary fat point schemes, Con-
dition (4.2) and Condition (4.3) are L-reduction resistant on K by Lemma 4.7.
We then may replace X and D by X : L and D — L, satisfying now (4.1)-
(4.3). Thus, by induction there is a scheme Y’ ~ X : L in GS; such that
deg (Y'NL) = deg((X : L)NL) and h'(Z, Jys(D — L)) = 0. Due to the
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Semicontinuity Theorem for h' (cf. [Har77] 111.12.8) and Lemma 4.8 (a) we
then find a scheme X’ € GS such that X’ ~ X and deg (X' N L) = deg(XNL).
Moreover, in view of Remark 4.2 we have X’ € GS;, and by Lemma II1.1.1 and
Condition (4.3) we find

h'] (Z) jX’/Z(D)) = O)

which finishes the proof. O

4.6 Remark

(a) We note that for an ordinary fat point scheme X(m;z) the cohomology
group H' (%, Fx(mz),=(D)) vanishes if and only if

(1)
(2)

h'(£,0:(D)) =0, and
H°(Z, 0s(D)) — H(Z, Ox(mz) (D)) = Og./mY, is surjective.

(b) We call a surface X regular with respect to L if for any d > 1 we have
h'(Z,0x(dL)) =0.
We then see that the examples which we are considering throughout this
thesis are all regular with respect to the obvious choices of very ample

divisors.

(1)

(2)

(3)

(4)

(5)

(6)

Complete intersections are regular with respect to hyperplane
sections by Proposition G.20. In particular P? and surfaces in P?
are so.

On a Hirzebruch surfaces F., e > 0, a divisor L = «Cy + BF is
very ample if and only if « > 0 and > «e (cf. [Har77] V.2.18).
Then, however, I, is regular with respect to L (cf. Remark G.4 and
Lemma G.6).

For a geometrically ruled surface X with invariant e over a curve
C of genus g = ¢g(C) > 1, we may choose a suitable integer 1 >
{2g—1, e4+2g—1}such that there is a very ample divisor L ~, Co+LF.
By Lemma G.5 X is then regular with respect to L.

Let £ = C; x C; be a product of two smooth projective curves
of genera g; = ¢g(C;) and denote by pr; : ¥ — C; the canonical
projection, i = 1,2. If L = prja ® prjb with a € Div(C;) of de-
gree a > 2g> + 1 and b € Div(Cy) of degree b > 2g; + 1, then L
is very ample by Lemma G.7, and since a and b are non-special
by Riemann-Roch (cf. [Har77] IV.1.3.4) the Kiinneth formula in
Lemma G.8 implies that h'(Z,L) = 0. But then I is regular with
respect to L.

If X is a product of two elliptic curves, then Ky = 0, and thus by
the Kodaira Vanishing Theorem X is regular with respect to any
very ample divisor.

If X is a K3-surface, again the Kodaira Vanishing Theorem implies
that X is regular with respect to any very ample divisor L.
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(c)

(d)
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If L € Div(X) is very ample such that X is regular with respect to L and if
D = d-Lis a multiple of the very ample divisor L, then (4.1) just becomes
obsolete.

In this situation Condition (4.2) and Condition (4.3) take the form:

(429 deg(X) < (3-2-v2)- ((d—mult(X))’ — (2+v2) - g-a),
(4.3%) deg(XNL) < d— Y2 deg(X) — 2g.

In the case of the Hirzebruch surface £ = I, = B.1 x B! we would like
to use the chance to replace (4.1) by some condition, which applies to
arbitrary divisors D = aCy + bF on X rather than only to multiples of
L = Co + F. We claim that (4.1) may be replaced by

DF=a>mult(X)—1 and D.Co=Db > mult(X)—1. 4.4)

Proof: (a) and (b) are obvious.

(c)

(d)

L is a hyperplane section of some embedding £ — PN, and we thus may
find two curves Ly, L, € |L) such that the germs L, , and L, , at z are local
coordinates of (Z,z), that is my, = (Ly ., Ly.).

If X = X(m,;z) is an ordinary fat point scheme such that (4.2) and (4.3)
are satisfied by D and X. We then deduce from (4.11) below, which is an
immediate consequence of (4.2), that

m=multX < 2L <d.
But then the map in (a) is surjective.

The global sections of Os(D) may be identified with the polynomials
in C[xg, X1, Yo, Y1) which are bihomogenous of bidegree (a,b). Assuming
that z = ((0:1),(0: 1)) the map in (a) comes down to

HO(Z) aCO + bF) — OZ,Z/mT):n;Z = C[XO)UO]/(XO)yO)m . f = f(XO) 1 y Yo, 1 ))

which is surjective by Assumption (4.4).

It remains to show that the conditions are L-reduction resistant on OS.
However, if X(m;z) is an ordinary fat point scheme and L is smooth at z,
then mult (X(m;z) : L) = mult (X(m;z)) — 1, whileD — L= (a—1)- Co +
(b—1) - F, which finishes the claim.

O

4.7 Lemma

Let K denote the subclass of GSy of schemes which are not ordinary fat point
schemes, let 1. C X be a smooth curve of genus g = ¢(L) such that the cor-
responding divisor is very ample, and let «x = 1+ 2, = 3 —2-+2 and

’Y:

231)'92(2_"\/2)'9-

(e

We define two conditions fa,fg : Num(X) x U1121 Hilby — Q by

fa(D,X) = A(D,X) —deg(X) and fg(D,X)=B(D,X)—deg(XNL),
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where
A(D,X) = B - (2 — mult(X)* —y - %)
and
B(D, X) ___oc_ deg(X) — 2g.

The tuple (fa,fg) is L-reduction resistant on K.

Proof: For X € K and D € Num(X) with D.L > L?, deg(X) < A(D, X) and
deg(XNL) < B(D, X) we have to show

deg(X:L)<A(D-L,X:L) (4.5)
and
deg ((X:L)NL) <B(D—-L,X:L). (4.6)

For this we consider four different cases, where the first case shall illustrate
that the constants « and 3 are chosen optimal.

Step 1: Some useful considerations on «, 3 and .
We claim that « > 0 is minimal and 3 > 0 maximal such that
B-(oc2+oc)=oc—1. 4.7)

To see this we consider for a fixed b > 0 the equation

b-a’+(b—1)-a+1=0. (4.8)
The discriminant (b — 1)? — 4b vanishes if and only if b = (3, and in this case
a= —'52—[31 = «, which proves the claim.

Furthermore, by the definition of &, § and y we have
(x+1)-B-vy=2g, (4.9)
1—aB—2B=3vV2—4>0, (4.10)
and mult(X)? < 2-deg(X) <2-A(D,X) < 2B (BF — mult(X))Z, which implies

mult(X) < 1528 . mult(X) < B4, (4.11)
Step 2: Suppose that deg(XNL) =B(D, X).
Since B - («* + &) < a — 1 by (4.7), we have
(L2)*- (o + a) - deg(X) < (12)*- &2 - A(D, X)
<(x—1)-(D.L)*—1%-(x—1)-y-D.L
<(x—1)-(D.L)*+ (L* —2ag - L?) - D.L.
Taking the assumption of Step 2 into account, this implies
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But then (4.6) follows:
deg ((X LN L) <deg(XNL)<B(D,X)<B(D—L,X:L).

Due to (4.9)—(4.11) we have
C(D,X) := (D.L)*- (1 — af — 2B) + P - mult(X) - L*- (2- D.L — L* - mult(X))+
D.L-L?- (2B - mult(X) + B + (ex+ 1) - By — 2g) > 0.
In view of the assumption of Step 2 and (4.9) a tedious calculation shows
deg(X: L) = deg(X) —deg(XN L) =deg(X) —B(D, X)
= (1+ %) . deg(X) — 2L + 29 < (1+ %) - A(D, X) — 2L 4 29
—B- ((DL 2 —mult(X))z v D.L7L2> _ CDX)

L2 D.L.L2
<B- (2t (x))*
which gives (4.5).

><A(D L,X:L),

Step 3: We now suppose that X = X(C, T*) satisfies the following conditions:
(a) deg(XNL)<B(D,X).
(b) There exists an irreducible branch Q of (C,z) such that T*NL=T*N Q.
(c) There exists no irreducible branch Q' of (C, z) such that T*NL ; T NQ'.

Since X is not an ordinary fat point scheme, the tree T* has at least three
vertices, and due to (c) the tree T* N L, therefore, has at least two. But then
deg(X : L) < deg(X) and deg ((X : L) N L) < deg(X N L) — 2. Moreover, since
af < 1 and by (4.11) we have
o - deg(X) < (2L —mult(X))® < 2L (D.L—12),
and thus, taking (a) into account, we get (4.6):
deg ((X:L)NL) <B(D,X)—2

=B(D-L,X:L)+ deg(X) —1<B(D —L,X:L).

m
By (b) and Lemma 4.8 (b) we know that mult(X : L) = mult(X) — 1. Therefore,
deg(X:L) <deg(X) <A(D,X)=A(D—-L,X:L)—
which implies (4.5).
Step 4: We now suppose that X = X(C, T*) satisfies the following conditions:
(a) deg(XNL)<B(D,X).

(b) There exists an irreducible branch Q of (C, z) such that
1 T'NQ={z=do<qi <...<qj,

2 T*'NL={z=qo<q1<...<(qs},s<1, and
(3) mult (C,.,), ds+1) = m with deg(XN L) +m > B(D, X).
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Due to (4.10) and (4.11) we have
C'(D,X) := (1—aB—2B) - (2L —mult(X)) 4 p + SEMBEILE (DL mylg(X)) > 0.
But then, taking (3) and (4.9) into account, a simple calculation shows
deg(X: L) = deg(X) —deg(XNL) <deg(X) — B(D, X) + mult(X)

=(1+%'—Lf)-deg(X) (2L — mult(X)) +2g

< (1+ ) A(D X) — (& — mult(X)) + 2g
_p. (( — mult(X))* —y - 2L — ¢'(D,X)
< B (PR —mult(x)* —y- PEL) <AD-L,X: 1),

which gives (4.5).

Consider next the concave function ¢ : R — R:x+— B« (1+ «) - (2x — é—i x%),
which takes its maximum at x = 2
interval [O, 141/} %L]. In particular, since the line {y = x} intersects the

graphofcpmx—Oandx—]jr(f DI, o(x )>xfora110<x<]}ff 2L
D.L

Now consider a second function 1 : [O, 135— T ] — R given by

and is thus concavely increasing on the

= 1
N 2
{m-(fif—x) —x, for P << /0L

DL
This function is concave as well and takes its maximum at x = 1:{\% . %,

where 1 and ¢ coincide. In particular, 1\ is bounded from above by .

Note that by Lemma 4.8 (c) we have %]Z-an < deg(X) < B-(2F mult(X))z,
and m < mult(X) anyway. We thus find

m < P(mult(X)) < ¢ (mult(X)),
since by (4.11) mult(X) takes its values in the domain of definition of 1.
Taking (4.8) and (4.9) into account, we deduce from this
C"(D,X):= L (o~ 1)+ (1 —am — 2ag) — &7 - ( + &%) - deg(X)
DL (a—1)+ (1 —am—2ag) — é— (ec+ o) - A(D, X)

> - ((p(mult(X)) —m) > 0.

v

Moreover, we note that due to (3) we have
deg(X: L) =deg(X) —deg(XNL) <deg(X)—B(D,X)+m
But then

deg ((X:L)NL) <deg(XNL)<B(D,X)

_ D.L-I? L2

L - 5t - (deg(X) — B(D X)+m)—29— 5t - C"(D,X)

<BbLL . S 51 -deg(X: L) —2g =B(D —L,X: L),



32 II. A VANISHING THEOREM

which gives (4.6).

Step 5: We finally suppose that X = X(C, T*) satisfies the following conditions:

(a) deg(XNL)<B(D,X).
(b) There exists an irreducible branch Q of (C, z) such that
1 T'NQ={z=do<qi <...<ai,
2 T*'NL={z=qo<q1<...<(qs),s<1l,and
(3) mult (Cq,,,), ds+1) = m with deg(XNL) + m < B(D, X).
Then by Lemma 4.8 (d) we may specialise the point q,,; onto the curve L and
consider the new scheme X; ~ X with deg(X; N L) = deg(XN L)+ m. (Note
that X; ~ X implies that X; € K.) By the Semicontinuity Theorem for h'
(cf. [Har77] II1.12.8) the vanishing of H'(Z, 7x»/s(D)) for some X” ~ X; with
deg (X"NL) = deg(X;NL) implies the vanishing of H' (£, Jx,x (D)) itself. Thus,

specialising points to L we come down to the cases which we have already
studied. O

4.8 Lemma
Let X = X(C, T*) € GS, let Q be a smooth branch of (C,z) and let . C L be a
curve which is smooth at z. Then:

(a) Foralmostall Y' ~X:Lin GS with deg (Y'NL) =deg ((X:L)NL) there
exists a generalised singularity scheme X' ~ X in GS such that Y =X': L
and deg (X' NL) = deg(XNL).

(b) IfT*NQ CT*NL then mult(X: L) = mult(X) — 1.
(© deg(X) =3 .- ma-(ma+1),

d) IfT*NL C T C T*NQ is a connected subtree, then there exists an an-
alytical isomorphism ¢ : (X,z) — (X,z) mapping (C,z) to a plane curve
singularity (Cy,z) such that the subtree T; corresponding to T* satisfies:

1 X =X(C, Ty) =X

(2) TynNListhe subtree of T; corresponding to T, and
3) TyrNnL=T;NQ4, where Q; = ©(Q) is a smooth branch of (Cy,z).
In particular, Xy ~ X and deg(X; N L) =deg(XN L)+ 3_ 1\ (renr) Ma-

Proof: (a) Cf [GLS98c] Proposition 2.18 or [Los98] Proposition 2.32.
(b) Cf [GLS98c] Lemma 2.15 or [Los98] Lemma 2.26.

() Cf [GLS98c] Lemma 2.6 or [Los98] Lemma 2.8.

(d) Cf [GLS98c] Lemma 2.14 or [Los98] Lemma 2.25.
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5. Examples
We are now stating the results which we derive from Theorem 4.5 in view of

Remark 4.6. We leave it to the reader to exploit the possibilities, which (4.1)
offers, in a better way.

5.a. The Classical Case - £ = P?

Choosing L as a line in P2, which has genus g = g(L) = 0, we get precisely the
same result as in [GLS98c].

4.5a Theorem

Let d > 1 be an integer and let X € GS; such that:
(4.22) deg(X) < (3—2-v2) - (d — mult(X))?,
(4.32) deg(XNL) < d— Y2 . deg(X).

Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that
h' (B2, Jx/(dL)) = 0.

5.b. Hirzebruch Surfaces

Working now with the very ample divisor L = Cy + (e + 1) - L, which has genus
g = ¢g(L) = 0, the theorem takes for divisors dL precisely the same form as in
the case of P2. We might as well work with any other very ample divisor L, of
possibly larger genus g = ¢g(L). The Theorem then takes the same form as for
K3-surfaces.

For the Hirzebruch surface Fo = P} x P} we also get another, somewhat more
general version.

4.5b Theorem
Let a,b > 1 be two integers and let X € GS; such that:

(4.1b) a,b > mult(X) — 1,
(4.2b) deg(X) < (3—2-v2) - (d — mult(X))?,
(4.3b) deg(XNL) < d— Y2 deg(X).

Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that
h' (B x B, Jx//x(aCo + bF)) = 0.

5.c. Geometrically Ruled Surfaces

Using the notation of Section G.a w : £ — C is a geometrically ruled surface
with invariant e. As in Remark 4.6 we may choose some integer | > max{2g —
1,e + 2g — 1} such that L = Cy + lF is very ample. Its genus is then just

g(L) = g(C).
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4.5¢ Theorem
Let d > 1 be an integer and let X € GS; such that

(4.2¢) deg(X) < (3—2-v2) - ((d—mult(X))* ~ 2+ v2) - ¢(C) - d),
(4.3¢) deg(XNL) < d— 2. deg(X) — 2g(C).
Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that

h! (L, Jxryz(dL)) = 0.

5.d. Products of Curves

Let £ = C; x C; be a product of two smooth projective curves of genera g; and
g, respectively. Then we may choose some very ample divisor L ~, (2g, + 1) -
Ci + (291 +1) - C; of genus g = 89192 + g1 + g2-

4.5d Theorem
Let d > 1 be an integer and let X € GS; such that

(2d)  deg(X) < (3-2:v2)-((d-mult(X)) ~ (2+V2)- (8¢:102+01+92)-q),
(4.3d) deg(XNL) < d—™Y2.deg(X) — 2 (8g192 + g1 + 92).

Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that

h](C1 x Co, Jxiye(d-(2g2+1)-Cr+d-(2g1+1) - Cz)) =0.

5.e. Surfaces in P}

For a surface in P? of degree n with L a hyperplane section, the formula for

the genus g = g(L) comes down to g = -2,

4.5e Theorem
Let d > 1 be an integer and let X € GS; such that

(420)  deg(X) < (3-2-v2)- ((d—mult(X))* =22 (n—1)- (n—2)-q),
(4.3¢) deg(XNL) < d— Y2 .deg(X) — (n—1)- (n—2).
Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that

h' (%, Fxr/(dL)) = 0.

If £ was a complete intersection of type (d;,...,dn 2) and L is a hyper-

plane section, then we just would have to replace the genus g = ¢(L) =

dy--dn—2- ( ZF:?Z di*N) +2
> .
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5.f. K3-Surfaces

If X is a K3-surface and L any very ample divisor of genus ¢g(L) = g, Theo-
rem 4.5 comes down to.

4.5f Theorem
Let d > 1 be an integer and let X € GS; such that

(4.26) deg(X) < (3—2-v2) - ((d— mult(x))* ~ (2+v2) - g- ),
(4.39) deg(XNL) < d— Y2 . deg(X) — 2g.

Then there is some X' € GS; with X' ~ X and deg(X'NL) = deg(XNL) such that
h' (%, Jx/z(dL)) = 0.
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CHAPTER III

Existence

The question whether there exist plane curves of given degree having singular
points of given types was already studied by the Italian geometers during the
last century. A very nice and inspiring result in this direction is that of Severi
(cf. [Sev21]) which says that there is an irreducible plane curve of degree d

(d—=1)-(d=2)
2

with r nodes as only singularities if and only if 0 < r < . In our

terminology this means
(d—1)-(d—2)
2 )

where H is a line in P2. Severi deduced this by showing that nodes on plane

Vi(tA) #0 & 0<r<

curves can be “smoothed” independently.

Looking for generalisations of this result one might concentrate on different
aspects such as

e looking at ordinary multiple points of higher multiplicities on plane
curves, or

¢ looking at arbitrary singularities on plane curves, or

¢ looking at nodal curves on arbitrary surfaces, or, finally,

e looking at arbitrary singularities on arbitrary surfaces.

All these generalisations have one problem in common — we may hardly ex-
pect criteria which are necessary and sufficient for the existence at the same
time. Already when replacing “nodes” by “cusps” on plane curves there is no
such complete answer known — except for small degrees d, d < 10 —, and
the existence of irreducible plane curves with more cusps than the number of
conditions imposed by them should allow shows that one may hardly expect
such a result (cf. [Hir92]). Similar problems arise in the other situations, and
the reason is mainly that in general the conditions which the singular points
impose are not independent.

The direction of looking at plane curves with ordinary multiple points of
arbitrary multiplicities was very much inspired by a conjecture of Nagata
who proposed in [Nag59] that /v - } |_; m; should be a lower bound for
the degree of a plane curve passing through r general points with mul-
tiplicities my,..., m,, whenever r > 9. He himself gave a complete an-
swer for the case r < 8 and when r is a square. Many efforts have been
taken to fully prove the conjecture and much progress has been made —
cf. [Nag59, Seg62, ArC81, Hir85, Har86, Gim87, Hir89, Ran89, CiM98,
37
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Sei99, Bru99, Eva99, Mig00, AIH00, Roé01, Mig01]. However, a full proof
is still missing, though several special cases have been cracked and the gen-
erally known bounds have been improved largly. We refer to [Cil01] and
[Har01] for an overview on the state of the art for the Nagata Conjecture
and for the related conjectures of Segre [Seg62], Gimigliano [Gim87] and of
Harbourne-Hirschowitz [Har85a, Hir89].

Also for the existence of plane curves with one or with several singularities of
given topological singularity types there is a large number of results, giving
necessary or sufficient conditions for the existence or just giving strange ex-
amples — cf. [GTU66, ArC81, Bru81, ArC83, GuN83, Var83, Ura83, Tan84,
Ura84, GrMS85, Ivi85, Koe86, Hir86, Ura86, Deg87, Shu87a, GrMS88,
Hir92, Bar93b, Sak93, Shu93, Deg95, Wal95, Wal96, GLS98c, Los98,
Shu98, Shu99, Mig01, Shu01]. For an overview on the results known
we refer to [Los98], [GrS99] or [GLS02]. Just recently the asymptotically
best known conditions for the existence of curves in the plane with arbitrary
topological singularities have been considerably improved using Castelnuovo
function arguments, and at the same time the first general conditions for an-
alytical singularities have been found (cf. [Shu01]). The existence of an irre-
ducible plane curve of degree d with topological singularity types Sq,...,S:,
among them k nodes, m cusps and t singularities of type A, with 1 > 2, as
only singular points is ensured by

ek+1om+%2-t4+2- > 5(S)<d>—2d+3,
Si#A1,A2

where 6(S;) is the delta-invariant of S;, and similarly for analytical singularity

types
6k+10m+9. Y  uS)<d*—2d+3,

Si#A1,A2
suffices, where u(S;) is the Milnor number of S;. (Cf. [Shu01].) We will com-
pare this particular result to the corresponding special case of our general
results in Section 3.a and see that our results are weaker — which was to be
expected, since the techniques applied in [Shu01] are optimized for the plane
case.

In the past the question of the existence of curves with prescribed analytical
singularity types has attained much less attention, due to the lack of suitable
methods to tackle the problem. However, the Viro method which Shustin
uses in [Shu99] Section 6 on hypersurfaces in P* and which we also use here
allows to glue topological singularities as well as analytical ones, so that our
main results are valid for both kinds of singularity types. (See also [Shu01].)

The basic idea may be described as follows: suppose we have a “suitable” irre-
ducible curve C € |D|; with ordinary multiple points z4, ..., z, of multiplicities
my,...,m, as singularities, and suppose we have “good” affine representa-
tives gi,..., g, for the singularity types Si,...,S;, then we may glue locally
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at the z; the equations g; into the curve C. In Definition 2.1 we define what
it precisely means that a representative is “good”; that the curve C then is
“suitable”, just means that the m;-jet of C at z; coincides with the m;-jet of g;,
where m; = deg(g;), and that Vp(my,..., m,) is smooth at C of the expected
dimension. Finding general conditions for the existence thus comes down to
finding conditions for the existence of curves with ordinary multiple points
satisfying the T-smoothness property and to finding upper bounds for the de-
gree of a good representative. Section 1 is devoted to the first problem, and we
get satisfactory results in Theorem 1.2 and Corollary 1.3, while for the second
problem we are bound to known results (cf. [Shu01]).

The most restrictive among the sufficient conditions which we find in Corol-
lary 2.5 is (2.7) respectively (2.11) and could be characterised as a condition
of the type

Zs ) < aD?+ BD.K + 7,

for topological singularlty types respectively for analytical ones as
Z“ ) < aD?+ BD.K +,

where K is some fixed d1v1sor class and «, 3 and 'y are some absolute constants.
(See also Remark I1.1.3.) However, it seems that this condition is of the right
type and with the right “exponents” for the invariants of the S; as well as for
the divisor D, since there are also necessary conditions of this type, e. g.

Z“ )< 2. Zs ) < D? 4+ DKy +2,

which follows from the genus formula' If D is an irreducible curve with
prec1se1y r singular points of topological or analytlcal types Si,...,S; and
v : D — D its normalisation, then p.(D) = g( ) + 8(D) > §(D), where
§(D) = dimg (v.O5/Op) is the delta invariant of D (cf. [BPV84] IL.11).
Moreover, by definition 5(D) = ZzeSmg 5(D,z), and it is well known that
28(D,z) = u(D,z) +r(D,z) — 1 > u(D,z) (see Remark 1.2.2). Using now the
genus formula we get: D> + D.Kz +2=2p,(D) >2-5 1 ,8(S) > Y1, u(S)

1. Existence Theorem for Ordinary Fat Point Schemes

In order to be able to apply the existence theorem for ordinary fat point
schemes to the general case it is important that the existing curve has the
T-smoothness property, that is that some H' vanishes. This vanishing is en-
sured by reducing the problem to a “lower degree” and applying the following
lemma as a kind of induction step.

1.1 Lemma
Let L. C X be a smooth curve and X C X a zero-dimensional scheme. If D €
Div(X) such that
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(11) h1 (Z, jX:L/Z(D — L)) = O, and
(1.2) deg(XNL) < D.L+1—2g(L),
then

h! (£, Jx/z(D)) =0.

Proof: Condition (1.2) implies
2g(L) — 2 < D.L—deg(X N L) = deg (OL(D)) + deg (Jxnr1) = deg (Jxr(D)),
and thus by Riemann-Roch (cf. [Har77] IV.1.3.4)

h' (Jxna (D)) =0,

Consider now the exact sequence

0 — Jxa/s(D —L) SN Ix/s(D) — Ixar (D) — 0.

The result then follows from the corresponding long exact cohomology se-
quence

0=H"(Fxr/=(D—L)) — H'(Jx/=(D)) — H'(Ixrr,1(D)) = 0.

1.2 Theorem
Given my,...,m, € N, not all zero, and z,...,z, € L, in very general position.
Let 1 € Div(X) be very ample over C, and let D € Div(X) be such that

(1.3) h' (£, Fxmsz)=(D — L)) =0, and

(1.4) D.L—-2g(L)>my+1foralli=1,...,r1.

Then there exists an irreducible curve C € |D|, with ordinary singular points of
multiplicity m; at z; for i =1,...,r and no other singular points. Furthermore,

n' (Z> jX(m;;J/Z(D)) =0,
and in particular, Vip(m) is T-smooth at C.

Addendum: Given local coordinates x;,y; in z; and open dense subsets U; C
Clx;,yslm, " j =1,...,1, the curve C may be chosen such that the mj-jet at z; of
a section defining C belongs to Uj.

Idea of the proof: For each z; find a curve C; € |Tx(m)/=(D) |1 with an ordi-
nary singular point of multiplicity m; and show that this linear system has no
other base points than z;,...,z,. Then the generic element is smooth outside
z1,...,z, and has an ordinary singularity of multiplicity m; in z; forj =1,..., .

IFor the definition of C[x,ylq see Page 44.
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Proof: Let z, € X be a generic point in the sense that for any z* € L there is
a smooth connected curve, say L.+, in |L; through z, and z* containing at most
one of thez;,i=1,...,r. (Cf. Lemma E.3.)

If Z C ¥ is any zero-dimensional subscheme and z* € X is any point, we define
the zero-dimensional scheme Z U {z*} by the ideal sheaf

jZ/Z,zn if z 7é Z*)

m}:,z* . jZ/Z,z*) 1fZ =2z

jZU{z* YZz =

Writing X for X(m,; z) we introduce in particular the zero-dimensional schemes
Xj :XU{Zj}fOI'j :O,...,T‘

Step 1: h'(Jx,uy/z(D)) =h!(Jx,=(D)) =0 forz* € Z\{zo}andj=0,...,1

Since L, passes through z,, z* and at most one z;, j € {1,..., 1}, where z* might
be this z;, Condition (1.4) implies

deg (XoNL,) <my+2<D.L+1-—2g(L). (1.5)
Moreover, if z* = z; for some j € {1,...,r} or if L,- does not pass through any
z;,j €{1,...,7}, then Xo U{z*} : L, = X, otherwise we get the exact sequence

mj

m;—1
0 —> Ix/z — IxoUizrhL,a /s —> My, /myp, — 0,

but in any case we have by Condition (1.3) that

h! (JXOU{Z*}:LZ*/Z(D — L)) =0. (1.6)
(1.5) and (1.6) allow us to apply Lemma 1.1 in order to obtain
h! (Jxouzy/z(D)) = 0.

The inclusion Jx,uzys — Jx;/z, for j = 1,...,7, respectively the inclusion
Ixeuizt/s — Jx,/x, for some z* # zy, then imply that for any j =0,...,r also

h!(Jx,/=(D)) = 0.
Step 2: For each j = 1,...,r there exists a curve C; € |D|, with an ordinary
singular point of multiplicity m; at z; and with mult, (C;) > m; for T < i #j.
Consider the exact sequence

m]+1

0—>Jx,/z—>jx/z—>mz’ /m — 0

twisted by D and the corresponding long exact cohomology sequence

H(Jx/z(D)) — myL, /mm]+1 — H'(Jx,=(D)) = H'(Jx/c(D)) — 0. (1.7
||Step1

0
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Thus we may choose the C; to be given by a section in H°(Jx,x(D)) where the
m; tangent directions at z; are all different — indeed, we may choose the m;-jet
at z; of the section defining C; arbitrary!

Step 3: The base locus of |Jx,/z(D)|, is {zo, ..., z:}.
Suppose z* € £ was an additional base point of | 7x,/s(D)|,. By Step 1
h' (Fxouiryz(D)) =0,
and thus as in Step 2
h®(Fxo/e(D)) = h®(Ixouzry= (D)) + 1.
But by assumption z* is a base point, and thus
h®(Jxo/z(D)) = h®(Ixuizyyz (D)),
which gives us the desired contradiction.
Step 4: The base locus of |Jx/s(D)| is {z1,...,z}.

By Step 3 and since |Jx,/s(D)|, C |Jx/=(D)|, we know that the base locus is
contained in {zo, ..., z.}.

Let now z§ € X be a second generic point like z,, then we see with the same
arguments that the base locus |Jx/z(D)|, is contained in {z},z,...,z}, and
thusitis{z,...,z}.

Step 5: There is an irreducible curve C € |JX /(D)

,» Which has an ordinary
singular point of multiplicity m; at z; for i = 1,...,r and no other singular
points — indeed, there is an open and dense subset U of curves in |~7X/Z(D)|1
satisfying these requirements.

Because of Step 2 the generic element in |«7X/>:(D)|1 has an ordinary singu-
lar point of multiplicity m; at z; and is by Bertini’s Theorem (cf. [Har77]
I11.10.9.2) smooth outside its base locus. It remains to show that |Jx/x(D)|,
contains an irreducible curve, then the generic curve is irreducible as well.

Suppose therefore that all curves in |‘7X0 s=(D) |1 are reducible. Then by a Theo-
rem of Bertini (cf. Theorem E.5) there is a one-dimensional family F of curves
such that the irreducible components of any curve in |jx0 ,=(D) |1 belong to F.
Since any curve in |Jx,/s(D)|, passes through z,, any curve in | Jx,/x(D)|, has
an irreducible component passing through z,. By Step 3 the linear system
has no fixed component, and thus each curve of F must pass through z,. By
assumption each curve in |Jx,/z(D)|, has several components and now each
of these components passes through z,. Thus, each curve in ‘Jxo /Z(D)|1 is
singular in zy. However, since z, is generic there will be a generic curve in
|7x/x(D)|, through zo, which then has to be smooth in z,, as we have seen
above. This gives the desired contradiction.

Step 6: h'(Jx,/=(D)) = 0, which follows immediately from equation (1.7).
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Step 7: Vp(m) is T-smooth at C.
By [GLS98c], Lemma 2.7, we have

Ix/z C JIxes(c)/x,

and thus by Step 6
h' (Jxes(c)z(D)) =0,

which proves the claim.
Step 8: Prove the addendum.

Fixing local coordinates x;,y; at z; we may consider the /inear maps

(p] : HO(Z, JX/Z(D)) — C[X;,y]] :$ HJet (SZ]')’

where jet,, (s;;) denotes the mj-jet of the section s in the local coordinates at
z;. According to the considerations in Step 2 we know that the ¢; are indeed
surjective. Thus the sets ;' (U;) are open dense subsets of H°(Z, Jx,x(D)),
and if V ¢ H° (Z,JX/Z(D)) denotes the open dense subset of sections corre-
sponding to the curves in the set U from Step 5, then W=V n ﬂ;ﬂ (p]-_1 (U;) is
non-empty and a curve defined by a section in W satisfies the requirements
of the addendum. O

1.3 Corollary
Let my,...,m; € Ny, not all zero, and let L € Div(X) be very ample over C.
Suppose D € Div(X) such that

(1.8) (D—L—Kg)2>2 iml-i-l

(1.9) (D—L—Ks).B > max{m,y,...,m;} foranyirreducible curve B C X
with B?> = 0 and dim |B|, > 1,

(1.10) D.L —2¢g(L) > max{m,,...,m;}, and
(1.11) D — L — Ks is nef.
Then for zy,...,z, € L in very general position there exists an irreducible curve

C € |D|; with ordinary singular points of multiplicity m; at z; fori=1,...,r
and no other singular points. Furthermore,

h! (Z’ jX(m;z)/Z(D)) =0,
and in particular, Vip(m) is T-smooth in C.

Addendum: Given local coordinates x;,y; in z; and open dense subsets U; C
Clx,Yjlm;» i = 1,...,71, the curve C may be chosen such that the m;-jet at z; of a
section defining C belongs to U;.

Proof: Follows from Theorem 1.2 and Corollary II.1.2. O
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2. Existence Theorem for General Singularity Schemes

Notation

Througout this section we will be concerned with equisingular respectively
equianalytical families of curves. We are treating these two cases simultane-
ously, using the suffixes “es” in the equisingular case, that is whenever topo-
logical singularity types are considered, “ea” in the equanalytical case, that is

s

when analytical singularity types are considered, and finally, using when

both cases are considered at once.

In the following we will denote by Clx,ul4, respectively by C[x,yl<q the C-
vector spaces of polynomials of degree d, respectively of degree at most d. If
f € Clx,yl<q we denote by fi € C[x,ylx for k =0, ..., d the homogeneous part
of degree k of f, and thus f = Z;j:o fx. By a = (ax1/0 < k+1 < d) we will denote
the coordinates of C[x, yl<q with respect to the basis {x*y' [0 < k+1< d}.

For any f € C[x, yl<q the tautological family
Chxyl<ax€ > |J {g)xg'(0) — Clx,yl<a
g€Clx,yl<a

induces a deformation of the plane curve singularity (f" (0), O) whose base
space is the germ (C[x,uyl<q,f) of Clx,yl<q at f. Given any deformation
(X,x) = (X,x) — (S, s) of a plane curve singularity (X, x), we will denote by
S* = (8%, s) the germ of the equisingular respectively equianalytical stratum
of (S,s).2 Thus, fixed an f € C[x,yl<q, Clx,yl%q = (Clx,yly, ) is the (local)
equisingular respectively equianalytical stratum of Clx, y] ;d at f.

2.1 Definition

(a) We say the family Clx,ul<q is topologically respectively analytically T
smooth at f € C[x,yl<q if for any e > d there exists a A C {(k,1) €
N3 | 0 < k+1< d} with #A = v = v (f 1(0),0) such that C[x,yl%, is
given by equations

k1 = (bk,l(g(]))g(z))v (k, 1) € A,
with ¢, € C{ag), ap)} where ) = (a1 | (k,1) € A), gy = (ax1 | 0 <
k+1<d, (k) gA),and ap) = (ax | d+1<k+1<e).

(b) A polynomial f € C[x,yl<q is said to be a good representative of the topo-
logical respectively analytical singularity type S in Clx,y]<q if it meets
the following conditions:

(a) Sing (f71(0)) = {p € €| (p) = 0, & (p) =0, & (p) =0} = (0},
(b) (f7'(0),0) ~ S respectively (f7'(0),0) ~c S,
(c) Clx,yl<q is T-smooth at f, and

2That is, S* is the analytical space germ parametrising the subfamily of (X,x) — (S,s) of
singularities which are topologically respectively analytically equivalent to (X, x).
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(d) fq is a generic reduced d-form, that is, there is an open subset
U C Clx, ylq of reduced d-forms such that for each g4 € U there is
an f € Clx, y]<q satisfying (a)-(c) and fq4 = ga.

Given a topological respectively analytical singularity type S we define
e®(S) respectively e*(S) to be the minimal number d such that S has a
good representative of degree d.

Whenever we consider topological and analytical singularity types at
the same time, we will use e*(S) to denote e*(S) and e*(S) respectively.

2.2 Remark

(a)

(b)

(c)

(d)

The condition for T-smoothness just means that for any e > d the equi-
singular respectively equianalytical stratum Clx,yl%, is smooth at the
point f of the expected codimension in (Clx, yl<e, f).

Note that for a polynomial of degree d the highest homogeneous part f4
defines the normal cone, i. e. the intersection of the curve {? = O} with
the line at infinity in P2, where f is the homogenisation of f. Thus the
condition “f4 reduced” just means that the line at infinity intersects the
curve transversally in d different points.

If f € C[x,y,zlq is an irreducible polynomial such that (0 : 0 : 1) is the
only singular point of the plane curve {f = 0} C P?, then a linear change
of coordinates of the type (x,y,z) — (x,y,z+ ax + by) will ensure that
the dehomogenisation f of f satisfies “f4 reduced”. Note for this that
the coordinate change corresponds to choosing a line in P?, not passing
through (0:0: 1) and meeting the curve in d distinct points. Therefore,
the bounds for e*(S) and e%(S) given in [Shu01] do apply here.

In order to obtain good numerical conditions for the existence it is vital
to find good upper bounds for e*(S) and e*(S). We gather here the best
known results in this direction obtained by Eugenii Shustin in [Shu01]
(see also [GLS02] Chapter V.4).

If S is a simple singularity, then of course e*(S) = e%(S).

S e’(S)=e%S) | S e*(S) = e%(S)
Ay 2 Dy 3
Az 3 Ds 4
Anu=3,...,7 4 D, u<6,...,10 5
A,pn=38,...,10 5 D,u<T11,...,13 6
A>T <2-|Vr+5] | Dypu>1 <2-|Ve+7]
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S |e5(S)=eS)||S |e(S) =e%S) || S | e’(S) =e*(S)

Ee 4 E, 4 Fg 5

For non-simple singularities the invariants for e*(S) and e®(S) differ in
general. If S € {A4, A,} is a topological singularity type, then

s 2
e*(8) < 25 - VA(S) - 1,

and if § ¢ {A1, A,} is an analytical singularity type, then

S) <3-y/u(s)—-1.

Finally, in Lemma V.3.10 we are going to show that for an arbitrary
topological or analytical singularity type we have the inequality

e*(S) <t (8)+ 1.

(e) For refined results using the techniques of the following proof we refer

to [Shu99].
2.3 Theorem (Existence)
Let Sy, ...,S; be topological or analytical singularity types, and suppose there
exists an irreducible curve C € |D|, with Sing(C) = {z1,...,z,} such that in

local coordinates at z; the my-jet of a section defining C coincides with the m;-
Jjet of a good representative of S;,® where m; = e%(S;) respectively m; = e%(S;),
i=1,...,7, and

h! (Z> Jx(m;;)/Z(D)) =0.

Then there exists an irreducible curve C € |D|, with precisely r singular points
of types S1,...,S; as its only singularities.

Idea of the proof: The basic idea is to glue locally at the z; equations of good
representatives for the S; into the curve C. Let us now explain more detailed
what we mean by this.

If g = 3 1o aiff"x yl, 1 =1,...,1, are good representatives of the S;, then
we are looking for a family F, t € (C,0), in H°(Z, Os(D)) which in local coor-
dinates x;, y; at z; looks like

TTL{_*]

Fi=) t™*'a iyt Y (e +t-hot) - xfyl + hot,

K+1=0 ktl=m;
where the dj ;(t) should be convergent power series in t with aj ,(0) = apf™.
The curve defined by F, will just be the curve C, while F! for t # 0 can be
transformed, by (xi,y;) — (txi, ty;), into a member of some family

mi—1
=) a(t)-xyi+ Y (@ +t-hot)-xfyl+hot, teC,
K+1=0 —_

3This implies in particular that C has an ordinary m;-fold point.
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with
T:(i) = 0i.

Using now the T-smoothness property of g;, i = 1,...,r, we can choose
the d}cyl(t) such that this family is equisingular respectively equianalytical.
Hence, for small t # 0, the curve given by F; will have the right singularities
at the z;. Finally, the knowledge on the singularities of C and the Conserva-
tion of Milnor numbers will ensure that the curve given by F; has no further
singularities, for t # 0 sufficiently small.

The proof will be done in several steps. First of all we are going to fix some no-
tation by choosing good representatives for the S; (Step 1.1) and by choosing a
basis of H° (Z, (’);;(D)) which reflects the “independence” of the coordinates at
the different z; ensured by h' (L, Jx(my)/=(D)) = 0 (Step 1.1). In a second step
we are making an “Ansatz” for the family F,, and, for the local investigation
of the singularity type, we are switching to some other families Fi,i=1,...,r
(Step 2.1). We, then, reduce the problem of F;, for t # 0 small, having the
right singularities to a question about the equisingular respectively equian-
alytical strata of some families of polynomials (Step 2.2), which in Step 2.3
will be solved. The final step serves to show that the curves F; have only the
singularities which we controlled in the previous steps.

Proof:

Step 1.1: By the definition of m; = e*(S;) respectively m; = e*(S;), we may
choose good representatives

my
ifix k. 1
gi = E a1 % Y; € Clxi, Yil<m,
k+1=0

for the S;, i = 1,...,7. Let a"™ = (a}™* | 0 < k+1 < m;) and a™ =
(CL] ,ﬁx) . T,ﬁx) .

L a
Step 1.2: Parametrise [D; = P(H°(Ox(D))).

Consider the following exact sequence:

0— JX(m;;]/Z(D) — Oz(D) — @ Oz,zi/m}f; — 0.

i=1

Since h!(Jx(mz)/=(D)) = 0, the long exact cohomology sequence gives

H®(0x(D)) = @D Chxi, uil/ (x, y)™ & HO (Fximz) 2 (D)),

i=1
where x;,y; are local coordinates of (X, z;).

We, therefore, can find a basis {S}(‘l,s]‘ ‘ j=1,...,e,i=1,...,1, 0<k+1<
m; — 1} of H%(Ox(D)), with e = h®(Jx(myz)/= (D)), such that?

4Throughout this proof we will use the multi index notation « = (x1,x2) € IN? and || =
x®1 + X2.
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(1) Cis the curve defined by s;,

(2) (81)2e = X jogom, Boxi'yi? fori=1,...,r, with B, = ai% when |o| = m;,
xfyt+ > AL x{My, ifi=j,
@ (sk)., = e |
Z A)oclkl 1 yl ) 1f17é)
lx| >y

Let us now denote the coordinates of H°(Ox(D)) w. r. t. this basis by (a,b) =
(a',...,a",b) witha"' = (a} | |0<k+1<mi—T1)andb=(b;|j=1,...,e).

Thus the family

i Z a“s“"'zbsw a,b) e CM WlthN—e—f—Z(miz—H),

i=1 k+1=0 i=1

parametrises H°(Ox (D).

Step 2: We are going to glue the good representatives for the S; into the
curve C. More precisely, we are constructing a subfamily F, t € (C,0), in
H°(Os(D)) such that Fy = sy and locally in z;, i = 1,...,T, the F, for small
t # 0, can be transformed into members of a fixed S;-equisingular respectively
S;-equianalytical family.

Step 2.1: “Ansatz” and first reduction for a local investigation.
Let us make the following “Ansatz”:
bij=1,by=...=b. =0,

ai,thmi—k—l.di)l, fori=1,...,7, 0<k+1<m;—1.

This gives rise to a family

T TTLi_—]

F(t‘g) =381+ Z Z tmiikildi)ISLl e H° (Oz(D))
i=1 k+1=0
witht € Cand a = (a',...,d") whered' = (a; |0 <k+1<m—1) e C™

with N; = (™,""). In particular, Foq) = s1.

Fixing i € {1,..., 7}, in local coordinates at z; the family looks like
mi—1
F%t,g) = (F(t,@))zi = Z e 1ak xEut + Z @L(t,a) X 'yY?,
k+1=0 la>m;
with

@t (t,a) = BY —I—Z Z gkt aklA](;ckl’
j=1 k+1=0

and thus

9. (0,d) =B =a

i,fix
x1,02)

for || =
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For t # 0 the transformation ! : (x;,yi) — (txi,ty;) is indeed a coordinate
transformation, and thus FL ) 1s contact equivalent to

mi—1
Flog =t ™ Flogltx,ty) = ) abpdyl+ Y ™ol (t,d) xMy.
k+1=0 lod>m;

Note that for this new family in C{x;,y;} we have

i,fix k., 1 __
Oaﬁ" Z akl X yl i
k+1=0

and hence it gives rise to a deformation of (g;'(0),0).

Step 2.2: Reduction to the investigation of the equisingular respectively equi-
analytical strata of certain families of polynomials.

It is basically our aim to verify the @ as convergent power series in t such that
the corresponding family is equisingular respectively equianalytical. How-
ever, since the FL ) are power series in x; and y;, we cannot right away apply
the T—smoothness property of gi, but we rather have to reduce to polynomials.
For this let e; be the determinacy bound?® of S; and define

my—1 eq
= Y abpdyl+ Y el (t,a) x0Tyl = B ) (mod (xi, yi)% ).
k+1=0 o=

Thus ?1 1s a family in C[x;, Yil<e;, and still
ﬂo,gflx }E.O afix) = 0i.

We claim that it suffices to find a(t) € C{t} with a(0) = (a}ff" li=1,...,1,0<
k+1 < m; — 1), such that the families Fo= ?}t,g(t)]’ € (C,0), are in the
equisingular respectively equianalytical strata C[x;, yi]’;ei, fori=1,...,m.

Since then we have, for small® t £ 0,
9i = ?5 ~c ﬂ ~ Fleaw) ~e Fleaw) = (F(t,g(tn)zi(ty

by the e;-determinacy and since ! is a coordinate change for t # 0, which
proves condition (2). Note that the singular points z; will move with t.

Step 2.3: Find a(t) € C{t}" with 4(0) = (apf™,i=1,...,7, 0 <k+1<m;—1),

n =Y, (™), such that the families Fi= ?ta( o) t € (C,0), are in the

equisingular respectively equianalytical strata Clxi, yil%., fori=1,...7

®A power series f € O, = C{x,y} (respectively the singularity (V(f),0) defined by f) is
said to be finitely determined with respect to some equivalence relation ~ if there exists some
positive integer e such that f ~ g whenever f and g have the same e-jet. If f is finitely
determined, the smallest possible e is called the determinacy bound. Isolated singularities
are finitely determined with respect to analytical equivalence and hence as well with respect
to topological equivalence. C. f. [DeP00] Theorem 9.1.3 and Footnote 6.

6 Here f ~ g means f ~; g respectively f ~. g in the sense of Definition 1.2.1. Note that if
f and g are contact equivalent, then there exists even an analytic coordinate change @, that
is, f ~c g implies f ~; g.
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In the sequel we adopt the notation of Definition 2.1 adding indices i in the
obvious way.

Since C[xi, Yil<m, 1s T-smooth at g;, fori =1,... 1, there exist A; C {(k,1) |0 <
k+1 < my} and power series ¢}, € C{af,), a, }, for (k,1) € A;, such that the
equisingular respectively equianalytical stratum C[x;,yil%,, is given by the
7 = 7(8;) = #A; equations B

dy, = b (@), afy), for (k1) € A,

Se.tting A = Ui} x Ay we use the notat.io.n ag = (ggq),...,g{o)) =
(at, | (i,~k, 1) € A) and, similarly Q(l)} A, aff)’s, afg), and afiy. Moreover,
setting @'(t,a;)) = (t* ™k (t, a0, afy) | mi < |«l < e;), we define an ana-
lytic map germ

0: (0 o, 05) =+ (075 <70
by
cDi,L(t,Q(O)):a;,l_d,h( ahi™, ot(t, @ ))), for (i,k, 1) € A,

and we consider the system of equations
1 (t,8) =0, for (i,k,1) € A.
We show in Step 2.4 that

(W (0, afey) = iden.
KA (L,,0),0,,A)EA

Thus by the Inverse Function Theorem there exist dj} ,(t) € C{t} with a; ,(0) =
apfi* such that

a0 = ok, (a7 6 (6 g (1)), (LK €A,

Now, setting a;)(t) = af}}, the families B = ?i(t,g(t])
respectively equianalytical strata C[x;, yilL, fori=1,...,1.

are in the equisingular

Step 2.4: Show that (22 kt(o afix —id,.

= )> (k0,6 A)EA

For this it suffices to show that
ad)]i()l( Lﬁx)(b ( ))

~J
aaK,?\

=0,

t=0,80)=a{5}

for any (i,k,1), (j, k,A) € A, which is fulfilled since the map
0: (t,d0) — (afff, 6(t,a) )

satisfies

00 o a(bi(t)g(o))

t=0,4o) ZQ{E))‘

. . =0.
oa’ oa’ . i
KA | KA |t:0yQ(()):QEc0))c
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For the latter notice that

aaK,?\ ‘t:o,g 0)—a“’)‘ aaK,?\ ‘t 0,8, )—aﬁ’)‘
and for |«| =
v MMy—
fi 1 )
Qi (t,a) = a&f’&z +t- Z Z e 1aklAJockL
=1 k+1=0

Step 3: It finally remains to show that F;, for small t # 0, has no other singu-
lar points than z;(t), ..., z.(t).

C; € |D|, shall denote the curve defined by F;, t € (C, 0), in particular Cy = C.

Since for any i = 1,...,r the family F, t € (C,0), induces a deformation of
the singularity (Cy,z;) there are, by the Conservation of Milnor Numbers
(cf. [DeP00], Chapter 6), (Euclidean) open neighbourhoods U(z;) € X and
V(0) ¢ C such that for any t € V(0)

(2.1) Sing(Cy) C Ui_; U(z), i. e. singular points of C; come from singu-
lar points of Cy,
(2.2) H(CO) Z’L) = ZzeSmg(Fl)ﬂU (z1) (F;’ ) i= ]’ T
Leti € {1,...,r}. For t # 0 fixed we consider the transformation 11){i defined

by the coordinate change i,

C? O U(z) — Uz) c €2
w w
(Xi)yi) = (%X’i) %yi))
and the transformed equations

Fi(xi,y1) =t ™F (txi, tys) = 0.

Then obviously,
Flz)=0 = (Fou)(z)=
and
V!t = %id@z
Thus we have
(mi—1?=u(Coz)= >  n(fhz)= w(F, 2).
2€Sing(FH)NU(z;) 2€Sing(FH)NU (21)

For t # 0 very small U;(z;) becomes very large, so that, by shrinking V(0) w
may suppose that for any 0 #t € V(0)

Sing(gi) C Ue(zi),
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and that for any z € Sing(g;) there is an open neighbourhood U(z) C U(z)
such that
wonz)= > u(f,z).
2/€Sing(FH)NU(2)

If we now take into account that g; has precisely one critical point, z;, on its
zero level, and that the critical points on the zero level of Fi all contribute to
the Milnor number p(g;,z;), then we get the following sequence of inequali-
ties:”

(mi—1P2—pS)= Y wez— Y  wloyz)

z€8ing(gi) z€Sing(g; ' (0))
< ) uFz)- > u(Fi, z)
ZESing(?DﬂUt(Zi) zESing((?})*1 (0))NU¢(z1)
= ZE: H(Fi,l)—— :E: H(Fi>z)
z€Sing(Fi)NU(z:) z€Sing((F1)=1(0))NU(z:)

< 1(Co,zi) — w(Fh,zi) = (my — 1)2 — p(Sy).
Hence all inequalities must have been equalities, and, in particular,
Sing(C) N U(z;) = Sing ((F;)'(0)) N U(z) = {z:},
which in view of condition (2.1) finishes the proof.

Note that Cq, being a small deformation of the irreducible reduced curve C =
Co, will again be irreducible and reduced. O

Now applying the existence theorem of Section 1 for ordinary fat point
schemes we deduce the following corollary, giving explicit numerical criteria
for the existence of curves with prescribed topological respectively analytical
singularities on an arbitrary smooth projective surface.

2.4 Corollary

Let L € Div(X) be very ample over C. Suppose that D € Div(X) and S4,...,S;
are topological respectively analytical singularity types with e*(S;) > ... >
e*(S;) satisfying

(2.3) (D—L—Ks)2>251,(e(S) +1)7
(2.4) (D—-L—Kgs).B>e*(S5)

for any irreducible curve B with B?> = 0 and dim |B|, > 0,

"Note, an ordinary plane curve singularity (X,x) of multiplicity m has Milnor number
n(X,x) = dimg (C{x,y}/(x™ ', y™')) = (m — 1)2. And, for an affine plane curve given by
an equation g such that the equation has no critical point at infinity we have by Bézout’s

. (0g 0Og
12 = z -2 —Z.
(m—=1) 1(E)x'ay’p)’

peA?

Theorem:

99 0g.

where by definition i(52, ;P

) and p(g,p) are defined as the dimension of the same vector

spaces.
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(2.5) D.L—2g(L) > e*(&y), and
(2.6) D — L —Ks is nef,

then there is an irreducible reduced curve C in |D|, with r singular points of
topological respectively analytical types Sy, ...,S; as its only singularities.

Proof: Due to the definition of a good representative there is an open dense
subset U; of m;-forms for which there exists a good representative of S;, where
m; = e*(S;). The above conditions then imply with the aid of Corollary 1.3 the
existence of an irreducible curve C € |D|, with Sing(C) = {z4, ..., z.} whose m;-
jet in local coordinates at z; coincides with the m;-jet of a good representative.
Moreover, h' (£, Jx(mz),=(D)) = 0 and thus Theorem 2.3 applies. O

In view of the bounds for m; in Remark 2.2 we get the following corollary.

2.5 Corollary
Let 1 € Div(X) be very ample over C and D € Div(L).

(a) Suppose that Sy,...,S; are topological singularity types with 6(S;) >
.. > 0(S;), among them k nodes and m cusps, satisfying

2.7 (D—L—Ks)2> 18k +32m+ 2. ¥ ¥ ™5(8y),

(2.8) (D—L—Ks).B> ;2 \/5(8) 1

for any irreducible curve B with B2 = 0 and dim |B|, > 0,
(2.9) D.L —2¢g(L) > 4\[ 5(81) — 1, and
(2.10) D — L — Ky is nef,

then there is an irreducible reduced curve C in |D|; with v singular points
of topological types Sy, ...,S; as its only singularities.

(b) Suppose that S,,...,S, are analytical singularity types with w(S;) >
.. > u(S;), among them k nodes and m cusps, satisfying

(2.11) (D—L—Kg)?>18k+32m+18- Y -5 ™ u(S),
(2.12) (D—L—Ks).B>3-y/p(S) —1
for any irreducible curve B with B> = 0 and dim [B|, > 0,
(2.13) D.L—2g(L) >3- /u(S&) —1, and
(2.14) D — L — Ks is nef,

then there is an irreducible reduced curve C in |D|; with v singular points
of analytical types Si,...,S; as its only singularities.

2.6 Remark

Knowing something more about the singularity type one can achieve much
better results, applying the corresponding bounds for the e*(S;) respectively
e?(Sy).
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3. Examples

In this section we are going to examine the conditions in the existence results
for various types of surfaces. my,..., m, € IN are positive integers.

3.a. The Classical Case - £ = P}

We note that in P? there are no irreducible curves of self-intersection number
zero, and we take L € |OIBCZ (1)]; to be a generic line.

In the existence theorem Corollary 1.3 for ordinary fat point schemes, we,
of course, find that condition (1.9) is obsolete, and so is (1.11), taking into
account that (1.10) implies d > 0. But then conditions (1.10) becomes also
redundant in view of condition (1.8) and the assumption d > 3.

Thus Corollary 1.3 and Corollary 2.5 reduce to the following versions.

1.3a Corollary
Let H be a line in P?, and d > 3 an integer satisfying

(1.8a) (d+2)2>2- i(mi-l-])z,
i=1

then for z,...,z. € X in very general position there is an irreducible reduced
curve C € |dH|, with ordinary singularities of multiplicities m; at the z; as only
singularities. Moreover, V|qu(m) is T-smooth at C.

2.5a Corollary
Let H be a line in P?, Si,...,S, topological respectively analytical singularity
types, which are neither nodes nor cusps, and d > 3 an integer such that

(2.7a) (d+2)2>18k+32m+ 2 -7 5(S)

i=1
respectively
(2.11a) (d+2)2>18k+32m+18-Y I, u(S).

Then there is an irreducible reduced curve C in |D|, with v singular points of
topological respectively analytical types Sy, ...,S;, k nodes and m cusps as its
only singularities.

Our results for ordinary multiple points are weaker than those in [GLS98c]
(see also [Los98] Proposition 4.11), where the factor 2 is replaced by ) which
use the Vanishing Theorem of Geng Xu (cf. [Xu95] Theorem 3), particularly
designed for P2. Similarly, our general conditions are weaker than the con-
ditions which recently have been found by Shustin applying the Castelnuovo
function (cf. [Shu01]). — Using L € |Os(1); with 1 > 1 instead of Os(1) in
Corollary 1.3 does not improve the conditions.
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3.b. Geometrically Ruled Surfaces

Throughout this section we use the notation of Section G.a.

With the choice of L = Cy + IF as indicated in Remark G.4 we have g(L) = g,
and hence the generic curve in |L|; is a smooth curve whose genus equals the
genus of the base curve.

In order to obtain nice formulae we considered D = (a —2)Cy+ (b—2+2g)F in
the formulation of the vanishing theorem (Corollary I1.1.2b). For the existence
theorems it turns out that the formulae look best if we work with the divisor
D=(a—1)Co+(b+1+2g—2—e)Finstead. In the case of Hirzebruch surfaces
thisisjust D = (a—1)Co + (b —1)F.

1.3b Corollary
Given integers a,b € Z satisfying

(1.8b) a(b—ge) > i(mi +1)%

i=1

(1.9b.1) a>max{m;|i=1,...,7},

(1.9b.11) b>max{m;|i=1,...,1}, ife=0,

(1.9biil) 2-(b—%e) >max{m;[i=1,...,7}, ife<0, and

(1.11b) b>ae ife>0,
then for zy,...,z. € X in very general position there is an irreducible reduced
curve C € [(a—1)Co + (b + 1+ 2g — 2 — e)F|, with ordinary singularities of

multiplicities m; at the z; as only singularities. Moreover, V|c|(m) is T-smooth
at C.

Proof: Note that by (1.8b) and (1.9b.i) b > Se > ae, if e < 0, and thus the
inequality

b > ae, (3.1)

is fulfilled no matter what e is.

Noting that D — L — Kz ~, aCy + bF, it is in view of Lemma G.2 clear, that the
conditions (1.8) and (1.9) take the form (1.8b) respectively (1.9b). It, therefore,
remains to show that (1.10) is obsolete, and that (1.11) takes the form (1.11b),
which in particular means that it is obsolete in the case £ = C x P).

Step 1: (1.10) is obsolete.

If£ 2P x P!, then 1 > 2. Since, moreover, g(L) =gand D.L=a(l—e)+b+
2g — 2, condition (1.9b.i) and (3.1) imply (1.10), i. e. for all 1,j
at+b—2>m, if £ =P x P/,

DL—-2¢g(L)=a(l—e)+b—-2>
2a+ (b—ae) —2 > my, else.
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Step 2: (1.11) takes the form (1.11b).

If e < 0, then by [Har77] V.2.20 and V.2.21 we find in view of (1.9b.i)-
(1.9b.iii) that D — L — Ky is even ample, while, if e > 0, the result follows
from Lemma G.1. U

2.5b Corollary
Given integers a and b.

(@) Let S,...,S; topological singularity types with 6(S1) > ... > 6(S,),
among them k nodes and m cusps, such that

(2.7b) ab—%e) > 9k + 16m+ 2. Y1 ¥ ™5(Sy),
2.8b1)  a>E\/5(8)
(2.8bil) b > 2= \/8(8S1)—1ife=0,

NI

(2.8b.iii)  2(b— %e) > 4\f -/8(81)—1ife<0, and
(2.10b) b > ae ife>0.
Then there is an irreducible reduced curve Cin |(a—1)Co+ (b+1+2g —

2 — e)F|, with r singular points of topological types S1,...,S, as its only
singularities.
(b) Let S,,...,S, analytical singularity types with w(Sy) > ... > u(S,),

among them k nodes and m cusps, such that

(2.11b) a(b—%e) > 9%k +16m+9-5 ™ p(S),

(2.12bi)  a>3-/uS) -1

(2.12bi)) b>3-/p(S) —Tlife=0,

(2.12b.iii) 2(b—%e) >3- /u(S) —1ife <0, and
(2.14b) b > ae ife>0.

Then there is an irreducible reduced curve Cin |(a—1)Co+ (b+1+2g —
2 — e)F|, with r singular points of analytical types Si,...,S; as its only
singularities.

3.c. Products of Curves

As we have seen in Proposition G.12, for a generic choice of smooth projective
curves of genera g; > 1 and g, > 1 respectively the surface ¥ = C; x C;
has Picard number two. Furthermore, according to Remark G.11 the only
irreducible curves B C I with selfintersection B2 = 0 are the fibres C; and C,,
and for any irreducible curve B ~, aC; + bC; the coefficients a and b must be
non-negative.

Then choosing for the existence theorem Corollary 1.3 1 > 3 minimal such
that L = 1C; +1C; is very ample, we claim that the conditions (1.10) and (1.11)
become obsolete and the corollary takes the following form.
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1.3c Corollary

Let ¥ = Cy x C; for two smooth projective curves Cy and C; of genera gq,g; > 1
such that the Picard number is two, and let | > 0 be minimal such that 1C;+1C;
is very ample. Suppose that a,b € Z are two integers satisfying

T
(1.8¢) (a—1-2g,+2)-(b—1—2g7+2) > 5 (m;+1)% and
i=1
(1.9¢) (a—1—-2g,+2),(b—1—2g7+2) >max{m;|[i=1,...,7}
Then for zy,...,z, € X in very general position there is an irreducible reduced

curve C € |aCy + bC,|, with ordinary singularities of multiplicities m; at the z;
as only singularities. Moreover, V|c/(m) is T-smooth at C.

Proof: (1.11) becomes redundant in view of (1.9¢) and since an irreducible
curve B ~, a’C; + b’C; has non-negative coefficients a’ and b’.

It remains to show that D.L—2g(L) > m; for all i, j. However, by the adjunction
formula g(L) = 1+ 3(L?+L.Ks) = 14+1-(14+g1+9¢>—2), and by (1.9¢) D.L—2g(L) >
l-((a—1-2g;+2)+(b—1-2g; +2)) > 6m; > m;. Thus the claim is proved. [

From these considerations we at once deduce the conditions for the existence
of an irreducible curve in |D};, D ~, aC; + bC,, with prescribed singularities
of arbitrary type, i. e. the conditions in Corollary 2.5.

2.5¢ Corollary

Let ¥ = Cy x C; for two smooth projective curves Cy and C; of genera gy, g, > 1
such that the Picard number is two, and let 1 > 0 be minimal such that 1C;+1C;
is very ample.

(a) Suppose that a,b € Z are two integers and Sy, ...,S; topological singu-
larity types with 5(S;) > ... > 8(S;), among them k nodes and m cusps,
satisfying

(2.7¢) (a—1-2g2+2) (b—1—2g7+2) > Ik+16m+2.5 " ™§(S),

i=1
(2.8¢) (a—1—2g,+2),(b—1—2g1+2) > 5(81) — 1.

4\f '
Then there is an irreducible reduced curve C in |aC; + bC,|, with 1 sin-
gular points of topological types Sy,. .., S, as its only singularities.

(b) Let S,...,S, analytical singularity types with w(Sy) > ... > u(S;),
among them k nodes and m cusps, such that

(2.11c) (a—1-2g2+2)-(b—1-2g1+2) > 9k+16m+9-Y ¥ ™ u(S,),
(2.12¢) (a—1—-2g2+2),(b—1—2g14+2) >3- /u(S)—1.

Then there is an irreducible reduced curve C in |aCy + bC,|, with 1 sin-
gular points of analytical types Sy,...,S; as its only singularities.
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3.d. Products of Elliptic Curves

That C; and C, be “generic” in the above sense means elliptic curves for just
that they are non-isogenous. Working with the very ample divisor class L. =
3Cq + 3C; the theorems in Section 3.c look as follows.

1.3d Corollary
Let ¥ = C; x C; for two non-isogenous elliptic curves Cy and C,. Suppose that
a,b € Z are two integers satisfying

(1.8d) (a—3)- > Y (mi+1)% and
i=1
(1.9d) (a—3),(b—3) >max{m;|i=1,...,r}
Then for zq,...,z, € X in very general position there is an irreducible reduced

curve C € |aCqy +bC,|, with ordinary singularities of multiplicities m; at the z;
as only singularities. Moreover, V|c/(m) is T-smooth at C.

2.5d Corollary
Let £ = Cy x C; for two non-isogenous elliptic curves C;.

(a) Suppose that a,b € Z are two integers and Sy, ...,S; topological singu-
larity types with 5(S;) > ... > 8(S,), among them k nodes and m cusps,
satisfying

(2.7d) (@a—3)-(b—3)>9%+16m+ 2.5 *™5(S) and

(2.8d) a—3,b— 3>4\[- 5(81) — 1.
Then there is an irreducible reduced curve C in |aCy + bC,|, with v sin-
gular points of topological types Si,...,S; as its only singularities.

(b) Let S,...,S; analytical singularity types with w(Sy) > ... > u(S;),
among them k nodes and m cusps, such that

2.11d)  (a—3)-(b—3)>9k+16m+9- Y ¥ ™u(S) and
(2.12d) a—3,b—-3>3-/uS)—1.
Then there is an irreducible reduced curve C in |aC; + bCs|, with r sin-

gular points of analytical types Sy, ..., S, as its only singularities.

3.e. Surfaces in P}

Since we consider the case of rational surfaces separately the following con-
siderations thus give a full answer for the “general case” of a surface in P?.

1.3e Corollary
Let T be a smooth projective surface of degree n in P> whose Picard group is
generated by a hyperplane section H, and let d > 3 be an integer such that

(1.8e) n-(d—n+3)? i (my +1)2
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Then for zy,...,z, € X in very general position there is an irreducible reduced
curve C € |dH|, with ordinary singularities of multiplicities m; at the z; as
only singularities. Moreover, V an(m) is T-smooth at C.

Proof: The role of the very ample divisor L is filled by a hyperplane section,
and thus g(L) =1+ Lbr% = (","). Therefore, (1.8e) obviously implies (1.8),
and (1.10) takes the form

n-(d—nm+3)>m;+2foralli=1,...,r. (3.2)

However, from (1.8e) we deduce for any i € {1,...,1}
n-(d=—m+3)>vn-vV2-(m+1)>m+2,

unless n = r = m; = 1, in which case we are done by the assumption d > 3.
Thus (1.10) is redundant.

Moreover, there are no curves of self-intersection zero on X, and it thus re-
mains to verify (1.11), which in this situation takes the form

d>n-—3,
and follows at once from (3.2). O

2.5e Corollary
Let T be a smooth projective surface of degree n in P? whose Picard group is
generated by a hyperplane section H.

(@) Let d be an integer and Si,...,S, topological singularity types with
5(81) > ... > 6(S;), among them k nodes and m cusps, satisfying
(2.7¢) n(d—n+3)2> 18k +32m+ 2. ¥ ¥ ™5(Sy).
Then there is an irreducible reduced curve C in |dH|, with r singular
points of topological types Sy,...,S; as its only singularities.

(b) Let S,...,S, analytical singularity types with w(Sy) > ... > u(S;),
among them k nodes and m cusps, such that

(2.11e) n-(d—n+3)2>18k+32m+18- Y 1 ™ u(Sy).

Then there is an irreducible reduced curve C in |dH|, with v singular
points of analytical types Sy,...,S; as its only singularities.

3.f. K3-Surfaces

3.fi. Generic K3-Surfaces. A generic K3-surface does not possess an ellip-
tic fibration, and hence it does not possess any irreducible curve of self-
intersection zero. (cf. [FrM94]1.1.3.7)

Therefore, the conditions in Corollary 1.3 reduce to

(1.8f))  (D—1)? Z m; +1)2
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(1.10f1) D.L —2g(L) > m; for all i,j, and
(1.11f3) D — L nef,

and, analogously, the conditions in Corollary 2.5 in the topological case reduce
to (2.9) and

(2.7f1) (D—L1)2>18k+32m+ 2. Y1 ™5(S)), and
(2.10f.1) D — L nef,

and in the analytical case to (2.13) and
(2.11fi)) (D—L)2>18k+32m+18-Y ! ¥ ™u(S;), and

i=1
(2.14f.1) D — L nef.

3.fii. K3-Surfaces with an Elliptic Structure. The conditions in Corollary 1.3
then reduce to (1.8f1), (1.11f.), (1.10f.i), and

(1.9f.i1) (D—L).B>max{m;|i=1,...,1}
for any irreducible curve B with B? = 0.

Similarly, the conditions in Corollary 2.5 reduce to (2.7f1) / (2.11f1), (2.10f.1) /
(2.14f1), (2.5), and

(2.12fii) (D—L).B> % - /8(81) — 1
for any irreducible curve B with B2 =0,
respectively

(2.12fi)) (D—L).B >3- /n(S) —1

for any irreducible curve B with B2 = 0.
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T-Smoothness

The varieties V|p|(TA1) (respectively the open subvarieties Vligl(rm)) of re-
duced (respectively reduced and irreducible) nodal curves in a fixed linear
system |D|; on a smooth projective surface X are also called Severi varieties.
When I = P? Severi showed that these varieties are smooth of the expected
dimension, whenever they are non-empty — that is, nodes always impose inde-
pendent conditions. It seems natural to study this question on other surfaces,
but it is not surprising that the situation becomes harder.

Tannenbaum showed in [Tan82] that also on K3-surfaces V|p|(TrA;) is always
smooth, that, however, the dimension is larger than the expected one and
thus V|p|(TA4) is not T-smooth in this situation. If we restrict our attention
to the subvariety VH(TAﬂ of irreducible curves with k nodes, then we gain T-
smoothness again whenever the variety is non-empty. That is, while on a K3-
surface the conditions which nodes impose on irreducible curves are always
independent, they impose dependent conditions on reducible curves.

On more complicated surfaces the situation becomes even worse. Chiantini
and Sernesi study in [ChS97] Severi varieties on surfaces in P>. They show
that on a generic quintic £ in P? with hyperplane section H the variety

vfg,m (5‘1(‘}[2) -A1) has a non-smooth reduced component of the expected dimen-
sion, if d is even. They construct their examples by intersecting a general cone
over ¥ in P with a general complete intersection surface of type (2,9) in B/}
and projecting the resulting curve to £ in P?. Moreover, Chiantini and Cilib-
erto give in [ChC99] examples showing that the Severi varieties vlig;”(rm)
on a surface in P? also may have components of dimension larger than the

expected one.

Hence, one can only ask for numerical conditions ensuring that vfg,ql(rm) is
T-smooth, and Chiantini and Sernesi answer this question by showing that
on a surface of degree n > 5 the condition

d(d—2n+8n

<
4

implies that VH{H(rAﬂ is T-smooth for d > 2n—8. Note that the above example
shows that this bound is even sharp. Actually Chiantini and Sernesi prove a

(0.1)

somewhat more general result for surfaces with ample canonical divisor Ky

and curves which are in [pKg|; for some p € Q. For their proof they suppose

that for some curve C € V[, (rA1) the cohomology group H'(Z, Jxes(c)/=(D))

does not vanish and derive from this the existence of a Bogomolov unstable
61
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rank-two bundle E. This bundle in turn provides them a divisor A, such that
they are able to find a lower and an upper bound for Ay.Ks contradicting each
other.

This is basically the same approach which we use as well. However, we allow
arbitrary singularities rather than only nodes, we weaken the assumption of
Kz being ample to K2 > —3 and we study a wider range of divisors. Yet we still
get the same optimal condition (0.1) for the T-smoothness of nodal curves on
surfaces in P? — see Corollary 2.6. We should like to point out that our general
result for the T-smoothness of VH(&, ...,S;) with the main condition

. 2

i=1

does apply to a wider range of surfaces than most of the previously known
results. E. g. we deduce in Section 2.d that on a product £ = C; x C; of elliptic
curves the Severi variety Vliga +ve,|(TA1) 1s T-smooth as soon as

2r < ab.

For the plane case there are of course better results like the condition

T

Y (T(S)+1)" < (d+3)

i=1
for T-smoothness (cf. [GLS00] or [Los98] Theorem 5.4), where d is the degree
of D. Note that the a series of irreducible plane curves of degree d with r
singularities of type A, p arbitrarily large, satisfying

n? = Z T*(A,) = 9d* + terms of lower order
i1

constructed by Shustin (cf. [Shu97]) shows that asymptotically we cannot ex-
pect to do essentially better in general. For a survey on other known results
on £ = P? we refer to [Los98] and [GLS00].

In [GLS98a] nodal curves on the projective plane blown up in m > 10 points
are considered. This is a case to which our theorem does not apply in general
since K2 = 9 —m < —3 for m > 13. Nodal curves on arbitrary rational sur-
faces were also studied by Tannenbaum in [Tan80]. There he gives for the
T-smoothness a condition which basically coincides with the only previously
known general condition for the T-smoothness of VH(& oo, St

Z T(8) — €*(S1) < —Kz.D,
i1

where €*(S;) > 1 is the so-called isomorphism defect of S; (cf. [GrK89,
GrL96]). In [Fla01] Flamini studies the case of Severi varieties on surfaces
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of general type and he receives conditions for the T-smoothness of VH(TAQ of
the type

D.(D —4H) 4+ +/D?- (D —4H)?
8 )
where H is some hyperplane section (cf. [Fla01] Theorem 5.1 and 5.3). For a

T<

generalisation of the examples of Chiantini and Sernesi of families of nodal
curves which are not T-smooth to general non-degenerate complete intersec-
tion surfaces with ample canonical bundle we refer to [FIM01]. These show
that the results of [Fla01] are sharp, see [Fla01] Remark 5.6.

The theorem which we here present in the following section and its proof are
a slight modification of Theorem 1 in [GLS97]. We sacrifice the sophisticated
examination of the zero-dimensional schemes involved in the proof for the
sake of simplified conditions. A somewhat stronger version may be found in
the book [GLS02].

1. T-Smoothness

1.1 Theorem
Let S,,...,S; be topological or analytical singularity types with (&) > ... >
7(S,) and let D € Div(X) be a divisor such that!

(1.1) D + Ks nef,
(1.2) D — Ky is big and nef,
(1.3) D2-2.D.Ky > BKEDME Ly DKy < —4,
(1.4) S T(S) <1 (D—Ky)% and
i=1 ,
(1.5) (; (T(S) +1) + %) <(s+%) D foratis=1,..

Then either VIIi(Sy, ..., S,) is empty or T-smooth.

Idea of the Proof: T-smoothness at a point C € vﬁgy(&, ..., S;) follows once
we know h'(Z, Jx(c);=(D)) = 0. Supposing this is not the case we find a
Bogomolov unstable rank-two bundle E which provides us with some “nice”
divisor Ay. This means, we get an upper and a lower bound for D? - (D — Ky —
Ao)? which contradict each other due to Condition (1.5).

Proof: Let C € VH(&, ..., S;) be arbitrary. We set X*(C) = X¢(C) respec-
tively X*(C) = X°¢(C), so that deg (X*(C)) = Y {_, T°(S:).
We are going to show that

h(Z, Tx+(0)(D)) =0,

Here (S;) = 1°%(Si), the codimension of the p-constant stratum in the base of the
semi-universal deformation of S;, respectively t*(Si) = 7(Si), the Tjurina number of S;.
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which by Remark I1.2.14 implies the T-smoothness of V{i(S;,...,S,) at C.
Suppose the contrary, that is h' (Z, Jx-(c),=(D)) > 0.

Step 1: Find a non-empty subscheme X, C X*(C) and a rank-two vector bun-
dle E satisfying the relations (1.6) and (1.7).

Choose Xo € X*(C) minimal such that still h'(Z, Jx,/s(D)) > 0. By (1.2) the
divisor D — Ky is big and nef, and thus h'(Z, Os(D)) = 0 by the Kawamata—
Viehweg Vanishing Theorem. Hence X, cannot be empty.

Due to the Grothendieck-Serre duality (cf. [Har77] II1.7.6) we have 0 #
H'(Z, Ixo/=(D)) = Ext' (Jxo/x(D), Os(Ks)), and thus, since Os(Ky) is locally
free, (cf. [Har77] 111.6.7)

Ext' (Jx,/s(D —Ksx),O05) #0.

That is, there is an extension (cf. [Har77] Ex. I11.6.1)
O—)O):—)E—)jxo/):(D—Kz) — 0. (16)

The minimality of X, implies that E is locally free (cf. [Laz97] Proposition 3.9).
Moreover, we have (cf. [Laz97] Exercise 4.3)

c¢i1(E) =D —Ksg and c;3(E) =deg(Xo). (1.7)
Step 2: Find a divisor A, such that
(@) (2A0—D +Ks)? > ci(E)> —4-c2(E) > 0, and
(b) (2A0— D +Ks).H > 0 for all H € Div(XZ) ample.
By (1.4) and (1.7) we have
c1(E)> —4-c2(E) = (D —Ky)* — 4 - deg(Xo) > 0,

and thus E is Bogomolov unstable (cf. [Laz97] Theorem 4.2). This, however,
implies that there exists a divisor Ay € Div(X) and a zero-dimensional scheme
Z C X such that

O—)O):(Ao) —)E—)jz/z(D—Kz—Ao) —0 (18)

is exact (cf. [Laz97] Theorem 4.2) and such that (a) and (b) are fulfilled.
Step 3: Find a curve A C X such that

(¢ A+Ay~ D—K;y,

(d) D.A > deg(Xy) + #Xo, and

(e) deg(Xo) > AoA
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Tensoring (1.8) with Os(—A,) leads to the following exact sequence
0— O —)E(—Ao) —)jz/z (D—KZ—ZA()) —>O, (1.9)

and we deduce h®(Z, E(—Ao)) #0.
Now tensoring (1.6) with Oz (—A,) leads to

0— Oz(—Ao) — E(—Ao) — on/Z (D — Ky — Ao) — 0. (110)
Let H be some ample divisor. By (b) and since D — Ky is nef by (1.2):

—ApH< -1 (D—Ks).H<O. (1.11)

Hence —A, cannot be effective, that is H°(Z, —A;) = 0. But the long exact
cohomology sequence of (1.10) then implies
0 # H°(Z,E(—Ao)) — H° (I, Fxy/x (D — Kz — Ag)) .
In particular we may choose a curve
A € |Jxye(D — Ky — Ao)‘l-
Thus (c) is obviously fulfilled and it remains to show (d) and (e).

We note that C € |D|; is irreducible and that A cannot contain C as an ir-
reducible component: otherwise applying (b) with some ample divisor H we
would get the following contradiction, since D + Ky is nef by (1.1),

0<(A-C)H< —% -(D+Kg).H<LO.
Since Xy C X*(C), Lemma 1.3 applies? to the local ideals of X,, that is for the

points z € supp(Xo) we have i(C, A;z) > deg(Xo,z) + 1. Thus, since X C CN A
the Theorem of Bézout implies

DA=CA= ) iCAz)> )  (deg(Xo,z)+1)=deg(Xo)+ #Xo.

zeCNA z€supp(Xo)

Finally, by (a), (c) and (1.7) we get
(Ao — A)? > ¢1(E)* — 4 - c2(E) = (Ao + A)> — 4 - deg(Xo),
and thus deg(Xy) > Ao.A.

Step 4: Find a lower and an upper bound for D?- (Ay— A)?, contradicting each
other.

From (a) we derive

(Ao — A)? > (D — Ky)? — 4 deg(Xo). (1.12)

2We note that X°$(C) C X®¢(C), i. e. if Xo € X°®5(C) then X, C X°%(C) as well.
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(1.1) and (1.2) imply that D is nef, and since the strict inequality for ample
divisors in (b) comes down to “>” for nef divisors, we get in view of (c)

0<D.(Ao—A)=D.(Ag+A) —2-D.A
< D.(Ag+ A) —2deg(Xo) — 2 - #Xo
—D.(D—Ky) — 2deg(Xo) — 2 - #X,. (1.13)

But then applying the Hodge Index Theorem E.4 to the divisors D and Ay —A,
taking (a) into account, we get

D?- (Ag—A)? < (D.(AO—A))2 < (D.(D —Kz) — 2deg(Xo) —2-#X0)2. (1.14)

From (1.12) and (1.14) we deduce that
(D.(D —Ky) — 2deg(Xo) — 2 - #X,)> > D?- ((D — Ky)? — 4 deg(Xo)),

and hence
(2deg(Xo) + 2 - #Xo + D.Ks)” > (4 - #Xo + KE) - D2 > 0. (1.15)
Suppose first that —D.Kyz > 2deg(Xo) + 2 - #X, > 4, then by (1.5) and (1.3)

(2deg(Xo)+2-#Xo+D.Ks)” < (44+D.K5)? < (4+K2)-D? < (4-#Xo+K2) - D?
(1.16)

in contradiction to (1.15).

Thus we must have 2deg(Xy) + 2 - #X;, + D. Kz > 0, and since

#Xo
deg(Xp) < Z T(C,z) < ZT*(Si)
zesupp(Xo) i=1

we find once more a contradiction to (1.15) with the aid of (1.5):

#Xo 2
(2deg(Xo)+2-#Xo+D.Ks)” < <ZZ (T(8) +1) —|—D.Kz) < (4-#Xo+K3)-D%
i=1

O

In the following remark we replace (1.5) by a number of other conditions,
which partially may even be better in certain situations.

1.2 Remark

(a) For a surface with K < —3 condition (1.5) will never be satisfied.
(b) IfKs is nef, then (1.1) and (1.3) are superfluous.
(c) IfD.Ks <0, we can replace (1.5) by

T

Y (¢(8) +1)? <D?—2- DKy — BRSO (1.17)

i=1

Moreover, (1.3) is always fulfilled.
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(d) IfD.Kg > 0, we may replace (1.5) in Theorem 1.1 by

Y (T(8)+1) < D* — DK (T(8) + 1) — BEEDHE T (118)
i=1
(e) For divisors D of the form D ~,, pKs for some 0 # p € Q the inequalities
(1.17) and (1.18) take the simpler forms

> (&) +1)" <D?—2-DKs (1.19)

i=1
respectively
.

Y (v"(8) +1)* < D? DK - (T(S) +1). (1.20)

i=1
Moreover, (1.3) is always fulfilled.

(f) If D is of the form D ~, pKs for some 0 # p € Q, Condition (1.5) can
only be fulfilled if *(S;) + 1 < %éz foralli=1,...,r. Assuming this, the

inequality (1.5) may be replaced by
2

. (T(S)+1) 2
D-. 1.21
;]—Dbléz-(T*(Si)+]) < ( )

(g) We could replace (1.5) by
Y w(s) <1+ 5% VDI K52 1. (1.22)
i=1

. . 4
(h) If —K;is ample and D ~, pK; for somep € Q withp <1— /1 + xz < 0,
we could replace (1.5) in Theorem 1.1 by

Y v <y1+% - vDI-1. KD 1. (1.23)
i=1
(i) IfD? > 8+K:+4-/KZ+4,then (1.22) respectively (1.23) replaces both
(1.4) and (1.5).
(G) We note that always

4-3 Sy <Y (Ts)+1)” (1.24)
i=1 i=1

Proof: (a) & (b) These are obvious.
(¢) We note that

S 2 S
(Z(T*(Si)—}—])) <s Y (T(S)+ 1)
i=1

i=1

Thus the inequalities

- DKs ¢ p2.
D (T(S)+1)° < DI = =5 Y (¢S +1) - PR (125)
i=1 i=1
for s = 1,...,r will imply (1.5). However, by (1.1) and (1.2) D is nef

and thus D? > 0 and by the Hodge Index Theorem E.4 % > 0.
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(d)

(e)
€3]

(g)

(h)
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Moreover, D.Ks < 0 and we therefore get the desired result noting that
2 is a lower bound for the coefficient * - 3¢ | (7*(8;) + 1) of D.Ks.

i=1

Since T(S;) > 1, from (1.17) we have 4 < D? —2-D.Ky — %,

which implies (1.3).

It again suffices to Verify (1.25) for s = 1,...,r. However, since this
2 (D.Kz)2-D2.KZ

time D“, —=—_——= and D .K; are all non- negatlve (1.25) follows from
(1.18), once we note that T (&) +1> 1.3 7, (1(S) +1).
If D ~, p - Ks, then (D.Kz)?2 — D?- K2 =0.

Once (1.5) is satisfied, we get from s = 1 that D.K; - (1*(85;) +1) < D%
Let us therefore suppose that 7™(S;) + 1 < %KZZ foreachi=1,...,r. We
note that then foranys=1,...,r

: “(8) +1)° " ™(8;) + 1)
S — (v ) <y (' )

BEr (v (S)+1) — BEr  (m(S)+1)°

i=1 D2
The Cauchy-Schwartz Inequality thus shows

(Z(T*(&)ﬂ)) :( p e
<Z]7 *(S)+1)? ).2(1_%132,(,(*(&)_{_1))

(1 (S)+1

)+1))

<s:D’~DKs- ) (T(S)+1),

i=1

which is just (1.5), since (D.Ky)? = D? - KZ.

In the proof of Theorem 1.1 we could replace D.A in (1.13) by deg(Xo) + 1
instead of deg(Xy) + #Xo. Then (1.15) would be replaced by

(2deg(Xo) +2+ D.Ks)* > (4 +K2)-D? > 0, (1.26)
and hence
2
(2 deg(Xo) + (2 + D.Kz|) > (4+K2)-D2>0
which contradicts (1.22).

We have to derive from (1.26) a contradiction, replacing (1.22) by (1.23).
For this we consider the convex function

@:[1,deg (X'(C))| 5 Rt (2t +2+DKe)

Since ¢ is convex, it takes its maximum either in t* = 1 or in t* =
deg (X*(C)).
If t* =1, then we get from (1.26)

(4+p-K2)* > (2-deg(Xo) +2+D.Ks)” > (4 +K2) - p? - KE,

that is 4p?K2 — 8pK% — 16 < 0, which contradicts the assumptions on p.
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If t* = deg (X*(C)), then we get from (1.26)
2
(2-deg (X(C)) +2+DKs)” > (4+K}) - D?,

and, moreover, in this situation we must have 2-deg (X* (C )) +2+D Ky >
0. But then we may take square roots on both sides and get

2-deg (X*(C)) > 1/4+ K- VD2~ D.K; -2,

which is in contradiction to (1.22).
(i) By the above condition we know that
2 2
(D*— (8+K})) >16-KE +64.
This, however, implies
(1+%) D’ < - (D +K})%,

and thus finally

Vi+5 Vi 82 11 < 145 VDT -2 o1 < 1 DK

which finishes the proof.
G 0< YL (T(S)—1) =31, (T(S)+1)" —4- T, (8.

Throughout the proof of Theorem 1.1 we used the following lemma.

1.3 Lemma

Let (C,z) be a reduced plane curve singularity given by f € Oz, and let 1 C
my, C Os, be an ideal containing the Tjurina ideal 1°¢(C,z). Then for any
g € lwe have

dim¢(Os /1) < dime (Os./(f, 9)) = i(f, g;2).

Proof: Cf [Shu97] Lemma 4.1. O

2. Examples

Throughout this section for a topological respectively analytical singularity
type S we will denote by T*(S) = 1°¢(S), the codimension of the p-constant
stratum in the base of the semi-universal deformation of S, respectively
T(8) = 1(8), the Tjurina number of S.
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2.a. The Classical Case - £ = P?

In view of Remark 1.2 we get the following version of Theorem 1.1.

1.1a Theorem
Let Sy, ...,S; be topological or analytical singularity types, let d > 3 and sup-
pose that

T

Y (v(S)+ 1) < d®+6d. (1.5a)

i=1

Then either Vﬂ{_”(&, ..., Sr) is empty or T-smooth.

Proof: (1.1) and (1.2) are fulfilled since d > 3, while by Remark 1.2 (e) (1.3)
is redundant and (1.5) takes the form (1.5a). It remains to show that (1.5a)
implies (1.4), which follows at once from (1.24) in Remark 1.2 (j). O

2.1 Remark

(a) The sufficient condition

Y (T(S) +1)* < (d+3)? (2.1)
i=1
in [Los98] Corollary 5.5 (see also [GLS00]) is always slightly better
than (1.5a).

(b) Going back to the original equations in (1.5) we could replace them by

> () +1)" < (14 2455 @2, (2.2)
i=1
For a fixed r this condition is asymptotically better even than the one in
(2.1) — more precisely, d > 3./ suffices. However, in order to get rid of
(1.4) we then need some assumptions on the singularities —e. g. v > 18
and 7 (S8;) > 6 for all i.

(c) Working with condition (1.23) from Remark 1.2 (h) we could replace
(1.5a) by
Y TS <. (2.3)
i=1
if we require d > 8. This result is better than (2.1) only for r < 9.

Proof: (a) This is obvious.

(b) Since the derivative
of —3-(2r+3V/4r+9+9)
5(1‘) = R/
of f :R—>R:7v+— @ is negative for all r > 0, the function is
monotonously decreasing, that is

3Va4r+9+9 < 3Va4s+9+9
2r - 2s
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for all s =1,...,r, and therefore

S

Y (TS)+1 <Y (T(S) +1)°
i=1

i=1
4
3 (1+3\/4T2—1;9+9) e <]+3\/ sz+s9+9> @

But this implies

S 2 S
(Z(T*(Si)-l—])) <s Y (T(S)+ 1)’
i=1

i=1
2
<(s+§-\/4s+9+§)-d2:< s+§+§) - d?,

and then

which in turn gives (1.5), supposed that the left hand side is non-
negative. However, if it is negative, then

- * 3 ’ 9d2 9 2
2 (TSI -3-d) < <(s+3) &,

i=1

that is, (1.5) is still fulfilled.

If d > 3,/r, then Y% . 42 > 9d > 6d + 9. Thus (2.1) implies (2.2).
Furthermore, if r > 18, then 1 + @ < 2, and if moreover (S;) > 6
for all 1, then

T

ZT*(&) <g- Z (T°(8:) + 1)2 <1.a
i

i=1
which implies (1.4).
We note that (2.3) implies

T 2 T
(Z’f*(&)> <7 ) T(S)P<10-di< (@ d— 1)2,
i=1 i=1

once d > 8. This however is sufficient for the T-smoothness according to
Remark 1.2 (h) and (i).

O

For further results in the plane case see [Wah74a, GrK89, Lue87a, Lue87b,
Shu87b, Vas90, Shu91b, Shu94, GrL.96, Shu96b, Shu97, GLS98a, Los98,
GLS00].
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2.b. Geometrically Ruled Surfaces

Throughout this section we use the notation of Section G.a, thus in particular
n: L — C is a geometrically ruled surface with g = g(C) and K2 = 8 — 8g.
Theorem 1.1 therefore only applies for Hirzebruch surfaces and if C is elliptic.
Below we state the theorem in its general version for the invariant e > 0, even
though the conditions look far too nasty to be of much use. We afterwards
consider the cases separately, so that the conditions take a nicer form, in
particular we consider the unique geometrically ruled surface with negative
invariant e and g = 1.

Throughout the section it is convenient to set k = 2 + e — 2g, so that Ky ~
—2Cy — kF. We note that for g < 1T and e > 0 we have k > 0. Thus —K5 is nefin
this situation and we may replace (1.5) by (1.17) in Remark 1.2.

1.1b Theorem

Let w: X — C be a geometrically ruled surface with invariant e > 0 and g €
{0,1}, let D = aCy + bF € Div(X), and let Sy,...,S; be topological or analytical
singularity types.

Suppose that

(1.1b) a>2,b>e-(a—2)+«
(1.2b) b>e-(a+2)—k,
(1.5b) i (T*(Si)—l-])z < (2+ K)-ab+4b+(2|<—4e)-a—('<72—|—e)-az—bz.

i=1

Then either V{3i(Sy, ..., S,) is empty or T-smooth.

Proof: The conditions (1.1) and (1.2) just come down to (1.1b) and (1.2b), and
(1.17) takes the form (1.5b). Moreover, by Remark 1.2 (c) Condition (1.3) is
obsolete.

It thus remains to show that (1.5b) implies (1.4), which in this situation looks
like

ZT <i-(2-(a+2)-(b+K)—e-(a+2)?).
In view of (1. 24) in Remark 1.2 (j) and by (1.5b) we know already that
ZT <1 (2+x)- ab+4b+(2K—4e)-a—(j—2+e)-az—bz).
Since k — e =2 —2¢g > 0, the claim follows from
(24«)-ab+4b+ 2k —4de) - a— (5 +e) - a? — b?

:2-(a+2)-(b+|<)—e-(a+2)2—(§-a—b)2—4-(|<—e)
<2-(a+2)-(b+k)—e-(a+2)>
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We note that (1.5b) gives an obstruction on a and b, namely
(24+«)-ab+4b+ (2k—4de)-a (5 +e) - a®> +b? +4. (2.4)
Let us first consider Hirzebruch surfaces.

2.2 Corollary
Let £ = Fy = P! x P!, let D € Div(Z) of type (a,b) with a,b > 2, and let
S1,...,S; be topological or analytical singularity types.

Suppose that

Y (v(8)+1)" <4ab+4b +4a—a® b2 (2.5)

i=1

Then either VH(&, ..., S;) is empty or T-smooth.

We note that the obstruction (2.4) in this case reads

4ab +4b +4a > a? +b* +4, (2.6)
which could be replaced by

a<2b+3 and b<2a+3. 2.7

If we consider the case a = b, that is, if D is a rational multiple of the canoni-
cal divisor, then (2.5) looks like

Y (T(S)+ 1) < 2a? + 8a. (2.8)

i=1
In this situation we could even use (1.21) in Remark 1.2 instead and replace
(2.8) by the better inequality

(2.9)

T “(S. 1 2
Z (’2t ( 1) + ) < zaz.
T I (r(S)+ )
Comparing these results with the conditions for irreducibility in Section V.4.b

the right hand side there differs by a factor of about z]ﬁ-

The only Hirzebruch surface, which is not minimal, is ;. Since the obstruc-
tions for b there differ from the remaining cases we give the result separately.

2.3 Corollary
Let ¥ = T4, let D = aCy + bF € Div(X) with a > 2and b > a+ 1, and let
S1,...,S; be topological or analytical singularity types.

Suppose that

> (T(S)+1)" <5ab+4b+2a— 1. a® b2 (2.10)

i=1

Then either V‘%rl(&, ..., S;) is empty or T-smooth.
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In contrast to the Hirzebruch surfaces with e > 2, the corollary here applies
to divisors, which are multiples of the canonical divisor, that is when b =
% - a. Then, however, we may in view of Remark 1.2 (f) replace (2.10) by the
inequality

- (T*(S) + 1)?
2

2, 11
TH2e(s) 1) @10

i=1

For the Hirzebruch surfaces with e > 2 we have to study the conditions (1.2b)

and (2.4) a bit closer. We then see that they may be replaced by
b>eate—1 (2.12)

and

©aeld)i=—(b—22.a)" + (2ab—ea?) +4b+ (4—2¢)-a—4>0. (2.13)
» 2

For a > 2 fixed we therefore may consider ¢, : [ea+e—1,00[— R as a concave
function, and we find that

Qae(d) >0 &= b<(2+%)-a++V3a?2+12a+2

In particular, (2.12) and (2.13) cannot be satisfied both at the same time un-
less e < 7! And if e < 7, then we may replace condition (1.1b) and (1.2b)
by

a>2 and beleate—1,2+%) a+3a2+12a+2] (2.14)

2.4 Corollary

Let L = F, with 2 < e < 7, let D = aCy + bF € Div(X) with a > 2 and
beleate—1,(2+%)-a++v3a?2+12a+2[, and let Sy, ..., S, be topological or
analytical singularity types.

Suppose that

Y (v(8)+1)° < (2ab—ea?) +4b+ (4 —2¢)-a— (b— 2. )",  (2.15)

i=1

Then either VH(S], ..., S;) is empty or T-smooth.

Next we consider the case of an elliptic base curve. As in the case of Hirze-
bruch surfaces, we study Condition (1.2b) and Obstruction (2.4) a bit closer.
We then see that they may be replaced by

b>ea+e+] (2.16)
and
Pae(d) :i=—(b—%-a)” + (2ab— ea?) +4b + —2ea—4 > 0. (2.17)

For a > 2 fixed we consider { . : [ea + e + 1,00[— R as a concave function,
and we find that

Paelb) >0 &= b<a+f-a+vVa>+4a+2
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Thus (2.16) and (2.17) will never be satisfied at the same time if e > 4, while
if 0 < e < 3 we may replace (1.1b) and (1.2b) by

a>2 and be ea+e+1,a+§-a—|—\/a2—l—4a—l—2[. (2.18)

2.5 Corollary

Let t: L — C be a geometrically ruled surface with g(C) =1and 0 < e <3, let
D =aCy+bF € Div(X) with a > 2and b € [ea+e+1,a+§ -a+\/m+2[,
and let Sy, ...,S; be topological or analytical singularity types.

Suppose that

i (T°(8) + 1) < (2ab — ea?) + 4b — 2ea — (b —

i=1

-a)’, (2.19)

Nl

Then either VH(&, ..., S;) is empty or T-smooth.

We note that in the most interesting case, namely when e = 0, which includes
the product C x P}, we just need

0<b<a++vat+4a+2 (2.20)
and
Y (v(8)+1)" < 2ab+4b — b2, (2.21)

i=1
Finally we have to consider the unique case of a geometrically ruled surface
over an elliptic curve with negative invariant e. (1.1) and (1.2) come down to

a>2 and b> —%. (2.22)

Moreover, then (aCy + bF).Ky = —2b — a < 0, so that Remark 1.2 (c) still
applies, that is, (1.3) is redundant and (1.5) may be replaced by (1.17), which
takes the form

Z(T*(81)+1)2<f—‘-a2+ab—l—2a—l—4b—b2.

i=1

This, however, leads to the obstruction
Yo1(b)=2-a*+ab+2a+4b—b*—4>0.

Thus, considering 1V, _1 now as a concave function P, 1 : | — %,00[ = R we
find that

Po1(b) >0 = S <g+2-val+da<b<$+2+Val+4a

And we may therefore replace (1.1b)-(1.2b) by

a>2 and bE]%—1—2—\/a2+4a,%+2+\/a2—|—4a[. (2.23)
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2.6 Corollary

Let t: L — C be a geometrically ruled surface with g(C) =1 and e = —1, let
D = aCo+bF € Div(£) with a > 2and b € |$+2—VaZ +4a, ¢ +2+Va? +4a],
and let Sy, ...,S; be topological or analytical singularity types.

Suppose that

Y (v(S)+1)" <3-a®+ab+2a+4b b (2.24)

i=1

Then either VH(S], ..., Sr) is empty or T-smooth.

In the above corollary we could for instance let b = 5 + 2, in which case (2.19)

reads
.

Y (TS)+1) < (a+2)2

i=1
2.c. Products of Curves

Throughout this section we use the notation of Section G.b. In particular,
Y = C; x C; where C; and C; are smooth projective curves over C of genera
g1 and g; respectively. Since X is geometrically ruled if some g; = 0, we may
restrict our attention to the case g1,g, > 1.

For a generic choice of C; and C, the Néron—Severi group NS(X) is two-
dimensional by Proposition G.12. Thus the following theorem answers the
general case completely.

1.1c Theorem
Let Cy and C; be two smooth projective curves of genera g, and g, respectively
with g1 > g, > 1.

Let D = aCy + bC, € Div(X) with a > 2g; — 2 and b > 2g7 — 2, and let
S1,...,S; be topological or analytical singularity types with ™ (S;) > v(S8;) for
alli=1,...,r.

Suppose that

2

(150 3 (T(S)+1)

i=1

<2ab—2-(T*(8&)+1)-((g1—=Na+(g2—1)b) = ((g1—1)a—(g2—1)b)".

Then either VH(S], ..., S;) is empty or T-smooth.

Proof: We note that Ky = (2g,—2)-C1+(2g1—2)-C; is nef. Thus by Remark 1.2
(b) and (d) and due to the assumptions on a and b (1.1)-(1.3) are fulfilled,
while (1.5) may be replaced by (1.18), which in this case is just (1.5¢). It thus
remains to show that (1.4) is satisfied, which in this case takes the form

Y T(S) <3 (a+2-2g2)- (b+2—2g1).
i=1
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This, however, follows from (1.24) in Remark 1.2 since

2ab—2- (T(S1)+1) - ((g1 — Na+ (g2 —1)b) — ((g1 —1)6—(92—1)b)2
<2ab—4-((g1—Na+(g2—1)b) <2-(a+2—-2g;) - (b+2—2g).

O

Of course, if (g1 — 1) - a and (g, — 1) - b differ too much from each other, then
Condition (1.5¢) can never be satisfied, since then ((g1 —1)-a— (g2 —1) - b)2
becomes larger than 2ab —e. g. if g7, g2 > 1and a > 4 - gf—j - b. Moreover, we
see that the largest 1*(S;) should be considerably smaller than a or b.

Ifgi,go>Tandifa=p-(g2—1)and b=p-(g; — 1) for some p € Q, that is if
D is a multiple of the ample divisor Ky then (1.5¢) takes the simpler form
> WS+ <2 (=20 (V(S)+1)) (gD (g2— 1), (2.25)
i=1
In this case, however, we could replace (2.25) in view of Remark 1.2 (f) also by

T

(v (81) + 172
LT (el 1)

i=1 P

<2p* (g1 —1)-(g2—1). (2.26)

2.d. Products of Elliptic Curves

If in Section V.4.c the curves C; and C; are chosen to be both elliptic curves,
Theorem 1.1c looks much nicer, since Ky = 0.

1.1d Theorem
Let Cy and C; be two smooth elliptic curves, let D € Div(X) big and nef, and let
S1,...,S; be topological or analytical singularity types.
Suppose that
(1.5d) > (T*(8) +1)* < D2

i=1
Then either VH(&, ..., S;) is empty or T-smooth.
If C; and C, are non-isogenous, then any divisor of L is of the form D =

aCy + bC;, and for such a divisor the condition “D big and nef” means that
a,b>0.

The Severi variety Vliga 1ve,|(TA1) 1s therefore T-smooth as soon as
r< o0
= 2 y

and in the case of cusps and nodes the condition for the T-smoothness of
Vit o, (KAT + mA,) thus just reads

4k +9m < 2ab.
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2.e. Surfaces in P>

For a generic surface of degree n > 4 in P? any curve is a hypersurface section
by a Theorem of Noether (see Section G.d). Therefore the following result on
hypersurface sections answers the problem completely on a generic surface in
P3. We note that a hypersurface section is always a rational multiple of the
canonical bundle and thus we may use Remark 1.2 (b) and (1.20).

1.1e Theorem

Let & C P23 be a smooth hypersurface of degree n > 4, H C L be a hyperplane
section, d > n— 4 and let Sy,...,S; be topological or analytical singularity
types with v (81) > v(8;) forall i =1,...,r. Suppose that

(1.4e) ; ™(8;) < W, and
(L5e) Y (T(S)+1) <d n—d-(n—4)-n-(T(S)+1).

iz
Then either V\3i,(Sy, ..., S;) is empty or T-smooth.
If we suppose n > 4 and the T(S5;) + 1 < n%él, which is necessary anyway in

order to have (1.5e), then in view of Remark 1.2 (f) we may replace (1.5e) by
the better inequality

L (v(S)+1) )
Z] (S + 1) <dn. (2.27)

Let us consider the two cases of nodal curves and of curves with nodes and

i=1

cusps more closely.

2.6 Corollary
Let £ C P32 be a smooth hypersurface of degree n > 4, H C X be a hyperplane
section and d > 2n — 8. Suppose that
d-(d—2n+8)-n
< .
4
Then either Vlic{,r_”(TAﬂ is empty or T-smooth.

(2.28)

Proof: In this situation (1.5e) is just (2.28), and (1.4e) is fulfilled as well in
view of
d-(d—2n+8)-n < d-(d—2n+8) n+(4—-m)’n (d+4—m)’-n

4 = 4 B 4

O

2.7 Corollary
Let £ C P32 be a smooth hypersurface of degree n > 4, H C X be a hyperplane
section and d > 3n — 12. Suppose that

dk+9m<d-(d—3n+12) -n. (2.29)

Then either vfg,q'(kA] , MA,) is empty or T-smooth.
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Proof: In this situation (1.5e) is just (2.29), and (1.4e) is fulfilled as well in
view of

4.-(k+2m)<4k+9Im<d-(d—3n+12)-n<(d+4—n)*-n.

2.f. K3-Surfaces

By Remark 1.2 (b), (¢c) and (j) Theorem 1.1 for K3-surfaces takes the following
form.

1.1f Theorem

Let ¥ be a smooth K3-surface, D a big and nef divisor on ~ and Sy,...,S, be
topological or analytical singularity types.

Suppose that

150 Y (r(S)+1) <D

i=1

Then either VH(S}, ..., S;) is empty or T-smooth.
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CHAPTER V

Irreducibility

The question whether the variety V¥'" = Vﬁ;T(S], ..., &) of irreducible curves
in |D|; having precisely r singular points of the given types Sy,...,S; is irre-
ducible seems to be much harder to answer suitably than that of existence or
smoothness. Even in the simplest case of nodal curves in P2 the conjecture
of Severi that V'™ should be irreducible whenever it is non-empty resisted a
full proof until 1985 (cf. [Har85b]), while already Severi himself (cf. [Sev21])
gave a complete characterisation for the existence and showed that the va-
riety is always T-smooth. Moreover, while for the question of existence and
smoothness in the plane curve case there exist sufficient criteria showing
the same asymptotical behaviour as known necessary criteria, respectively
as known (series of) non-smooth families, the asymptotics for the sufficient
criteria for irreducibility seem to be worse (cf. [Los98] Chapter 6). To be more
precise there are conditions linear in certain invariants and quadratic in the
degree which guarantee the existence, while for the irreducibility (as for the
T-smoothness) the conditions are quadratic in the degree and the invariants
as well. Applying similar techniques our results carry the same stigma. How-
ever, apart from nodal curves on the blown up plane (cf. [Ran89, GLS98al])
we do not know at all of any criteria for the irreducibility—problem on surfaces
other than the plane. (See also Section 4.f).

The main condition for irreducibility which we get in the different cases looks
like

T

Y (v(S)+2)" <v- (D—Kg)?, (0.1)

i=1
where vy is some constant.

At this point we should like to point out that on more complicated surfaces
than P? we cannot expect the results to be as nice as in the plane case. Al-
ready Harris’ result for the variety of nodal curves does not extend to arbi-
trary surfaces L — more precisely, to our knowledge there is no surface known,
except the plane, where the result holds. In [ChC99] it is shown that on a
generic surface in P? of degree n > 8 the variety V‘H;”(rAﬂ is reducible for all

d2+(@4—-m)d+2)n
evend >0andr= ( > ) as soon as

n—12n2+1In—6 - dn—d—2
6 2 ’
81
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where the left hand side is the expected dimension of V‘H}T_”(T‘Aﬂ and the right
hand side is a lower bound for the actual dimension. This lower bound is
found by intersecting ¥ with a family of cones with fixed vertex over plane
nodal curves of degree d with - nodes. The right hand side is the dimension
of the family of plane nodal curves, and we thus only have to note that cones
over different curves are different. The arguments given so far show that
Vﬁ{{_”(TA] ) has a component which is not T-smooth and works for any surface of
degree d > 8 in P3, however, in [ChC99] Theorem 3.1 Chiantini and Ciliberto
show that on a generic surface in P} the variety VE}T-H(TA” with d > n also

contains a T-smooth component whenever it is non-empty.

For an overview on the different approaches to the question of irreducibility
in the case of plane curves we refer to [GrS99] or [Los98] Chapter 6 — see
also [BrG81, Ura83, GD84, Ura84, Har85b, Dav86, Ura86, Deg87, GrK89,
Kan89a, Ran89, Shu91a, Bar93a, Shu94, Shu96b, Wal96, Bar98, Mig01].
The case of P? blown up in k generic points is treated in [Ran89], if k = 1,
and in [GLS98a] in the general case. Our proof proceeds along the lines of
an unpublished result of Greuel, Lossen and Shustin (cf. [GLS98b]). The
basic ideas are in some respect similar to the approach utilised in [GLS00],
replacing the “Castelnuovo-function” arguments by “Bogomolov unstability”.
We tackle the problem in three steps:

Step 1: We first show that the open subvariety V™9 of curves in V'™ with
h' (£, Jx(c)/=(D)) = 0 is always irreducible, and hence so is its closure in V',
(Cf. Corollary 1.2.)

Step 2: Then we find conditions which ensure that the open subvariety Vimfix
of curves in V' with h'(Z, Jx: _(c)/=(D)) = 0 is dense in V. (Cf. Section 2.)

Step 3: And finally, we combine these conditions with conditions which
guarantee that V™9 is dense in Vi™f* by showing that they share some
open dense subset V" of curves with singularities in very general position
(cf. Lemma 3.9). But then V™9 is dense in V¥ and V' is irreducible by
Step 1.

The most difficult part is Step 2. For this one we consider the restriction of
the morphism (cf. Definition 1.2.15)

®:V - Sym" (L) = B

to an irreducible component V* of VY™ not contained in the closure Vi fix in
V¥, Knowing, that the dimension of V* is at least the expected dimension
dim (V™) we deduce that the codimension of B* = ®(V*) in B is at most
h! (Z, Jx;ix(C)/z(D)), where C € V* (cf. Lemma 3.7). It thus suffices to find con-
ditions which contradict this inequality, that is, we have to get our hands on
codimg(B*). However, on the surfaces, which we consider, the non-vanishing
of h'(Z, Jx:, (c)/z(D)) means in some sense that the zero-dimensional scheme
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X%, (C) is in special position. We may thus hope to realise large parts X9 of
X:,(C) on curves A; of “small degree” (i = 1,..., m), which would impose
at least #X9 — dim |A;|; conditions on X}, (C), giving rise to a lower bound
>t #X0 —dim |Ay] for codimp(B*). The X and the A; are found in Lemma 3.1
with the aid of certain Bogomolov unstable rank-two bundles. It thus finally
remains (cf. Lemma 3.3, 3.4 and 3.6) to give conditions which imply

D #X) —dim A > W' (L, Fx,_(c)z(D)).

i=1

What are the obstructions by which our approach is restricted?

First, the Bogomolov unstability does not give us much information about the
curves A; apart from their existence and the fact that they are in some sense
“small” compared with the divisor D. It thus is obvious that we are bound
to the study of surfaces where we have a good knowledge of the dimension
of arbitrary complete linear systems. Second, in order to derive the above
inequality many nasty calculations are necessary which depend very much on
the particular structure of the Néron—Severi group of the surface, that is, we
are restricted to surfaces where the Néron—Severi group is not too large and
the intersection pairing is not too hard (cf. Lemma 3.3, 3.4 and 3.6). Finally,
in order to ensure the Bogomolov unstability of the vector bundle considered
throughout the proof of Lemma 3.1 we heavily use the fact that the surface
X does not contain any curves of negative self-intersection, which excludes
e. g. general Hirzebruch surfaces.

In Section 1 we do not only prove that V™9 is irreducible, but that this
indeed remains true if we drop the requirement that the curves should be
irreducible, i. e. we show that V™ is irreducible. However, unfortunately
our approach does not give conditions implying that V™9 is dense, and thus
we cannot say anything about the irreducibility of the variety of possibly re-
ducible curves in |D|; with prescribed singularities.! The reason for this is
that in the proof of Lemma 3.1 we use the Theorem of Bézout to estimate
D.A;. Since A; may be about “half” of D, we need an irreducible curve in |D|;
to be sure that at least for some curve in |D|; the curve A; is not a component.

1. Ve is irreducible

We are now showing that V™9 and V™9 are always irreducible. We do this
by showing that under ¥ : V — B (cf. Definition 1.2.15) every irreducible
component of these is smooth and maps dominant to the irreducible variety B
with irreducible fibres.

Note that e. g. the variety VEPTH(A” of irreducible plane conics with one node is empty,

while V|31 (A1) is four-dimensional — even though the latter is of course irreducible.
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1.1 Theorem

Let D € Div(X), Sy,...,S; be pairwise distinct topological or analytical singu-
larity types and k1, ...,k € N\ {0}.

If Vere‘g(k]Sh ..., k:8;) is non-empty, then it is a T-smooth, irreducible, open
subset of Vip(kiSi, ..., kS, ) of dimension dim |D}|; — 2{21 ki - T(Sy).

Proof: Let us consider the following maps from Definition 1.2.15
Y= WD(k]S], e ak’rST) V= V\D|(k181) e ak’rST) — B(k181) e )krST)
and
1]) = 11)(k181,. .. ,krST) : B(k18], .. .,k,rST) B— Hllb}L .
Step 1: Every irreducible component V* of V™9 is T-smooth of dimension
dim Dy — Y i_; ki - T*(S1).
By [Los98] Proposition 2.1 (c2) V* is T-smooth at any C € V* of dimension
dim [Df; — deg (X*(C)) = dim|D|y — Y }_; ki - T(Sy), since h' (X, Jx-/=(D)) = 0
according to Remark 1.2.8. (See also Remark 1.2.10.)
Step 2: V™%is open in V.

Let C € V™. By assumption h'(Z, Jx(c)=(D)) = 0, and thus by Lemma F.1
there exists an open, dense neighbourhood U of X(C) in Hilby such that
h'(Z, Jy/s(D)) = 0 for all Y € U. But then ¥~'(1p~'(U)) C V™ is an open
neighbourhood of X(C) in V, and hence V™9 is open in V.

Step 3: ¥ = ¥p(k1Sy, ..., k:S;) restricted to any irreducible component V* of
V™9 is dominant.

Let V* be an irreducible component of V™9 and let C € V*. Since ¥~' (¥(C)) is
an open and dense subset of | Jx(c),=(D)|, and since h'(Z, Jx(c)/=(D)) = 0, we
have

dim¥ ' (¥(C)) = h®(L, Jx(c)/=(D)) — 1 = dim [Df; — deg (X(C)).

By Step 1 we know the dimension of V* and by a remark in Definition 1.2.15
we also know the dimension of B. Thus we conclude

dimV¥(V*) = dimV*—dim¥Y ' (¥(C))
— (dim|D};, — degX*(C)) — (dim|D], — degX(C))
= deg (X(C)) —deg (X*(C)) = dimB.
Since B is irreducible, ¥(V*) must be dense in B.
Step 4: V™9 is irreducible.

Let V* and V** be two irreducible components of V™9, Then ¥ (V*)N¥(V**) # 0,
and thus some fibre F of ¥ intersects both, V* and V**. However, the fibre
is irreducible and by Step 1 both V* and V** are smooth. Thus F must be
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completely contained in V* and V**, which, since both are smooth of the same
dimension, implies that V* = V**. That is V"9 is irreducible. O

1.2 Corollary
Let D € Div(X), S,...,S; be pairwise distinct topological or analytical singu-
larity types and kq, ...,k € N\ {0}.

If VH’Teg(hS], ..., k:S;) is non-empty, then it is a T-smooth, irreducible, open

subset of Vip|(kiS, . .., k:S;) of dimension dim Dy — Y _i_; ki - T%(S8}).

Proof: This follows from Theorem 1.1 since VH‘reg(h S1,...,k.S;) is an open
subset of the irreducible set Veref(lq S, kS O

2. Conditions for the irreducibility of V™

Knowing that V¥™"9 and hence its closure Vimred in VY, is always irre-
ducible, the search for sufficient conditions for the irreducibility of V™ may
be reduced to the search for conditions ensuring that V™9 is dense in V.
As indicated in the introduction (cf. p. 82) we achieve this aim by combining
conditions, which ensure that V™9 and V'™ f* share some dense subset VJ™
(cf. Step 3 on page 82), with conditions which ensure that V¥ ™* is dense in
VT (cf. Step 2 on page 82). For the latter problem we apply a reduction tech-
nique involving the Bogomolov unstability of certain rank-two vector bundles
on X. The main part of the work is carried out in Section 3, where we prove
several technical lemmata which partly are useful in their own respect.

Let us now reformulate Step 2 and Step 3 in a more precise way.

Step 2: We derive from Lemma 3.1-3.7 conditions which ensure that V™ fix ig
dense in V',

Step 3: Taking Lemma 3.8 into account, we deduce from Lemma 3.9 con-
ditions which ensure that there exists a very general subset U C X™ with
m = k; + ...+ k, such that the family V3" = V‘%el?u(k] S1,...,k:S;), as defined
there, satisfies

(@) Vi is dense in V™™™ and

(b) Vlglen g Virr,-reg.
Thus in particular, V™9 is dense in V™,

Throughout the proof of the following theorem we will heavily rely on the
study of the zero-dimensional schemes X}, (C) for some curves C, and we
therefore would like to remind the reader that in view of Definition 1.2.10
for a topological respectively analytical singularity type S we have

deg (Xfi, (S1)) = T°(S) + 2.
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2.1 Theorem
Let ¥ be a surface such that?
i) NS(X)=L-7Z,
(i) h'(Z, C) =0, whenever C is effective.
Let D € Div(X), let Sy,...,S; be pairwise distinct topological or analytical
singularity types and kq,...,k, € N\ {0}
Suppose that

(2.1) D — Ks is big and nef,
(2.2) D + Ky is nef,

(2.3) qu (T"(8) +2) < B-(D—K;g)? for some0< B <1 and
i 2 (1+v1=4p) 12

(2.4) Z k; - (T*(SL) + 2) <v-(D— KZ)Z, where y = I x(O3 )+max(0,2.Ky LJ16.12"

Then either Vl%mq S1,...,k:S;) is empty or it is irreducible of the expected di-
mension.

Proof: We may assume that V' = VH(k] Si,...,k:S;) is non-empty. As indi-
cated above it suffices to show that:

Step 2: V' = Vimfix where V' = VI (k4 S, .. L, k. Sy), and
Step 3: the conditions of Lemma 3.9 are fulfilled.

For Step 3 we note that v*(S;) < 7*(S;). Thus (2.4) implies that

(D - KZ)Z)

N|—

Y ki (VS)+1) <Y ki (TS)+2) <y (D—Kg)? <
i=1

i=1

which gives the first condition in Lemma 3.9. Since a surface with Picard
number one has no curves of selfintersection zero, the second condition in
Lemma 3.9 is void, while the last condition is satisfied by (2.1).

It remains to show Step 2, i. e. V' = Vimnfix  Suppose the contrary,
that is, there is an irreducible curve C, € V' \ Vimfix in particular
h1 (Z jxo/}:( )) >0 fOI‘ Xo = XﬁX(CO) Since deg Xo Zl_ ki - ( )—|—2) and
Y er (deg(Xo. ) Z ki« (T( ) the assumptions (0)-(3) of Lemma 3.1
and (4) of Lemma 3. 3 are fulfilled. Thus Lemma 3.3 implies that C, satisfies

Condition (3.28) in Lemma 3.7, which it cannot satisfy by the same Lemma.
Thus we have derived a contradiction. O

2By Lemma E.1 we may assume w. 1. 0. g. that L is ample.
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2.2 Remark
If we set
Y= Batay - 2 !

then a simple calculation shows that (2.3) becomes redundant. For this we
have to take into account that 1*(S) > 1 for any singularity type S. The claim
then follows with p =1 -y < 1.

2.3 Theorem

Let Cy and C; be two smooth projective curves of genera g, and g, respectively
with g1 > g2 > 0, such that for £ = Cy x C, the Néron—Severi group is NS(L) =
CiZ @ CyZ.

Let D € Div(X) such that D ~, aCy 4+ bC, with a > max {2 — 2g5,2g, — 2 +
V(&) [i=1,...,r} and b > max {2 —2¢1,2g1 — 2+~v*(S) | i=1,...,7}, let
Si1,..., S be pairwise distinct topological or analytical singularity types and
let kq1,...,k, € N\ {0}.

Suppose that
Y k- (T(8)+2)" < v (D-Kg) (2.5)
i=1

where vy may be taken from the following table with « = gjggfﬁ > 0.

g1 | 92 Y Y, if =1
0| o0 2 %
10 G225 32
>2| 0 max{24+1]691 Ag1 o m
1 1
2221 max{24+1691+1692,4910¢.4%} 241160141602

Then VH(M S1,..., kS, ) isempty or it is irreducible of the expected dimension.

Proof: The assumptions on a and b ensure that D — K5 is big and nef and
that D + Ky is nef. Thus, once we know that (2.5) implies Condition (3) in
Lemma 3.1, Step 2 in the proof of Theorem 2.1 follows in the same way, just
replacing Lemma 3.3 by Lemma 3.4.

For Condition (3) we note that

Y ki (T(S)+2) <) k- (T(S) +2) < 4 (D=Ke)P < (D —Kg)2
i=1 i=1
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Also Step 3 in the proof of Theorem 2.1 follows in the same way, except that
Condition (b) in Lemma 3.9 is not void this time, but is fullfilled by the as-
sumptions on a and b, since the only irreducible curves of selfintersection
zero are linearly equivalent either to C; or to C,. O

In the following theorem we use the notation of Section G.a.

2.4 Theorem

Let t: £ — C be a geometrically ruled surface with e < 0 and g = g(C).

Let D € Div(L) such that D ~q aCo + bF with a > max {1,v*(8;) —2 | i =
L,...,thb>2g-2+ % +max{v(S) |i=1,...,v}, and if g =0 then b > 2.
Let Sq,...,S; be pairwise distinct topological or analytical singularity types
and kq,..., k. € N\{0}.

Suppose that

Z ki - (T(S) + 2)2 < v-(D—=Ksg)?, (2.6)
i=1
where y may be taken from the following table with « = T3 g. T “;gz we > 0.
972
9 | ¢ Y v, if x =1
0 0 21_4 21_4
1 0 1 1
max{24,2} 24

1| —1 1 =
max { min {30+%+4¢x,40+9¢x} ,%a}

1 1
Z 2 0 max{24+16g,4go} 24+16g
>21<0 !

max { min {24+169—9eoc,18+169—9e¢x—£ } ,4g¢x—9ecx}

Then V|%T|(k1 S1,...,k:S;) isempty or it is irreducible of the expected dimension.

Proof: The proofis identical to that of Theorem 2.3, just replacing Lemma 3.4
by Lemma 3.6 and applying Lemma G.2 for the irreducible curves of selfinter-
section zero. O

3. The Main Technical Lemmata

The following lemma is the heart of the proof. Given a curve C € |D|; such that
the scheme X, = X (C) respectively X, = X§%(C) is special with respect to D
in the sense that h' (£, Jx,/=(D)) > 0, it provides a “small” curve A; through
a subscheme X¢ of X,, so that we can reduce the problem by replacing X, and
D by X, : A7 and D — A; respectively. We can of course proceed inductively as
long as the new zero-dimensional scheme is again special with respect to the

new divisor.
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In order to find A; we choose a subscheme X{ C X, which is minimal among
those subschemes special with respect to D. By Grothendieck-Serre duality

H'(Z, Jxo/s (D)) = Ext' (Jxo,=(D — Ks), Os)
and a non-trivial element of the latter group gives rise to an extension
0—-0sr —E — jx?/Z(D—KZ) — 0.

We then show that the rank-two bundle E; is Bogomolov unstable and deduce
the existence of a divisor AY such that

H(Z, /e (D — Kz =A%) ) #0,
that is, we find a curve A; € ‘Jx?/z (D—K:—A9)[,.

3.1 Lemma
Let ¥ be a surface such that

(*) any curve C C X is nef.
Let D € Div(X) and Xy C L a zero-dimensional scheme satisfying
(0) D — Ky is big and nef, and D + Ky is nef,
(1) 3 Cy e |D|y irreducible : Xy C Co,
(2) h'(Z,Jx,=(D)) >0, and
(3) deg(Xo) < B - (D —Kz)? for some 0 < B < 1.

Then there exist curves Aq,...,A,, C L and zero-dimensional locally complete
intersections X0 C X; 1NAfori=1,...,m, whereX; =X; 1:Ajfori=1,...,m,
such that

(a) R ():, Ty (D— Y, Ai)> —0,
andfori=1,...,m
®) (B (D - T A)) =1
(¢) D.A;>deg(Xi 1NA)>deg (X)) > (D—Ks— Y1 A).A > A2 >0
@ (D—Ki—Yi  Av—aA) >0,
(e) (D—XKsz— S A— A;).H >0 forall H € Div(X) ample, and
® D-—Ks-— Zi:] Ay is big and nef.

Moreover, it follows

m 2
0 < (D —Kg)? Zdeg (x9) < (%(D—Kz)—ZAJ. (3.1)
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Proof: We are going to find the A; and X? recursively. Let us therefore sup-
pose that we have already found Ay,...,A; 7 and X$,...,X? , satisfying (b)-(f),
and suppose that still h' (Z, Ixi_,e(D— Y] Ai)) > 0.

We choose X? C X; ; minimal such that h! (Z, ng P (D — Z}i;]] Ak)) > 0.

Step 1: h' (I, Fye/r (D — it Av) ) = 1,1 e. (b) is fulfilled.

Suppose it was strictly larger than one. By (0) respectively (f), and the Kawa-
mata—Viehweg Vanishing Theorem we have h' (Z, O:(D-Y Ak)) =0.

Thus X{ cannot be empty, that is deg (X{) > 1 and we may choose a sub-
scheme Y C X{ of degree deg(Y) = deg(X{) — 1. The inclusion Jyxo — Jy

implies h° (Z, JIxo/x(D— s Ak)) < h® <Z, Jvs(D-Y Ak)) and the struc-
ture sequences of Y and X¢ thus lead to

h! (Z» Fvs(D - X Ak))
- hO(z, Fye(D =Y Ak)> 1o (z, O:(D-yi! Ak)) + deg(Y)
> 1O(Z, Joyx (D — LiZi A)) — hO(%,05(D — XiZ A ) + deg (X¢) — 1
= h (Z» Txoss(D— iy Ak)) —1>0
in contradiction to the minimality of X¢.
Step 2: deg (X?) < deg(Xo) — Y +_ deg(Xi_1 N Ay).

The case i = 1 follows from the fact that X9 C X,, and for 1 > 1 the inclusion
X(L) - Xi_1 = Xi_z : Ai_] implies

deg (X?) < deg(Xi_2: Ai_1) = deg(X; ) — deg(Xi2 N Ay 1).
It thus suffices to show, that

i1
deg(X;_2) —deg(Xi2NA;_1) =deg(Xo) — Z deg(Xi_1 N Ayx).

k=1
If 1 = 2, there is nothing to show. Otherwise X; , = X; 3 : A; ;> implies

deg(Xi_2) —deg(Xi_2 N A1)
= deg(X; 3:A; 2) —deg(X; 2NA; 4)
= deg(Xi_3) —deg(Xi_3 N Ai_2) — deg(X;_2 N Ai_1)
and we are done by induction.
Step 3: There exists a “suitable” locally free rank-two vector bundle E;.

By the Grothendieck-Serre duality (cf. [Har77] II1.7.6) we have 0 #
HY(Z, /e (D — X1 A)) = Ext! (Je e (D — X1 A), O5(Ks)), and thus,
since Oy (Ky) is locally free, (cf. [Har77] I11.6.7)

Ext’ (jxg/z (D — Kz — X5 M), Oz) # 0.
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That is, there is an extension (cf. [Har77] Ex. I11.6.1)
0 05 = E = Jyosr (D~ Ke — 1) &) =0, (3.2)

The minimality of X implies that E; is locally free (cf. [Laz97] Proposition 3.9)
and hence that X? is a locally complete intersection (cf. [Laz97] p. 175). More-
over, we have (cf. [Laz97] Exercise 4.3)

i1
c1(E)) =D —Ks— ) A¢ and cyE;) =deg (X?). (3.3)
k=1

Step 4: E; is Bogomolov unstable.
According to the Theorem of Bogomolov we only have to show c;(E;)? > 4c,(E;)
(cf. [Bog79] or [Laz97] Theorem 4.2). In order to show this we note that
2354 (D—Ke = X1, 4))
= 2(Zi A (D Ke) + 2 X1 T Ay (3.4)
. . . 2
= 2(ZihA) (D—Ke)+ TS Al + (T A
Since (4B — 1) - (D — Kz)? < 0 by (3) and since AZ > 0 by (*) we deduce:

4cy(Ei) = 4deg(X?) < 4deg(Xo) —4 Y| deg(Xi 1N AL

Step 2
4B(D—Kg)? =23, A(D =K — ¥ A) =25 35 A%

4B(D—Kz)2—2( ;;‘]Ak).(D—KZH( ;Z‘lAk)z— A2

<
(3)/(c)

:(3.4)

. 2 .
= (D—Kz— o Ak) +@B—1)-(D—Kg)2— YA
i—1 2 2
< (D — Kz — X 1] Ak) = c1(Ey)%
Step 5: Find A;.

Since E; is Bogomolov unstable there exists a zero-dimensional scheme Z; C
and a divisor A? € Div(Z) such that

0= 05 (A%) = Ei — Jox (D K- Y A A?) 50 (3.5)

is exact (cf. [Laz97] Theorem 4.2) and that
(@) (249 —D +Ks + S Ak)z > ¢q(Ei)2 —4-c2(Ey) >0, and
() (2A° D +Ks+ Y1 ' A)H>0 forall He Div(Z) ample.

We note that (e’) implies h° (Z, Os(D — Kz — LA — ZA?)) = 0 and the
inclusion Jz,/s — Os thus gives

hO(, Tzs (D — Kz — X1 A = 249) ) =0, (3.6)
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Tensoring (3.5) with Os ( — A?) leads to the following exact sequence
05 Or = Ei( =A%) > Ty (D —Kr— Y A 2A$) -0, (3.7)

and we deduce with (3.6) h°(Z, Ei(— A9) ) = h°(£,05) = 1.
Now tensoring (3.2) with Oz ( — A?) leads to

0= Og(—A9) = Ei( —AY) = Fxox (D —Ke— Y A AS) 0. (3.8
By (¢’), and (0) respectively (f)

~AH<-1D-K;— Y\ A)H<O

for an ample divisor H, hence —A? cannot be effective, that is H°(Z, —A?) = 0.
But the long exact cohomology sequence of (3.8) then implies

0 #HO(L,E(~A9)) = H (I, Txoys (D~ Ke = X1 A= A7)

In particular the linear system |Jxo sy (D — Kz — 3 1) Ax — A?) |, is non-empty,
and we may choose

A; € ‘ng/z(D_KZ_ ]i;:]] Ak_Ag)

v
Step 6: A; satisfies (d)-(f).
We note that by the choice of A; we have the following linear equivalences
A}~ D—Kp— Yo A (3.9)
A=A~ 20 —D+Ke+ Y A D—Ke =YL Ac— A (3.10)
Thus (d) and (e) is a reformulation of (d’) and (¢’).

Moreover, (A? — A;).H > 0 for any ample H, implies (A} — A;).H > 0 for any H
in the closure of the ample cone, in particular

(AY—A{).H>0 for all H nef. (3.11)
But then
A)H > A H >0 for all H nef, (3.12)

since A; is effective. And finally, since by assumption (*) any effective divisor
is nef, we deduce that A?.C > 0 for any curve C, that is, A? is nef. In view of
(3.9) for (f) it remains to show that (A?)* > 0. Taking once more into account
that A; is nef by (*) we have by (d’), (3.10), (3.11) and (3.12)

(A9 = (A2 — A)? + (A% — A).A; + A%.A; >0,

Step 7: A, satisfies (c).
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We would like to apply the Theorem of Bézout to Cy and A;. Thus suppose that
the irreducible curve Cy is a component of A; and let H be any ample divisor.
Applying (d) and the fact that D + Ky is nef by (0), we derive the contradiction

1 = 1
< (A — Cy). — H<-—-(D+Ks)H<O.
0< (A —Co)H< 3 (D+KZ+;Ak>H_ 2( +Ks).H<

Since X; 1 C Xy C Cp the Theorem of Bézout therefore implies
D.A; = Co.A; > deg(X; 1 NA;).
By definition X? C X; ; and X? C A;, thus
deg(Xi1 N A;) > deg (X?).

By assumption (*) the curve A; is nef and thus (3.12) gives

(D—Kr — Y1, A).A = ALA; > A2 > 0.
Finally from (d’) and by (3.3) it follows that

(A9 = A)* > c1(E)> =4+ caEr) = (A + A))* — 4 - deg (X?),

and thus
deg (X?) > A.A,.

Step 8: After a finite number m of steps h' (Z, Ty (D=1, Ai)) =0,i.e.(a)
is fulfilled.
As we have mentioned in Step 1 deg (X?) > 0. This ensures that

deg(X;) = deg(Xi_1) — deg(Xi—1 N A;) < deg(Xi—1) — deg (X?) < deg(Xi_1),

i. e. the degree of X; is strictly diminished each time. Thus the procedure
must stop after a finite number m of steps, which is equivalent to the fact

that h' (L, /s (D — X1 A) ) =0.
Step 9: It remains to show (3.1).

By assumption (*) the curves A; are nef, in particular A;.A; > 0 for all i,j.
Thus (c) implies

Yhdeg (X)) > Y (D—Kg— 31 A0)A
= (D—Kg). Y5 A —5 (( > i Ai)z + 25 Af)
> (D—Kg). X5 A (X0 Ai)z-
But then, taking condition (3) into account,
(D —Kz)? — 3% deg (XY)
(D—Kg)2— (D —Ks). X1 A+ (X1, A)°
ID—Ky) - Y A)%

0 < (D —K;z)? —deg(Xo) <

<
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It is our overall aim to compare the dimension of a cohomology group of the
form H' (I, Jx,/=(D)) with some invariants of the X{ and A;. The following
lemma will be vital for the necessary estimations.

3.2 Lemma
Let D € Div(X) and let Xy C X be a zero-dimensional scheme such that there
exist curves Ay,...,Ay C L and zero-dimensional schemes X® C X; 1 for i =
1,...,m, where X; = X;_1 : Ay for i =1,...,m, such that (a)-(f) in Lemma 3.1
are fulfilled.

Then:

Mz

R (L, Jo/z(D)) < X WA e nayad (D — X2 Av))

Il
-

i

< i (] +deg(Xi1 NA;) —deg (Xg))
< g(Ai.(Kz-l—Zi:]Ak)_H)-

Proof: Throughout the proof we use the following notation
Gi = Txi_inayn; (D - i Ak) and G = Jxo/a, (D — > oA
fori=1,...,m, and
Fi=Ixiys (D — ZL]Ak) ,
fori=0,...,m.

Since Xi;1 = X; : Aiy1 we have the following short exact sequence

Aiga

0 > Fit > Fi > Git >0 (3.13)

fori=0,...,m— 1 and the corresponding long exact cohomology sequence

0 — H(L, Fiy1) — HO(Z, ) — HO(Z,Giq) = HY(Z, Fipq)
1 (314
0 =H?(Z,Giy1) < H? (L, ) < HA(Z, Fipq) < HY(Z, Gia) < H'(E, F)

Step 1: h!'(Z, /) < Y " h!(5,G) fori=0,...,m—1.

j=i+1

We prove the claim by descending induction on i. From (3.14) we deduce
0= H1 (Z)Fm) — H] (Z):Fm—” — H] (Z)g‘m))

which implies h'(Z, 1) < h'(Z,G) and thus proves the case i = m — 1.

We may therefore assume that 1 < 1 < m — 2. Once more from (3.14) we
deduce
a=ho(L, Fi) —hO(L, A) + h%(Z,Gin) > 0
and
b =h(L, Fia) — K3 (L, FR) >0,
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and finally
hW(Z,A) = h(Z,Gi) + R (Z, Fip) —a—Db

< h'(Z,Gin) + W (Z, Fira)

S nd h(Z,Gi) + Z;T:Lprz h'(Z,G;)

= Z)TT:LH—] h! (Z, gi)-
Step 2: h'(A;, G:) = h(A;, ) — x (O (D — L1} Ax) ) + deg(X: 11 AY).
We consider the exact sequence

0—— G — O (D = i Ac) — Oxynava (D= i) &) —o.

The result then follows from the long exact cohomology sequence.
Step 3: h°(A;, 6%) — x(Oa, (D — L1 A)) = h'(A;,G9) — deg(X).
This follows analogously, replacing X;_; by X?, since X? = X N A;.
Step 4: h'(A;, %) < h’ (z, Fxoye(D— Y1 Ak)> =1
Note that X? : A; = ), and hence Ixo.ax = Oz. We thus have the following
short exact sequence

0— O (D Sy Ak) % Toys (D oyl Ak> — G0 —0. (3.15)

By assumption (f) the divisor D — Ky — Ziﬂ Ay is big and nef and hence
0= h°(z, Or(—D+Ky + Z;=1Ak)) = hZ(Z,Oz(D _ Z;=1Ak)).
Thus the long exact cohomology sequence of (3.15) gives
H' (Z» Ixoz (D — PR Ak)) — H'(A,G) — o0,
and
h'(A,6%) < h' (5, Txe/e (D — TiA))

However, by assumption (b) the latter is just one.
Step 5: h'(A;,Gi) < 1+ deg(Xi_1NA;) —deg (X?).
We note that G; — G2, and thus

ho(A, Gi) < h°(A, GY).
But then

h'(A, G) h'(A;, G9) — deg (X?) + deg(X; 1 N A;)

<
~ Step 2/3
1 —deg (X?) +deg(X; 1 NAy).

<
~ Step 4
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Step 6: Finish the proof.

Taking into account, that h'(Z,G;) = h'(A;, G;), since G; is concentrated on
A; (cf. [Har77] 111.2.10), the first inequality follows from Step 1, while the
second inequality is a consequence of Step 5 and the last inequality follows
from assumption (c). O

In the Lemmata 3.3, 3.4 and 3.6 we consider special classes of surfaces which
allow us to do the necessary estimations in order to finally derive

m

Z (#Xg — dim |A1|1) > h] (Z, jxo/z(D)) .

i=1

We first consider surfaces with Picard number one.

3.3 Lemma
Let ¥ be a surface such that?

1) NS(&)=L-7Z,
(ii)) h'(Z,C) =0, whenever C is effective.

Let D € Div(X) and Xy C X a zero-dimensional scheme satisfying (0)—(3) from
Lemma 3.1 and
(1+M)Z-L2

2
@ %: (deg(Xoz))" <v-(D—Ks)? where Y = 7o Y rmax(o,2 ke D762

Then, using the notation of Lemma 3.1 and setting Xs = Ji"; X%,
W' (5, Fo/r(D)) + Y (hO(Z, 0(A0) = 1) < #Xs.
i=1

Proof: We note that by Lemma E.1 we may assume that L is ample. We fix
the following notation:

D~gd-L, Ky~gk-L, Ai~g8-L, andl=+V12>0.
Furthermore, we set

x(0x) + K43 if k > 0,

_ 4x(0s)+max{0,2-Ks L}4+6-12 12 20
*= AL ) xos) 3 :
7 3 if k <0,
2
and thus y = @.

Step 1: X satisfies the assumption (*) of Lemma 3.1.

Ifc-L ~, C C Xis effective, then in particular c = le -C.L > 0, and thus C is
ample, in particular nef. Hence (¥*) in Lemma 3.1 is fulfilled.

Step 2: YT, 5; - 1< 0t [ gog(x(), by (3.1).

3By Lemma E.1 we may assume w. 1. 0. g. that L is ample. — Remember that #Xs is the
number of points in the support of Xs.
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Step 8: h! (I, 7, (D)) < (k- £ &) - P+ 5 (X0 8+ 1% 82) - 2+ m.

By Lemma 3.2 we know:

R (L, T (D) < X0 (A (Ks+ Ziy A +1)
= Yo (kX 8) - PAm
= (k- X8 P (X0 Xa 8- 8) - P+ m
= (- XT8) P4 3((Z08) + 50 8) B+m.

Step 4: Y1y (RO(Z,05(A)) = 1) <m- (x(O5) = 1) + 5 - X1, 82— =2 X 6.
Since A; is effective by (ii), h'(Z, A;) = 0. Hence by Riemann-Roch

2 .
hO(E, Ay < x(O5(A) = 2 Ke

x(Ox).
This implies
> (ho(z> Ox(AY) — 1) < —m+4+m-x(Og) +3 Y (A7 — Kr.Ay)
= m- (x(0z) —1) + %Zi] 5% — K_zLZZIL Os.
Step 5: Finish the proof.

In the following consideration we use the facts that

m 2 m m 2 m m 2
m < (Z 61) ;) &< (Z 5i> , ) &< (Z 51) , (3.16)
i=1 i=1 i=1 i=1

i=1

and that
deg(Xs) < deg(Xo) < B - (d—«k)%-1% (3.17)

We thus get:
(£, 75, (D)) + X (h°(Z, 0x(a0) ~1)
m-x(Og) +12- 31", 87 + .<12 i it % (X 61)2

<
~Step3/4
m 2 (d—«)-1 (d—«)212
Sei & (L2 8) Ssiepz & < 2 \/ i _deg(XS))
2 2
< o [d—z)Z.LZ_((d—z)Z.LZ_deg(Xs)) W Z-deg(Xs])
- (dEK)-L+\/(d—§)2-L2 _deg(Xs) (de]-H\/(d—K]Z-12—4-deg(X5)

x 2 2
Som ( \/ﬁ44) — (deg(xs))" = Tty - (Loex deg(Xs.)

2

S y-(gi(lS(z) Zzezdeg(XSZ) S Y.(gi(]iz]z'zzezdeg(xo,z)z <(4) #XS-
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The second class of surfaces which we consider, are products of curves. We
use the notation of Section G.b.

3.4 Lemma

Let Cy and C; be two smooth projective curves of genera g, and g, respectively
with g1 > g> > 0, such that for £ = Cy x C, the Néron—Severi group is NS(Z) =
CiZ @ CyZ, and let D € Div(X) such that D ~, aCy + bC, with a > max{2g, —
2,2—2g>} and b > max{2g; — 2,2 — 2g1}. Suppose moreover that Xy C L is a
zero-dimensional scheme satisfying (1)—(3) from Lemma 3.1 and

4) > (deg(Xo‘Z))z < v-(D—Kg)
z€X

where vy may be taken from the following table with « = gjggfﬁ > 0.

a1 02 Y
o 0 >
1
1 0 max{32,2x}
>21 0 ]

= max{24+16g1,4g7 «}

1
1 ] max {32,2&,% }

>2|>1 : 1
max{z4+1sg1+1692,4g1a,%}

Then, using the notation of Lemma 3.1 and setting* Xs = ", X,

R (5, 5 (D)) + ) (R(Z, 0s(A)) — 1) < #Xs.
i=1

Proof: Then Ky ~, (29, —2) - C1 4+ (291 — 2) - C, and we fix the notation:
Ai ~q a;Cy + biCo.

Step 1: X satisfies the assumption (*) of Lemma 3.1 by Lemma G.7. Moreover,
due to the assumptions on a and b we know that D — Ky is ample and D + Ky
is nef, i. e. (0) in Lemma 3.1 is fulfilled as well.

Step 2a: (2=29212) . ™ b, 4 (220E2) L § g, < deg(Xs).

Let us notice first that the strict inequality “<” in Lemma 3.1 (e) for ample
divisors H comes down to “<” for nef divisors H. We may apply this for H = C;
and H = C; and deduce the following inequalities:

Og(D—KZ—ZAk—Ai>.C1=b—291+2—Zbk—bi, (3.18)

k=1 k=1

4Remember that #Xs is the number of points in the support of Xs.
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and
i i
Og(D—Kz—ZAk—Ai) Co=a-20+2—) ax—ai (3.19)
k=1 k=1
For the following consideration we choose iy, jo € {1,..., m} such that a;; > a;

foralli=1,... mandb;, > b;forallj=1,..., m. Then

io
a—20+2> ) av+ @, > 2a;, > 2aq (3.20)
k=1
and
jo
b—2g1+2> ) by +bj, > 2b;, > 2b; (3.21)
k=1

for alli,j=1,..., m, and we finally get

deg(Xs) = X ydeg(X)) > 03T (D-Ke— Xig M)A
= (D —Ks). 221 Ay — Z]gkgigl A.A;
= D-Ks). X5 A -3 X0 A -3 (X0, Ai)z
= (a=202+2) Y 5 bi+ (b-201+2) Y Do — Y Dyabi— Y5 a0 by
Z 5.18)/(3.19) SRy Lo+ Y e+ (L actam) - X b
+3 (X bitbn) Y- Y N abi - Y a Y b
= %Z{Z]bi"‘ %Z{ll at+ YT+ Y T a— Y b
> oo ey o Dbt 3 X 20+ B Y a3 3 T 205y
+ Y Db+ bTm dihiai— Y 5 aib;

a—2gy+2 m . b—2g1+2 m .
> ) b+ R L a

m m 2
Step 2b: 3 " ai- Y 1 by < by - (deg(Xs))
Using Step 2a we deduce
2
(deg(Xs))z > (W : ZIZ] ai + # ) ZIZ] bi)

4.(a—2g2+2)-(b—2g71+2) m . m .
2 16 s @it by

D—Ky)?
= | 8Z) 'Zit]ai'Z{T;]bi-

Step 2¢: Y ", a; < (D—Ky)? ( 8l 5)) 2 i1 bi

8 -(deg(Xs))z, else.

(D—Kx)?
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If } %, by = 0, then the same consideration as in Step 2a shows

deg(Xs) > (b—2¢1+2)- ) ai>0,

i=1

and thus

2
ot $ a2 (S o) < (de?

i=1
If ), by #0, then by Step 2b

m

Za1<Za1 thé D—Kz)? K (deg(XS)) .

=1

(deg(Xs)) , if Y e =0,

Step 2d: Y ", b; <{ P~ T
(deg(Xg)) . else.

(DK

This is proved in the same way as Step 2c.

Step 3: h!(Z, Jx,(D )<ZZ aIZb +291—2)Y ai+(292—2) Y b; +m.
=i =

i=1 i=1

The following sequence of inequalities is due to Lemma 3.2 and the fact that
A A; > 0 for any i,j € {1,...,m}:
( » Ix,o (D ) < ZL 1( (KZ+Z%<=1AR)+]>
= K- 2 5 A+ Z]gkgigm A A +m
< Ke- XA+ (X8 Ai)z +m
= 2g1-2)- ) ai+(292-2)- Y5 by +2-3 Tai- Y b+ m.
Step 4: We find the estimation Y ", (ho (Z,05(Ay) — 1) < B, where

;

Zin;]ai'zzilbi'{'zglbi’ ifgi=1,92=0,
Yyai-ytybi—m, ifgi=1,0=1,3i : a;,b;, >0,
>hai+ Yt bi—m, ifgi=1,g=1,Vi: aiby =0,
Dl 2Lty iai+ 3 Dby, else.

\

In general by Corollary G.9 h°(Z, Os(A;)) < aiby + a; + by + 1, while if g; =
1,92 = 0 by Lemma G.5 we have h°(Z, Oz (A;)) = a;b; + by + 1. It thus only
remains to consider the case gy = g, = 1.

Applying Lemma G.15 we get

> RO(Z,0:(A)) = ) abi+ ) bi+ Z a.
i=1

ai,bi>0 a;=0
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If always either a; or b; is zero, we are done. Otherwise there exists some
ip € {1,..., m} such that a;, # 0 # b;,. Then looking at the right hand side we
see

iho(Z)OZ(AL))S Z alb +a10 Zb +b10 ZQLSZQL Zb
i=1 i

ai,bi>0 a;=0

Step 5: Finish the proof.

Using Step 3 and Step 4, and taking m < } ™, a; + b; into account, we get
h'(Z, 7 (D)) + X, (ho(}:, Os(A;)) — 1) < B’, where 3’ may be chosen as

322] ai.Z:;] bi’ lfg] :O) 92:O>
B’ = 3'221%'2211’1‘1‘221“% ifgr=1,0,=0,
3-2 e Xty bit+2g1- Y Nai+2g2- 3 5 by, if g1 > 2,92 > 0.

For the case g1 = g» = 1 we take a closer look. We find at once the following
upper bounds B” for h' (%, Jx, (D)) + > 2, (ho (Z,05(4A) — 1)

3 . ZIT;] a; - ZE] bi, 1fE| io . aiobio # O,
2. ZE] a; - le bi + ZE] a; + ZE] bi, ifVi: aibi =0.
Considering now the cases > ", a; #0# Y ", by, > "ya;=0and Y ", b; =0,
we can replace these by

4. 221 ai - 221 by, if 221 a; #0# 221 by,
B” < [3, = ZTT:] ai, if ZIT;] bi = O,

> by, if ¥ " a;=0.

Applying now the results of Step 2 in all cases we get

B”:

W (L, (D)) + X (R(5,05(80) = 1) < B < 5l - (deg(Xs))?
= oty (Laerdeg(Xsy))’ < o - 3 deg(Xs.)?

#X 2
<y Leerdeg(Xo2)? < #Xs.

3.5 Remark
Lemma 3.4, and hence Theorem 2.3 could easily be generalised to other sur-
faces X with irreducible curves C;, C, C X such that

NS(Z) = C1Z @ C,Z with intersection matrix (§]) (3.22)
once we have an estimation similar to
ho(Z,aCi+bCy) <ab+a+b+1

for an effective divisor aC; + bC,.
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With a number of small modifications we are even able to adapt it in the
following lemma in the case of geometrically ruled surfaces with non-positive
invariant e although the intersection pairing looks more complicated.

The problem with arbitrary geometrically ruled surfaces is the existence of
the section with negative self-intersection, once the invariant e > 0, since
then the proof of Lemma 3.1 no longer works.

In the following lemma we use the notation of Section G.a.

3.6 Lemma

Let m : £ — C be a geometrically ruled surface with invariant e < 0 and
g =9g(C), and let D € Div(X) such that D ~, aCo+bFwith a > 2, b > 2g—-2+5,
and if g = 0 then b > 2. Suppose moreover that X, C X is a zero-dimensional
scheme satisfying (1)—(3) from Lemma 3.1 and

4 > (deg(Xo‘Z))z < v-(D—=XKs)?

z€X
where 'y may be taken from the following table with « = ﬁ > 0.
—20-73
g € Y
1
0] © >4
1
1 0 max{24,2x«}

1| —1 1 ! ;
max { min {3O+K6+4oc,40+9oc} ,730(}

1
2 2 0 max{24+16g,4ga}

>2<0 ! ]
max { min {24+16979eoc,18+16979eoc7£ } ,4gocf9eoc}

Then, using the notation of Lemma 3.1 and setting® Xs = Ji"; X?,
h' (%, (D)) + Y (hO(Z, 0x(A0) — 1) < #Xs.
i1

Proof: Remember that the Néron—Severi group of X is generated by a section
Co of 7 and a fibre F with intersection pairing given by (¢}). Then Kz ~,
—2Co + (2g — 2 — e) - F and we fix the notation:

Ai ~a CLiCo + blF
Note that by Lemma G.1 we have
(1120 and b{ = bi—g(lizo.

Finally we set ky =a+2and k, =b+2—2g — % and get

(D—Kg)P>=—e-(a+2)?+2-(a+2)-(b+2+e—2g)=2-Kk1-k. (3.23)

5Remember that #Xs is the number of points in the support of Xs.
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Step 1: By Lemma G.1 I satisfies the assumption (*) of Lemma 3.1, and by
the assumptions on a and b we know that D — Ky is ample and D + Ky is nef,
that is, (0) in Lemma 3.1 is fulfilled.

Step 2a: 51 - Y " b/ 4+ 2> a; < deg(Xs).

Let us notice first that the strict inequality “<” in Lemma 3.1 (e) for ample
divisors H comes down to “<” for nef divisors H. We may apply this for H =
Co+ 5 -Fand H =F and deduce the following inequalities:

Og(D—KZ—ZAk—Ai>.(Co+§F)=K2—Zb{<—b{, (3.24)
k=1 k=1
and
og(D—KZ—ZAk—Ai) F=x—) a—a. (3.25)
k=1 k=1
For the following consideration we choose io,jo € {1,..., m} such that a;; > a;

foralli=1,...,mand bj >bjforallj=1,...,m. Then

io

K12> ) @t ay, > 2a;, > 20 (3.26)
k=1
and
jo
k2> ) bi+bj >2b/ >2b; (3.27)
k=1

for alli,j=1,..., m, and we finally get

deg(Xs) = Y ydeg(X)) > = 31 (D—Ke— 3 A0)A

= (D—Ky). 221 Ay — Z]gkgig] Ar.A;

= (D —Kg). ZE] A — % Zl] Aiz - %(le Ai)z

= K-y btk Y a3t b =3 a3 T b

2 (3.24)/ (3.25) Fo b+ F - Y ety (I et am) - X by

+% ) (le bi + bwln) ) ZIL ai — ZIL aib{ — ZITL ai - ZE] by

= 9 ITLb+F I+ I b+ T e T aib]

Z(3.26)/(3.27) £ TIibit T Zm Zab{ + 7 PRI 4 Zm Zasb;
S D RLIEE ) AT ST

> G X b+l e
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Step 2b: Y ", ai- Y, b/ < =8 (deg(Xs))’.

Using Step 2a and taking (3.23) into account, we deduce

(deg(XS))zz(% Z Zl 2 ) > ]6 ) Z Zb'.

N2
Step 2c: (Z ai) < (Dﬁ"‘z)z(deg(xs ) and (Zb) < W(deg(Xg)) .

i=1

This follows from the following inequality with the aid of Step 2a and (3.23),

(deg(Xs)* > (- Ta)’ + (5 - ZEbd)’
> B (D) 2 (T0e)”

m 2 . de X ) 2) if nl b’ _ O)
Step 2d: > q; < { (D—Kx)2 ( g(Xs ) D i b
i=1

PRk (deg(XS))z) else.

Ify ™, b/=0,i.e.b/=0foralli=1,...,m, then the same consideration as
in Step 2a shows

deg(Xs) > k2- ) a,

i=1

and thus

o $ 0 ($a) < (o

If Y ", b! #0, then by Step 2b
Za1<Za1 Zb'_ ;- (deg(Xs))”.

Step 3: h!(Z, Jx, (D)) <2- Zal Zb’ (29 —2) ZaL—Z Zb + m.

i=1

By Lemma 3.2 and since A;.A; > 0 for any i,j € {1,..., m} we have:

h(L 5% (D) < YT (A (Ks+Zi A +1)
< KZ‘ZElAi"*’(Z?;]Ai) +m
= (29-2)- Y Tiai—2-3 50 +2- 3 Tra- 3 5 b+ m

Step 4a: If e = 0, we find the estimation

;

Sa-Ybl4+Ybl-m,  ifg=13" bl #£0,
=1 i= i=
> (n(50:(a0)-1) <4 Ta Y b+ b=0 ifg=13Ib=0,
i=1 =1 i=1 i=1
> ai-) bi+ Z Ct1+va for g arbitrary.
[ i=1 i =
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We note that in this case b; = b/ and that b] = 0 thus implies a; > 0. By
Corollary G.5 we have
a;b! + b/, ifg=1,b{ >0,
ho(Z,05(A)) <% ab/+bl+1=1, ifg=10b=0,
a;b{ +a;+b{+1, else.

The results for g arbitrary respectively g = 1 and } ", b/ = 0 thus follow right
away. If, however, some b{ > 0, then

Z aib]- > bio Z a; > #{bml | bll = O}
iA i#lo

and hence
h(z, 05 (A Zalb’-l—Zb’-l—#{b | b/ =0}
m m
_Zal Zb{+Zb'+#{b b =0} — Zalb'<Zal Zb’-l—Zb’
=1 i=1 i#)

Step 4b: If e < 0, we give several upper bounds for § = }_ (ho (£,05(Ay)) —1):
iz

( m m m 2 m m
15 0 3 b +%<Zb) ;(Zai) 1l T b ifg =T,
i i i=1 i=1

i=1

m m m m m 2
B <K ZaiZb{-}—Zai-l—Zb{—%(Zai) , for g arbitrary.

m m m m m 2
%Zaizb{-l-zarl—Zb{—g—g(Zal) (Zb) , g arbitrary.
. . . Z 1

If g is arbitrary, the claim follows since by Corollary G.5 we have
ho(Z,0:(A) < b+ ai+b/+1—% - a?

and

hO(Z,0:(A)) < T-abi+ai+bf+1—2.a2 — L. b/
Ifg=1,thene = —1and b’ =b + §. We may once more apply Corollary G.5
and see that in any case

hO(Z, 05 (A) < aiby+ by + 1 4 Sletl) y bulbe 1
=l ab/+1-b2+ 1 al+ )+ 1Bl 4T,

which finishes the case g = 1.

Step 5: In this last step we gather the information from the previous investi-
gations and finish the proof considering a bunch of different cases.
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Using Step 3 and Step 4 and taking } [, a; + b/ < m into account, we get the
following upper bounds for 3’ = h'(£, Jx, (D)) + >, <h° (Z,05(Ay) — 1)

m m

3

i=1

gaii;b

+ 29 Z ai,
i=1

b{>z+%(§

i=1

#3(2
i=1

Applying now the results of Step 2b-2d we get

B-(D ks )2
(deg(xs))

Hence we have

;

24,

B"(D*KZ]Z <
(degixs))” <

;

24

)

24,
2w,

min {30 + & + 4, 40 + 9a},

—_

Fo
24 + Teg,

4ga,

min {24 4+ 16g — 9ex, 18 + 16g — Yexx —

4gx — e,

max{24, 2},

max{24 + 16g,4gu}

_ 1
2e

2
Cli) +

ife =0,
ife <0,

" 2

(Zb{) , ife<0,

i=

ife=0,g=1,) bl #0,
i=1

m
ife=0,g=1% b/ =0,
i=1

?T.Z]ai’ ife<0,g=1.
i=

if g =0,
ifg=1,e=0,) b/ #0,
i=1
ifg=1e=0,) b/=0,
i=
ifg=1e<0,) bl #0,
i=1
ifg=1,e<0,) b/=0,
ﬂ:n‘
ifg>2e=0,3 b{#0,
1;1
ifg>2e=0,) b/=0,
i

16

ex )

ifg>2,e<0,y bl #0,
i=1

m
ifg>2e<0Y b/ =0.
i=1

if g =0,
ifg=1,e=0,

max { min {30 + X + 4,40+ 9a}, Yar}, if g=1,e <0,

ifg>2e=0,

max{min {24+ 16g — 9ex, 18+ 16g — 9exx — g},élgoc—?ecx},

ifg>2e<0.
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We thus finally get

h' (£, Jx, (D )+ZL1(hO(Z Os(A ))—1) = B’ < (DiK (deg(Xg))

= ot (Loerdeg(Xsy))” < 2 Y, deg(Xs.)?

#X
S Wﬁ Zzezdeg(XOZ) <(4) #XS.

O

It remains to show, that the inequality which we derived in the above cases
cannot hold.

3.7 Lemma

Let D € Div(Y), &,...,S; be pairwise distinct topological or analytical sin-
gularity types and ki,...,k. € N\ {0}. Suppose that VI ™(k:iS1,...,k:S;) is
non-empty.

Then there exists no curve® C € V{i(kiSr, ..., k.S, J\NVE™(kiSh, ..o, keSr) such
that for the zero-dimensional scheme X, = X&, (C) respectively X, = X5 (C)

there exist curves Ay,...,A,, C L and zero-dimensional locally complete inter-
sections X2 C Xi_q fori=1,...,m, where X; = Xi_1 : Ay fori =1,...,m such
that Xs = |Jio; X? satisfies

R (Z, Jx, (D +Z( (£,05(40) = 1) < #Xs. (3.28)

Proof: Throughout the proof we use the notation V' = Vl%mq S, kS
and Vwr fix _ vwr ﬁx(k] 51 . ,krsr).

Suppose there exists a curve C € V" \ Vimnfix gatisfying the assumption of
the Lemma, and let V* be the irreducible component of V" containing C.
Moreover, let Co € Vimfix,

We consider in the following the morphism

Q= 0p (kS ..., kS) : Vo (kiSh, ..., kS,) = Sym“ F (D) = B
from Definition 1.2.15.
Step 1: h°(Z, Jx:,_(co)/z(D)) = h°(Z, Ix:,_(c)y=(D)) — h'(Z, Ixs,_(c)/z(D)).
By the choice of Cy, we have

0 =H'(L, Fxs, (coyy=(D)) = H'(Z,05(D)) — H'(L,0x:_(c,)(D)) =0,

and thus D is non-special, i. e. h'(Z, Os(D)) = 0. But then

) =
hO(Z, Jx;,(co/z(D)) = h(Z,0x(D)) — deg (Xi,(Co))
= ho(Z,0x(D)) — deg (X3, (C))
= h%(Z, JIx;_(c)z(D)) —h!(Z, Ix:,_(c)z(D)).

6For a subset U C V of a topological space V we denote by U the closure of Uin V.
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Step 2: h'(Z, Jx:,_(c)(D)) > codimg (CD(V*))

Suppose the contrary, that is dim (CD(V*)) < dim(B) — h'(Z, Ix:, (c)/=(D)),

fix

then by Step 1, Remark 1.2.14 and Equation (I1.2.3) in Remark 1.2.16
dim (V*) < dim (@(V*)) +dim (@'(2(C)))
< dim(B) — h'(Z, Jx;, (c)/=(D)) + h(Z, Ix:, (c)=(D)) — 1
= 2-(ki+...+ k) +ho(Z, T (co)z(D)) — 1 =dim (V™)
However, any irreducible component of V'™ has at least the expected dimen-
sion dim (V'™f¥) which gives a contradiction.

Step 3: codimp (@(V*)) > #Xs — Y i, dim |A;.

The existence of the subschemes X¢ C X3, (C) N A; imposes at least #X? —
dim |A;|; conditions on X};, (C) and increases thus the codimension of ®@ (V*) by
the same number.

Step 4: Derive a contradiction.

Collecting the results we derive the following contradiction:

1
h'(Z, Ix:._(c)(D)) 2Step 2

codimp <(D (V*))
#Xs — ) 1o, dim [A > h' (Z, 7. (c)(D)).

>
—Step 3 fix
0]

(3.28)

The following two lemmata provide conditions which ensure that V™9 and
Vimiix share some dense subset V", and thus that V™9 is dense in V™ fx,

3.8 Lemma
Let Sy,...,S; be topological or analytical singularity types, let D € Div(X) and
let VU™ = VH(&, vy S

There exists a very general subset U C I such that” Vi™ = VI (S1,...,8;) =
{CeV™|ze U, (Cz)~S;,i=1,...,1}is dense in VI ™(S,...,8,).
Proof: This follows from Remark 1.2.16 (b). O

3.9 Lemma
With the notation of Lemma 3.8 we assume that

(@ (D—Ke2>2-Y5, (vi(s)+1)%
(b) (D—Kg).B>max{v*(S)|i=1,...,7}, and
(¢c) D —Kg is nef.

Then there exists a very general subset U C X" such that V™ C
VOIS, S

"Here ~ means either topological equivalence ~, or contact equivalence ~c.
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Proof: By Theorem II.1.1 we know that there is a very general subset U C "
such that for z € Uand v = (v*(Sy),...,v*(S,)) we have

h' (Z’ jX(x;;)/Z(D)) =0.
However, if C € V¥ and z € U with (C, z;) ~ S;, then by the definition of v*(S;)
we have
Ixivz)/z = Ix(©)/5,
and hence the vanishing of H'(Z, Jx(vz)s(D)) implies h'(Z, Jx(c)/=(D)) = 0,
i.e. C e vimreg, O

In Section 4 we would like to combine the irreducibility results with the ex-
istence results from Chapter III. Due to the following lemma this basically
comes down to show that for a suitable very ample line bundle L we have
(cf. Corollary II1.2.4)

v-(D—-Ks)*<1-(D—-Kz—1)=% (3.29)

1
2
3.10 Lemma
Let S be a topological or analytical singularity type, then
(e°(8) +1)° < (T°(8) +2)%.

Proof: Let us first consider the case that S is a simple singularity. Then

e’ (8) = e*(S) = e(S), u(S) =1(S) =1%(5) =7(8), r(S) <mult(S) <3
and thus

25(8S)=w(S)+r(S)—1<wS)+2=1(S) + 2.

But then, once T (S) > 5, we have

(e(S) +1)2 < &8 .5(8) < B, - (7°(8) + 2)* < (T°(8) + 2)%,

while for m(S) < 4, that is for S € {A;, A3, A3, A4, D4} we know e*(S) precisely
and the inequality is fulfilled as well. (Cf. Remark I11.2.2.)
We may thus suppose that S is not simple, i. e. mod(S) > 1.

Let us first consider the case of a topological singularity type. A simple calcu-
lation shows that for 1°¢(S;) > 9 we always have

635 . 1e3(8;) < (1°(8) +2)°.

Moreover, from Remark II1.2.2 and Remark 1.2.3 we thus deduce
(e5(8)+1)* < 8B.5(8) < B .1%5(8y) < (1°(8) + 2)°

However, there is only one non-simple topological singularity type with
T%(S;) < 8, namely Xo, that is four lines through one point (cf. Remark 1.2.4).
But then

and thus again
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We, therefore may turn to the case of non-simple analytical singularity types.
Since S is not simple, we know that mult(S) > 3 and p(S) > t(S) > 9. More-
over, we have

27(8) > 21%(8S) > k(S) = u(S) + mult(S) — 1,

and thus
w(S) < 21(8) —mult(S) + 1 < 21(S) — 2.
Thus, once 1(S) > 13, we have due to Remark II1.2.2
(e4(8) + 1) < 9u(8) < 187(8) — 18 < (T(S) +2)°,
and we may suppose that 9 < 1(S) < 12.
Let us first consider the case that mod(S) € {1,2}. Then

w(S) < 1(8) + mod(8S) < 1(8S) + 2,
and hence
(e2(S) +1)2 < 9u(8) < 9- (1(8) +2) < (t(S) +2)°.

It thus remains to consider the case mod(S) > 3, and therefore we also have
u(S) > 16 (cf. Remark 1.2.4). If mod(S) = 3, then t(S) > u(S) — mod(S) >
16 — 3 = 13 and we are done. Thus indeed mod(S) > 4.

We do the remaining part be considering the cases mult(S) > 5, mult(S) =4
and mult(S) = 3 seperately.

If mult(S) > 5, then

2(S) > u(S) + m;lt(S) —1 > 1651
and therefore

(e%(S) +1)2 < 9u(8) < 9- (21(8) —4) < (1(8) +2)°.

If mult(S) = 4, then by Remark 1.2.4 u(S) > 22 and therefore we are done by
the following inequality:

1S) > u(S) —I-m;ﬂt(S) —1 > 22+244 _ 12%.
If, finally mult(S) = 3, then u(S) > 28 and by the same reasoning we see that
T(8) > 15 and this finishes the proof. O

4. Examples

4.a. The Classical Case - ~ = P?

Since any curve in P2 is non-special and since the Picard number is of course
one, the assumptions of Theorem 2.1 are fulfilled. In view of Remark 2.2 the
theorem thus reads in this situation.
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2.1a Theorem
Let d > 3, L C P? aline, and let Sy, ...,S, be topological or analytical singu-
larity types.

Suppose that
S (TS +2)" < X (d+3)% (2.42)
i=1

Then Vﬁ{{l(&, ..., 8;) is non-empty, irreducible and T-smooth.

Proof: It remains to show that Vli({{‘(&, ..., &) 1s not empty and T-smooth.
However, since d > 3 we have

N (d+3)<i-(d+2)<d®+6d

and, in view of Lemma 3.10, Corollary III.2.4 applies, as does Theo-
rem IV.1.1a. O

Many authors were concerned with the question in the case of nodes and
cusps, or of nodes and one more complicated singularity, or simply of ordi-
nary multiple points — cf. e. g. [Sev21, BrG81, ArC83, Har85b, Kan89a,
Kan89b, Ran89, Shu91lb, Shu9la, Bar93a, Shu94, Shu96b, Shu96a,
Wal96, GLS98a, GLS98b, Los98, Bru99, GLS00]. Using particularly de-
signed techniques they get of course better results than we may expect to.

The best general results in this case can be found in [GLS00] (see also [L.os98]
Corollary 6.1). Given a plane curve of degree d, omitting nodes and cusps,
they get

> (T(S) +2)l< 2. @
i=1

as main irreducibility condition. The coefficients differ by a factor of about 3.

4.b. Geometrically Ruled Surfaces

Throughout this section we use the notation of Section G.a. In particular,
m: X — C is geometrically ruled surface with g = g(C).

In [Ran89] and in [GLS98a] the case of nodal curves on the Hirzebruch sur-
face Iy is treated, since this is just PZ blown up in one point. IF; is an example
of a geometrically ruled surface with invariant e = 1 > 0, a case which we can-
not treat with the above methods, due to the section with self-intersection —1.

So far, we are only able to give a general result for geometrically ruled sur-
faces with invariant e < 0 — see Theorem 2.4. In the case where g = 0,
i. e. where I is rational, Fy = P} x P! is the only surface for which we get any
result; and if g = 1, by [Har77] V.2.15 we get apart form the product C x P,
precisely two other surfaces — one with invariant e = 0 and one with e = —1.
For g > 2 the classes become larger.
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2.4b Theorem
Let t: £ — C be a geometrically ruled surface with e < 0.

Let Sy,...,S, be topological or analytical singularity types, and let D € Div(Z)
such that D ~, aCo —I—bF with a > max {1,v*(8) —2 | i =1,...,7}, and, if
g=0b>max{1,v*(S)—2|i=1,...,7}, whileif g >0,b>2g — 2+ <.

Suppose that

T

Y (TS)+2)° < v (D—Ks), (2.6b)
i=1
where y may be taken from the following table with « = bz‘}% > 0.
2
g e Y Y, if o =1
0| o 2 2
1 0 1 L
max{24,2} 24

1] —1 ! L
max { min {3O+%6+4oc,40+9¢x} ,%a}

1 1
2 2 0 max{24+16g,4gx} 24+16g
>2|<0 !

max { min {24+169—9eoc,18+169—9e¢x—£ } ,4g¢x—9ecx}

Then either VH(S], ..., S;) is empty or irreducible of the expected dimension.

Addendum 1: If we moreover suppose that a > e*(S;) and b > max {Zg -2+
€13 (1-£),20-24+%S+(1+%)+e(S)+1}, 1=1,ifg=0andelse 1 > 2
such that such that L = Cy+1F is very ample, then VH(S'], ..., S;) is non-empty.

Addendum 2: Ifg=0,e=0,2.a<b< ¥ -qorifg=1e=0b< Z.a+2,

then VIi(Sy, . ..,8;) is also T-smooth.

Proof: First of all we note that for g > 0 we have
(T(S) +2) < & - (D—Ke) = (b+2 29— %)°,
and thus
b+2-2g9—%>1(8) +2>v(S).
Therefore, the conditions of Theorem 2.4 are fulfilled.

Addendum 2 follows from Corollary IV.2.2 and Corollary IV.2.5, since by the
assumptions on a and b we haveforg=0=¢e

(D—Ks) =5 (a+2)-(b+2) < 4ab+4a+4b—a>— b’
respectlvely forg=Tande=0wehavebe [1,a+VaZ+4a+2[ and

1 (D —Kg) = &5 - (ab+2b) < 2ab + 4b — b2,

It remains to prove Addendum 1 with the aid of Corollary I11.2.4.
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The assumptions on b can be reformulated as

b—2g+2—%>3.(1-¢) (4.1)

and

(D—L—-Kz).Co=b—2g+2—ae—1>e"(S) + 1.
Since moreover (D — L —Kg).F=a+ 1 > e*(S;), Condition (II1.2.4) is satisfied,
and at the same time

(D-L—-Kg)L=(D—-L—Ks).Co+1-(D—L—Ks).F
>e*(S)+1+1(e(S)+1) >2-e(S) +2 > e*(S) + 2,
which implies Condition (II1.2.5). From (4.1) we deduce that

b—Zg—i—Z-i—e—lZaT“-e,

and hence, since also a+1 > 0, D—L—Kj5 is nef. It remains to verify Condition
(IT1.2.3), which in view of Lemma 3.10 and y < 2‘—4 comes down to

21 (D—K;5)? < 3(D =Kz — L)%
We note that due to a > 2 we have

b—2g+2-% <2 (b_2942— %) =1.(D—K;)?

and by (4.1) we get
(a+1)-(1=%)<3-(a+1)-(b—2g+2— %) <] - (D—Kg)

These two results then give

(D—Kg—L)2 = 1(D—Kg)’— (b—29+2—“7e (a+1)-(1—§)) > 1. (D—Kg)
which finishes the proof. O

In the case g = 0, that is when £ = P] x P/, we are in the lucky situation that
the constant y does not at all depend on the chosen divisor D, while in the case
g > 1 the ratio of a and b is involved in y. This means that an asymptotical
behaviour can only be examined if the ratio remains unchanged.

If ¥ is a product C x P the constant y here is the same as in Section 4.c.

Because of the importance of the case P! x P! we would like to formulate the
result for this surface separatly once more in a slightly weaker form, replacing
v*(S;) and e*(S;) by T (S;) + 1, which is an upper bound for both of them.

4.1 Corollary
Let L =Fo =P x P!, &,...,8, be topological or analytical singularity types
and D € Div(X) such that D ~, aCy + bF with a,b > t*(S) + 1 fori=1,..., .

Suppose that

Z (T*(S) +2)2 < L-(D-Kg)’=%-(a+2)- (b+2). (2.6b)

i=1
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Then Vﬂ(&, ..., S;) is non-empty, irreducible and of the expected dimension.
Addendum: If, moreover, 2 - a <b < % - q, then VIS, ..., 8,) is T-smooth.

4.c. Products of Curves

Throughout this section we use the notation of Section G.b. In particular,
Y = Cy x C; where C; and C; are smooth projective curves over C of genera g,
and g, respectively.

For a generic choice of C; and C, the Néron—Severi group NS(X) is two-
dimensional by Proposition G.12. Thus Theorem 2.3 gives the following result
for a generic product surface.

2.3c Theorem

Let Cqy and C; be two smooth projective curves of genera g, and g, respectively
with g1 > g2 > 0, such that for £ = C; x C, the Néron—Severi group is NS(X) =
C1Z & C,Z.

Let Sy,...,S; be topological or analytical singularity types, and let D € Div(L)
such that D ~, aCy; + bC, with

max {1,v*(S)—2|i=1,...,r}, ifg2=0

a>
29, — 2, else,
and
b max {1,v*(8) -2 |i=1,...,7}, ifgi=0
291 —2, else.
Suppose that
Y (TS)+2)" < v (DK, (2.5¢)

i=1

where vy may be taken from the following table with « = f:ggfﬁ > 0.

a1 g2 Y Y, if =1
o 0 + <
1o TR 5

> 2 0 max{24+11691 491} m

1)1 — >
max {32,2&, P }

>2>1 L 1
- - 2441 1
max{24+1691+1692,4g1(x,4ﬂ} +1691+16g2

o4

Then either Vl%rl(&, ..., S;) is empty or irreducible of the expected dimension.
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Addendum 1: If we moreover suppose that

max {e*(S) -2 |i=1,...,7}, ifg=0
a>
29, -2+ 3, else,

and

max{e*(S;)—2|i=1,...,1}, 1 =0

b > { | } f o1
2g1—2+ 3, else,

where 1 is a positive integer such that L = 1C;y + 1C; respectively L. = C; 4 1Cy,

if g» =0, is very ample, then VH(&, ..., S;) is non-empty.

Addendum 2: If g, > 2, a=p-(g2—1),b=p-(g1 —1),i.e. D~ §-Kg, and

if we suppose that p > & - (1*(8) + 1), then V§(S1, ..., S;) is also T-smooth.

Proof: First we note that for g; > 0 we have
(T(8)+2) < - (D=Ks)* = (b+2-2g1)",
and thus
b+2—2g1 > T*(Si) +2 >’V*(Si).

Similarly, if g > 0, then a + 2 — 2g, > v*(S;). Therefore, the conditions of
Theorem 2.4 are fulfilled.

For Addendum 2 we may apply Theorem IV.1.1c and the fact that
_ 2 .
Y- (gg)ﬁéi—n <m (P-2P<g4pP<2 (pz_z'P‘ (T(8) +1)>'

It remains to prove Addendum 1 with the aid of Corollary I11.2.4. For this
we note that by Lemma 3.10 we have e*(S;) < 7(S;) + 2. But then Due to the
assumptions on a and b and the above considerations, we have that D — L — Ky
is nef and that the intersection of D — L — Ky with any irreducible curve of self-
intersection zero, that is with the fibres C; and C,, is greater than e*(S;).
Moreover,

D.L—-2g(L)+2=(D—-L—Ks).L>3-(a—2g2+2+b—2g1+2) >e*(S) +2

It therefore remains to show that Condition (II1.2.3) is satisfied, which in view
of Lemma 3.10 and y < 21—4 amounts to showing

L (a—2g,+2)-(b—2g1+2)<(a—2g,+2—1)- (b—2g1 +2—1).
This, however, is again fulfilled due to the assumptions on a and b. O
Once more, only in the case £ = P! x P! we get a constant 'y which does not
depend on the chosen divisor D, while in the remaining cases the ratio of a

and b is involved in y. This means that an asymptotical behaviour can only
be examined if the ratio remains unchanged.
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4.d. Products of Elliptic Curves

If in Section 4.c the curves C; and C, are chosen to be both elliptic curves,
then “C; and C, are generic” means precisely that they are not isogenous
(cf. p. 154). We thus get the following theorem.

2.3d Theorem

Let ¥ = Cqy x C,, where Cy and C; are two non-isogenous elliptic curves, let
Si1,..., S, be topological or analytical singularity types, and let D € Div(X)
such that D ~, aCy + bC, with a,b > 5.

Suppose that

Y (v(8)+2)° < min{, &, 2}.D2 (2.5d)

i=1

Then V35i(Sy, ..., S;) is non-empty, irreducible and T-smooth.

Proof: We note that due to Theorem IV.1.1d VH(&, ..., &S;) is T-smooth, and
thus we are done by Theorem 2.3c. O

4.e. Complete Intersection Surfaces

Throughout this section we use the notations of Section G.d.

In Proposition G.20 we show that a smooth complete intersection surface, al-
ways satisfies Condition (ii) of Theorem 2.1 for hypersurface-sections. Thus,
a complete intersection with Picard number one satisfies the assumptions of
Theorem 2.1.

2.1e Theorem
Let P? £ £ C PN be a smooth complete intersection of type (di,...,dn_2), let
H C X be a hyperplane section and suppose that the Picard number of L is one.

Let d > k = ZiN:}Zdi—N —1>0n=H =d;---dyand let Si,..., S, be
topological or analytical singularity types.

Suppose that

T

Z (T* (SL) + 2)2 < ]8-((K+3]-n—|—2x((9}:))'1212 . (d— K)Z' (2.4¢)
((3K+H)-n+6x((9z])

i=1

Then either Vﬂ%(&, ..., S;) is empty or irreducible of the expected dimension.

Proof: It remains to show k = —N — 1 + ZiN:]Z d; > 0, then in particular
dH — Ky = (d— k) - His ample and dH + Ky = (d + k) - H is nef.

Since k > 2N —4 — N — 1 = N — 5 anyway, the critical situations are N = 3
with d; < 3, and N =4 with d; = d, = 2. In these cases the surface X is either
P? or rational with a Picard number larger than one (see p. 160 and [Har77]
Ex. V.4.13). This finishes the claim. O
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By Proposition G.20 we even do know a formula for x(Os), however, the for-
mula would just become nastier.

4.f. Surfaces in P?

For a generic surface in P? we know that the Picard number is one, since
then any curve is a hypersurface section by a Theorem of Noether (see Sec-
tion G.d). Being a complete intersection, the results of Section 4.e apply for
generic hypersurfaces in P3. However, in this case the invariants involved in
the formulation are much simpler.

2.1f Theorem
Let £ C P2 be a smooth hypersurface of degree n > 4, let H C L be a hyperplane
section, and suppose that the Picard number of L is one.

Let d > n+6andlet Sy,...,S; be topological or analytical singularity types.
Suppose that

T . 3_ 2 _ n2
Y (v(8) +2)F < SRt gy g (2.40)
=1 (n3 —3n2+1 OnfG)
Then VT (Sy,...,S;) is non-empty and irreducible of the expected dimension.
[dH|

Addendum: If we, moreover, assume that d > n - (T*(Si) + 1), then
V(S ..., 8r) is T-smooth.

(n3 —3n2 +8n—6) n?

Proof: For the Addendum we note that & < 2form > 4, and

2
n3-3n2410n-6)
hence

Aot O (g g,

nd>—d-(n—4)-n- (t"(S) +1) >4d> >
(n3 —3n2+1 On—G)

and the result thus follows from Theorem IV.1.1e.

It remains to show that Vli({;”(& ,...,Sr) is non-empty, using Corollary II1.2.4.
With L = Hwe have D—L—Kyz = (d—n+3)-H, and since d > n+ 6 the divisor
D — L — Ky is nef. We thus have to verify the Conditions (II1.2.3) and (II1.2.5)
in Corollary II1.2.4. However, once (I11.2.3) is fulfilled, then

e*(S)+1 < vn-(d—n+4) < 2-v/n-(d—n+3)—1 < n-(d—n+3)—1 = D.L-2¢g(L)+1
fori=1,...,r, that is, (II1.2.5) is satisfied as well.

Taking Lemma 3.10 into account (II1.2.3) comes down to showing that

(M3-3n248n—-6)n
6 (23248 6)2 n-(d-n+4)2<ion-(d-n+3)%

(n3 —3n2+1 0n76)

We claim that the function

6 (x3 73x2+8x76) X

Y:[4,0) o R:x— 5
(x3 —3x2+1 Ox76)
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is monotonously decreasing. In order to see this, it suffices to show that the

derivative
—6-(2x0—9x%+21x* —24x3+36x—
i) = S e
for all x € [4, 00), or equivalently that 2x® —9x> +21x* —24x3 436x—36 is strictly

positive in the interval [4, c0). However, since x > 4 we get

(2x6 — 9% + 6x") + (15x" — 24x3) + (36x — 36) > 0
since each summand is strictly positive.

It follows that y(n) < y(4) = 32 for all n > 4, and it remains to show that

2. (d—n+4)72<1-(d—n+3)?

which is a fairly easy calculation, since d —mn +3 > 9. O

Note that a slightly more sophisticated investigation would have allowed to
replace the restriction d > n + 6 by d > max{n — 1, 10}.

Calculating the invariants in (2.4f) for the examples of reducible families of
irreducible nodal curves on surfaces in P? given in the introduction on page 81
we end up with

An3_2n2 _e)m2
G(n 3n‘+8n 6)121 -(d+4—n)2

(n3 —3n2+1 0n76)
<t (d+4-n)y <& (*+(@4—-n)-d+2)

<B (@4 @-n)-d+2)=9r=Y (T(A)+2)

i=1

that is, our result fits with these families.

4.g. Generic K3-Surfaces

A generic K3-surface has Picard number one (cf. Section G.e). Moreover, if
Y is a K3-surface with NS(X) = L- X and if C ~; dL is a curve in L, then by
Lemma E.1 C is ample. Thus by the Kodaira Vanishing Theorem we have
h!'(Z,C) = h'(Z,Ks + C) = 0. Hence the surface satisfies the assumptions of
Theorem 2.1.

2.1g Theorem
Let ¥ be a smooth K3-surface with NS(Z) = L-Z and set n = L2

Let d > 19 and let Sy, .. .,S; be topological or analytical singularity types.
Suppose that

Y (T(S) +2)" < ¥ g2 on (2.4g)

i=1

Then VIHIT_I(S“ ..., Sy) is irreducible and T-smooth.
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Proof: Apart from T-smoothness, it remains to prove that Vﬁ{ﬂ(& oo, Sp) 18
non-empty and as in the case of surfaces in P? for this it suffices to show that
(IT1.2.3) and (III1.2.5) in Corollary II1.2.4 are satisfied, where once again the
first condition implies the latter one due to

S)+1<yn-d<2-yn-(d=1)—-1<n-(d—1)—1=D.L—2g(L)+1.
Taking Lemma 3.10 into account it thus remains to show

54n2472n 2 1 2
Tingiap 4 < 5-(d—=1)"-n

We consider the function

54x24+72x
(11x+12)2>

Y:[0,00) 5 R:x—

which converges to % for x — oo and is actually bounded from above by this
number. It thus suffices to show

121 -d? < %'(d_”2>

which is satisfied, since d > 19.

54n?472n
iz < - O

T-smoothness follows from Theorem IV.1.1f, since
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Appendix

A. Very General Position

It is our first aim to show that if there is a curve passing through points
z1,...,2; € X in very general position with multiplicities ny,...,n,, then it can
be equimultiply deformed in its algebraic system in a good way - i. e. suitable
for Lemma I1.2.3.

For the convenience of the reader we recall the definition of a very general
subset from the Introduction.

A.1 Definition
Let X be any Zariski topological space.

We say a subset U C X is very general if it is an at most countable intersection
of open dense subsets of X.

Some statement is said to hold for points z;,...,z, € X (or z € X") in very
general position if there is a suitable very general subset U C X", contained in
the complement of the closed subvariety J; 7éj{; € X" | z; = z;}; of X", such that
the statement holds for all z € U.

In the following we suppose that ¥ C P is an embedded smooth projective
surface. We will denote by Hilby the Hilbert scheme of curves on X, and for
h € Q[x] by Hilb} the Hilbert scheme of curves on X with Hilbert polynomial
h. The latter is a projective variety, and has in particular only finitely many
connected components. If B C X is a curve with Hilbert polynomial h, then
we denote |B|, the connected component of the reduction of Hilb},} containing
B. (Cf. [Mum66] Chapter 15.)

A.2 Lemma
Let B C X be a curve, and n € INj. Then

Ven={z€X |IC€Blq : mult, (C) >niVi=1,...,7}

is a closed subset of L.

Proof:
Step 1: Show first that for n € IN

Xgn = {(C,z) € H x £| mult,(C) > n}
is a closed subset of H x X, where H := |B|,.

Being the reduction of a connected component of the Hilbert scheme Hilbs, H
is a projective variety endowed with a universal family of curves, giving rise
121
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to the following diagram of morphisms

C:UCEH{C}XC%HXZE»Z
\lpr}_l
H,

where C is an effective Cartier divisor on H x £ with Cc)yxx = C.8

Let s € H°(H x I, Onxs(C)) be a global section defining C. Then®
Xgn={n=(C,z) eHx L |sy € (m}, +mpc): Orxrn}-

We may consider a finite open affine covering of H x £ of the form {H; x U; |i €

I,j € J}, Hi C Hand U; C X open, such that C is locally on H; x U; given by one
polynomial equation, say*’

sij(a,b) =0, forae H;, bel.
It suffices to show that Xg, N (H; x U;) is closed in H; x U for all i, j.
However, forn = (C,z) = (a,b) € H; x U; we have
Sy € (m}:z + muc) - Ohxsn

if and only if
sij(a,b) =0 and
0%8i
0b”
where « is a multiindex. Thus,

(Q)b) :0» fOI‘ all |OC| S n-— 1»

0 (xSiJ'
ob”

a“si‘]‘
ob~*

Xgn N (Hi x Uj) = {(Q,b) € Hy x Uj | sij(a,b)=0=

(Q,h),vloclén—l}

is a closed subvariety of H; x U, since s;; and the (a,b) are polynomial

expressions in a and b.

Step 2: Vg, is a closed subset of .

By Step 1 fori=1,...,r the set
Xgni={(z,C) € ' x H | mult, (C) > ni} ="' x Xpp,

is a closed subset of ™ x H= ™! x H x L. Considering now

T
XB»H = ﬂ XB,n,i C——=3Y"xH

i=1
DI
8For the definition of an algebraic family of curves see [Har77] Ex. V.1.7.
dmi, = (mf, +mu.c) Onxzn/mu,c - Onxsyand C = Cycyxs is locally in z given by the
image of Sn in Oz,z = Osz,n/mH,c . OHxZ,n-
0The a and b denote coordinates on the affine ambient spaces of H; C AN+ respectively
u; C AMs,
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we find that Vg, = p(Xg,), being the image of a closed subset under a
morphism between projective varieties, is a closed subset of X" (cf. [Har77]
Ex. I1.4.4). 0

A.3 Corollary
Then the complement of the set

v=U U U Ve

BeHilby EEINB VB‘H#ZT
in X" is very general, where Hilby is the Hilbert scheme of curves on X.

In particular, there is a very general subset U C X" such that if for some z € U
there is a curve B C L with mult, (B) =n;fori=1,...,7, then forany z' € U
there is a curve B’ € |B|, with mult,,(B") > n;.

Proof: Fixing some embedding X C P* and h € Q[x], Hilb}l is a projective va-
riety and has thus only finitely many connected components. Thus the Hilbert
scheme Hilby has only a countable number of connected components, and we
have only a countable number of different Vg, where B runs through Hilby
and n through INj. By Lemma A.2 the sets Vg, are closed, hence their com-
plements X" \ Vg, are open. But then

u=x\v= (1 () (] (E\Vsn

BeHilbs EE]NB Vg ,E#ZT

is an at most countable intersection of open dense subsets of ", and is hence
very general. O

If £ is regular, i. e. the irregularity q(Z) = h'(Z, Ox) = 0, algebraic and linear
equivalence coincide, and thus Hilb} = |D|,, if D is any divisor with Hilbert
polynomial h. This makes the proofs given above a bit simpler.

A.4 Lemma
Given n € Nj and D € Pic(X), the set

Voa={z€ X |3Ce D : mult, (C) >n;}

is a closed subset of X".

Proof: Fix an affine covering £ = U; U...U Uy of £, and a basis sp,..., s, of
HO(Z, OZ(D)).

It suffices to show that Vp N (U, x ... x Uj,) is closed in Uj, x ... x U, for all
j=01,...,ir) €{1,...,k}", since those sets form an open covering of Vp .

Consider the set

Voig={(z.a) € U, x ... x Uj, X B | ap(D%so)(z:) + ... + an(D%y)(21) = 0},
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where « is a multiindex and D* denotes the corresponding differential op-
erator. This is a closed subvariety of U;, x ... x U;, x P! Thus, also the

W:.ﬂ N Veis

i=1...,7 |a<ni—1

set

is a closed subset of U;, x ... x U;, x B*. Considering now the projection to
U, x...x U

Iro

Vi e— W, x...x U, x BP

T

W, x...x

Ir)

we find that Im(p) = VN (U;, x...x Uy,) is closed in Uj, x ... x U;, (cf. [Har92]
Theorem 3.12). O

A.5 Corollary
Let ¥ be regular. Then the complement of the set

v= U U U Voa

DePic(X) NNy Vp oALT
in X' is very general.

In particular, there is a very general subset U C X" such that if for some z € U
there is a curve B C Z with mult, (B) =n; fori=1,...,7, then forany z' €¢ U
there is a curve B' € |B|; with mult,;(B') > n;.

Proof: By Lemma A.4 the sets Vp ., are closed, hence their complement X7 \
Vpnis open. Since I is regular, Pic(X) = NS(X) is a finitely generated abelian
group, hence countable.'?> But then

u=\v= (1 1 (] &\ Vo
DePic(X) neENG Vp n#LT
is an at most countable intersection of open dense subsets of X" and is hence
very general. O

In the proof of Theorem II.1.1 we use at some place the result of Corollary
A.6. We could instead use Corollary A.3. However, since the results are quite
nice and simple to prove we just give them.

A.6 Corollary

(a) The number of curves B in £ with dim |B|, = 0 is at most countable.

10n U; the s; are given as quotients of polynomials where the denominator is not van-
ishing on U;. Thus we may assume w. 1. 0. g. that s; is represented by a polynomial, and hence
the above equation is polynomial in z; and even linear in the a;.

12See [IsS96] Chapters 3.2 and 3.3. From the exponential sequence it follows that
NS(Z) = Pic(X)/Pic®(£) with Pic®(£) = €9/Z29, ¢ = q(X). Thus, Pic(X) is countable if
and only if X is regular.
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(b) The number of exceptional curves in X (i. e. curves with negative self
intersection) is at most countable.

(c) There is a very general subset U of X", r > 1, such that for z € U no z;
belongs to a curve B C X with dim |B|, = 0, in particular to no exceptional
curve.

Proof:

(a) By definition |B|, is a connected component of Hilby, whose number is
at most countable (see proof of Lemma A.3). If in addition dim |B|, = 0,
then |B|, = {B} which proves the claim.

(b) Curves of negative self-intersection are not algebraically equivalent to
any other curve (cf. [IsS96] . p. 153)

(¢) Follows from (a).
[l

A.7 Example (Kodaira)

Let z1,...,2z0 € P? be in very general position'® and let £ = Bl, (E?) be the
blow up of P? in z = (z,...,2z¢). Then I contains infinitely many irreducible
smooth rational —1-curves, i. e. exceptional curves of the first kind.

Proof: It suffices to find an infinite number of irreducible curves C in P2 such
that

=) mi=-1, (A1)

and

e mmi—1)
Pa(C) =) ——5——=0, (A.2)

i=1

where m; = mult,. (C) and d = deg(C), since the expression in (A.1) is the self
intersection of the strict transform C = BL,(C) of C and (A.2) gives its arith-
metical genus.'* In particular C cannot contain any singularities, since they

would contribute to the arithmetical genus, and, being irreducible anyway, C
is an exceptional curve of the first kind.

13To be precise, no three of the nine points should be collinear, and after any finite number
of quadratic Cremona transformations centred at the z; (respectively the newly obtained
centres) still no three should be collinear. Thus the admissible tuples in (P2?)? form a very

general set, cf. [Har77] Ex. V.4.15.
14

2
pa(é) = 1+ @ 1+ (K]%z +2 Ei).(C*Z TTZLiEi)qL(C,Z miEi)

K2 .C+C? P o
= 14 X > -y ml(";x 1 =pa(C) =Y ml(n; .
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We are going to deduce the existence of these curves with the aid of quadratic
Cremona transformations.

Claim: If for some d > 0 and m,,...,me > 0 with 3d — Z; m; = 1 there
is an irreducible curve C € |Jxmg)(d)|,, then T(C) € |Ixmrzn(d + a)], is an
irreducible curve, where

o {i,j,k} C{1,...,9} are such that m; + m; + my < d,
e T:P? --» P? is the quadratic Cremona transformation at z;, z;, zy,

Zv, if v #1,j,k,
T(Z?\Zu)) 1f {V) )\) H} = {1) j) k})

oz =

my, if v #1,j,k,

m, + a, else, and
° a:d—(m+m+mk)

Note that, 3- (d+ a) — Z?:] m{ =1, i. e. we may iterate the process since the
hypothesis of the claim will be preserved.

Since 3d > Zf:] m;, there must be a triple (i,j, k) such that d > m; +m; + my.

Let us now consider the following diagram

and let us denote the exceptional divisors of 7 by E; and those of n’ by E!.
Moreover, let C = Bl,, . ., (C) be the strict transform of C under 7 and let

—~—

T(C) =Bl (T(C)) be the strict transform of T(C) under 7’. Then of course

C= 'F(\C/), and T(C), being the projection n’(a) of the strict transform C of the
irreducible curve C, is of course an irreducible curve. Note that the condition
d > m;+m;+ my ensures that C is not one of the curves which are contracted.
It thus suffices to verify

deg (T(C)) =d+aq,
and

) .f -,.,k,
m! = mult, (T(C) =4 " VY

m, + a, else.

Since outside the lines ziz;j, zizy, and zz; the transformation T is an isomor-
phism and since by hypothesis none of the remaining z, belongs to one of
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these lines we clearly have m! = m, for v # 1, j, k. Moreover, we have

—_—

mll — T(C)E{ = G.Blzi,zbzk(m)
— (TC*C _ Z’V::L,j)k TTLLEI)(T[*m - E) - Ek)

= Czzx—-—m-—me=d—my—my =my +a.

Analogously for mj and m,.

Finally we find

deg (T(C)) = T(C)zjz] =n"T(C).n"zz]
= (T/(\/C) T2 ik mJEL). (Ex + E{ + E)
= CEe+ Y, muELE

= mk—f—m{—i—mj’:d—i—a.

This proves the claim.

Let us now show by induction that for any d > 0 there is an irreducible curve C
of degree d’' > d satisfying (A.1) and (A