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## Preface

With the increase of computing power over the past years, numerical simulation has become a major constituent in the derivation of new theories and the development and optimization of industrial products. In some areas, e.g. the automotive industry, it is already a key element for the evaluation of new designs, allowing for efficient virtual experiments and thus reducing development time and costs. Moreover, simulation can provide data that is hard or impossible to obtain in a physical experiment and therefore serves as a source of deeper insights into complex phenomena.

However, the conduction of numerical experiments is a science of its own. The core of any numerical simulation is a mathematical model of the involved process, whose quality is crucial to the result of the simulation. The challenge in the development of such a model is to find the optimal compromise between accuracy and computational demand. It should reproduce all the important phenomena occuring in the real problem while allowing for an efficient numerical solution.

This thesis is embedded in the research project Umweltfreundliches Betanken of the Fraunhofer Institut für Techno- und Wirtschaftsmathematik (ITWM) in Kaiserslautern, supported by the German Federal Ministry of Education and Research ( $B M B F$ ) in cooperation with the Volkswagen $A G$ as an industrial partner. The primary goal is to assist in the design process of car fuel tanks through the simulation of tank-filling processes. A full simulation of such a complex dynamical process is facilitated by the use of state-of-the-art numerical methods such as the Finite Pointset Method (FPM) (ref. [25] and [26]), a meshfree method based on a local least squares approximation, allowing for the efficient simulation of free flows in complex geometries.

An important issue arising in the filling process is the undesirable formation of foam in the tank. Its presence can lead to a premature termination of the fueling if the tank is partly occupied by foam instead of mere fuel. The consideration of this effect in the simulation requires an appropriate mathematical model. Modelling the foam in its entirety as two-phase flow of a continuous liquid phase and dispersed gaseous bubbles is certainly a straightforward approach, but leads to
an insurmountable computational effort. However, the formulation of a unified macroscopic foam model is difficult due to the many aspects resulting from the complex foam structure, e.g. drainage and decay. One approach for a more sophisticated model is based on the decomposition of the problem into isolated subproblems dealing with single aspects. An analysis of the corresponding models provides a thorough understanding of the occuring effects. Moreover, the coupling of their solutions yields information regarding the macroscopic problem.

In this work, we deal with one of the fundamental questions in this context, namely the breakup of foam. This is of particular interest as fuel foam is very short-lived. To obtain an insight into this problem, the mechanisms leading to the rupture of a single foam lamella have to be studied. Therefore, the aim of this thesis is to develop and analyze a model describing the evolution of such a lamella, paying special attention to the processes leading to its thinning. Moreover, strategies to couple this lamella model to a macroscopic foam model are discussed, and suitable coupling parameters determined.

The thinning of free foam films has previously been studied in several works, including [34], [3], [8] and [9]. Our approach differs from the models presented in these references in several points:

- All of these models are based on the decomposition of the film into several regions for which simplified equations are derived. However, the approximations involved in this approach require the lamella to be very thin and are only applicable to a limited range of problems. We will develop a more general model suitable also for relatively thick films and are therefore able to cover a longer time span of the thinning process.
- Inertia is completely neglected in all of the above works. We found that inertial effects can play an important role in the lamella evolution and have included them in our model.
- The previous models are restricted to two-dimensional films; we consider the more general three-dimensional case.

This work is organized as follows: We start with an overview of the physical and chemical properties of foams, presenting the various aspects in foam research and some of the previous work that has been done in these areas.

In the second chapter, a mathematical model describing the dynamics of foam lamellae is developed. Starting from a free surface flow governed by the incompressible Navier-Stokes equations, an asymptotic analysis with respect to the lamella thickness yields a set of equations on a simpler fixed geometry which
we call thin film equations. A similar approximation is done for the equations describing surfactant and volatile component.

Chapter 3 deals with a real foam film made up of fuel. The parameters of the foam are determined for this case, and conclusions about the relative magnitude of the considered physical effects are drawn. Foam lamellae are surrounded by Plateau borders, whose influence on the film is realized by posing appropriate boundary conditions. The central film-thinning problem is formulated and investigated theoretically, leading to an existence and uniqueness result for the linearized model. Finally, a Galerkin scheme is developed for the numerical examination of the problem.

In the case of a very thin lamella, for which the ratio $\varepsilon$ between thickness and length of the film tends to zero, a domain splitting approach is used to derive a set of simpler models which can be more efficiently solved than the full problem considered in Chapter 3. Such an approach is discussed in Chapter 4 first for an inertia-free film and then generalized to the case where inertia is included.

Chapter 5 discusses numerical results for the film-thinning problem and examines the mechanisms involved in the process. The influence of surfactants and volatile components on the stability of the foam is examined and compared. Moreover, some suggestions for extensions to the thin film models derived in this work are discussed.

We close the work with some final conclusions.

## Chapter 1

## An introduction to foams

### 1.1 Basic notations

Definition $1 A$ colloidal dispersion is a system containing two phases, of which one is continuous and the other phase is dispersed in the first. Moreover, the order of magnitude of the dispersed particles is larger than molecular size.

Examples for such dispersions are polystyrene (gas dispersed in a solid), ceramics (solid in solid), smoke (solid in gas), mist (liquid in gas) or soap foam (gas in liquid).

Definition 2 Foams are colloidal dispersions in which the dispersed phase is a gas. We call the dispersed gas particles bubbles or cells.

We distinguish between solid foams and liquid foams. Solid foams are often used in order to create light but strong materials (for example aluminium foam), since they retain much of the strength of the original material. Liquid foams have been much longer utilized industrially and are for example used when one wants to create a large volume out of a small amount of liquid. This effect is used in fire extinguishers or in the oil drilling industry, where foam is pumped into oil fields in order to press out as much oil as possible.

In this thesis, however, we are concerned with another effect of liquid foam, namely that it often emerges in unwanted situations as for example in a car tank during the filling process, or when opening a bottle of shaken beer. Therefore, in the remainder of this thesis, foam always denotes a liquid foam.

Definition 3 The liquid content $\varphi$ of a foam is the volume fraction of its liquid part. It is customary to speak of emulsions if $\varphi$ is of the magnitude 0.9 and larger,
and of foams if it is about 0.1-0.2 or lower. However, these ranges are not strict, and there is a smooth transition between emulsions and foams as shown in Figure 1.1 (left).

Moreover, we say a foam is dry if the liquid content is close to $\varphi=0$ and wet if it is closer to $\varphi=0.2$. As before, the transition is smooth.


Figure 1.1: Left: Transition from dry foam (top) to emulsion (bottom). Right: Photograph of a real foam (Courtesy of http://www.physics.ucla.edu/~dws/foam.html)

The geometry of a foam (in the broad sense including emulsions) and its bubbles depends strongly on its liquid content. In an emulsion, where bubbles do not interfere with each other, their shape is spherical. When the liquid content is lower, bubbles become packed together and are deformed to become more polyhedral in shape. The limit at which the bubbles just touch each other such that
their shape is still spherical is sometimes called Kugelschaum (which is German for spherical foam). In the dry limit, i.e. $\varphi \rightarrow 0$, the bubbles become perfect (curved) polyhedra. This is also called Polyederschaum.

Definition 4 Consider a foam with a liquid content that is lower than that of Kugelschaum such that bubbles have a polyhedral shape.

The (more or less flat) faces of these polyhedral bubbles are called lamellae or (foam) films.

The edges of the bubbles are called Plateau borders. There are always three lamellae meeting in a Plateau border (see Figure 1.2 (left)).

The vertices of the bubbles are called nodes. There are always four Plateau borders meeting in a node (see Figure 1.2 (right); generated using the free software "surface evolver" by Ken Brakke, available at [6]).


Figure 1.2: Left: Plateau border. Right: Node.
For very wet foams these definitions lose their meaning.
Remark In dry foams, most of the liquid contained in the foam is located in the Plateau borders and nodes.

### 1.2 Foam scales

A conventional fluid may be considered on two different scales: on the one hand we have the microscopic scale at which atoms and molecules interact via molecular
forces, and on the other hand the macroscopic scale. This is the scale where the fluid appears at a continuous phase and which is usually the interesting one for flow simulations.

In a foam, however, we have an additional scale. There is the microscopic scale at which molecules interact, the macroscopic scale at which the foam appears as a continuous fluid, and there is the scale at which the size of bubbles is of order one. We will refer to this as the mezoscopic scale.

### 1.3 Basic properties of foam

The shape of a foam in equilibrium at the mezoscopic scale, i.e. the shape of the bubbles, is mainly determined by some basic laws. These are crucial for the complete examination of foams and are therefore stated in the following.

### 1.3.1 Laplace's law

Laplace's law of capillary pressure states that at a gas-liquid interface, the pressuredifference between the two phases is

$$
\begin{equation*}
p_{1}-p_{2}=\sigma\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right), \tag{1.1}
\end{equation*}
$$

where $\sigma$ is the surface tension of the liquid and $R_{1}, R_{2}$ are the principal radii of the interface. If there is a pressure difference between two bubbles, this leads to a curvature of the separating lamella, which is cambered into the bubble with lower pressure.

### 1.3.2 Plateau's laws

Plateau's laws state that in a stable stationary foam a Plateau border is always a junction of three lamellae, and the angle between them is always $120^{\circ}$. Furthermore there are always exactly four Plateau borders meeting in a node at an angle of approximately $109,5^{\circ}$ (the tetrahedral angle). This is a consequence of the ambition of the liquid to reduce its surface energy and has been mathematically proven by Jean Taylor in 1976 [36].

### 1.4 Foam stability

Foams are inherently unstable. Since every liquid tries to minimize its surface area due to its surface tension, it would be energetically much more favorable for a lamella to become a spherical drop. So we have to ask the question: What makes a foam stable?

At this point, we will present some effects that can have a stabilizing effect on foams in different circumstances.

### 1.4.1 Surfactants



Figure 1.3: Surfactants in a solution.
Pure water does nearly not foam at all. This changes dramatically if soap is added. The reason for this is that soap consists of surface-active agents or socalled surfactants. These are long molecules composed of a hydrophilic "head" and a hydrophobic "tail" which therefore accumulate at the surface of the liquid, thus reducing the surface tension (see Figure 1.3). The crucial point is that the surface tension is no longer constant as in a pure liquid but varies with the surfactant concentration; a lower concentration corresponds to a higher surface tension. The following examples show how this leads to a stabilization of the foam.

Example Assume a flat foam film in equilibrium, which is disturbed in such a way that a dent is formed (Figure 1.4). Liquid flows outwards and pulls the surfactant with it. Hence, a gradient in the surfactant concentration evolves which leads to a surface force pointing into the dent, the so-called Marangoni force. Liquid from the bulk is dragged along due to viscosity which ultimately levels the dent and stabilizes the film.


Figure 1.4: Stabilization due to Marangoni forces. Top left: A lamella is hit by a disturbance, liquid flows outward (velocity in blue). Top RIGHT: A dent has formed, surfactant has been dragged out of it. Bоtтom left: Liquid starts to flow back due to Marangoni force. Вотtom right: Dent has been smoothed out.

Example Consider a lamella close to the Plateau border (Figure 1.5). Due to Laplace's law, there is a lower pressure in the Plateau border than in the lamella. This causes a flow of liquid out of the lamella, thinning it. The same mechanism as in the previous example yields a Marangoni force retarding the flow and hence slowing the thinning, which increases the lifetime of the film.

### 1.4.2 Volatile components

Consider a liquid composed of several components with different surface tensions, of which one or more are volatile. Since the lamellae have a much larger ratio of surface to volume than the Plateau borders, the concentration of the volatile components in an a priori well-mixed solution will decrease much faster in the lamellae. As the surface tension of the solution depends on its composition, this may lead to a Marangoni force which either accelerates or retards the flow of liquid into the Plateau border, depending on the surface tensions of the components. If the volatile components have a lower surface tension than the rest, the system is called Marangoni positive. In this case, the evaporation leads to a stabilization of the foam. Otherwise, the system is called Marangoni negative and the opposite effect occurs (see for example [44]).

$t=t_{0}$


$$
t=t_{1}
$$


$t=t_{0}$


$$
t=t_{1}
$$

Figure 1.5: Slowing of film thinning. Top left: Liquid flows into the Plateau border due to pressure difference, no surfactant present. Top RIGHT: The lamella thins very fast and becomes unstable. Bотtom left: Surfactant present; Marangoni force retards the flow. Bottom right: Film thinning happens much slower.

### 1.4.3 Molecular forces

If a lamella becomes very thin, molecular forces between surfactants on either side of the film may appear. An electric double layer can form at both sides of the lamella, which repel each other if the foam is thin enough. This leads to a stabilization of the film. More about the stabilization of foam films by molecular forces can be found for example in [5].

### 1.4.4 Surface viscosity

A common concept for the stability of foams that is widely used in applications is the so-called surface viscosity. The basic idea behind it is that if liquids containing surfactants form thin films, they have a sandwich-like structure. The outer layers (adjacent to the gas phase) have a high surfactant concentration and do therefore have a higher viscosity than the liquid in the interior layer. These viscous outer layers act as a kind of skin that keeps the lamella stable.

Remark It has to be noted that the concept of surface viscosity is different from the common Newtonian viscosity, which is not existent for two-dimensional surfaces. A drawback to this idea is that surface viscosity is not correlated to the fluid viscosity and needs to be measured in a complicated way.

Although surface viscosity can be used to explain aspects of foam stability and has been successfully applied in simulations, we are convinced that it is only a symptom of the effects originating from Marangoni forces acting in the film and not an independent physical property. Therefore, we prefer to deal with Marangoni forces directly and discard the concept of surface viscosity in this thesis.

### 1.5 Aspects of foam research

At this point, we want to give a short overview on research topics arising in connection with foam and classify this thesis in this context. Due to the complex nature of foam, there are miscellaneous aspects in its behaviour on the different scales which lead to a variety of physical and mathematical challenges. A general overview on foams, experimental studies and applications is given in [5]. This book is a good starting point, while it concentrates on phenomenological studies and simple heuristic models.

### 1.5.1 Foam creation

Foam is created when gas and liquid are mixed. This may happen when a liquid is stirred such that gas is introduced due to perturbations at the surface (for example when washing the dishes), or when gas dissolved in a liquid is released due to a pressure drop (for example when opening a beer bottle).

While there are many studies of "foaminess" of solutions in controlled experimental environments (for example [5]), to our knowledge there exists currently
no rigid mathematical model of foam creation that can be utilized in simulations of real foams.

### 1.5.2 Geometry

Numerous researchers are interested in the geometry of foams. As mentioned above, the geometry strongly depends on the liquid content of the foam (Kugelschaum vs. Polyederschaum). The aim is to find feasible foam geometries, usually under the condition that they have some interesting properties.

There are a number of very interesting geometrical problems arising with (infinitely dry) foam. Although their significance for the simulation of a real foam may not be that great, we at least want to mention one of them, the so-called Kelvin problem. The challenge of this problem is to find the space-filling arrangement of similar cells of unit volume that has the minimal surface area. The problem is closely related to the Kepler problem, which is to find the densest packing of unit spheres.

Although in two dimensions this problem has a very simple solution, the honeycomb structure (Figure 1.6), it could only be proved very recently by Tom Hales that this is indeed the optimal geometry [18]. Notably, he also proved the Kepler conjecture in three dimensions [19], which was one of Hilbert's famous 23 mathematical problems.



Figure 1.6: Left: Honeycomb structure. Right: Sphere packing.

The three-dimensional Kelvin problem is even more complex (and still unsolved). In 1887, Lord Kelvin proposed a possible solution [37], a slightly curved 14-sided truncated octahedron which is now called the Kelvin cell (Figure 1.7). This solution could not be improved for more than one hundred years, until in 1994


Figure 1.7: Left: Kelvin cell. Right: Weaire-Phelan cells.

Weaire and Phelan found a structure consisting of six 14 -sided polyhedra and two 12-sided polyhedra [41] that has a slightly smaller surface (per volume) (Figure 1.7). It should be noted, that the Kelvin cell is still the optimal known solution if only one kind of bubbles is allowed, and that there is still no proof of optimality for either of the solutions.

### 1.5.3 Rheology

Often, one is not interested in the structure of a foam or small-scale behaviour such as the flow of liquid through lamellae and Plateau borders, but one wants to study the flow of a foam at the macroscopic scale, i.e. consider the foam as a continuous fluid. In order to do this, one has to find the rheological properties of the foam which depend in turn on the mezoscopic properties of the foam such as its geometry and its liquid content.

A very dry foam, for example, has some properties which are similar to those of a solid, while a wet foam is much closer to a Newtonian fluid. The aim is to find a simple rheological model with as few coefficients as possible that can be determined in a simple way.

An overview on foam flows and the rheology of foam can be found for example in [24] and [43].

### 1.5.4 Decay and coarsening

In general, foams have only a limited lifetime and will by and by decay. As we will discuss in the following sections, the liquid content of a foam reduces due to gravity and the lamellae become thinner until they eventually rupture (theoretically the films may just become infinitesimally thin, but the thinner a lamella is, the less stable it becomes and at some time it will rupture due to outer disturbances, unless in a very controlled environment).

If a lamella bursts, bubbles will rearrange until they reach a new equilibrium, changing the topology of the foam. This is especially the case if a lamella between two bubbles ruptures. In this case, the two bubbles merge to one larger bubble; this process is called coarsening.

Coarsening can have two causes: the bursting of a lamella between two cells, but also diffusion of gas through the lamellae. These are not totally impervious, but gas diffuses through them slowly, if there is a pressure difference between neighbouring cells. Since smaller bubbles in general have a higher pressure, these cells become even smaller until they vanish, such that small bubbles disappear with time, while large bubbles become even larger.

### 1.5.5 Foam drainage

A newly formed foam is usually not in equilibrium, but liquid immediately begins to drain out of it due to gravity. This process is called foam drainage.

Commonly, the lamellae are considered to be thin and their contribution to the drainage is neglected. Instead, the drainage is assumed to happen entirely in a network of Plateau borders and nodes. If one furthermore assumes a Poiseuilletype flow through this network, together with some more simplifications (see for example [42]), the following foam drainage equation for the cross-sectional area of the Plateau border network can be derived:

$$
\begin{equation*}
\frac{\partial \alpha}{\partial \tau}+\frac{\partial}{\partial \xi}\left(\alpha^{2}-\frac{\sqrt{\alpha}}{2} \frac{\partial \alpha}{\partial \xi}\right)=0 \tag{1.2}
\end{equation*}
$$

This is a dimensionless equation in one space dimension, as in this simplest case $\alpha$ is assumed to be only dependent on the height; $\alpha$ is essentially the liquid content of the foam at a given height and time. Equation (1.2) is a kind of Darcy law for porous media, which is not very surprising considering the structure of a foam.

More about history, experiments and the derivation of this equation can be found in the reviews of Andy Kraynik [23] and Denis Weaire et al. [42]. A mathematical examination and the analysis of special solutions is given in [21] and [39].

A more general form of the foam drainage equation, allowing for slip conditions at the gas-liquid-interfaces, is discussed in [22].

### 1.5.6 Film drainage

Unlike foam drainage, which describes the flow of liquid through Plateau borders due to gravity, film drainage denotes the flow of liquid out of a lamella into the Plateau borders due to capillary suction (Figure 1.8).


Figure 1.8: Foam drainage vs. film drainage.

The thickness of foam films and their rate of thinning are of great importance for foam stability and the lifetime of foams. Film drainage is the crucial effect that leads to the thinning of a lamella.

We have mentioned above that film drainage is usually neglected in foam drainage models, as it is assumed that the lamellae are very thin and do therefore not contribute much to the overall drainage. However, for wet films this is not necessarily true, such that an examination of film drainage may lead to an improved model for foam drainage.

In this thesis, we will concern ourselves with the stability and decay of foam arising in car tanks during the tank-filling process. Therefore, the main focus of this work is placed on film drainage. In particular, we will consider the thinning of a single three-dimensional lamella stabilized by the Marangoni effect caused by the presence of a surfactant or a volatile component. A similar problem has
already been studied in the dissertation of C. Breward, but in a more theoretical and less general point of view [9].

Early studies of film thinning have been done by Mysels, Shinoda and Frankel in [29]. Schwartz and Princen studied dynamics of films pulled out of Plateau borders in order to compute the effective viscosity of foams [34]. Vaynblat et al. examined mathematical phenomena in film rupture [38].

Some work has also been done for thin films coating a surface, for example in [4], [32] and [17]. Analytical studies of equations arising in such a context involve [20] and [14].

### 1.6 Model of a real foam

It is important to understand that in a real foam, all of the aspects from the previous section influence each other. Hence, a simulation of a real foam has to take all of these effects into account. Theoretically, it may be possible to compute the dynamics of the complete foam on the mezoscopic scale, i.e simulate the flow of liquid in the complex foam structure as well as the gas flow in each bubble. However, this approach is computationally much too expensive.

Therefore, one is interested in developing models for the different aspects of foam and then couple these models in order to solve a specific problem. If one only wants to simulate the macroscopic flow of the foam, one may use a homogenization approach in order to obtain the rheological parameters from a mezoscopic model of only a few bubbles. Moreover, creation, drainage and decay may be modularly added.

In the application under consideration, in which this thesis is embedded, the aim is to simulate the foam arising in a tank-filling process. Since the foam has a relatively short lifetime, its decay plays an important role for this task. In this thesis, we are therefore interested in the thinning of foam lamellae in order to predict the local lifetime of foams depending on its state.

### 1.7 Foams in gasoline and diesel fuel

Since we are interested in foam arising in a car tank, we need to know the foaming properties of gas (or gasoline, benzine) and diesel fuel, i.e. which effects and which substances are in which way responsible for the development of foam.

Fuel is a compound of a multitude of chemical substances, therefore this question is very difficult to answer. However, we assume that the effects discussed in Section 1.4 are also responsible for fuel foaming. In particular, we consider the Marangoni effect caused by surfactants and volatile components, as we assume that these are the dominant effects.

Remark In the remainder of this thesis, we will speak of gasoline and diesel, or of fuel if we refer to both of them simultaneously.

## Chapter 2

## Derivation of the thin film equations (TFE)

The aim of this work is the simulation of the thinning of foam films in order to obtain estimates for the rate of decay of foams. Therefore, we need to establish a model for the evolution of such a film.

In this chapter, we will derive equations describing the flow of liquid inside of a foam lamella and from such a lamella into the Plateau borders. We are dealing with a geometry as in Figure 2.1, a thin film of liquid between two gas bubbles bordered by free liquid-gas interfaces on either side.


Figure 2.1: Lamella between two bubbles

In the following, we will consider a thin parametrizable lamella with a centerface $H(x, y, t)$ and thickness $h(x, y, t)$. The interfaces between liquid and air are situated at $H(x, y, t) \pm \frac{1}{2} h(x, y, t)$ (see Figure 2.2). We will present the basic


Figure 2.2: Thin liquid film
equations describing the behaviour of a Newtonian liquid, a surfactant and a volatile component. These will be the basis for the derivation of the thin film equations which will be studied further in this thesis.

### 2.1 Newtonian fluid

### 2.1.1 Physical model

In the following, we will present the basic model for the simulation of an incompressible Newtonian fluid. We are dealing with the filling of a car tank, hence the liquid under consideration is gasoline or Diesel, both of which are compounds of several hydrocarbons. However, at the moment we are only interested in the fact that we can consider them as incompressible Newtonian fluids, so the flow is described by the Navier-Stokes equations whose derivation can be found in any standard fluid dynamics book, for example [15].

$$
\begin{align*}
u_{x}+v_{y}+w_{z} & =0  \tag{2.1}\\
\rho\left(u_{t}+u u_{x}+v u_{y}+w u_{z}\right) & =-p_{x}+\mu\left[u_{x x}+u_{y y}+u_{z z}\right]+\rho g_{1}  \tag{2.2}\\
\rho\left(v_{t}+u v_{x}+v v_{y}+w v_{z}\right) & =-p_{y}+\mu\left[v_{x x}+v_{y y}+v_{z z}\right]+\rho g_{2}  \tag{2.3}\\
\rho\left(w_{t}+u w_{x}+v w_{y}+w w_{z}\right) & =-p_{z}+\mu\left[w_{x x}+w_{y y}+w_{z z}\right]+\rho g_{3} \tag{2.4}
\end{align*}
$$

The indices denote derivatives. Equation (2.1) represents conservation of mass and Equations (2.2) - (2.4) represent conservation of momentum in $x$-, $y$ - and $z$-direction, respectively. The components of the velocity $\mathbf{u}_{F}$ of the fluid are denoted by $u, v$ and $w, p$ is its pressure, $\rho$ its (constant) density and $\mu$ its viscosity. The left hand sides of the momentum equations denote inertial forces,
which are balanced on the right hand side by the pressure gradient and viscous forces. Moreover, we consider the gravitational force $\rho \mathbf{g}$, which is a body force and acts on the whole fluid.

### 2.1.2 Definition of interface parameters

We need to define conditions at the free interfaces $h^{ \pm}(x, y, t):=H(x, y, t) \pm$ $\frac{1}{2} h(x, y, t)$ between the liquid and gas phases. Therefore, we first have to determine unit vectors normal and tangential to the interface, as well as the curvature of the interface at a given point. The normal vector pointing from the interface into the gas phase is uniquely defined as follows:

$$
\mathbf{n}^{ \pm}=\frac{ \pm 1}{\sqrt{1+\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}}}\left(\begin{array}{c}
-h_{x}^{ \pm}  \tag{2.5}\\
-h_{y}^{ \pm} \\
1
\end{array}\right)
$$

We define the first tangential vector such that it lies in the $x$ - $z$-plane:

$$
\mathbf{t}_{1}^{ \pm}=\frac{1}{\sqrt{1+\left(h_{x}^{ \pm}\right)^{2}}}\left(\begin{array}{c}
1  \tag{2.6}\\
0 \\
h_{x}^{ \pm}
\end{array}\right)
$$

The second tangential vector $\mathbf{t}_{2}$ is chosen in such a way that $\mathbf{n}, \mathbf{t}_{1}$ and $\mathbf{t}_{2}$ form an orthonormal system:

$$
\mathbf{t}_{2}^{ \pm}=\frac{1}{\sqrt{\left(1+\left(h_{x}^{ \pm}\right)^{2}\right)\left(1+\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}\right)}}\left(\begin{array}{c}
-h_{x}^{ \pm} h_{y}^{ \pm}  \tag{2.7}\\
1+\left(h_{x}^{ \pm}\right)^{2} \\
h_{y}^{ \pm}
\end{array}\right)
$$

Finally the mean curvature of the interface is given by

$$
\begin{equation*}
\pm \kappa^{ \pm}=\frac{\left(\left(h_{x}^{ \pm}\right)^{2}+1\right) h_{y y}^{ \pm}+\left(\left(h_{y}^{ \pm}\right)^{2}+1\right) h_{x x}^{ \pm}-2 h_{x}^{ \pm} h_{y}^{ \pm} h_{x y}^{ \pm}}{\left(\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}+1\right)^{3 / 2}} \tag{2.8}
\end{equation*}
$$

In all of the above expressions, " + " belongs to the upper interface $h^{+}$, and "-" to the lower interface $h^{-}$.

### 2.1.3 Interface conditions

We have the following condition for the evolution of the interfaces:

$$
\begin{equation*}
w=h_{t}^{ \pm}+u h_{x}^{ \pm}+v h_{y}^{ \pm}, \tag{2.9}
\end{equation*}
$$

which means that the interface moves with the velocity of the flow. Additionally, there are conditions for the equilibrium of normal and tangential forces:

$$
\begin{align*}
\sigma \kappa^{ \pm} & =\left(\mathbf{n}^{ \pm}\right)^{\top}\left(\mathcal{T}+p^{ \pm} \mathbb{1}\right) \mathbf{n}^{ \pm},  \tag{2.10}\\
\mathbf{t}_{1}^{ \pm} \cdot \nabla \sigma & =\left(\mathbf{t}_{1}^{ \pm}\right)^{\top}\left(\mathcal{T}+p^{ \pm} \mathbb{1}\right) \mathbf{n}^{ \pm},  \tag{2.11}\\
\mathbf{t}_{2}^{ \pm} \cdot \nabla \sigma & =\left(\mathbf{t}_{2}^{ \pm}\right)^{\top}\left(\mathcal{T}+p^{ \pm} \mathbb{1}\right) \mathbf{n}^{ \pm} \tag{2.12}
\end{align*}
$$

Hereby, $\mathcal{T}$ is the stress tensor of the fuel, which is for an incompressible Newtonian fluid given by

$$
\mathcal{T}=\left(\begin{array}{ccc}
-p+2 \mu u_{x} & \mu\left(u_{y}+v_{x}\right) & \mu\left(u_{z}+w_{x}\right) \\
\mu\left(u_{y}+v_{x}\right) & -p+2 \mu v_{y} & \mu\left(v_{z}+w_{y}\right) \\
\mu\left(u_{z}+w_{x}\right) & \mu\left(v_{z}+w_{y}\right) & -p+2 \mu w_{z}
\end{array}\right) .
$$

Moreover, the term $p^{ \pm} \mathbb{1}$ represents the stress tensor of the air, where $p^{ \pm}$is the pressure in the bubble adjacent to $h^{ \pm}$. Here we assume for simplicity that we are dealing with a perfect gas.

The normal condition represents an equilibrium of capillary and pressure forces (Laplace's law), while the tangential conditions balance Marangoni and viscous stress. As before, all of these conditions are given for both interfaces.

We have an additional unknown quantity here, the surface tension $\sigma$. In order to close the system, it will be related to the concentrations of surfactant or volatile component, respectively. We will take a closer look at these dependencies in Sections 2.2 and 2.3.

### 2.1.4 Nondimensionalization

We assume that the dimension of the lamella under consideration in $x$ - and $y$ direction is of the magnitude $L$ and that its typical thickness is $d=\varepsilon L \ll L$, where $\varepsilon$ is a small parameter. We assume furthermore that the curvature of the center-face of the film is small, such that $H \ll L$. Finally, we expect that the surface tension varies around a constant value $\gamma$ in the magnitude $\Delta \gamma \ll \gamma$. Based on these assumptions, we introduce the following dimensionless variables:

$$
\begin{array}{ccc}
x=L x^{\prime} & y=L y^{\prime} & z=\varepsilon L z^{\prime} \\
u=U u^{\prime} & v=U v^{\prime} & w=\varepsilon U w^{\prime} \\
h^{ \pm}=\varepsilon L h^{\prime \pm} & p=\frac{\mu U}{L} p^{\prime} & t=\frac{L}{U} t^{\prime} \\
& \sigma^{ \pm}=\gamma+\Delta \gamma \sigma^{\prime \pm} &
\end{array}
$$

Moreover, we introduce the following similarity parameters:


Figure 2.3: Parameter sizes

- The dimensionless Reynolds number $\operatorname{Re}=\frac{\rho L U}{\mu}$, which characterizes the relation between inertial and viscous forces.
- The Froud number $\operatorname{Fr}=\frac{U^{2}}{L}$, which has the dimension of an acceleration. The dimensionless ratio $\frac{g}{\mathrm{Fr}}$ characterizes the relation between gravitational and inertial forces, where $g$ is the absolute value of the gravitational acceleration.
- The Capillary number $\mathrm{Ca}=\frac{\mu U}{\gamma}$, which is the ratio of viscous and capillary forces.
- The Marangoni number $\mathrm{Ma}=\frac{\Delta \gamma}{\mu U}$, which describes the relation between Marangoni and viscous forces.

Plugging these into Equations (2.1) - (2.4), we obtain (dropping primes):

$$
\begin{aligned}
u_{x}+v_{y}+w_{z} & =0 \\
\varepsilon^{2} \operatorname{Re}\left(u_{t}+u u_{x}+v u_{y}+w u_{z}\right) & =u_{z z}+\varepsilon^{2}\left(-p_{x}+u_{x x}+u_{y y}+\frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g x}\right) \\
\varepsilon^{2} \operatorname{Re}\left(v_{t}+u v_{x}+v v_{y}+w v_{z}\right) & =v_{z z}+\varepsilon^{2}\left(-p_{y}+v_{x x}+v_{y y}+\frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g y}\right) \\
\varepsilon^{2} \operatorname{Re}\left(w_{t}+u w_{x}+v w_{y}+w w_{z}\right) & =-p_{z}+w_{z z}+\varepsilon^{2}\left(w_{x x}+w_{y y}+\frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g z}\right)
\end{aligned}
$$

The values $e_{g x}, e_{g y}$ and $e_{g z}$ are the coefficients of the unit vector in direction of the gravity, that is $\mathbf{g}=g \mathbf{e}_{g}$.

Next, we process similarly for the interface conditions at $z=h^{ \pm}(x, y, t)$. The motion of the interface (2.9) becomes

$$
\begin{equation*}
w=h_{t}^{ \pm}+u h_{x}^{ \pm}+v h_{y}^{ \pm} . \tag{2.14}
\end{equation*}
$$

The force balances in normal and tangential directions (2.10) - (2.12) are

$$
\begin{aligned}
& \pm\left(\frac{\varepsilon}{\mathrm{Ca}}+\varepsilon \mathrm{Ma} \sigma^{ \pm}\right) \frac{h_{y y}^{ \pm}\left(1+\varepsilon^{2}\left(h_{x}^{ \pm}\right)^{2}\right)+h_{x x}^{ \pm}\left(1+\varepsilon^{2}\left(h_{y}^{ \pm}\right)^{2}\right)-2 \varepsilon^{2} h_{x}^{ \pm} h_{y}^{ \pm} h_{x y}^{ \pm}}{\left(1+\varepsilon^{2}\left(\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)\right)^{3 / 2}\right.} \\
& =p^{ \pm}-p+\frac{1}{1+\varepsilon^{2}\left(\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}\right)}\left[2 \varepsilon^{2} u_{x}\left(h_{x}^{ \pm}\right)^{2}+2 \varepsilon^{2}\left(u_{y}+v_{x}\right) h_{x}^{ \pm} h_{y}^{ \pm}\right. \\
& \left.\quad-2\left(u_{z}+\varepsilon^{2} w_{x}\right) h_{x}^{ \pm}-2\left(v_{z}+\varepsilon^{2} w_{y}\right) h_{y}^{ \pm}+2 \varepsilon^{2} v_{y}\left(h_{y}^{ \pm}\right)^{2}+2 w_{z}\right]
\end{aligned}
$$

in normal direction, and

$$
\begin{aligned}
& \pm \varepsilon \mathrm{Ma}\left(\sigma_{x}^{ \pm}+\sigma_{z}^{ \pm} h_{x}^{ \pm}\right) \\
& = \\
& \quad \frac{1}{1+\varepsilon^{2}\left(\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}\right)}\left[-2 \varepsilon^{2} u_{x} h_{x}^{ \pm}-\varepsilon^{2}\left(u_{y}+v_{x}\right) h_{y}^{ \pm}+2 \varepsilon^{2} w_{z} h_{x}^{ \pm}\right. \\
& \left.\quad+\left(u_{z}+\varepsilon^{2} w_{x}\right)\left(1-\varepsilon^{2}\left(h_{x}^{ \pm}\right)^{2}\right)-\varepsilon^{2}\left(v_{z}+\varepsilon^{2} w_{y}\right) h_{x}^{ \pm} h_{y}^{ \pm}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \pm \varepsilon \mathrm{Ma}\left(-\varepsilon^{2} \sigma_{x}^{ \pm} h_{x}^{ \pm} h_{y}^{ \pm}+\left(1+\varepsilon^{2}\left(h_{x}^{ \pm}\right)^{2}\right) \sigma_{y}^{ \pm}+h_{y}^{ \pm} \sigma_{z}^{ \pm}\right) \\
&= \frac{1}{1+\varepsilon^{2}\left(\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}\right)}\left[\varepsilon^{2}\left(u_{y}+v_{x}\right)\left(\varepsilon^{2} h_{x}^{ \pm}\left(h_{y}^{ \pm}\right)^{2}-h_{x}^{ \pm}\left(1+\varepsilon^{2}\left(h_{x}^{ \pm}\right)^{2}\right)\right)\right. \\
&+2 \varepsilon^{4} u_{x}\left(h_{x}^{ \pm}\right)^{2} h_{y}^{ \pm}-2 \varepsilon^{2}\left(u_{z}+\varepsilon^{2} w_{x}\right) h_{x}^{ \pm} h_{y}^{ \pm}-2 \varepsilon^{2} v_{y} h_{y}^{ \pm}\left(1+\varepsilon^{2}\left(h_{x}^{ \pm}\right)^{2}\right) \\
&\left.\quad+\left(v_{z}+\varepsilon^{2} w_{y}\right)\left(1+\varepsilon^{2}\left(\left(h_{x}^{ \pm}\right)^{2}-\left(h_{y}^{ \pm}\right)^{2}\right)\right)+2 \varepsilon^{2} w_{z} h_{y}^{ \pm}\right]
\end{aligned}
$$

in the two tangential directions.

### 2.1.5 Asymptotic expansion

We expand the dimensionless equations in terms of the small parameter $\varepsilon$. At the moment, we make the following assumptions on the size of the parameters:

- $\varepsilon^{2} \operatorname{Re} \ll 1$,
- $\frac{\varepsilon^{2} g \mathrm{Re}}{\mathrm{Fr}} \ll 1$,
- $\varepsilon \mathrm{Ma} \ll 1$.

In Section 2.1.6, we will consider which changes we have to make if the assumptions above do not hold.

We make the ansatz $\phi=\phi_{0}+\varepsilon^{2} \phi_{1}+\ldots$, where $\phi$ stands for any of the unknowns. Then we obtain in leading order:

$$
\begin{align*}
u_{0 x}+v_{0 y}+w_{0 z} & =0  \tag{2.15}\\
u_{0 z z} & =0  \tag{2.16}\\
v_{0 z z} & =0  \tag{2.17}\\
w_{0 z z} & =p_{0 z} \tag{2.18}
\end{align*}
$$

At the interfaces $\pm \frac{1}{2} h_{0}$ we have:

$$
\begin{align*}
w_{0}= & H_{0 t}+u_{0} H_{0 x}+v_{0} H_{0 y} \\
& \pm \frac{1}{2} h_{0 t} \pm \frac{1}{2} u_{0} h_{0 x} \pm \frac{1}{2} v_{0} h_{0 y},  \tag{2.19}\\
\pm \frac{\varepsilon}{\mathrm{Ca}}\left(H_{0 x x}+H_{0 y y}\right) & \\
+\frac{\varepsilon}{\mathrm{Ca}}\left(\frac{1}{2} h_{0 x x}+\frac{1}{2} h_{0 y y}\right)= & p^{ \pm}-p_{0}+2 w_{0 z} \mp u_{0 z} h_{0 x} \mp v_{0 z} h_{0 y},  \tag{2.20}\\
u_{0 z}= & 0,  \tag{2.21}\\
v_{0 z} & =0 . \tag{2.22}
\end{align*}
$$

These equations can be simplified further. Integrating (2.16) and (2.17) together with boundary conditions (2.21) and (2.22) yields

$$
\begin{aligned}
u_{0 z} & =0, \\
v_{0 z} & =0 .
\end{aligned}
$$

Plugging these into derivative of (2.15) with respect to $z$, we obtain with (2.18):

$$
p_{0 z}=0
$$

Hence the horizontal velocities and the pressure are constant across the film.
Next, we integrate (2.15) over [ $\left.H_{0}-\frac{1}{2} h_{0}, z\right]$ and $\left[z, H_{0}+\frac{1}{2} h_{0}\right.$ ], respectively. This yields with (2.19) the following two equations:

$$
\begin{aligned}
0= & \left(u_{0 x}+v_{0 y}\right)\left(z-H_{0}+\frac{h_{0}}{2}\right)+w_{0}(z)+\frac{h_{0 t}}{2}+u_{0} \frac{h_{0 x}}{2}+v_{0} \frac{h_{0 y}}{2} \\
& -H_{0 t}-u_{0} H_{0 x}-v_{0} H_{0 y} \\
0= & \left(u_{0 x}+v_{0 y}\right)\left(H_{0}+\frac{h_{0}}{2}-z\right)-w_{0}(z)+\frac{h_{0 t}}{2}+u_{0} \frac{h_{0 x}}{2}+v_{0} \frac{h_{0 y}}{2} \\
& +H_{0 t}+u_{0} H_{0 x}+v_{0} H_{0 y}
\end{aligned}
$$

Adding these gives mass conservation:

$$
\begin{equation*}
h_{0 t}+\left(u_{0} h_{0}\right)_{x}+\left(v_{0} h_{0}\right)_{y}=0 \tag{2.23}
\end{equation*}
$$

Subtraction leads to an expression for $w_{0}$ :

$$
\begin{equation*}
w_{0}=-z\left(u_{0 x}+v_{0 y}\right)+H_{0 t}+\left(u_{0} H_{0}\right)_{x}+\left(v_{0} H_{0}\right)_{y} \tag{2.24}
\end{equation*}
$$

Finally, we obtain two expressions by adding and subtracting the two boundary conditions (2.20):

$$
\begin{gather*}
p_{0}=-\frac{\varepsilon}{2 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right)-2\left(u_{0 x}+v_{0 y}\right)+\frac{p^{+}+p^{-}}{2}  \tag{2.25}\\
H_{0 x x}+H_{0 y y}=\frac{\mathrm{Ca}\left(p^{+}-p^{-}\right)}{2 \varepsilon} . \tag{2.26}
\end{gather*}
$$

The latter equation yields a temporally constant center-face if we assume that the pressures in the adjacent bubbles are constant. In the following, we will assume for simplicity that $p^{+}=p^{-}=0$. Moreover, we assume that all the Plateau borders lie in the plane $z=0$ such that $H \equiv 0$.

Remark If $C a \ll \varepsilon$ the scaling for $p_{0}$ is no longer valid. In this case, the pressure gradient may enter into the Navier-Stokes equations in leading order and we obtain a lubrication-type equation. This will be considered in Section 2.1.6.

We now have the three equations (2.23) - (2.25) for the five unknowns $h_{0}, u_{0}, v_{0}$, $w_{0}$ and $p_{0}$. We need two more equations in order to close the system. These will be taken from the next order $\varepsilon^{2}$ :

$$
\begin{align*}
& \operatorname{Re}\left(u_{0 t}+u_{0} u_{0 x}+v_{0} u_{0 y}\right)=-p_{0 x}+u_{0 x x}+u_{0 y y}+u_{1 z z}+\frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g x},  \tag{2.27}\\
& \operatorname{Re}\left(v_{0 t}+u_{0} v_{0 x}+v_{0} v_{0 y}\right)=-p_{0 y}+v_{0 x x}+v_{0 y y}+v_{1 z z}+\frac{g \cdot \operatorname{Re}}{\operatorname{Fr}} e_{g y} \tag{2.28}
\end{align*}
$$

The related boundary conditions on $\pm \frac{h_{0}}{2}$ are:

$$
\begin{aligned}
& \pm \frac{\mathrm{Ma}}{\varepsilon} \sigma_{x}^{ \pm}+\frac{\mathrm{Ma}}{2 \varepsilon} \sigma_{z}^{ \pm} h_{0 x}=u_{1 z}+w_{0 x} \mp u_{0 x} h_{0 x} \mp \frac{h_{0 y}}{2}\left(u_{0 y}+v_{0 x}\right) \pm w_{0 z} h_{0 x}, \\
& \pm \frac{\mathrm{Ma}}{\varepsilon} \sigma_{y}^{ \pm}+\frac{\mathrm{Ma}}{2 \varepsilon} \sigma_{z}^{ \pm} h_{0 y}=v_{1 z}+w_{0 y} \mp v_{0 y} h_{0 y} \mp \frac{h_{0 x}}{2}\left(u_{0 y}+v_{0 x}\right) \pm w_{0 z} h_{0 y} .
\end{aligned}
$$

Integration of (2.27) and (2.28) across the film together with these boundary conditions leads to

$$
\begin{align*}
& h_{0}\left[p_{0 x}-u_{0 x x}-u_{0 y y}-\frac{g \cdot \operatorname{Re}}{\operatorname{Fr}} e_{g x}+\operatorname{Re}\left(u_{0 t}+u_{0} u_{0 x}+v_{0} u_{0 y}\right)\right] \\
& =\frac{\mathrm{Ma}}{\varepsilon}\left(\sigma^{+}+\sigma^{-}\right)_{x}+\frac{\mathrm{Ma}}{2 \varepsilon} h_{0 x}\left(\sigma^{+}-\sigma^{-}\right)_{z}-\left.w_{0 x}\right|_{\frac{h_{0}}{2}}+\left.w_{0 x}\right|_{-\frac{h_{0}}{2}} \\
& \quad+2 h_{0 x}\left(2 u_{0 x}+v_{0 y}\right)+h_{0 y}\left(u_{0 y}+v_{0 x}\right),  \tag{2.29}\\
& h_{0}\left[p_{0 y}-v_{0 x x}-v_{0 y y}-\frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g y}+\operatorname{Re}\left(v_{0 t}+u_{0} v_{0 x}+v_{0} v_{0 y}\right)\right] \\
& \quad=\frac{\mathrm{Ma}}{\varepsilon}\left(\sigma^{+}+\sigma^{-}\right)_{y}+\frac{\mathrm{Ma}}{2 \varepsilon} h_{0 y}\left(\sigma^{+}-\sigma^{-}\right)_{z}-\left.w_{0 y}\right|_{\frac{h_{0}}{2}}+\left.w_{0 y}\right|_{-\frac{h_{0}}{2}} \\
& \quad+2 h_{0 y}\left(u_{0 x}+2 v_{0 y}\right)+h_{0 x}\left(u_{0 y}+v_{0 x}\right) . \tag{2.30}
\end{align*}
$$

Under the assumption of symmetry, that is $\sigma_{x}^{+}=\sigma_{x}^{-}$and $\sigma_{z}^{+}=-\sigma_{z}^{-}$, together with Equations (2.24) and (2.25), we obtain from (2.23), (2.29) and (2.30) a system of three ODE's for the three unknowns $h, u$ and $v$ (dropping the subscripts):

$$
\begin{align*}
0= & h_{t}+(u h)_{x}+(v h)_{y},  \tag{2.31}\\
0= & \frac{\mathrm{Ma}}{\varepsilon}\left(2 \sigma_{x}+h_{x} \sigma_{z}\right)+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{x} \\
& -\operatorname{Re} h\left(u_{t}+u u_{x}+v u_{y}\right)+h \frac{g \operatorname{Re}}{\mathrm{Fr}} e_{g x} \\
& +4\left(h u_{x}\right)_{x}+2\left(h v_{y}\right)_{x}+\left(h v_{x}\right)_{y}+\left(h u_{y}\right)_{y},  \tag{2.32}\\
0= & \frac{\mathrm{Ma}}{\varepsilon}\left(2 \sigma_{y}+h_{y} \sigma_{z}\right)+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{y} \\
& -\operatorname{Re} h\left(v_{t}+u v_{x}+v v_{y}\right)+h \frac{g \operatorname{Re}}{\mathrm{Fr}} e_{g y} \\
& +4\left(h v_{y}\right)_{y}+2\left(h u_{x}\right)_{y}+\left(h u_{y}\right)_{x}+\left(h v_{x}\right)_{x} . \tag{2.33}
\end{align*}
$$

Remark Note that the surface tension $\sigma$ still appears in these equations. We will relate this quantity to the surfactant concentration and to the concentration of volatile component in the following sections. If none of these is present, the surface tension is constant and the corresponding terms drop out.

### 2.1.6 Special cases

Up to now, we have assumed that $\varepsilon^{2} \operatorname{Re} \ll 1, \frac{\varepsilon^{2} g R e}{F r} \ll 1$ and $\varepsilon \mathrm{Ma} \ll 1$. In this section, we will consider some special cases in which these conditions do not hold.

## Dominant boundary forces

Consider the case when $\varepsilon \mathrm{Ma}$ is of order one or higher. Since we assume $\Delta \gamma \ll \gamma$ this means $\mathrm{Ca} \ll \varepsilon$. As we can see on Equation (2.25), we have to rescale the pressure and will use the scaling $p=\frac{\mu U}{\varepsilon^{2} L} p^{\prime}$. In this case, the dimensionless Navier-Stokes equations in leading order become:

$$
\begin{align*}
u_{0 x}+v_{0 y}+w_{0 z} & =0  \tag{2.34}\\
p_{0 x} & =u_{0 z z}  \tag{2.35}\\
p_{0 y} & =v_{0 z z}  \tag{2.36}\\
p_{0 z} & =0 \tag{2.37}
\end{align*}
$$

The boundary conditions change accordingly (we assume for simplicity $\sigma_{z}^{ \pm}=0$; this will be motivated in Sections 2.2.4 and 2.3.5):

$$
\begin{align*}
2 w_{0} & = \pm h_{0 t} \pm u_{0} h_{0 x} \pm v_{0} h_{0 y}  \tag{2.38}\\
\frac{\varepsilon^{3}}{2 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right) & =-p_{0}  \tag{2.39}\\
\pm \varepsilon \mathrm{Ma} \sigma_{0 x}^{ \pm} & =u_{0 z}  \tag{2.40}\\
\pm \varepsilon \mathrm{Ma} \sigma_{0 y}^{ \pm} & =v_{0 z} \tag{2.41}
\end{align*}
$$

Equation (2.37) yields constant pressure across the film, hence (2.39) gives

$$
p_{0}=-\frac{\varepsilon^{3}}{2 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right) .
$$

Integration of (2.35) and (2.36) across the film using (2.40) and (2.41) gives, together with the expression for the pressure:

$$
\begin{aligned}
& \frac{\varepsilon^{2}}{2 \mathrm{Ca}} h_{0}\left(h_{0 x x}+h_{0 y y}\right)_{x}+\mathrm{Ma}\left(\sigma_{0}^{+}+\sigma_{0}^{-}\right)_{x}=0, \\
& \frac{\varepsilon^{2}}{2 \mathrm{Ca}} h_{0}\left(h_{0 x x}+h_{0 y y}\right)_{y}+\mathrm{Ma}\left(\sigma_{0}^{+}+\sigma_{0}^{-}\right)_{y}=0
\end{aligned}
$$

Then integrating (2.35) and (2.36) twice with (2.40) and (2.41) yields

$$
\begin{aligned}
& u_{0}=\bar{u}+\frac{\varepsilon \mathrm{Ma}}{2}\left(\sigma_{0}^{+}-\sigma_{0}^{-}\right)_{x} z+\frac{\varepsilon^{3}}{4 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right)_{x}\left(\frac{h_{0}^{2}}{12}-z^{2}\right), \\
& v_{0}=\bar{v}+\frac{\varepsilon \mathrm{Ma}}{2}\left(\sigma_{0}^{+}-\sigma_{0}^{-}\right)_{y} z+\frac{\varepsilon^{3}}{4 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right)_{y}\left(\frac{h_{0}^{2}}{12}-z^{2}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \bar{u}=\frac{u_{0}\left(\frac{h_{0}}{2}\right)+u_{0}\left(-\frac{h_{0}}{2}\right)}{2}+\frac{\varepsilon^{3}}{4 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right)_{x} \frac{h_{0}^{2}}{6} \\
& \bar{v}=\frac{v_{0}\left(\frac{h_{0}}{2}\right)+v_{0}\left(-\frac{h_{0}}{2}\right)}{2}+\frac{\varepsilon^{3}}{4 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right)_{y} \frac{h_{0}^{2}}{6} .
\end{aligned}
$$

Note that the Marangoni term cancels due to symmetry. We observe that we no longer have constant velocities $u_{0}$ and $v_{0}$ across the film, but that we obtain a parabolic velocity profile as in lubrication theory.

Finally, integrating (2.34) across the film together with (2.38), we obtain mass conservation:

$$
h_{0 t}+\left(h_{0} \bar{u}\right)_{x}+\left(h_{0} \bar{v}\right)_{y}=0
$$

The final system for $h, \bar{u}$ and $\bar{v}$ is then given by (using symmetry and leaving the subscripts):

$$
\begin{aligned}
& 0=h_{t}+(\bar{u} h)_{x}+(\bar{v} h)_{y} \\
& 0=\frac{2 \mathrm{Ma}}{\varepsilon} \sigma_{x}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{x} \\
& 0=\frac{2 \mathrm{Ma}}{\varepsilon} \sigma_{y}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{y}
\end{aligned}
$$

Apart from the fact that the tangential velocity is no longer constant across the film, this is exactly the same model as we obtained before in (2.31) - (2.33) for the case that inertia and viscosity can be neglected, i.e. the film is dominated by surface forces.

## Model of a fast film

We will now consider the case in which the liquid drains out of the lamella very fast, i.e. the velocity scaling is so large that the condition $\varepsilon^{2} R e \ll 1$ from Section 2.1.5 no longer holds. Assuming that inertia forces enter in leading order, we obtain the following system:

$$
\begin{aligned}
u_{0 x}+v_{0 y}+w_{0 z} & =0, \\
\varepsilon^{2} \operatorname{Re}\left(u_{0 t}+u_{0} u_{0 x}+v_{0} u_{0 y}+w_{0} u_{0 z}\right) & =u_{0 z z}, \\
\varepsilon^{2} \operatorname{Re}\left(v_{0 t}+u_{0} v_{0 x}+v_{0} v_{0 y}+w_{0} v_{0 z}\right) & =v_{0 z z}, \\
\varepsilon^{2} \operatorname{Re}\left(w_{0 t}+u_{0} w_{0 x}+v_{0} w_{0 y}+w_{0} w_{0 z}\right) & =-p_{0 z}+w_{0 z z},
\end{aligned}
$$

with boundary conditions:

$$
\begin{aligned}
w_{0} & = \pm \frac{1}{2} h_{0 t} \pm \frac{1}{2} u_{0} h_{0 x} \pm \frac{1}{2} v_{0} h_{0 y}, \\
\frac{\varepsilon}{2 \mathrm{Ca}}\left(h_{0 x x}+h_{0 y y}\right) & =-p_{0} \mp u_{0 z} h_{0 x} \mp v_{0 z} h_{0 y}+2 w_{0 z}, \\
\pm \varepsilon \mathrm{Ma} \sigma_{0 x}^{ \pm} & =u_{0 z}, \\
\pm \varepsilon \mathrm{Ma} \sigma_{0 y}^{ \pm} & =v_{0 z} .
\end{aligned}
$$

There are two possible scenarios:

1. Marangoni and capillary forces are negligible, and the tangential velocities $u$ and $v$ are constant across the film. Then we obtain the following hyperbolic system:

$$
\begin{array}{r}
h_{t}+(u h)_{x}+(v h)_{y}=0, \\
u_{t}+u u_{x}+v u_{y}=0, \\
v_{t}+u v_{x}+v v_{y}=0,
\end{array}
$$

i.e. the flow is completely inertia-dominated.
2. Marangoni and capillary forces enter at leading order; then $u$ and $v$ are not constant across the film. In this case, we are not able to simplify the system further. If the velocity scaling is very fast, Marangoni and capillary forces only appear in leading order if $\varepsilon$ is large. Hence, this model describes a relatively thick film for which the thin film approximations do not hold and the full problem has to be solved.

Both of these cases will not be studied any further in this thesis. The first case describes a film which thins very quickly due to the high velocity of the flow, such that it is very unstable and therefore not interesting for our application. Moreover, since we explicitly deal with thin films in this work, we will not consider the second model in more detail.

### 2.2 Surfactant

### 2.2.1 Physical model

In the case of a foam stabilized by the effect of a surfactant on the surface tension, we need a model describing the behaviour of that surfactant. We denote its bulk
concentration by $C^{s}$ and assume that it is governed by convection and diffusion. Thus, we obtain the following equation for $C^{s}$ :

$$
\begin{equation*}
C_{t}^{s}+u C_{x}^{s}+v C_{y}^{s}+w C_{z}^{s}=D_{s}\left(C_{x x}^{s}+C_{y y}^{s}+C_{z z}^{s}\right) \tag{2.42}
\end{equation*}
$$

The diffusivity $D_{s}$ is a material parameter which we assume to be independent of space and time.

### 2.2.2 Conditions at the free interfaces

As already mentioned before, surfactants tend to assemble at the surface of the liquid. Therefore, it is not sufficient to consider the concentration at the surface as the trace of the bulk concentration, but a new quantity is introduced, the surface concentration $\Gamma$. We assume that $\Gamma$ is governed by convection, diffusion and a flux of surfactant from the bulk onto the surface, thus it is described by

$$
\begin{equation*}
\Gamma_{t}+\nabla_{\Gamma} \cdot\left(\mathbf{u}_{\Gamma} \Gamma\right)=\nabla_{\Gamma} \cdot\left(D_{\Gamma} \nabla_{\Gamma}\right) \Gamma+j . \tag{2.43}
\end{equation*}
$$

The index $\Gamma$ stands for the surface, i.e. the directions spanned by the tangential vectors defined in Section 2.1.2. The material parameter $D_{\Gamma}$ is the surface diffusivity which is assumed to be constant, and $j$ is the flux of surfactant from the bulk.

We have to close the system by adding some more equations for the newly introduced unknowns $\Gamma$ and $j$, as well as for the surface tension $\sigma$. We need a relation between $\Gamma$ and $C^{s}$, which is introduced by a constitutive equation for the flux $j$,

$$
j=j\left(C^{s}, \Gamma\right)
$$

There are several such models in chemical literature, and we apply one of the most common ones, the Langmuir-Hinshelwood equation (see [13])

$$
\begin{equation*}
j=k_{1}\left(C^{s}\left(\Gamma_{\infty}-\Gamma\right)-k_{2} \Gamma\right) \tag{2.44}
\end{equation*}
$$

In this model, the flux is assumed to be the difference between adsorption and desorption of surfactant at the surface. The adsorption is proportional to

- the bulk concentration $C^{s}$, i.e. the "reservoir" of surfactant in the bulk;
- the difference of the saturation concentration $\Gamma_{\infty}$ and the concentration of surfactant at the surface $\Gamma$, i.e. the "space" that is left at the surface.

For the desorption we have a similar model, i.e. it is proportional to

- the concentration of surfactant at the surface (the reservoir);
- a constant material parameter $k_{2}$. This parameter models the space as in the adsorption. However, for the desorption it is assumed that the variation in the bulk surfactant concentration is small compared to the saturation concentration in the bulk, such that it can be approximated by a constant.

The material parameters $k_{1}$ and $k_{2}$ also determine the relative magnitudes of adsorption and desorption.

It is often assumed (see [13]) that the adsorption process happens on a much faster time scale than the other effects. In this case, (2.44) reduces to a relation for the thermodynamic equilibrium called the Langmuir isotherm,

$$
\begin{equation*}
\Gamma=\frac{\Gamma_{\infty} C^{s}}{k_{2}+C^{s}} . \tag{2.45}
\end{equation*}
$$

Another relation between the flux $j$ and the bulk concentration $C^{s}$ can be derived under the assumption that the flux onto the surface in the bulk is controlled by diffusion and therefore given by

$$
\begin{align*}
j & =-D_{s} \frac{\partial C^{s}}{\partial n} \\
& =\frac{D_{s}}{\sqrt{1+\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}}}\left(\mp C_{z}^{s} \pm h_{x}^{ \pm} C_{x}^{s} \pm h_{y}^{ \pm} C_{y}^{s}\right) . \tag{2.46}
\end{align*}
$$

In contrast to Equation (2.44), this describes the behaviour in the bulk and not at the interface. However, due to continuity reasons, the two expressions are equal at the interface. Therefore, we can eliminate $j$ and obtain two equations by equating (2.46) and (2.43) on the one hand and (2.46) and (2.44) on the other hand. Using (2.6) and (2.7) we get

$$
\begin{equation*}
k_{1}\left(C^{s}\left(\Gamma_{\infty}-\Gamma\right)-k_{2} \Gamma\right)=\frac{D_{s}}{\sqrt{4+h_{x}^{2}+h_{y}^{2}}}\left(\mp 2 C_{z}^{s}+h_{x} C_{x}^{s}+h_{y} C_{y}^{s}\right) \tag{2.47}
\end{equation*}
$$

and

$$
\begin{align*}
0= & \Gamma_{t}^{ \pm}+\frac{1}{\sqrt{4+h_{x}^{2}}}\left[\left(\frac{4 u \Gamma^{ \pm} \pm 2 h_{x} w \Gamma^{ \pm}}{\sqrt{4+h_{x}^{2}}}\right)_{x} \pm h_{x}\left(\frac{2 u \Gamma^{ \pm} \pm h_{x} w \Gamma^{ \pm}}{\sqrt{4+h_{x}^{2}}}\right)_{z}\right] \\
& +\frac{1}{\sqrt{\left(4+h_{x}^{2}\right)\left(4+h_{x}^{2}+h_{y}^{2}\right)}} \cdot \\
& {\left[-h_{x} h_{y}\left(\frac{-h_{x} h_{y} u \Gamma^{ \pm}+\left(4+h_{x}^{2}\right) v \Gamma^{ \pm} \pm 2 h_{y} w \Gamma^{ \pm}}{\sqrt{\left(4+h_{x}^{2}\right)\left(4+h_{x}^{2}+h_{y}^{2}\right)}}\right)_{x}\right.} \\
& +\left(4+h_{x}^{2}\right)\left(\frac{-h_{x} h_{y} u \Gamma^{ \pm}+\left(4+h_{x}^{2}\right) v \Gamma^{ \pm} \pm 2 h_{y} w \Gamma^{ \pm}}{\sqrt{\left(4+h_{x}^{2}\right)\left(4+h_{x}^{2}+h_{y}^{2}\right)}}\right)_{y} \\
& \left. \pm 2 h_{y}\left(\frac{-h_{x} h_{y} u \Gamma^{ \pm}+\left(4+h_{x}^{2}\right) v \Gamma^{ \pm} \pm 2 h_{y} w \Gamma^{ \pm}}{\sqrt{\left(4+h_{x}^{2}\right)\left(4+h_{x}^{2}+h_{y}^{2}\right)}}\right)_{z}\right]_{z} \\
& +\frac{D_{\Gamma}^{ \pm}}{\sqrt{4+h_{x}^{2}+h_{y}^{2}}}\left[h_{x}\left(\frac{h_{x} \Gamma_{x}^{ \pm}+h_{y} \Gamma_{y}^{ \pm} \mp 2 \Gamma_{z}^{ \pm}}{\sqrt{4+h_{x}^{2}+h_{y}^{2}}}\right)_{x}\right. \\
& +h_{y}\left(\frac{h_{x} \Gamma_{x}^{ \pm}+h_{y} \Gamma_{y}^{ \pm} \mp 2 \Gamma_{z}^{ \pm}}{\left.\left.\sqrt{4+h_{x}^{2}+h_{y}^{2}}\right)_{y} \mp 2\left(\frac{h_{x} \Gamma_{x}^{ \pm}+h_{y} \Gamma_{y}^{ \pm} \mp 2 \Gamma_{z}^{ \pm}}{\sqrt{4+h_{x}^{2}+h_{y}^{2}}}\right)_{z}\right]}\right. \\
& -D_{\Gamma}^{ \pm}\left(\Gamma_{x x}^{ \pm}+\Gamma_{y y}^{ \pm}+\Gamma_{z z}^{ \pm}\right)-\frac{D_{s}}{\sqrt{4+h_{x}^{2}+h_{y}^{2}}}\left(\mp 2 C_{z}^{s}+h_{x} C_{x}^{s}+h_{y} C_{y}^{s}\right) . \tag{2.48}
\end{align*}
$$

### 2.2.3 Influence on the surface tension

Finally, we need a relation between the surface tension and the surfactant concentration. Therefore, we apply the Frumkin equation (or von Szyckowski equation, see [13])

$$
\begin{equation*}
\sigma^{\star}-\sigma=-R \Theta \Gamma_{\infty} \ln \left(1-\frac{\Gamma}{\Gamma_{\infty}}\right) . \tag{2.49}
\end{equation*}
$$

which models that relation for a wide range of surfactants. Here $R$ denotes the gas constant, $\Theta$ the temperature and $\sigma^{\star}$ the surface tension of the pure liquid without surfactant. Note that this equation has a singularity for $\Gamma=\Gamma_{\infty}$ and therefore becomes invalid in this limit. However, we will only consider relatively small concentrations in which this model is a good approximation of the real behaviour.

In thermodynamic equilibrium, we can plug (2.45) into (2.49) and obtain after differentiation:

$$
\begin{align*}
\sigma_{x} & =-R \Theta \Gamma_{\infty} \frac{C_{x}^{s}}{C^{s}+k_{2}}  \tag{2.50}\\
\sigma_{y} & =-R \Theta \Gamma_{\infty} \frac{C_{y}^{s}}{C^{s}+k_{2}}  \tag{2.51}\\
\sigma_{z} & =-R \Theta \Gamma_{\infty} \frac{C_{z}^{s}}{C^{s}+k_{2}} \tag{2.52}
\end{align*}
$$

Remark For the thin film model (2.31) - (2.33), only the spatial derivatives of the surface tension are needed.

For small concentrations $C^{s} \ll k_{2}$, we can simplify (2.45) and (2.50) - (2.52) even further to obtain the linear relations

$$
\begin{gathered}
\Gamma=\frac{\Gamma_{\infty}}{k_{2}} C^{s} \\
\sigma_{x}=-\frac{R \Theta \Gamma_{\infty}}{k_{2}} C_{x}^{s}, \\
\sigma_{y}=-\frac{R \Theta \Gamma_{\infty}}{k_{2}} C_{y}^{s}, \\
\sigma_{z}=-\frac{R \Theta \Gamma_{\infty}}{k_{2}} C_{z}^{s}
\end{gathered}
$$

### 2.2.4 Nondimensionalization

Additionally to the dimensionless variables introduced in (2.13), we nondimensionalize $C^{s}$ and $\Gamma$ by:

$$
\begin{aligned}
C^{s} & =C^{\star} C^{s \prime} \\
\Gamma^{ \pm} & =\Gamma^{\star} \Gamma^{ \pm \prime}
\end{aligned}
$$

We also introduce some similarity parameters:

- The Péclet number $\mathrm{Pe}=\frac{U L}{D_{s}}$, which characterizes the relation of convection and diffusion in the bulk.
- The interface Péclet number $\mathrm{Pe}_{\Gamma}=\frac{U L}{D_{\Gamma}}$, which does the same at the liquidair interface.
- The replenishment number $S=\frac{D_{S} C^{\star}}{U \Gamma^{\star}}$, which is the relation of diffusion from the bulk onto the surface and convection at the surface.
- Moreover, we introduce $\Lambda=\frac{\Gamma^{\star}}{\Gamma_{\infty}}$ and $\Pi=\frac{C^{\star}}{k_{2}}$ which describe the order of magnitude of the concentrations compared to the saturation concentrations.

With these, the convection-diffusion equation (2.42) for the bulk concentration of the surfactant becomes (we drop the primes again):

$$
\begin{equation*}
\varepsilon^{2} \operatorname{Pe}\left(C_{t}^{s}+u C_{x}^{s}+v C_{y}^{s}+w C_{z}^{s}\right)=\varepsilon^{2} C_{x x}^{s}+\varepsilon^{2} C_{y y}^{s}+C_{z z}^{s} \tag{2.53}
\end{equation*}
$$

At the interfaces $z= \pm \frac{h}{2}$, we consider (2.48) to obtain:

$$
\begin{align*}
0= & \Gamma_{t}^{ \pm}+\frac{1}{2}\left[\left(2 u \Gamma^{ \pm}\right)_{x} \pm h_{x}\left(u \Gamma^{ \pm}\right)_{z}\right]+\frac{1}{2}\left[2\left(v \Gamma^{ \pm}\right)_{y} \pm h_{y}\left(v \Gamma^{ \pm}\right)_{z}\right] \\
& -\frac{1}{\mathrm{Pe}_{\Gamma}}\left(\Gamma_{x x}^{ \pm}+\Gamma_{y y}^{ \pm}+\Gamma_{z z}^{ \pm}\right)+\frac{1}{4 \mathrm{Pe}_{\Gamma}}\left[\mp 2 h_{x} \Gamma_{x z}^{ \pm} \mp 2 h_{y} \Gamma_{y z}^{ \pm} \mp 2\left(h_{x} \Gamma_{x}^{ \pm}\right)_{z}\right. \\
& \left.\mp 2\left(h_{y} \Gamma_{y}^{ \pm}\right)_{z}+\frac{4}{\varepsilon^{2}} \Gamma_{z z}^{ \pm}-\left(h_{x}^{2}+h_{y}^{2}\right) \Gamma_{z z}^{ \pm}\right] \\
& \pm \frac{\varepsilon S}{2}\left(\frac{2}{\varepsilon^{2}} C_{z}^{s} \mp h_{x} C_{x}^{s} \mp h_{y} C_{y}^{s}-\frac{1}{8}\left(h_{x}^{2}+h_{y}^{2}\right) C_{z}^{s}\right)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{2.54}
\end{align*}
$$

Equation (2.47) becomes:

$$
\begin{equation*}
\frac{D_{s}}{\varepsilon k_{1} L \Gamma^{\star} \sqrt{4+\varepsilon^{2} h_{x}^{2}+\varepsilon^{2} h_{y}^{2}}}\left(\mp 2 C_{z}^{s}+\varepsilon^{2} h_{x} C_{x}^{s}+\varepsilon^{2} h_{y} C_{y}^{s}\right)=\frac{C^{s}}{\Lambda}-C^{s} \Gamma-\frac{\Gamma}{\Pi} . \tag{2.55}
\end{equation*}
$$

Finally, we have the Frumkin equation (2.49) for the relation of surface tension and surfactant concentration,

$$
\begin{equation*}
\sigma^{\star}-\gamma-\Delta \gamma \sigma=-R \Theta \Gamma_{\infty} \ln (1-\Lambda \Gamma) \tag{2.56}
\end{equation*}
$$

### 2.2.5 Asymptotic expansion

We assume that the film is in thermodynamic equilibrium, that is $\frac{D_{s}}{\varepsilon k_{1} L \Gamma^{\star}} \ll 1$, such that Equation (2.55) reduces to the Langmuir isotherm

$$
\begin{equation*}
\Gamma_{0}=\frac{\Pi}{\Lambda} \frac{C_{0}^{s}}{1+\Pi C_{0}^{s}} . \tag{2.57}
\end{equation*}
$$

The first and second derivatives of this expression with respect to $x$ are

$$
\Gamma_{0 x}=\frac{\Pi}{\Lambda} \frac{C_{0 x}^{s}}{\left(1+\Pi C_{0}^{s}\right)^{2}}
$$

and

$$
\Gamma_{0 x x}=\frac{\Pi}{\Lambda} \frac{C_{0 x x}^{s}}{\left(1+\Pi C_{0}^{s}\right)^{2}}-\frac{2 \Pi^{2}}{\Lambda} \frac{\left(C_{0 x x}^{s}\right)^{2}}{\left(1+\Pi C_{0}^{s}\right)^{3}} .
$$

The derivatives with respect to $y$ and $z$ are computed analogously. Thus, we can replace all occurrences of $\Gamma$ with the above expressions. We make the following assumptions:

- $\varepsilon^{2} \mathrm{Pe} \ll 1$,
- $\varepsilon^{2} \mathrm{Pe}_{\Gamma} \ll 1$ or $\frac{\varepsilon}{S} \ll 1$.

The first condition is the equivalent to $\varepsilon^{2} R e \ll 1$ from Section 2.1.5. The second one is related to the first via the velocity scaling $U$ and ensures that the interface conditions are consistent.

We obtain for the bulk in leading order:

$$
\begin{equation*}
C_{0 z z}^{s}=0 \tag{2.58}
\end{equation*}
$$

The interface condition (2.54) becomes

$$
\mp \varepsilon S \operatorname{Pe}_{\Gamma} C_{0 z}^{s}=\frac{\Pi}{\Lambda} \frac{C_{0 z z}^{s}}{\left(1+\Pi C_{0}^{s}\right)^{2}}-\frac{2 \Pi^{2}}{\Lambda} \frac{\left(C_{0 z}^{s}\right)^{2}}{\left(1+\Pi C_{0}^{s}\right)^{3}} .
$$

Assuming continuity of $C_{0 z z}^{s}$, this simplifies to

$$
\pm \varepsilon S \mathrm{Pe}_{\Gamma} C_{0 z}^{s}=\frac{2 \Pi^{2}}{\Lambda} \frac{\left(C_{0 z}^{s}\right)^{2}}{\left(1+\Pi C_{0}^{s}\right)^{3}}
$$

This yields

$$
C_{0 z}^{s}=0
$$

at the interfaces and hence together with (2.58)

$$
C_{0 z}^{s}=0
$$

everywhere.
In order to obtain an evolution equation for the concentration $C^{s}$, we have to proceed to the next order, getting:

$$
\operatorname{Pe}\left(C_{0 t}^{s}+u_{0} C_{0 x}^{s}+v_{0} C_{0 y}^{s}\right)=C_{0 x x}^{s}+C_{0 y y}^{s}+C_{1 z z}^{s}
$$

with interface condition

$$
\begin{aligned}
0= & \left(C_{0 t}^{s}+u_{0} C_{0 x}^{s}+v_{0} C_{0 y}^{s}\right)+\left(1+\Pi C_{0}^{s}\right)\left(u_{0 x} C_{0}^{s}+u_{0 y} C_{0}^{s}\right) \\
& +\frac{2 \Pi}{\mathrm{Pe}_{\Gamma}\left(1+\Pi C_{0}^{s}\right)}\left(\left(C_{0 x}^{s}\right)^{2}+\left(C_{0 x}^{s}\right)^{2}\right)-\frac{1}{\mathrm{Pe}_{\Gamma}}\left(C_{0 x x}^{s}+C_{0 y y}^{s}\right) \\
& -\frac{\varepsilon S \Lambda\left(1+\Pi C_{0}^{s}\right)^{2}}{2 \Pi}\left(h_{0 x} C_{0 x}^{s}+h_{0 y} C_{0 y}^{s} \mp 2 C_{1 z}^{s}\right) .
\end{aligned}
$$

Integration across the film yields (dropping zeros)

$$
\begin{aligned}
0= & \left(\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C_{0}^{s}\right)^{2}}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}+v C_{y}^{s}\right) \\
& +\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C^{s}\right)}\left(u_{x} C^{s}+u_{y} C^{s}\right)+\frac{4 \Pi^{2}}{\varepsilon S \operatorname{Pe}_{\Gamma} \Lambda\left(1+\Pi C^{s}\right)^{3}}\left(C_{x}^{s 2}+C_{y}^{s 2}\right) \\
& -\frac{2 \Pi}{\varepsilon S \operatorname{Pe}_{\Gamma} \Lambda\left(1+\Pi C_{0}^{s}\right)^{2}}\left(C_{x x}^{s}+C_{y y}^{s}\right)-\left(h C_{x}^{s}\right)_{x}-\left(h C_{y}^{s}\right)_{y}
\end{aligned}
$$

In the following, we will make in accordance to [9] the assumption that surface diffusion can be neglected, i.e. $\mathrm{Pe}_{\Gamma}$ is large. Then this equation simplifies to

$$
\begin{align*}
0= & \left(\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C_{0}^{s}\right)^{2}}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}+v C_{y}^{s}\right) \\
& +\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C^{s}\right)}\left(u_{x} C^{s}+u_{y} C^{s}\right)-\left(h C_{x}^{s}\right)_{x}-\left(h C_{y}^{s}\right)_{y} \tag{2.59}
\end{align*}
$$

### 2.2.6 Surface tension

Plugging (2.57) into the Frumkin equation (2.56), we obtain the following relations:

$$
\begin{aligned}
\sigma_{x} & =-\frac{R \Theta \Gamma_{\infty}}{\Delta \gamma} \frac{C_{x}^{s}}{1+\Pi C^{s}} \\
\sigma_{y} & =-\frac{R \Theta \Gamma_{\infty}}{\Delta \gamma} \frac{C_{y}^{s}}{1+\Pi C^{s}}, \\
\sigma_{z} & =-\frac{R \Theta \Gamma_{\infty}}{\Delta \gamma} \frac{C_{z}^{s}}{1+\Pi C^{s}}=0 .
\end{aligned}
$$

Note that in the equations derived in the Section 2.1.5 only these derivatives occur. Moreover, this validates the assumption $\sigma_{z}=0$.

### 2.3 Volatile component

### 2.3.1 Physical model

Real gas or Diesel fuel is a mixture of a variety of different components with different physical properties such as surface tension and boiling point. We consider
a simple model of a mixture of two liquid components, one of which is volatile at the given temperature.

As in the case of a surfactant, the volatile component is assumed to be governed by convection and diffusion. We denote its concentration in the mixture by $C^{v}$ and obtain a similar equation as before:

$$
\begin{equation*}
C_{t}^{v}+u C_{x}^{v}+v C_{y}^{v}+w C_{z}^{v}=D_{v}\left(C_{x x}^{v}+C_{y y}^{v}+C_{z z}^{v}\right) \tag{2.60}
\end{equation*}
$$

with constant diffusivity $D_{v}$.

### 2.3.2 Interface conditions

In order to find the correct interface condition for the concentration of the volatile component, we consider an (infinitesimal) control volume $\Omega$ at the interface $h^{+}$as in Figure 2.4. Let the velocity of the interface be $\mathbf{v}_{I}$ and recall that the velocity


Figure 2.4: Derivation of the boundary conditions
of the fluid is $\mathbf{u}_{F}$. Since we consider an infinitesimally small control volume we can assume that $\mathbf{v}_{I} \approx$ const on $\Omega$. The vector $\mathbf{n}_{\Omega}$ denotes the normal on the boundaries of $\Omega$ while $\mathbf{n}$ is the normal on the interface $h^{+}$. The parameters $\varepsilon$ and $\delta$ are small.

Integrating Equation (2.60) over the control volume, and applying Stokes' theorem, we obtain

$$
\begin{aligned}
\int_{\Omega} C_{t}^{v} & =-\int_{\Omega}\left(\mathbf{u}-\mathbf{v}_{I}\right) \cdot \nabla C^{v}+D_{v} \int_{\Omega} \Delta C^{v} \\
& =\int_{\partial \Omega}\left(\mathbf{u} \cdot \mathbf{n}_{\Omega}-\mathbf{v}_{I} \cdot \mathbf{n}_{\Omega}\right) C^{v}-D_{v} \int_{\partial \Omega} \mathbf{n}_{\Omega} \cdot \nabla C^{v}
\end{aligned}
$$

If we let $\varepsilon$ tend to zero, this becomes

$$
\int_{\partial \Omega_{1}}\left(\left(\mathbf{u} \cdot \mathbf{n}-\mathbf{v}_{I} \cdot \mathbf{n}\right) C^{v}-D_{v} \mathbf{n} \cdot \nabla C^{v}\right)=\int_{\partial \Omega_{2}}\left(\left(\mathbf{u} \cdot \mathbf{n}-\mathbf{v}_{I} \cdot \mathbf{n}\right) C^{v}-D_{v} \mathbf{n} \cdot \nabla C^{v}\right)
$$

since the contribution from the boundaries $\partial \Omega_{3}$ and $\partial \Omega_{4}$ vanishes.
The left hand side of this equation describes the flux of the volatile component through the interface $h^{+}$. Liquid only leaves $\Omega$ through this part of the boundary by evaporation, hence we equate this term to the amount of volatile component evaporating per surface area, $e$. Letting $\delta$ tend to zero we obtain :

$$
-D_{v} \mathbf{n} \cdot \nabla C^{v}+C^{v}\left(\mathbf{u}_{F} \cdot \mathbf{n}-\mathbf{v}_{I} \cdot \mathbf{n}\right)=e
$$

The same holds for the non-volatile component, with the difference that the evaporation is zero:

$$
D_{v} \mathbf{n} \cdot \nabla C^{v}+\left(1-C^{v}\right)\left(\mathbf{u}_{F} \cdot \mathbf{n}-\mathbf{v}_{I} \cdot \mathbf{n}\right)=0
$$

Combining these two equations yields

$$
-D_{v} \mathbf{n} \cdot \nabla C^{v}=\left(1-C^{v}\right) e
$$

and

$$
\mathbf{u}_{F} \cdot \mathbf{n}-\mathbf{v}_{I} \cdot \mathbf{n}=e
$$

The same considerations can be done for the interface $h^{-}$, and the results may be rewritten as

$$
\begin{equation*}
\mp D_{v}\left(C_{z}^{v}-h_{x}^{ \pm} C_{x}^{v}-h_{y}^{ \pm} C_{y}^{v}\right)=\left(1-C^{v}\right) e \sqrt{1+\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}} \tag{2.61}
\end{equation*}
$$

and

$$
\begin{equation*}
w=h_{t}^{ \pm}+u h_{x}^{ \pm}+v h_{y}^{ \pm}+e \sqrt{1+\left(h_{x}^{ \pm}\right)^{2}+\left(h_{y}^{ \pm}\right)^{2}} . \tag{2.62}
\end{equation*}
$$

Remark The equation describing the evolution of the interface (2.9) must be modified in the case of evaporation and replaced by (2.62).

### 2.3.3 Determination of the evaporation rate

This leaves us with the determination of the evaporation rate $e$, for which we use a simplified evaporation model as given in [11]. We assume that the interface is in thermodynamic equilibrium, i.e. the vapour pressure $p^{v}$ at the interface is equal to the saturation pressure $p_{\text {sat }}$. From this condition, the density of the vapour can be determined. The evaporation rate is equal to the negative density gradient of the vapour at the interface,

$$
e=-\mathbf{n} \nabla \rho^{v},
$$

where $\rho^{v}$ denotes the density of the vapour. In order to compute this quantity, we assume that the vapour in the bubble is only transported due to diffusion and
neglect convection effects. Note that we also assume a constant temperature such that we do not consider the energy equation.

We make a further simplification and assume that the total density of the gas (air + vapour) is constant in space such that we obtain

$$
\rho_{t}^{v}=D_{v} \Delta \rho^{v}
$$

in the bubble $\Omega_{B}$. Here $D^{v}$ is the diffusivity of the vapour in air. From the condition

$$
p^{v}=p_{\text {sat }}
$$

we obtain

$$
\rho^{v}=\rho\left(p_{\text {sat }}\right)
$$

as boundary condition on $\partial \Omega_{B}$. For more details we refer to [11].

### 2.3.4 Influence on the surface tension

As for the surfactant, we still need a relation between the concentration $C^{v}$ and the surface tension. For the surface tension $\sigma$, we assume the simple relation

$$
\begin{equation*}
\sigma=C^{v} \gamma_{v}+\left(1-C^{v}\right) \gamma_{l}, \tag{2.63}
\end{equation*}
$$

where $\gamma_{v}$ is the surface tension of the volatile component and $\gamma_{l}$ that of the basic liquid.

### 2.3.5 Nondimensionalization

We introduce two more dimensionless variables,

$$
\begin{aligned}
C^{v} & =\tilde{C}^{\star} C^{v \prime} \\
e & =e^{\star} e^{\prime}
\end{aligned}
$$

and define the following quantities:

- The Péclet number $\widetilde{\mathrm{Pe}}=\frac{U L}{D_{v}}$ for the volatile component. This is exactly the same as for the surfactant and characterizes the relation of convection and diffusion.
- The parameter $\mathcal{S}=\frac{L e^{\star}}{D_{v} \tilde{C}^{\star}}$ relates evaporation and diffusion.
- The parameter $\mathcal{E}=\frac{e^{\star}}{U}$ characterizes the relation between evaporation and convection.

The bulk equations are the same as for the surfactant, in particular

$$
\begin{equation*}
\varepsilon^{2} \widetilde{\operatorname{Pe}}\left(C_{t}^{v}+u C_{x}^{v}+v C_{y}^{v}+w C_{z}^{v}\right)=\varepsilon^{2} C_{x x}^{v}+\varepsilon^{2} C_{y y}^{v}+C_{z z}^{v} \tag{2.64}
\end{equation*}
$$

At the interfaces we have

$$
\begin{equation*}
\mp \frac{1}{\varepsilon \mathcal{S}}\left(2 C_{z}^{v} \mp \varepsilon^{2} h_{x} C_{x}^{v} \mp \varepsilon^{2} h_{y} C_{y}^{v}\right)=\left(1-\tilde{C}^{\star} C^{v}\right) e \sqrt{4+\varepsilon^{2} h_{x}^{2}+\varepsilon^{2} h_{y}^{2}} \tag{2.65}
\end{equation*}
$$

and

$$
\begin{equation*}
2 w= \pm h_{t} \pm u h_{x} \pm v h_{y} \pm \frac{\mathcal{E}}{\varepsilon} e \sqrt{4+\varepsilon^{2} h_{x}^{2}+\varepsilon^{2} h_{y}^{2}} \tag{2.66}
\end{equation*}
$$

The latter equation replaces (2.14).

### 2.3.6 Asymptotic analysis

As in the previous cases, we make some assumptions:

- $\varepsilon^{2} \widetilde{\mathrm{Pe}} \ll 1$,
- $\mathcal{S} \lesssim \mathcal{O}(\varepsilon)$,
- $\mathcal{E} \lesssim \mathcal{O}(\varepsilon)$.

The first condition is the same as for the surfactant case (see Section 2.2.5). If the other two conditions do not hold, evaporation is dominant and the film thins mainly due to this effect. In this case, the scaling we have assumed is incorrect and the equations need to be rescaled.

The leading order system reads

$$
C_{0 z z}^{v}=0
$$

with interface condition

$$
C_{0 z}^{v}=0
$$

at both sides of the film, leading to

$$
C_{0 z}^{v}=0
$$

also in the bulk.
In order to get a closed system, we proceed again to order $\mathcal{O}\left(\varepsilon^{2}\right)$ :

$$
\begin{equation*}
\widetilde{\operatorname{Pe}}\left(C_{0 t}^{v}+u_{0} C_{0 x}^{v}+v_{0} C_{0 y}^{v}\right)=C_{0 x x}^{v}+C_{0 y y}^{v}+C_{1 z z}^{v} . \tag{2.67}
\end{equation*}
$$

At the interfaces, the following condition holds:

$$
\begin{equation*}
\mp \frac{\varepsilon}{\mathcal{S}}\left(2 C_{1 z}^{v} \mp h_{0 x} C_{0 x}^{v} \mp h_{0 y} C_{0 y}^{v}\right)=2\left(1-\tilde{C}^{\star} C^{v}\right) e_{0} . \tag{2.68}
\end{equation*}
$$

Integration of (2.67) together with (2.68) leads to the model for a liquid containing a volatile component:

$$
\begin{align*}
0= & h_{0} \widetilde{\mathrm{Pe}}\left(C_{0 t}^{v}+u_{0} C_{0 x}^{v}+v_{0} C_{0 y}^{v}\right)+\frac{2 \mathcal{S}}{\varepsilon}\left(1-\tilde{C}^{\star} C^{v}\right) e_{0} \\
& -\left(h_{0} C_{0 x}\right)_{x}+\left(h_{0} C_{0 y}\right)_{y} . \tag{2.69}
\end{align*}
$$

Moreover, Equation (2.19) is replaced by

$$
w_{0}= \pm \frac{1}{2} h_{0 t} \pm \frac{1}{2} u_{0} h_{0 x} \pm \frac{1}{2} v_{0} h_{0 y} \pm \frac{\mathcal{E}}{\varepsilon} e_{0},
$$

which leads to a modified equation for the mass conservation (2.23):

$$
\begin{equation*}
h_{0 t}+\left(u_{0} h_{0}\right)_{x}+\left(v_{0} h_{0}\right)_{y}+\frac{2 \mathcal{E}}{\varepsilon} e_{0}=0 \tag{2.70}
\end{equation*}
$$

### 2.3.7 Surface tension and evaporation rate

We need to determine the influence of the concentration $C^{v}$ on the surface tension $\sigma$. Equation (2.63) yields

$$
\sigma_{0 x}=\frac{\tilde{C}^{\star}\left(\gamma_{v}-\gamma_{l}\right)}{\Delta \gamma} C_{0 x}^{v}
$$

We will in the following assume that $\left(\gamma_{v}-\gamma_{l}\right) \sim \Delta \gamma$, such that the concentration of the volatile component is of order one, i.e. $\tilde{C}^{\star}=1$. If the concentration is of a smaller order, the variation of the surface tension is too small to influence the flow of liquid in a noticeable way. Note that this means we have the relation $\mathcal{S}=\widetilde{\operatorname{Pe}} \mathcal{E}$.

Finally, we need to determine the evaporation rate $e_{0}$. We will in the following assume that evaporation has only a small influence on the vapour concentration in the bubble, such that $e_{0}$ is approximately constant.

### 2.4 Summary

In this chapter, we have derived equations describing the evolution of thin films under the effects of inertia, viscosity, capillarity, gravity, surfactants and volatile components. In the following, we will present the equations derived in the previous sections once more in compact form for the three different cases.

### 2.4.1 Pure liquid

This is the model we derived for a pure liquid without the presence of a surfactant or a volatile component.

$$
\begin{align*}
0= & h_{t}+(u h)_{x}+(v h)_{y},  \tag{2.71}\\
0= & \frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{x}-\operatorname{Re} \cdot h\left(u_{t}+u u_{x}+v u_{y}\right) \\
& +h \frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g x}+4\left(h u_{x}\right)_{x}+2\left(h v_{y}\right)_{x}+\left(h v_{x}\right)_{y}+\left(h u_{y}\right)_{y},  \tag{2.72}\\
0= & \frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{y}-\operatorname{Re} \cdot h\left(v_{t}+u v_{x}+v v_{y}\right) \\
& +h \frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g y}+4\left(h v_{y}\right)_{y}+2\left(h u_{x}\right)_{y}+\left(h u_{y}\right)_{x}+\left(h v_{x}\right)_{x} . \tag{2.73}
\end{align*}
$$

### 2.4.2 Presence of a surfactant

This system describes the case of a liquid with the presence of a surfactant. Abbreviating

$$
\Sigma=\frac{R \Theta \Gamma_{\infty}}{\Delta \gamma}
$$

we obtain:

$$
\begin{align*}
0= & h_{t}+(u h)_{x}+(v h)_{y},  \tag{2.74}\\
0= & -\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} \frac{C_{x}^{s}}{1+\Pi C^{s}}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{x} \\
& -\operatorname{Re} h\left(u_{t}+u u_{x}+v u_{y}\right)+h \frac{g \operatorname{Re}}{\mathrm{Fr}} e_{g x} \\
& +4\left(h u_{x}\right)_{x}+2\left(h v_{y}\right)_{x}+\left(h v_{x}\right)_{y}+\left(h u_{y}\right)_{y}, \tag{2.75}
\end{align*}
$$

$$
\begin{align*}
0= & -\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} \frac{C_{y}^{s}}{1+\Pi C^{s}}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{y} \\
& -\operatorname{Re} h\left(v_{t}+u v_{x}+v v_{y}\right)+h \frac{g \operatorname{Re}}{\mathrm{Fr}} e_{g y} \\
& +4\left(h v_{y}\right)_{y}+2\left(h u_{x}\right)_{y}+\left(h u_{y}\right)_{x}+\left(h v_{x}\right)_{x},  \tag{2.76}\\
0= & \left(\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C_{0}^{s}\right)^{2}}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}+v C_{y}^{s}\right) \\
& +\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C^{s}\right)}\left(u_{x} C^{s}+v_{y} C^{s}\right)-\left(h C_{x}^{s}\right)_{x}-\left(h C_{y}^{s}\right)_{y} . \tag{2.77}
\end{align*}
$$

### 2.4.3 Presence of a volatile component

Finally, this is the model for a mixture of two liquid components one of which is volatile. With

$$
\tilde{\Sigma}=\frac{\gamma_{l}-\gamma_{v}}{\Delta \gamma}
$$

we obtain

$$
\begin{align*}
0= & h_{t}+(u h)_{x}+(v h)_{y}+\frac{2 \mathcal{E}}{\varepsilon} e,  \tag{2.78}\\
0= & -\frac{2 \mathrm{Ma} \tilde{\Sigma}}{\varepsilon} C_{x}^{v}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{x}-\operatorname{Re} h\left(u_{t}+u u_{x}+v u_{y}\right) \\
& +h \frac{g \operatorname{Re}}{\operatorname{Fr}} e_{g x}+4\left(h u_{x}\right)_{x}+2\left(h v_{y}\right)_{x}+\left(h v_{x}\right)_{y}+\left(h u_{y}\right)_{y},  \tag{2.79}\\
0= & -\frac{2 \mathrm{Ma} \tilde{\Sigma}}{\varepsilon} C_{y}^{v}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{y}-\operatorname{Re} h\left(v_{t}+u v_{x}+v v_{y}\right) \\
& +h \frac{g \operatorname{Re}}{\operatorname{Fr}} e_{g y}+4\left(h v_{y}\right)_{y}+2\left(h u_{x}\right)_{y}+\left(h u_{y}\right)_{x}+\left(h v_{x}\right)_{x},  \tag{2.80}\\
0= & h \widetilde{\operatorname{Pe}}\left(C_{t}^{v}+u C_{x}^{v}+v C_{y}^{v}\right)+\frac{2 \widetilde{\operatorname{Pe} \mathcal{E}}}{\varepsilon}\left(1-C^{v}\right) e-\left(h C_{x}^{v}\right)_{x}-\left(h C_{y}^{v}\right)_{y} . \tag{2.81}
\end{align*}
$$

Remark The parameter $\tilde{\Sigma}$ can be either positive or negative depending on the values of the surface tension for the two components. If it is positive (i.e. if $\left.\sigma_{l}>\sigma_{v}\right)$, we have a Marangoni positive fluid and the film is stabilized. Otherwise, the fluid is Marangoni negative and the decay is accelerated.

## Chapter 3

## Analysis of a foam film in fuel

In the previous chapter, we have derived a system of equations for the description of a thin film between two free surfaces. We have considered all the phenomena that we assume to play an important role in the thinning process. In particular, these are inertia, viscosity, capillarity, gravity, and Marangoni forces due to the presence of surfactants or a volatile component. Moreover, we have derived equations modelling the surfactant and volatile component.

In the following, we will consider the original problem, i.e. the thinning of a real foam lamella occuring in gasoline or diesel. We will analyze under which circumstances and in which parts of the foam we can apply the thin film equations (2.71) - (2.81) and formulate a model for the description of the behaviour of a foam film.

At first, we will discuss the computational domain in Section 3.1 and the initial and boundary conditions in Section 3.2. Moreover, the relevant physical parameters will be determined in Section 3.3. When the complete model has been formulated in Section 3.4, we will discuss its analytical properties (Section 3.5) and then develop a scheme for its numerical solution (Section 3.6). The chapter is closed with an error analysis in Section 3.7.

### 3.1 Setting of the problem

We deal with the foam arising in a car tank during the filling process. In order to gain knowledge about its decay rate, we study the thinning of single foam films. Therefore, we have to study the environment of the given process and the general behaviour of fuel and foam in the process.

When we develop the model for a lamella, we have to take the circumstances of its formation into account. There are two main reasons for the presence of foam during the filling of a car tank. On the one hand, a typical tank has a very complex geometry, since it is among the last components to be designed in a car and is literally squeezed into the remaining space. The flow of fuel in such a geometry is therefore confronted with obstacles and turnings which lead to disturbances and turbulences at the surface of the fluid. This causes the creation of foam just like the stirring of soapy water.

On the other hand, the fluid entering the tank through the fuel nozzle is already an emulsion of fuel and air. The reason for this is that during the filling of the tank, benzene and air are sucked out and mixed with the fuel.

In the following, we assume on this basis that we can consider a foam starting as a sphere packing and drying due to drainage. The computation starts at the time when the film is thin enough such that the thin film film approximations can be applied. We will discuss in Section 3.2 which initial conditions can be used.

## Computational domain

In Chapter 2, we have not taken any boundary conditions into account (only interfaces), but considered the Riemann problem in one and two dimensions. However, a real lamella obviously has a finite extension. In order to simulate its behaviour, we therefore need to determine a suitable computational domain.

Let us first consider the case of a two-dimensional lamella as in Figure 3.1. We assume that it is symmetric with respect to the axis $x=0$. We need to pay atten-


Figure 3.1: Computational domain for a 2D lamella
tion to two aspects when defining the (one-dimensional) computational domain. On the one hand, the error made in the thin film approximations depends on the
ratio $\varepsilon$ of thickness and length of the lamella. Hence, the approximation becomes worse in the transition region. On the other hand, we will show in Section 3.2 that the boundary conditions are best prescribed in the center of the Plateau border. A compromise between these two conflicting criteria will be found depending on the magnitude of $\varepsilon$.

Let us next consider a three-dimensional lamella as shown in Figure 3.2. As we


Figure 3.2: Shape of a 3D lamella
have seen in Chapter 1, a foam bubble is approximately a polyhedron, hence the lamella is a polygon (one face of a polyhedron). For the computations, we will restrict ourselves to pentagonal lamellae, since these are dominant in real foams (see [16]).

Remark The reason for this is Plateau's law which demands an angle of approximately $109.5^{\circ}$ between two Plateau borders. This condition can only be fulfilled if Plateau borders are curved. This curvature can have the smallest values in a pentagon, since the mean inner angle is with $108^{\circ}$ very close to the required value of $109.5^{\circ}$. The next closer shape is the hexagon with a mean angle of $120^{\circ}$, while for all other polygons these values differ much more from $109.5^{\circ}$, which leads to a higher curvature of the Plateau borders. Therefore, 5-sided polygons are energetically favourable due to their smallest surface per unit volume compared to other lamella shapes.

Moreover, we consider a regular polyhedron and assume a symmetric problem, such that the computational domain may be reduced to a triangle as shown in Figure 3.3.

Remark If gravity is considered in the equations, the assumption of symmetry does not hold in general and the full lamella has to be taken into account in the computations.


Figure 3.3: Computational domain for polygonal lamella

## Further assumptions

The following assumptions are made about the model:

- Exterior forces acting on the lamella due to the foam flow are negligible.
- The geometry of the computational domain is considered to be constant in time.
- The curvature of the Plateau borders can be neglected.


## Convention

Due to the thin film approximation, the spatial dimension of the problem has been reduced by one. The 1D problem corresponds to a 2 D lamella, while the 2D problem corresponds to a 3D lamella. In the following, we will refer to the different cases by the spatial dimension of the problem, not that of the lamella.

### 3.2 Initial and boundary conditions

As we have already mentioned in the previous section, no boundary conditions at the ends of the thin film have been considered in Chapter 2. In this chapter however, we are dealing with real foam lamella. Therefore, we discuss conditions at the boundaries of the computational domain. Moreover, the challenge of finding initial values for the lamella problem is addressed.

### 3.2.1 One-dimensional problem

We first consider the simpler case of a two-dimensional foam as in Figure 3.1. Apart from the initial solution, which will be discussed in Section 3.2.3, we need conditions at the boundaries $x=0$ and $x=1$.

## Symmetry conditions at $x=0$

We have no difficulties in defining boundary conditions here since we assume symmetry of the solution with respect to $x=0$. In particular this means that for the film thickness $h$, the velocity $u$ and the concentrations $C^{s}$ and $C^{v}$, respectively, we have

$$
\begin{align*}
h_{x} & =0,  \tag{3.1}\\
u & =0,  \tag{3.2}\\
C_{x}^{s / v} & =0 . \tag{3.3}
\end{align*}
$$

In Section 3.4, we will introduce a fourth order regularization term for the thickness $h$. Therefore, we obtain another symmetry condition, namely

$$
\begin{equation*}
h_{x x x}=0 . \tag{3.4}
\end{equation*}
$$

Conditions at the Plateau border $(x=1)$
The task of finding conditions at the Plateau border end of the lamella is less trivial. Although there are symmetries in the Plateau border (see Figure 3.4), these are outside of the computational domain and therefore not directly utilizable.

We begin with the discussion of conditions for $h$. For a thin film, the curvature of the interface is much larger in the Plateau border than in the lamella part. Hence, the Plateau border is dominated by capillary pressure, and the curvature is approximately constant there. We denote this (dimensional) curvature by $\kappa^{\prime}$ and find that its order of magnitude is between $L^{-1}$ and $(\varepsilon L)^{-1}$, i.e. the radius of curvature is somewhere between the length of the lamella and its thickness, depending on the liquid content and the history of the foam.

Since the curvature of the Plateau border is the main reason for film thinning, we will prescribe it as boundary condition for the thin film equations. Recall that in the thin film approximation, the curvature of the interface is given by $\Delta h$ ( $\Delta$ denotes the Laplace operator) and for a capillarity-dominated film, the momentum equation reduces to $h_{x x x}=0$ in 1D. In dimensionless variables, the curvature of the Plateau border is therefore given by $\kappa=\varepsilon^{-1} \kappa^{\prime}$.


Figure 3.4: Boundary at $x=1$

The first boundary condition for the thickness $h$ at the Plateau border is therefore

$$
\begin{equation*}
h_{x x}=\kappa . \tag{3.5}
\end{equation*}
$$

There are several possibilities to define the second condition for $h$ :

1. One approach is to assume that the liquid, which is draining out of the lamella into the Plateau border, is completely transported away due to foam drainage. In this case, the thickness $h$ at the boundary can be assumed to be constant.

More generally one may couple the thin film model with a foam drainage model, such that the flow into the Plateau border acts as a source in the foam drainage equations. In this case the thickness and curvature at the boundary $x=1$ may be obtained at each time-step from the drainage model, that is

$$
\begin{equation*}
h(1, t)=h_{P B}(t) . \tag{3.6}
\end{equation*}
$$

2. We can directly use the reduced momentum equation and set

$$
\begin{equation*}
h_{x x x}=0 . \tag{3.7}
\end{equation*}
$$

If $h_{P B}$ is given or can be obtained, the first approach is to be preferred. However, in general we do not have this information such that we will use the second alternative, although it is a less exact approximation.

Next, consider the velocity $u$, for which one more condition at $x=1$ is needed. There are several possibilities for this, and in the following, we will discuss their advantages and disadvantages.

1. The velocity of the flow is zero at center C of the Plateau border due to symmetry reasons (see Figure 3.4). Therefore, we assume that it is small close to the center and one possibility is to set

$$
u(1)=0 .
$$

However, this approach only works if the computational domain includes a large part of the Plateau border.
2. Another possible condition is to set $u_{x}(1)=0$, but as in the first case, this is only a good approximation close to the center of the Plateau border.
3. A third approach is to set constant flux at $x=1$, that is

$$
\begin{equation*}
(u h)_{x}=0 . \tag{3.8}
\end{equation*}
$$

Plugging this into the mass equation, we observe that this results in $h_{t}(1)=$ 0 , such that the thickness of the lamella at the boundary remains constant. If the behaviour of the thickness of the Plateau border is known (for example from a coupling with a foam drainage equation), this condition can be improved to

$$
(u h)_{x}=-h_{t}(1)
$$

at the boundary $x=1$.

In the following, we will use the third approach.
Finally the concentrations $C^{s}$ and $C^{v}$, respectively, are considered. Two possibilities suggest themselves. On the one hand we may assume that the Plateau border acts as a kind of large container in which the concentration is approximately constant due to the fact that the influence from the lamella is small. In this case, we set the boundary concentration equal to this constant value, that is

$$
\begin{equation*}
C^{s / v}=C_{P B}^{s / v} . \tag{3.9}
\end{equation*}
$$

However, this is not adequate if we assume a thicker film in which case the influence from the lamella can no longer be neglected. In that case, we still assume that the concentration is approximately constant in the Plateau border but varies with time. Then we prescribe a homogeneous Neumann condition,

$$
\begin{equation*}
C_{x}^{s / v}=0 . \tag{3.10}
\end{equation*}
$$

We will consider both of these alternatives in the computations.

### 3.2.2 Two-dimensional problem

We consider a triangular domain as in Figure 3.5, where we have two boundaries at which we prescribe symmetry conditions $\left(\partial \Omega_{1}\right)$ and one boundary situated at the Plateau border $\left(\partial \Omega_{2}\right)$. We will see that most of the conditions derived in the previous section can be transferred to the three-dimensional case.


Figure 3.5: Computational domain

## Symmetry conditions at $\partial \Omega_{1}$

We have homogeneous Neumann conditions for $h$ and $C^{s / v}$, as well as for the tangential component of the velocity. The normal velocity needs to be zero at the boundary. If we denote the velocity by $\mathbf{U}=\binom{u}{v}$ and its tangential component by $U^{t}=\mathbf{t} \cdot \mathbf{U}$, this gives

$$
\begin{align*}
& 0=(\mathbf{n} \cdot \nabla) h,  \tag{3.11}\\
& 0=(\mathbf{n} \cdot \nabla)\left(h_{x x}+h_{y y}\right),  \tag{3.12}\\
& 0=\mathbf{n} \cdot \mathbf{U},  \tag{3.13}\\
& 0=(\mathbf{n} \cdot \nabla) U^{t},  \tag{3.14}\\
& 0=(\mathbf{n} \cdot \nabla) C^{s / v} . \tag{3.15}
\end{align*}
$$

Remark Note that the normal and tangential unit vectors $\mathbf{n}$ and $\mathbf{t}$ are different from the ones used in Chapter 2. Here, they are vectors in the $x$-y-plane normal and tangential to the computational domain $\Omega$.

## Conditions at the Plateau border boundary $\partial \Omega_{2}$

Transferring the considerations from Section 3.2.1, we obtain the following conditions for $h$. We prescribe the curvature at the boundary, i.e.

$$
\begin{equation*}
\Delta h=h_{x x}+h_{y y}=\kappa . \tag{3.16}
\end{equation*}
$$

For the second condition we have two possibilities, in analogy to the one-dimensional case:

1. If we have a coupling with a model for the Plateau border, we can set

$$
\begin{equation*}
h=h_{\mathrm{PB}}(t) . \tag{3.17}
\end{equation*}
$$

2. Otherwise, which is the case in the following, the normal derivative of the curvature is assumed to be zero, that is

$$
0=(\mathbf{n} \cdot \nabla) \Delta h
$$

There are several options to establish boundary conditions for the velocity components $u$ and $v$. Setting the velocity or its normal derivative to zero at the boundary has the same disadvantages as discussed in Section 3.2.1. Therefore we consider two remaining options:

1. One possibility is to prescribe a condition for the flux $h \mathbf{U}$. Analogous to the one-dimensional case, we set the normal derivative of the normal flux $U^{n}=\mathbf{n} \cdot \mathbf{U}$ equal to zero:

$$
\begin{equation*}
\mathbf{n} \cdot \nabla\left(h U^{n}\right)=0 . \tag{3.18}
\end{equation*}
$$

However, we need a second condition, which can be either

$$
\begin{equation*}
\mathbf{t} \cdot \nabla\left(h U^{n}\right)=0 \tag{3.19}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{n} \cdot \nabla\left(h U^{t}\right)=0 \tag{3.20}
\end{equation*}
$$

Both of these alternatives have the drawback that they are not physically motivated.
2. An alternative approach is motivated by the viscosity in the momentum equations. We also prescribe homogeneous Neumann conditions for the flux, but this time corresponding to the directions in which the viscosity is acting. This yields

$$
\begin{align*}
& \mathbf{n} \cdot\binom{4(u h)_{x}+2(v h)_{y}}{(v h)_{x}+(u h)_{y}}=0,  \tag{3.21}\\
& \mathbf{n} \cdot\binom{(u h)_{y}+(v h)_{x}}{4(v h)_{y}+2(u h)_{x}}=0 . \tag{3.22}
\end{align*}
$$

Numerical experiments indicate that this last approach produces the best results, such that we will use this in the remainder of this work.

Finally, we consider the concentrations of the surfactant and the volatile component, respectively. Here, we can transfer the conditions from Section 3.2.1 directly to the two-dimensional case, that is we use either

$$
\begin{equation*}
C^{s / v}=C_{P B} \tag{3.23}
\end{equation*}
$$

where $C_{P B}$ is the constant concentration given in the Plateau border, or

$$
\begin{equation*}
0=(\mathbf{n} \cdot \nabla) C^{s / v} . \tag{3.24}
\end{equation*}
$$

### 3.2.3 Initial conditions

For the choice of initial conditions we have to keep the history of the foam in mind, i.e. in which way it has been created. As we have discussed in Section 3.1, we assume that we have initially an emulsion which becomes a foam due to drainage effects. In other words, we start the computation somewhere in the middle of the thinning process, which makes it difficult to prescribe correct initial conditions.

We leave this problem open for the moment. As we will see in Chapter 5, approximate solutions can be used as a guess for the initial conditions. This problem will be discussed in more detail there.

### 3.3 Discussion of parameter sizes

In order to solve the film-thinning problem for a real foam, we need to have some information about the physical parameters appearing in our model such that we can evaluate the occuring similarity numbers.

However, we face the problem that we do not have enough information about the fluid under consideration - i.e. fuel - to uniquely determine all of the parameters. Especially, the parameters describing the surfactant and the volatile component, respectively, are difficult to obtain. The reason for this is that due to the complex composition of fuels, we do not know which substances are responsible for the effects.

Moreover, fuel is not a uniquely defined liquid with definite parameters, but there are strong variations depending on its composition. However, in Tables 3.1, 3.2 and 3.3 we have listed all of the occuring physical parameters and given ranges for their values.

| Parameter | Description | Range | Unit | Explanation |
| :---: | :---: | :---: | :---: | :--- |
| $L$ | Typical length scale | $10^{-4}-10^{-2}$ | $m$ | Typical bubble size, from observations |
| $T$ | Time scale | $10^{-2}-1$ | $s$ | Time in which typical bubbles in fuel burst |
| $U$ | Typical velocity | $10^{-4}-1$ | $\frac{m}{s}$ | Typical length scale divided by time scale |
| $\varepsilon$ | Thickness-length ratio | $\leq 10^{-1}$ |  | For larger values error in TFE becomes too large |
| $\rho$ | Density | $\approx 8 \cdot 10^{2}$ | $\frac{k g}{m^{3}}$ | Dependent on the composition of the fuel |
| $\mu$ | Viscosity | $5 \cdot 10^{-4}-4 \cdot 10^{-3}$ | $\frac{k g}{m s}$ | Dependent on the composition of the fuel |
| $\gamma$ | Surface tension | $2 \cdot 10^{-2}-3 \cdot 10^{-2}$ | $\frac{N}{m}$ | Dependent on the composition of the fuel |
| $\Delta \gamma$ | Surface tension variation | $10^{-3}$ | $\frac{N}{m}$ | If surfactant or volatile component is present |
| $g$ | Gravitational acceleration | 10 | $\frac{m}{s^{2}}$ | On earth |
| $\kappa$ | Plateau border curvature | $\mathcal{O}\left(\varepsilon^{-1}\right)-\mathcal{O}\left(\varepsilon^{-2}\right)$ |  | See Section 3.2 |

Table 3.1: Parameters for the pure liquid

### 3.4 Resulting model for fuel foam

In the previous section we have compiled all the necessary parameters to compute the similarity numbers appearing in the TFE (2.71) - (2.81). Together with the boundary and initial conditions derived in Section 3.2, we are now able to formulate the complete model for the thinning of a lamella with respect to a specific problem of interest.

Let us consider some special cases for the parameters determined in the previous section in order to gain an impression of the resulting models. The relevant similarity numbers associated to these examples are listed in Table 3.4.

Example 1. In the first case, we assume a bubble size of $10^{-3} \mathrm{~m}$ and a velocity scale of $10^{-3} \mathrm{~m} / \mathrm{s}$, which corresponds to a time scale of 1 s . We consider a thin film with a ratio of thickness and length of $\varepsilon=10^{-2}$. We set the diffusivity to $10^{-6} \mathrm{~m}^{2} / \mathrm{s}$ for both surfactant and volatile component. The typical concentrations for the surfactant are assumed to be $C^{\star}=10^{-4} \mathrm{~mol} / \mathrm{m}^{3}$, $\Gamma^{\star}=10^{-7} \mathrm{~mol} / \mathrm{m}^{2}, \Gamma_{\infty}=10^{-6} \mathrm{~mol} / \mathrm{m}^{2}$ and $k_{2}=10^{-2} \mathrm{~mol} / \mathrm{m}^{3}$. For the evaporation, we assume $e^{\star}=10^{-5} \mathrm{~m} / \mathrm{s}$.
Since we are only interested in ballpark figures at the moment, we consider a density of $\rho=10^{3} \mathrm{~m} / \mathrm{s}$, a viscosity of $\mu=10^{-3} \mathrm{~kg} / \mathrm{ms}$ and surface tension of $\gamma=2 \cdot 10^{-2} \mathrm{~N} / \mathrm{m}$. The remaining parameters are uniquely determined in Section 3.3.

Example 2. Next, we consider the same parameter values, but a faster velocity scale of $10^{-2} \mathrm{~m} / \mathrm{s}$.

Example 3. Finally, we use the same values as in the second example but with $\varepsilon=10^{-1}$, i.e. a relatively thick film.

We notice from Table 3.4 that we cannot generally neglect any of the considered effects. Therefore, we will in the following consider the full set of equations (2.71) - (2.81) derived in Chapter 2. However, under certain circumstances simplified models can be applied, depending on the parameters. In the limit of a very thin film for example, that is $\varepsilon \rightarrow 0$, some simplifications can be made. We will consider this case in more detail in Chapter 4.

We are now in the position to formulate the full mathematical problem, where we restrict ourselves at the moment to the case of a surfactant stabilizing the foam. The case of a volatile component can be treated analogously with minor changes. Hereby, we regularize the mass equation with a fourth order term for $h$ weighted by a parameter $\delta$. This is done in order to control the third order derivative appearing in the momentum equation. Moreover, it allows us to impose boundary conditions for the third derivatives of $h$, as discussed in Section 3.2.

| Similarity number | calculated by | Example 1 | Example 2 | Example 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}$ | $\frac{\rho L U}{\mu}$ | 1 | 10 | 10 |
| $\frac{\mathrm{Reg}}{\mathrm{Fr}}$ | $\operatorname{Re} \frac{L g}{U^{2}}$ | $10^{4}$ | $10^{3}$ | $10^{3}$ |
| $\frac{\varepsilon}{2 \mathrm{Ca}}$ | $\frac{\varepsilon \gamma}{2 \mu U}$ | 100 | 10 | 100 |
| $\frac{\mathrm{Ma}}{\varepsilon}$ | $\frac{\Delta \gamma}{\varepsilon \mu U}$ | $10^{5}$ | $10^{4}$ | $10^{3}$ |
| $\Lambda$ | $\frac{\Gamma^{\star}}{\Gamma_{\infty}}$ | $10^{-1}$ | $10^{-1}$ | $10^{-1}$ |
| $\Pi$ | $\frac{C^{\star}}{k_{2}}$ | $10^{-2}$ | $10^{-2}$ | $10^{-2}$ |
| $\Sigma$ | $\frac{R T \Gamma_{\infty}}{\Delta \gamma}$ | 3 | 3 | 3 |
| Pe | $\frac{U L}{D_{s}}$ | 1 | 10 | 10 |
| $\frac{\Pi}{\varepsilon S \Lambda}$ | $\frac{U \Gamma^{\star} \Pi}{\varepsilon D_{s} C^{\star} \Lambda}$ | 10 | $10^{2}$ | 10 |
| $\widetilde{\mathrm{Pe}}$ | $\frac{U L}{D_{v}}$ | 1 | 10 | 10 |
| $\frac{\varepsilon}{\varepsilon}$ | $\frac{e^{\star}}{\varepsilon U}$ | 1 | $10^{-1}$ | $10^{-2}$ |
| $\tilde{\Sigma}$ | $\frac{\sigma_{l}-\sigma_{v}}{\Delta \gamma}$ | 1 | 1 | 1 |

Table 3.4: Approximate similarity numbers

Problem 1 Let $\Omega \subset \mathbb{R}^{2}$ be the computational domain as in Figure 3.5, where $\partial \Omega_{1}$ is the symmetry boundary and $\partial \Omega_{2}$ the boundary located at the Plateau border.

Find $h, u, v, C^{s}:[0, T] \times \Omega \rightarrow \mathbb{R}$, such that

$$
\begin{align*}
0= & h_{t}+(u h)_{x}+(v h)_{y}+\delta \Delta \Delta h,  \tag{3.25}\\
0= & -\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} \frac{C_{x}^{s}}{1+\Pi C^{s}}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{x} \\
& -\operatorname{Re} \cdot h\left(u_{t}+u u_{x}+v u_{y}\right)+h \frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g x} \\
& +4\left(h u_{x}\right)_{x}+2\left(h v_{y}\right)_{x}+\left(h v_{x}\right)_{y}+\left(h u_{y}\right)_{y},  \tag{3.26}\\
0= & -\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} \frac{C_{y}^{s}}{1+\Pi C^{s}}+\frac{\varepsilon}{2 \mathrm{Ca}} h\left(h_{x x}+h_{y y}\right)_{y} \\
& -\operatorname{Re} \cdot h\left(v_{t}+u v_{x}+v v_{y}\right)+h \frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g y} \\
& +4\left(h v_{y}\right)_{y}+2\left(h u_{x}\right)_{y}+\left(h u_{y}\right)_{x}+\left(h v_{x}\right)_{x}, \tag{3.27}
\end{align*}
$$

$$
\begin{align*}
0= & \left(\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C_{0}^{s}\right)^{2}}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}+v C_{y}^{s}\right) \\
& +\frac{2 \Pi}{\varepsilon S \Lambda\left(1+\Pi C^{s}\right)}\left(u_{x} C^{s}+u_{y} C^{s}\right)-\left(h C_{x}^{s}\right)_{x}-\left(h C_{y}^{s}\right)_{y} \tag{3.28}
\end{align*}
$$

holds in $[0, T] \times \Omega$. Moreover, the initial conditions

$$
\begin{aligned}
h & =h_{0} \\
u & =u_{0} \\
v & =v_{0} \\
C^{s} & =C_{0}^{s}
\end{aligned}
$$

are fulfilled on $\{0\} \times \Omega$, and

$$
\begin{aligned}
& 0=(\mathbf{n} \cdot \nabla) h, \\
& 0=(\mathbf{n} \cdot \nabla)(\Delta h), \\
& 0=\mathbf{n} \cdot \mathbf{U}, \\
& 0=(\mathbf{n} \cdot \nabla) U^{t}, \\
& 0=(\mathbf{n} \cdot \nabla) C^{s},
\end{aligned}
$$

holds at the symmetry boundary $\partial \Omega_{1}$, and

$$
\begin{aligned}
\kappa & =\Delta h, \\
0 & =(\mathbf{n} \cdot \nabla)(\Delta h), \\
0 & =\mathbf{n} \cdot\binom{4(u h)_{x}+2(v h)_{y}}{(v h)_{x}+(u h)_{y}}, \\
0 & =\mathbf{n} \cdot\binom{(u h)_{y}+(v h)_{x}}{4(v h)_{y}+2(u h)_{x}}, \\
0 & =(\mathbf{n} \cdot \nabla) C^{s}
\end{aligned}
$$

at $\partial \Omega_{2}$. Hereby $\mathbf{U}=\binom{u}{v}$ and $U^{n}$ and $U^{t}$ are the normal and tangential component of $\mathbf{U}$, respectively.

For different boundary conditions the problem needs to be modified accordingly.
Given the physical parameters and a suitable initial condition, we have developed a model that only depends on one outer parameter, namely the curvature $\kappa$ of the Plateau border. This quantity has to be provided by a global foam model. In turn, the model provides a time $t_{\text {crit }}$ at which a given critical value for the thickness $h$ is reached. This time determines the mean lifetime of a foam film with the given properties.

### 3.5 Analytical discussion of the problem

In the previous section, we have formulated the model for the evolution of a foam lamella. Before we are going to solve this model numerically, the question of existence and uniqueness for this problem must be addressed at first. We will clear this question for the linearized problem and afterwards discuss the nonlinear problem.

### 3.5.1 Classification of the PDE

Firstly, we will determine the type of the system of partial differential equations in Problem 1. Since we are dealing with a fourth order equation, we cannot directly use the standard approaches for the classification of PDE's, since they require the highest derivative to be of first or second order.

Therefore, we transform our system into a system of first order equations in the dependent variables $\mathbf{Y}=\left(h, h_{x}, h_{x x}, h_{x x x}, u, u_{x}, C, C_{x}\right)^{\top}$. (We consider wlog the one-dimensional problem.) It can be written as

$$
\begin{equation*}
A \mathbf{Y}_{t}+B \mathbf{Y}_{x}=\mathbf{C} \tag{3.29}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \operatorname{Re} h & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and

$$
B=\left(\begin{array}{cccccccc}
u & 0 & 0 & \delta & h & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\operatorname{Re} h u & 0 & -\frac{\varepsilon}{2 \mathrm{Ca}} h & 0 & 0 & -4 h & \frac{2 \mathrm{Ma} \mathrm{\Sigma}}{\varepsilon} & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{2 \Pi}{\varepsilon S \Lambda} C & 0 & \left(\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h\right) u & -h \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right) .
$$

The vector $\mathbf{C}$ contains all the remaining derivative-free terms.

In order to classify this system, we apply an approach based on the method of characteristics (ref. [33]). A nontrivial solution of (3.29) requires that the determinant

$$
\operatorname{det}\left(\dot{x} A^{\top}+\dot{t} B^{\top}\right) \stackrel{!}{=} 0
$$

The denotes the derivative along a characteristic.
In this case, we obtain

$$
\operatorname{det}\left(\dot{x} A^{\top}+\dot{t} B^{\top}\right)=-4 \delta h^{2} \dot{t}^{8}
$$

Hence, the system has one repeated real root $\dot{t}=0$ and is therefore parabolic. It can also be observed that the domain of influence of each point is the complete computational domain.

Remark If we consider the non-regularized system $(\delta=0)$, we obtain a seventhorder system for which the determinant is always zero. Hence, we are not able to classify the system without regularization.

### 3.5.2 An existence and uniqueness result for the linearized problem

We consider a one-dimensional problem in the presence of a surfactant, in which the constant parameters are set to 1 . Moreover, we do not regard any boundary conditions, but assume a Riemann problem on $\mathbb{R}$. In this case, Problem 1 becomes:

Riemann problem Find $h, u, C^{s}:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$, such that

$$
\begin{aligned}
& 0=h_{t}+(h u)_{x}+\delta h_{x x x x}, \\
& 0=u_{t}+u u_{x}-h_{x x x}-u_{x x}-\frac{h_{x}}{h} u_{x}+\frac{C_{x}^{s}}{h}-1, \\
& 0=C_{t}^{s}+u C_{x}^{s}+\frac{u_{x} C^{s}}{1+h}-\frac{h C_{x x}^{s}}{1+h}-\frac{h_{x} C_{x}^{s}}{1+h},
\end{aligned}
$$

on $[0, T] \times \mathbb{R}$ and

$$
\begin{aligned}
h & =h_{0}, \\
u & =u_{0}, \\
C^{s} & =C_{0}^{s}
\end{aligned}
$$

on $\{0\} \times \mathbb{R}$.
We linearize this problem with respect to the initial values $h_{0}, u_{0}$ and $C_{0}^{s}$, yielding the

Linearized problem Find $h, u, C^{s}:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$, such that

$$
\begin{aligned}
0= & h_{t}+\left(h u_{0}\right)_{x}+\left(h_{0} u\right)_{x}-\left(h_{0} u_{0}\right)_{x}+\delta h_{x x x x}, \\
0= & u_{t}+\left(u_{0} u\right)_{x}-h_{x x x}-u_{x x}-\frac{h_{0 x}}{h_{0}} u_{x}-\frac{u_{0 x}}{h_{0}} h_{x}+\frac{u_{0 x} h_{0 x}}{h_{0}^{2}} h \\
& +\frac{C_{x}^{s}}{h_{0}}-\frac{C_{0 x}^{s}}{h_{0}^{2}} h-1-u_{0} u_{0 x}+\frac{C_{0 x}^{s}}{h_{0}}, \\
0= & C_{t}^{s}+u_{0} C_{x}^{s}+C_{0 x}^{s} u+\frac{C_{0}^{s}}{1+h_{0}} u_{x}+\frac{u_{0 x}}{1+h_{0}} C^{s}-\frac{u_{0 x} C_{0}^{s}}{\left(1+h_{0}\right)^{2}} h \\
& -\frac{h_{0}}{1+h_{0}} C_{x x}^{s}-\frac{C_{0 x x}^{s}}{1+h_{0}} h+\frac{h_{0} C_{0 x x}^{s}}{\left(1+h_{0}\right)^{2}} h \\
& -\frac{h_{0 x}}{1+h_{0}} C_{x}^{s}-\frac{C_{0 x}^{s}}{1+h_{0}} h_{x}+\frac{h_{0 x} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}} h \\
& -u_{0} C_{0 x}^{s}-\frac{u_{0 x} C_{0}^{s}}{\left(1+h_{0}\right)^{2}}+\frac{h_{0} C_{0 x x}^{s}}{\left(1+h_{0}\right)^{2}}+\frac{h_{0 x} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}}
\end{aligned}
$$

on $[0, T] \times \mathbb{R}$ and

$$
\begin{aligned}
h & =h_{0}, \\
u & =u_{0}, \\
C^{s} & =C_{0}^{s} .
\end{aligned}
$$

on $\{0\} \times \mathbb{R}$.
For the weak formulation of the linearized problem, the mathematical definitions of the respective spaces and norms are needed.

Definition 5 Let

$$
H^{m}(\mathbb{R})=\left\{u \in L^{2}(\mathbb{R}): D^{\alpha} u \in L^{2}(\mathbb{R}),|\alpha| \leq m\right\}
$$

be a Sobolev space of order $m$. In particular $H^{0}(\mathbb{R})=L^{2}(\mathbb{R})$.
Define the spaces $V, H$ by

$$
\begin{aligned}
V & :=H^{2}(\mathbb{R}) \times H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R}), \\
H & :=L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}),
\end{aligned}
$$

and the corresponding scalar products by

$$
\begin{aligned}
((u, v)) & :=(u, v)_{V}=\left(u_{1}, v_{1}\right)_{H^{2}}+\left(u_{2}, v_{2}\right)_{H^{1}}+\left(u_{3}, v_{3}\right)_{H^{1}}, \\
(\phi, \psi) & :=(\phi, \psi)_{H}=\left(\phi_{1}, \psi_{1}\right)_{L^{2}}+\left(\phi_{2}, \psi_{2}\right)_{L^{2}}+\left(\phi_{3}, \psi_{3}\right)_{L^{2}},
\end{aligned}
$$

where $(., .)_{H^{m}}$ and $(., .)_{L^{2}}$ are the standard norms defined on the spaces $H^{m}$ and $L^{2}$. Moreover, let the norms induced by these scalar products be denoted by \|.\| and $|$.$| , respectively. Note that V$ and $H$ are Hilbert spaces with respect to ((.,.)) and (., .), respectively.

Definition 6 Let $V$, $H$ be a pair of real, separable Hilbert spaces with corresponding scalar products ((.,.)) and (.,.), and norms ||.|| and |.|.

Let $T \in \mathbb{R} \cup\{\infty\}$, $B$ be a Banach space. $L^{2}(B):=L^{2}(0, T ; B)$ denotes the space of functions $(t \rightarrow f(t)):(0, T) \rightarrow B$ such that

1. $f$ is measurable for $\mathrm{d} t$,
2. $\|f\|_{L^{2}(B)}=\left(\int_{0}^{T}\|f(t)\|_{B}^{2} \mathrm{~d} t\right)^{1 / 2}<\infty$.

Moreover, we define the space

$$
W(V):=W\left(0, T ; V, V^{\prime}\right):=\left\{u: u \in L^{2}(V), u^{\prime} \in L^{2}\left(V^{\prime}\right)\right\}
$$

where $V^{\prime}$ denotes the dual space of $V$.

Using Definition 5, we can state the weak formulation of the linearized problem,

Problem 2 (Weak problem) Find

$$
\mathbf{X}=\left(\begin{array}{c}
h \\
u \\
C^{s}
\end{array}\right):[0, T] \rightarrow V
$$

fulfilling

$$
\begin{equation*}
\mathbf{X}(t=0)=\mathbf{X}_{0} \in V \tag{3.30}
\end{equation*}
$$

such that

$$
\begin{equation*}
\frac{d}{d t}((\mathbf{X}(.), \Phi))+a(\mathbf{X}(.), \Phi)=((\mathbf{f}, \Phi)) \tag{3.31}
\end{equation*}
$$

holds for all test functions $\Phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{\top} \in V$, where a and $\mathbf{f}$ are defined by

$$
\begin{align*}
a(\mathbf{X}, \Phi)= & -\int u_{0} h \phi_{1 x}-\int h_{0} u \phi_{1 x}+\int \delta h_{x x} \phi_{1 x x}-\int u_{0} u \phi_{2 x}+\int h_{x x} \phi_{2 x} \\
& +\int u_{x} \phi_{2 x}-\int \frac{h_{0 x}}{h_{0}} u_{x} \phi_{2}-\int \frac{u_{0 x}}{h_{0}} h_{x} \phi_{2}+\int \frac{u_{0 x} h_{0 x}}{h_{0}^{2}} h \phi_{2} \\
& +\int \frac{C_{x}^{s}}{h_{0}} \phi_{2}-\int \frac{C_{0 x}^{s}}{h_{0}^{2}} h \phi_{2}+\int u_{0} C_{x}^{s} \phi_{3}+\int C_{0 x}^{s} u \phi_{3}+\int \frac{C_{0}^{s}}{1+h_{0}} u_{x} \phi_{3} \\
& +\int \frac{u_{0 x}}{1+h_{0}} C^{s} \phi_{3}-\int \frac{u_{0 x} C_{0}^{s}}{\left(1+h_{0}\right)^{2}} h \phi_{3}+\int \frac{h_{0}}{1+h_{0}} C_{x}^{s} \phi_{3 x} \\
& -\int \frac{h_{0} h_{0 x}}{\left(1+h_{0}\right)^{2}} C_{x}^{s} \phi_{3}+\int \frac{C_{0 x}^{s}}{1+h_{0}} h \phi_{3 x}-\int \frac{C_{0 x}^{s} h_{0 x}}{\left(1+h_{0}\right)^{2}} h \phi_{3} \\
& -\int \frac{h_{0} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}} h_{x} \phi_{3}-\int \frac{h_{0} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}} h \phi_{3 x}+\int \frac{2 h_{0} h_{0 x} C_{0 x}^{s}}{\left(1+h_{0}\right)^{3}} h \phi_{3}  \tag{3.32}\\
((f, \Phi))= & -\int h_{0} u_{0} \phi_{1 x}+\int \phi_{2}-\frac{1}{2} \int u_{0}^{2} \phi_{2 x}-\int \frac{C_{0 x}^{s}}{h_{0}} \phi_{2}+\int u_{0} C_{0 x}^{s} \phi_{3} \\
& +\int \frac{u_{0 x} C_{0}^{s}}{\left(1+h_{0}\right)^{2}} \phi_{3}+\int \frac{h_{0} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}} \phi_{3 x}-\int \frac{2 h_{0} h_{0 x} C_{0 x}^{s}}{\left(1+h_{0}\right)^{3}} \phi_{3} \tag{3.33}
\end{align*}
$$

All the integrations are performed over $\mathbb{R}$.

We will now formulate the main theorem of this section.
Theorem 1 Let $h_{0}, u_{0}, C_{0}^{s}$ and their respective spatial derivatives be bounded by some $\tilde{M}$ and let $h_{0}(x) \geq H_{0}>0$ for all $x \in \mathbb{R}$. Let $\delta>\frac{1}{4}$.

Then there exists a unique solution $\mathbf{X}$ of Problem 2 and the solution fulfills

$$
\mathbf{X} \in W\left(0, T ; V, V^{\prime}\right)
$$

In order to prove Theorem 1, we will apply results from [12], specifically Chapter XVIII (Variational methods), §3, Theorems 1 and 2. We will state the main results here, for a complete derivation and proofs we refer to the original.

Consider the following four conditions:
Condition 1 Let $V, H$ be defined as in Definition 6. $V$ is dense in $H$, such that we have (by identifying $H$ and its dual $H^{\prime}$ )

$$
V \hookrightarrow H \hookrightarrow V^{\prime}
$$

where $\hookrightarrow$ denotes continuous injection.

Condition 2 For each $t \in[0, T]$ we are given a continuous bilinear form a on $V \times V$ with the following properties: For each $u, v \in V$, the function $t \rightarrow a(t ; u, v)$ is measurable and there exists a constant $M=M(t)>0$ such that

$$
|a(t ; u, v)| \leq M\|u\| \cdot\|v\| \quad \text { for all } u, v \in V \text {. }
$$

Condition 3 The bilinear form a is coercive over $V$ with respect to $H$, i.e. there exist constants $\lambda, \alpha$ with $\alpha>0$ such that

$$
a(t ; u, u)+\lambda|u|^{2} \geq \alpha\|u\|^{2} \quad \forall t \in[0, T], \forall u \in V .
$$

Condition 4 The initial conditions and sources satisfy

$$
u_{0} \in H, \quad f \in L^{2}\left(V^{\prime}\right)
$$

Using these, the following theorem can be stated:
Theorem 2 Consider the following problem:
Find u satisfying

$$
u \in W(V)
$$

and

$$
\frac{d}{d t}((u(.), v))+a(. ; u(.), v)=((f(.), v))
$$

in the sense of distributions for all $v \in V$; moreover,

$$
u(0)=u_{0} .
$$

Suppose the spaces $V, H$ are given and satisfy Condition 1, $a(t ; u, v)$ satisfies Conditions 2 and 3, and $u_{0}$, f satisfy Condition 4.

Then the problem has a unique solution u fulfilling

$$
u \in W\left(0, T ; V, V^{\prime}\right)
$$

For the proof we refer to [12].
In order to prove Theorem 1, we also need the following two lemmata:
Lemma 1 (Hölder's inequality)
Let $1<p<\infty$ and $p^{\prime}$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. If $u \in L^{p}(\mathbb{R})$ and $v \in L^{p^{\prime}}(\mathbb{R})$, then $u v \in L^{1}(\mathbb{R})$ and

$$
\int_{\mathbb{R}}|u(x) v(x)| \mathrm{d} x \leq\|u\|_{p}\|v\|_{p^{\prime}}
$$

Lemma 2 Let $\varepsilon_{0}$ be a finite, positive number. Then there exists a constant $K\left(\varepsilon_{0}\right)$ such that

$$
\left|v_{x}\right| \leq K \varepsilon\left|v_{x x}\right|+K \varepsilon^{-1}|v|
$$

for all $\varepsilon \leq \varepsilon_{0}$ and any $v \in H^{2}(\mathbb{R})$.

Both of these and their respective proofs can be found in [1], pages 23 and 75.

Finally we can now proceed to the proof of the main theorem.

Proof (of Theorem 1). We have to show that Conditions 1-4 hold for Problem 2. Then the proof follows from Theorem 2.
ad Condition 1. Condition 1 is fulfilled for each of the two pairs of spaces $H^{1}$ and $L^{2}, H^{2}$ and $L^{2}$ (for a proof see for example [1]). But then it is also fulfilled for the product of the spaces, i.e for $V$ and $H$.
ad Condition 2. We have to show that the bilinear functional $a$ is bounded, i.e. for each $\mathbf{X}, \Phi \in V, t \rightarrow a(u, v)$ is measurable and there exists a constant $M=M(t)>0$ such that

$$
|a(\mathbf{X}, \Phi)| \leq M\|\mathbf{X}\| \cdot\|\Phi\| \quad \forall u, v \in V
$$

Since we assumed that $h_{0}, h_{0 x}, u_{0}, u_{0 x}, C_{0}^{s}, C_{0 x}^{s} \leq \tilde{M}$ are all bounded, we can drag them in front of the integrals in equation (3.32). Furthermore $h_{0}^{-1}$ is bounded by $H_{0}^{-1}$. We denote the common bound of $\tilde{M}$ and $H_{0}^{-1}$ by $M_{0}$ and
obtain from (3.32):

$$
\begin{aligned}
|a(\mathbf{X}, \Phi)| \leq & M_{0} \int\left|h \phi_{1 x}\right|+M_{0} \int\left|u \phi_{1 x}\right|+\delta \int\left|h_{x x} \phi_{1 x x}\right| \\
& +M_{0} \int\left|u \phi_{2 x}\right|+\int\left|h_{x x} \phi_{2 x}\right|+\int\left|u_{x} \phi_{2 x}\right| \\
& +M_{0}^{2} \int\left|u_{x} \phi_{2}\right|+M_{0}^{2} \int\left|h_{x} \phi_{2}\right|+M_{0}^{4} \int\left|h \phi_{2}\right| \\
& +M_{0} \int\left|C_{x}^{s} \phi_{2}\right|+M_{0}^{3} \int\left|h \phi_{2}\right|+M_{0} \int\left|C_{x}^{s} \phi_{3}\right| \\
& +M_{0} \int\left|u \phi_{3}\right|+M_{0}^{2} \int\left|u_{x} \phi_{3}\right|+M_{0}^{2} \int\left|C^{s} \phi_{3}\right| \\
& +M_{0}^{4} \int\left|h \phi_{3}\right|+M_{0}^{2} \int\left|C_{x}^{s} \phi_{3 x}\right|+M_{0}^{4} \int\left|C_{x}^{s} \phi_{3}\right| \\
& +M_{0}^{2} \int\left|h \phi_{3 x}\right|+M_{0}^{4} \int\left|h \phi_{3}\right|+M_{0}^{4} \int\left|h_{x} \phi_{3}\right| \\
& +M_{0}^{4} \int\left|h \phi_{3 x}\right|+M_{0}^{6} \int\left|h \phi_{3}\right| \\
\text { Lemma 1 } & M \cdot\left(|h|\left|\phi_{1 x}\right|+|u|\left|\phi_{1 x}\right|+\left|h_{x x}\right|\left|\phi_{1 x x}\right|+|u|\left|\phi_{2 x}\right|\right. \\
\leq \quad & +\left|h_{x x}\right|\left|\phi_{2 x}\right|+\left|u_{x}\right|\left|\phi_{2 x}\right|+\left|u_{x}\right|\left|\phi_{2}\right|+\left|h_{x}\right|\left|\phi_{2}\right|+|h|\left|\phi_{2}\right| \\
& +\left|C_{x}^{s}\right|\left|\phi_{2}\right|+|h|\left|\phi_{2}\right|+\left|C_{x}^{s}\right|\left|\phi_{3}\right|+|u|\left|\phi_{3}\right|+\left|u_{x}\right|\left|\phi_{3}\right| \\
& +\left|C^{s}\right|\left|\phi_{3}\right|+|h|\left|\phi_{3}\right|+\left|C_{x}^{s}\right|\left|\phi_{3 x}\right|+\left|C_{x}^{s}\right|\left|\phi_{3}\right|+|h|\left|\phi_{3 x}\right| \\
& \left.+|h|\left|\phi_{3}\right|+\left|h_{x}\right|\left|\phi_{3}\right|+|h|\left|\phi_{3 x}\right|+|h|\left|\phi_{3}\right|\right) \\
\leq \quad & M \cdot\left(|h|+\left|h_{x}\right|+\left|h_{x x}\right|+|u|+\left|u_{x}\right|+\left|C^{s}\right|+\left|C_{x}^{s}\right|\right) \\
\leq & \\
& \cdot\left(\left|\phi_{1}\right|+\left|\phi_{1 x}\right|+\left|\phi_{1 x x}\right|+\left|\phi_{2}\right|+\left|\phi_{2 x}\right|+\left|\phi_{3}\right|+\left|\phi_{3 x}\right|\right) \\
&
\end{aligned}
$$

Note that the notation for the integrals is an abbreviation, i.e.

$$
\int|a b|=\int_{\mathbb{R}}|a(x) b(x)| \mathrm{d} x
$$

such that $|$.$| denotes the absolute value, not the norm in H$.
ad Condition 3. For coercivity of the bilinear form $a$ over $V$ with respect to $H$, we have to show that there exist constants $\lambda, \alpha$ with $\alpha>0$ such that

$$
a(\mathbf{X}, \mathbf{X})+\lambda|\mathbf{X}|^{2} \geq \alpha\|\mathbf{X}\|^{2}
$$

is fulfilled for all $t \in[0, \Delta T]$ and for all $u \in V$.
We assume wlog that $\delta=1$, but the proof can be done analogously for any $\delta>\frac{1}{4}$.

Let $\varepsilon_{0}$ be a finite, positive number, $K\left(\varepsilon_{0}\right)$ be a constant such that Lemma 2 is fulfilled, and choose $\varepsilon$ such that $K \varepsilon \leq 1$.

Moreover, choose constants $\alpha>0, \lambda$ such that $2 \sqrt{\delta-2 \alpha} \sqrt{1-\alpha} \geq 1$ and $\lambda \geq\left(12+\frac{9}{2 \tilde{H}}\right) \bar{M}^{2}+2 \bar{M}$. In particular, for $\delta=1$ we set $\alpha=\min \left\{\frac{1}{4}, \frac{\tilde{H}}{2}\right\}$, where $\tilde{H}:=\frac{H_{0}}{1+H_{0}}$.

We plug (3.32) into the ansatz and use Lemmata 1 and 2 in order to get

$$
\begin{aligned}
a(\mathbf{X}, \mathbf{X}) & +\lambda|\mathbf{X}|^{2}-\alpha\|\mathbf{X}\|^{2} \\
= & -\int u_{0} h h_{x}-\int h_{0} u h_{x}+\int \delta h_{x x} h_{x x}-\int u_{0} u u_{x}+\int h_{x x} u_{x} \\
& +\int u_{x} u_{x}-\int \frac{h_{0 x}}{h_{0}} u_{x} u-\int \frac{u_{0 x}}{h_{0}} h_{x} u+\int \frac{u_{0 x} h_{0 x}}{h_{0}^{2}} h u \\
& +\int \frac{C_{x}^{s}}{h_{0}} u-\int \frac{C_{0 x}^{s}}{h_{0}^{2}} h u+\int u_{0} C_{x}^{s} C^{s}+\int C_{0 x}^{s} u C^{s}+\int \frac{C_{0}^{s}}{1+h_{0}} u_{x} C^{s} \\
& +\int \frac{u_{0 x}}{1+h_{0}} C^{s} C^{s}-\int \frac{u_{0 x} C_{0}^{s}}{\left(1+h_{0}\right)^{2}} h C^{s}+\int \frac{h_{0}}{1+h_{0}} C_{x}^{s} C_{x}^{s} \\
& -\int \frac{h_{0} h_{0 x}}{\left(1+h_{0}\right)^{2}} C_{x}^{s} C^{s}+\int \frac{C_{0 x}^{s}}{1+h_{0}} h C_{x}^{s}-\int \frac{C_{0 x}^{s} h_{0 x}}{\left(1+h_{0}\right)^{2}} h C^{s} \\
& -\int \frac{h_{0} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}} h_{x} C^{s}-\int \frac{h_{0} C_{0 x}^{s}}{\left(1+h_{0}\right)^{2}} h C_{x}^{s}+\int \frac{2 h_{0} h_{0 x} C_{0 x}^{s}}{\left(1+h_{0}\right)^{3}} h C^{s} \\
& +\lambda|h|^{2}+\lambda|u|^{2}+\lambda\left|C^{s}\right|^{2}-\alpha\left|h_{x x}\right|^{2}-\alpha\left|h_{x}\right|^{2}-\alpha|h|^{2} \\
& -\alpha\left|u_{x}\right|^{2}-\alpha|u|^{2}-\alpha\left|C_{x}^{s}\right|^{2}-\alpha\left|C^{s}\right|^{2} \\
\geq & \left(\delta-\alpha-\alpha K^{2} \varepsilon^{2}\right)\left|h_{x x}\right|^{2}+(1-\alpha)\left|u_{x}\right|^{2}+\left(\frac{H_{0}}{1+H_{0}}-\alpha\right)\left|C_{x}^{s}\right|^{2} \\
& +\left(\lambda-\alpha K^{2} \varepsilon^{-2}-\alpha-M K \varepsilon^{-1}\right)|h|^{2}+\left(\lambda-\alpha-M^{2}\right)\left|C^{s}\right|^{2} \\
& +(\lambda-\alpha)|u|^{2}-\left(M K \varepsilon+2 \alpha K^{2}\right)|h|\left|h_{x x}\right|-2 M^{2} K \varepsilon\left|u \| h_{x x}\right| \\
& -\left(2 M^{2} K \varepsilon^{-1}+2 M^{4}\right)|u||h|-2 M^{2}|u|\left|u_{x}\right|-\left|h_{x x}\right|\left|u_{x}\right| \\
& -M\left|C_{x}^{s}\right||u|-M|u|\left|C^{s}\right|-M^{2}\left|u_{x}\right|\left|C^{s}\right|-\left(3 M^{6}+M^{4} K \varepsilon^{-1}\right)|h|\left|C^{s}\right| \\
& -2 M M^{4}\left|C_{x}^{s}\right|\left|C^{s}\right|-2 M^{4}|h|\left|C_{x}^{s}\right|-M^{4} K \varepsilon\left|h_{x x}\right|\left|C^{s}\right| \\
=: &
\end{aligned}
$$

for some constant $M \in \mathbb{R}$.

We need to show that $D \geq 0$. This is done by converting the terms into expressions of the form $\left(A h_{x x}-B h\right)^{2}$ and similar. Particularly interesting is the term $-\left|h_{x x}\right|\left|u_{x}\right|$, which needs to be balanced by the expressions
including $\left|h_{x x}\right|^{2}$ and $\left|u_{x}\right|^{2}$. We obtain:

$$
\begin{gather*}
\left(\delta-\alpha-\alpha K^{2} \varepsilon^{2}\right)\left|h_{x x}\right|^{2}+(1-\alpha)\left|u_{x}\right|^{2}-\left|h_{x x}\right|\left|u_{x}\right|= \\
\left(\sqrt{\delta-\alpha-\alpha K^{2} \varepsilon^{2}}\left|h_{x x}\right|-\sqrt{1-\alpha}\left|u_{x}\right|\right)^{2} \\
-\left(1-2 \sqrt{\delta-\alpha-\alpha K^{2} \varepsilon^{2}} \sqrt{1-\alpha}\right)\left|h_{x x}\right|\left|u_{x}\right| \geq 0 \tag{3.34}
\end{gather*}
$$

for the chosen $\alpha$.
Altogether, we obtain for some $\bar{M} \in \mathbb{R}$ :

$$
\begin{aligned}
D \geq & (1-2 \alpha)\left|h_{x x}\right|^{2}+(1-\alpha)\left|u_{x}\right|^{2}+\frac{\tilde{H}}{2}\left|C_{x}^{s}\right|^{2} \\
& +(\lambda-\bar{M})\left(|h|^{2}+\left|C^{s}\right|^{2}+|u|^{2}\right)-\left|h_{x x}\right|\left|u_{x}\right| \\
& -\bar{M}\left(|h|\left|h_{x x}\right|+|u|\left|h_{x x}\right|+|u||h|+|u|\left|u_{x}\right|+\left|C_{x}^{s}\right||u|+|u|\left|C^{s}\right|\right. \\
& \left.+\left|u_{x}\right|\left|C^{s}\right|+|h|\left|C^{s}\right|+\left|C_{x}^{s}\right|\left|C^{s}\right|+|h|\left|C_{x}^{s}\right|+\left|h_{x x}\right|\left|C^{s}\right|\right) \\
\geq & \left(\sqrt{\frac{3}{8}}\left|h_{x x}\right|-\sqrt{\frac{2}{3}}\left|u_{x}\right|\right)^{2}+\left(\sqrt{6} \bar{M}|h|-\frac{1}{\sqrt{24}}\left|h_{x x}\right|\right)^{2} \\
& +\left(\sqrt{6} \bar{M}|u|-\frac{1}{\sqrt{24}}\left|h_{x x}\right|\right)^{2}+\left(\sqrt{6} \bar{M}|C|-\frac{1}{\sqrt{24}}\left|h_{x x}\right|\right)^{2} \\
& +\left(\sqrt{6} \bar{M}|u|-\frac{1}{\sqrt{24}}\left|u_{x}\right|\right)^{2}+\left(\sqrt{6} \bar{M}|C|-\frac{1}{\sqrt{24}}\left|u_{x}\right|\right)^{2} \\
& +\left(\sqrt{\frac{9}{2 \tilde{H}}} \bar{M}|u|-\sqrt{\frac{\tilde{H}}{18}}\left|C_{x}\right|\right)^{2}+\left(\sqrt{\frac{9}{2 \tilde{H}}} \bar{M}|C|-\sqrt{\frac{\tilde{H}}{18}}\left|C_{x}\right|\right)^{2} \\
& +\left(\sqrt{\frac{9}{2 \tilde{H}}} \bar{M}|h|-\sqrt{\frac{\tilde{H}}{18}}\left|C_{x}\right|\right)^{2}+\left(\sqrt{\frac{\bar{M}}{2}}|h|-\sqrt{\frac{\bar{M}}{2}}|u|\right)^{2} \\
\geq & 0 .
\end{aligned}
$$

Hence, Condition 3 is fulfilled.
ad Condition 4. The condition on $\mathbf{X}_{0}$ follows immediately from the assumptions of the problem since $V \subset H$.

The condition on $\mathbf{f}$ holds if $((\mathbf{f}, \Phi))<\infty$ for all $\Phi \in V$. This can easily be shown analogously to the proof of Condition 2.

This concludes the proof of Theorem 1.

Remark A relatively strong regularization ( $\delta>\frac{1}{4}$ ) for $h$ is needed in order to control the third-order term in the proof. However, this does not mean that there cannot exist a solution to the nonlinear problem if $\delta \leq \frac{1}{4}$, since regularizing effects may have vanished in the linearization.

We have shown that there exists a unique solution $\mathbf{X}$ of Problem 2 which fulfills

$$
\mathbf{X} \in W\left(0, \Delta T ; V, V^{\prime}\right) .
$$

Moreover, the following estimates hold:
Theorem 3 Let $\mathbf{X}_{0}, \mathbf{X}_{0}^{\star} \in H, \mathbf{f}, \mathbf{f}^{\star} \in L^{2}\left(V^{\prime}\right)$ and let $\mathbf{X}$ and $\mathbf{X}^{\star}$ be the corresponding solutions of Problem 2. Then

$$
\left\|\mathbf{X}-\mathbf{X}^{\star}\right\|_{L^{1}(H)} \leq\left(\left|\mathbf{X}_{0}-\mathbf{X}_{0}^{\star}\right|^{2}+\frac{1}{\alpha}\left\|\mathbf{f}-\mathbf{f}^{\star}\right\|_{L^{2}\left(V^{\prime}\right)}^{2}\right)^{1 / 2}
$$

and

$$
\left\|\mathbf{X}-\mathbf{X}^{\star}\right\|_{L^{2}(V)} \leq \frac{1}{\sqrt{\alpha}}\left(\left|\mathbf{X}_{0}-\mathbf{X}_{0}^{\star}\right|^{2}+\frac{1}{\alpha}\left\|\mathbf{f}-\mathbf{f}^{\star}\right\|_{L^{2}\left(V^{\prime}\right)}^{2}\right)^{1 / 2}
$$

For the proof see [12].
Remark Note that $\alpha$ depends on the regularization parameter $\delta$ as well as on the lower bound for the initial lamella thickness $H_{0}$.

### 3.5.3 Discussion of the nonlinear problem

We have shown the existence and uniqueness of a solution to the linearized problem. In order to see in which way this may used to obtain a similar result for the nonlinear problem, let us define the following

Piecewise linearized problem Find

$$
\mathbf{X}_{n}=\left(\begin{array}{c}
h_{n} \\
u_{n} \\
C_{n}^{s}
\end{array}\right):[0, T] \rightarrow V
$$

such that

$$
\frac{d}{d t}\left(\left(\mathbf{X}_{n}(.), \Phi\right)\right)+a\left(\mathbf{X}_{n}(.), \Phi\right)=((\mathbf{f}, \Phi))
$$

holds on the interval $\left[0, \frac{T}{n}\right]$ with

$$
\mathbf{X}_{n}(t=0)=\mathbf{X}_{0} \in V
$$

for all test functions $\Phi \in V$, where a and $\mathbf{f}$ are defined as in Equations (3.32) and (3.33), respectively. Moreover, on each interval $\left[\frac{k T}{n}, \frac{(k+1) T}{n}\right], k=1, \ldots, n-1$,

$$
\frac{d}{d t}\left(\left(\mathbf{X}_{n}(.), \Phi\right)\right)+a_{k}\left(\mathbf{X}_{n}(.), \Phi\right)=\left(\left(\mathbf{f}_{k}, \Phi\right)\right)
$$

holds with $\mathbf{X}_{n}$ continuous in $t=\frac{k T}{n}$, where $a_{k}$ and $\mathbf{f}_{k}$ are defined similar to a and f with the only difference that $h_{0}, u_{0}$ and $C_{0}^{s}$ are replaced by $h_{n}\left(\frac{k T}{n}\right), u_{n}\left(\frac{k T}{n}\right)$ and $C_{n}^{s}\left(\frac{k T}{n}\right)$.

In other words, on each interval $\left[\frac{k T}{n}, \frac{(k+1) T}{n}\right]$, the linearized problem is considered, where the linearization is performed with respect to the solution of the problem on the previous interval $\left[\frac{(k-1) T}{n}, \frac{k T}{n}\right]$ at the point $\frac{k T}{n}$.
A possible existence proof for the nonlinear problem could go along the following lines:

Step 1. Show that a solution $\mathbf{X}_{n}$ of the piecewise linearized problem exists for all $n \in \mathbb{N}$ and that $\lim _{n \rightarrow \infty}\left\|\mathbf{X}_{n}\right\|$ is bounded.
Step 2. Show that the set of solutions $\left\{\mathbf{X}_{n}(t), n \in \mathbb{N}\right\}$ is equicontinuous with respect to $t$. Then, using the theorem of Arzela and Ascoli (see [40]), there exists a subseries $\mathbf{X}_{n_{j}}$ which converges uniformly in to some $\mathbf{Y} \in V$.

Step 3. Plug $\mathbf{Y}$ into the nonlinear problem and show that it is a solution.
Step 1 requires certain estimates on the solution of piecewise linear problem. In this context, we state

Proposition 1 Let $\mathbf{X}_{0} \in H, \mathbf{f} \in L^{2}\left(V^{\prime}\right)$ and let $\mathbf{X}$ be the corresponding solution of Problem 2. Assume that

$$
\|\mathbf{X}(T)\| \leq\left(1+C_{1} T\right)\left\|\mathbf{X}_{0}\right\|+C_{2} T
$$

for some constants $C_{1}, C_{2} \in \mathbb{R}$ independent of $\mathbf{X}, \mathbf{X}_{0}$ and $\mathbf{f}$. Moreover, assume that if $h_{0}, u_{0}$, etc. are bounded by $\tilde{M}$, then $h(T), u(T)$, etc. are bounded by $\tilde{M}_{2}$, where

$$
\tilde{M}_{2} \leq\left(1+C_{1} T\right) \tilde{M}+C_{2} T
$$

Finally, assume that if $\left|h_{0}^{-1}\right|<H_{0}^{-1}$, then $\left|h(T)^{-1}\right|<H_{1}^{-1}$ holds with

$$
H_{1}^{-1} \leq\left(1+C_{1} T\right) H_{0}^{-1}+C_{2} T .
$$

Then for each $n \in \mathbb{N}$, a solution $\mathbf{X}_{n}$ to the piecewise linearized problem exists, and $\left\|\mathbf{X}_{n}\right\|$ is bounded for $n \rightarrow \infty$.

Proof. The result follows from the application of the discrete Gronwall lemma to $\mathrm{X}\left(\frac{k T}{n}\right), \tilde{M}$ and $H_{0}^{-1}$.

Unfortunately, the estimates of Theorem 3 do not satisfy the required assumptions of Proposition 1. Better estimates could not be achieved due to the difficulties arising from the third order term in connection with the nonlinearity of the problem.

### 3.6 A numerical scheme for the solution of the lamella problem

Finally, we want to solve the lamella problem numerically. In the following, we will define a numerical scheme for the solution of Problem 1. Since we are dealing with a parabolic system and assume that the flow is not convection-dominated, we will use a Galerkin finite element approach for the numerical scheme. For a detailed discussion of finite element methods and analytical results we refer to [7].

### 3.6.1 A Galerkin finite element approach

We consider wlog the one-dimensional case with $\Pi \ll 1$. The method can be formulated analogously for the two-dimensional problem. The problem reads:

Let $\Omega=[0,1]$. Find $\mathbf{X}=\left(h, u, C^{s}\right)^{\top}:[0, T] \times \Omega \rightarrow \mathbb{R}$, such that

$$
\begin{align*}
0= & h_{t}+(u h)_{x}+\delta h_{x x x x},  \tag{3.35}\\
0= & \operatorname{Re} h\left(u_{t}+u u_{x}\right)-4\left(h u_{x}\right)_{x}+\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} C_{x}^{s}-\frac{\varepsilon}{2 \mathrm{Ca}} h h_{x x x} \\
& -h \frac{g \cdot \operatorname{Re}}{\mathrm{Fr}} e_{g x},  \tag{3.36}\\
0= & \left(\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}\right)+\frac{2 \Pi}{\varepsilon S \Lambda} u_{x} C^{s}-\left(h C_{x}^{s}\right)_{x} \tag{3.37}
\end{align*}
$$

in $[0, T] \times \Omega$ and

$$
\begin{equation*}
\mathbf{X}=\mathbf{X}_{0} \tag{3.38}
\end{equation*}
$$

on $\{0\} \times \Omega$. Moreover, the essential boundary conditions

$$
\begin{align*}
& 0=h_{x},  \tag{3.39}\\
& 0=u \tag{3.40}
\end{align*}
$$

at $x=0$ and the natural boundary conditions

$$
\begin{align*}
& 0=h_{x x x},  \tag{3.41}\\
& 0=C_{x}^{s} \tag{3.42}
\end{align*}
$$

at $x=0$, and

$$
\begin{align*}
\kappa & =h_{x x},  \tag{3.43}\\
0 & =h_{x x x},  \tag{3.44}\\
0 & =(h u)_{x},  \tag{3.45}\\
0 & =C_{x}^{s}, \tag{3.46}
\end{align*}
$$

at $x=1$ must be fulfilled.

In order to formulate the weak problem, we have to define suitable spaces:

Definition 7 Let $\Omega=[0,1]$. Let the Sobolev space $H^{m}(\Omega)$ be given analogously to Section 3.5.2 by

$$
H^{m}(\Omega)=\left\{u \in L^{2}(\Omega) ; D^{\alpha} u \in L^{2}(\Omega) ;|\alpha| \leq m\right\}
$$

Then, define the spaces

$$
\begin{aligned}
V_{h}(\Omega) & =\left\{u \in H^{2}(\Omega) ; u_{x}(0)=0\right\} \\
V_{u}(\Omega) & =\left\{u \in H^{1}(\Omega) ; u(0)=0\right\} \quad \text { and } \\
V_{C}(\Omega) & =H_{1}(\Omega)
\end{aligned}
$$

Moreover, let

$$
V:=V_{h}(\Omega) \times V_{u}(\Omega) \times V_{C}(\Omega)
$$

Note that the essential boundary conditions (3.39) and (3.40) are integrated in $V$. We seek solutions X : $[0, T] \rightarrow V$.

Multiplying the system (3.35) - (3.37) with a test function $\Phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{\top} \in V$ and integrating over $\Omega$ yields the problem in weak form (applying the natural
boundary conditions):

$$
\begin{aligned}
0= & \int_{0}^{1} h_{t} \phi_{1}+\int_{0}^{1}(u h)_{x} \phi_{1}+\int_{0}^{1} \delta h_{x x x x} \phi_{1}+\int_{0}^{1} u_{t} \phi_{2}+\int_{0}^{1} u u_{x} \phi_{2} \\
& -\int_{0}^{1} \frac{4}{\operatorname{Re}} u_{x x} \phi_{2}-\int_{0}^{1} \frac{4}{\operatorname{Re}} \frac{h_{x}}{h} u_{x} \phi_{2}+\int_{0}^{1} \frac{2 \mathrm{Ma} \Sigma}{\varepsilon \operatorname{Re}} \frac{C_{x}^{s}}{h} \phi_{2}-\int_{0}^{1} \frac{\varepsilon}{2 \mathrm{CaRe}} h_{x x x} \phi_{2} \\
& -\int_{0}^{1} \frac{g}{\mathrm{Fr}} e_{g x} \phi_{2}+\int_{0}^{1} C_{t}^{s} \phi_{3}+\int_{0}^{1} u C_{x}^{s} \phi_{3}+\int_{0}^{1} \frac{1}{1+\frac{\varepsilon S \Lambda \mathrm{Pe}}{2 \Pi} h} u_{x} C^{s} \phi_{3} \\
& -\int_{0}^{1} \frac{\left(h C_{x}^{s}\right)_{x}}{\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h} \phi_{3} \\
= & \frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} h \phi_{1}-\int_{0}^{1} u h \phi_{1 x}+u(1) h(1) \phi_{1}(1)+\delta \int_{0}^{1} h_{x x} \phi_{1 x x}-\delta \kappa \phi_{1 x}(1) \\
& +\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} u \phi_{2}+\int_{0}^{1} u u_{x} \phi_{2}+\frac{4}{\operatorname{Re}} \int_{0}^{1} u_{x} \phi_{2 x}+\frac{4}{\operatorname{Re}} \frac{h_{x}(1) u(1)}{h(1)} \phi_{2}(1) \\
& -\frac{4}{\operatorname{Re}} \int_{0}^{1} \frac{h_{x}}{h} u_{x} \phi_{2}+\frac{2 \mathrm{Ma} \Sigma}{\varepsilon \operatorname{Re}} \int_{0}^{1} \frac{C_{x}^{s}}{h} \phi_{2}+\frac{\varepsilon}{2 \operatorname{CaRe}} \int_{0}^{1} h_{x x} \phi_{2 x}-\frac{\varepsilon}{2 \operatorname{CaRe}} \kappa \phi_{2}(1) \\
& -\frac{g}{\operatorname{Fr}} e_{g x} \int_{0}^{1} \phi_{2}+\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} C^{s} \phi_{3}+\int_{0}^{1} u C_{x}^{s} \phi_{3}+\int_{0}^{1} \frac{1}{1+\frac{\varepsilon S S \mathrm{Pe}}{2 \Pi} h} u_{x} C^{s} \phi_{3} \\
& +\int_{0}^{1} \frac{h C_{x}^{s}}{\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h} \phi_{3 x}-\operatorname{Pe} \int_{0}^{1} \frac{h C_{x}^{s} h_{x}}{\left(\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h\right)^{2}} \phi_{3} \\
= & \frac{\mathrm{d}}{\mathrm{~d} t}(\mathbf{X}, \Phi)+F(\mathbf{X}, \Phi) .
\end{aligned}
$$

Thus, we can formulate the
Weak problem Find $\mathbf{X}:[0, T] \rightarrow V$, such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\mathbf{X}, \Phi)+F(\mathbf{X}, \Phi)=0 \tag{3.47}
\end{equation*}
$$

for all $\Phi \in V$, where

$$
\mathbf{X}(0)=\mathbf{X}_{0} \in V
$$

The corresponding finite-dimensional approximation reads:
Finite element problem Find $\mathbf{X}_{N}:[0, T] \rightarrow V_{N}$, such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathbf{X}_{N}, \Psi\right)+F\left(\mathbf{X}_{N}, \Psi\right)=0 \tag{3.48}
\end{equation*}
$$

for all $\Psi \in V_{N}$, where

$$
\mathbf{X}_{N}(0)=\mathbf{X}_{N 0} \in V_{N}
$$

$V_{N}$ denotes the finite-dimensional approximation space to $V$. There are multiple possibilities to define such a space that differ in their approximation qualities. For further information, we refer to [7]. The following is an exemplary approximation space $V_{N}$ suitable for our problem.

Remark (3.48) is a finite-dimensional system of ordinary differential equations which can be solved using a standard ODE solver.

Example Define a grid

$$
S_{N}:=\left(0=x_{0}, \ldots, x_{N}=1\right)
$$

Moreover, define shape functions:

$$
\begin{gathered}
\psi_{1}= \begin{cases}1+x & -1 \leq x \leq 0 \\
1-x & 0<x \leq 1 \\
0 & \text { else }\end{cases} \\
\psi_{2 a}= \begin{cases}(1+x)^{2}(1-2 x) & -1 \leq x \leq 0 \\
(1-x)^{2}(1+2 x) & 0<x \leq 1, \\
0 & \text { else },\end{cases} \\
\psi_{2 b}= \begin{cases}x(1+x)^{2} & -1 \leq x \leq 0 \\
x(1-x)^{2} & 0<x \leq 1 \\
0 & \text { else }\end{cases}
\end{gathered}
$$




Figure 3.6: Shape functions. Left: $\psi_{1}$. Right: $\psi_{2 a}$ (solid) and $\psi_{2 b}$ (dashed).

From these, one can easily derive functions $\psi_{1, i}, \psi_{2 a, i}$ and $\psi_{2 b, i}$ corresponding to $x_{i}$ with the following properties:

1. $\psi_{1, i}, \psi_{2 a, i}$ and $\psi_{2 b, i}$ are compactly supported on $\left[x_{i-1}, x_{i+1}\right]$ for all $i=$ $1, \ldots, N-1$, on $\left[x_{0}, x_{1}\right]$ for $i=0$ and on $\left[x_{N-1}, x_{N}\right]$ for $i=N$.
2. The functions $\psi_{1, i}$ fulfill

$$
\psi_{1, i}(x)= \begin{cases}1 & \text { if } x=x_{i} \\ 0 & \text { if } x=x_{j}, j \neq i .\end{cases}
$$

3. For $\psi_{2 a, i}$, the conditions

$$
\begin{aligned}
\psi_{2 a, i}(x) & =\left\{\begin{aligned}
1 & \text { if } x=x_{i} \\
0 & \text { if } x=x_{j}, j \neq i
\end{aligned} \quad\right. \text { and } \\
\psi_{2 a, i, x}(x) & =0 \quad \text { for } x=x_{j}, j=1, \ldots, N
\end{aligned}
$$

hold.
4. The functions $\psi_{2 b, i}$ have the properties

$$
\begin{aligned}
\psi_{2 b, i}(x) & =0 \quad \text { for } x=x_{j}, j=1, \ldots, N \\
\psi_{2 b, i, x}(x) & = \begin{cases}1 & \text { for } x=x_{i} \\
0 & \text { for } x=x_{j}, j \neq i\end{cases}
\end{aligned}
$$

As usual, the index $x$ denotes the derivative with respect to $x$. The shape functions fulfill that $\psi_{1, i}$ is continuous on $\Omega=[0,1]$ and $\psi_{2 a, i}$ and $\psi_{2 b, i}$ are continuously differentiable on $\Omega$.

We define the space $V_{N}=V_{N}^{h} \times V_{N}^{u} \times V_{N}^{C^{s}}$ using these functions as basis, that is

$$
\begin{aligned}
V_{N}^{h} & =\operatorname{span}\left(\Psi_{2 a, i}, i=0, \ldots, N ; \Psi_{2 b, i}, i=1, \ldots, N\right), \\
V_{N}^{u} & =\operatorname{span}\left(\Psi_{1, i}, i=1, \ldots, N\right) \\
V_{N}^{C^{s}} & =\operatorname{span}\left(\Psi_{1, i}, i=0, \ldots, N\right)
\end{aligned}
$$

Then $V_{N}$ is an approximation of $V$ with the dimension $M=4 N+2$.
Remark In the two-dimensional case, it is more difficult to define continuously differentiable basis functions. One possibility is the so-called Argyris element, which is a triangular element with basis functions that have continuous derivatives between mesh triangles. On each triangle, these functions are fifth-order polynomial with 21 degrees of freedom.

The practical computations have been done using the finite element package Femlab, versions 2.2 and 2.3 , by Comsol $A B$, which allows the definition of nearly arbitrary PDE's. Therefore, we have split the operator and introduced the new variable $d=\Delta h$, such that we obtain a second order system for $(h, d, u, v, C)^{\top}$.

### 3.7 Discussion of the error

There are several sources for errors on the way from the physical model to the numerical solution. In the following, we will discuss the errors that are made at each step.

1. Basic simplifications: We consider a simplified model neglecting exterior forces and assuming the flow is controlled by the incompressible NavierStokes equations. Moreover, simple models are assumed for the description of the surfactant and volatile component, respectively. This first source for errors is difficult to quantify.
2. Thin film approximation: Using the ansatz $\phi=\phi_{0}+\varepsilon^{2} \phi_{1}+\mathcal{O}\left(\varepsilon^{4}\right)$, we make an error of the order $\varepsilon^{2}$ since we only consider the leading order term.
3. Initial and boundary conditions: As we have discussed in Section 3.2, not all boundary conditions are straightforward. In some cases, we use approximations which is an additional error source. Moreover, the initial conditions prescribed are also approximations. A quantification of these errors is also difficult.
4. Physical parameters: Not all of the physical parameters are known.
5. Numerical approximation: This error can be controlled and estimated. It depends on the resolution of the grid and the approximation order of the basis functions.

As we can see, there are several sources for errors, and thus an estimate on the total error is obviously very difficult. Therefore, the final results of these computations must be considered with care. We mainly achieve qualitative results. However, in a real foam we are considering a large number of lamellae and are not particularly interested in the exact results for a single film. Moreover, the films obviously do not burst all at the same thickness, but we assume that this varies stochastically around a mean value. Hence, we want to obtain results in a statistical sense, i.e. compute the mean lifetime of films under given conditions.

By means of coupling the considered model with models for the foam drainage and transport of the foam, some of the errors might be reduced in future work. For example, more accurate boundary conditions could be obtained from a coupling with a model for the Plateau border, as discussed in Section 3.2. Some suggestions for such improvements are made in Chapter 5.

### 3.8 Summary

In this chapter, we have used the thin film equations derived in Chapter 2 to create a model for the dynamical behaviour of a fuel foam film. Suitable computational domains for the one- and two-dimensional problem have been determined and the equations have been equipped with conditions at the boundaries of these domains. Moreover, the physical parameters for the problem have been determined as far as they are known.

Altogether, a model has been derived that yields the thinning rate of a foam film and the time $t_{c r i t}$ at which a critical thickness $h_{\text {crit }}$ is reached. Therefore, the curvature $\kappa$ of the Plateau border is needed as input variable by which the model can be coupled with a global foam model.

The existence and uniqueness of a solution for the linearized problem has been proven. Finally, a scheme for the numerical solution of the problem has been given.

## Chapter 4

## The limit $\varepsilon \rightarrow 0$

We have derived and analyzed a model describing the dynamics of a real thin foam film in the previous chapter. This model allows us to simulate the thinning of a lamella under the assumptions made in Section 3.1. In particular, it is required that the ratio $\varepsilon$ between thickness and length of the lamella is small, such that the thin film approximations derived in Chapter 2 hold.

As we have discussed in Section 3.7, the approximation improves as $\varepsilon$ decreases. On the other hand, if we consider very dry foams, the relative size of the Plateau border becomes smaller and its curvature larger. Since the crucial effects happen at the transition between lamella and Plateau border, it is important that this region is resolved very good by the numerical grid. Therefore, grid size and time step restrictions become more severe for smaller values of $\varepsilon$, such that the computational effort increases.

Moreover, there arise some stability issues with the solution in the case of a surfactant-stabilized lamella, which also lead to increased computational costs. We will discuss the reasons for this effect in Section 4.2.3.

However, one can make use of some special features of the film in the case of $\varepsilon \rightarrow 0$ in order to further simplify the model. This approach is based on the splitting of the domain into regions in which some effects may be neglected such that simpler models can be derived for each subdomain. Such domain decompositions for foam lamellae have been applied before by Schwartz and Princen [34], Barigou and Davidson [3] and Braun et al. [8]. We will follow the approach of Breward [9], who divided the domain into three parts, the lamella, the Plateau border, and a matching region (or transition region) between the two (see Section 4.1).

We will shortly present this approach for the three cases of a pure liquid, a film stabilized by a surfactant and a film stabilized by the presence of a volatile
component for the inertia-free case in Section 4.2. Afterwards, we generalize the model and include inertia (Section 4.3). Finally, we are going to discuss in Section 4.4 in which way the approach may be extended to the two-dimensional problem.

### 4.1 Domain splitting approach

Consider a two-dimensional film in the $x$ - $z$-plane. It consists of a long lamella part with approximately spatially constant thickness and the Plateau border which has an approximately constant curvature. This can be used by splitting the film into three regions as shown in Figure 4.1. As the curvature is small in the lamella


Figure 4.1: Splitting into lamella (A), Plateau border (C) and transition region (B) (sketch)
(A), we conclude that capillarity plays an inferior role there and thus can be neglected. For the Plateau border (C), capillarity is treated to be the dominant effect as discussed in Chapter 3. Since we assume that the radius of curvature in the Plateau border is of the order of the film thickness, this dominance becomes even stronger for thinner films.

In the transition region (B), the two solutions of the lamella and the Plateau border have to be matched. For the thin film approximations to be valid in the transition region, its thickness must be small compared to its length. If we assume that the length of this region is $2 \delta$ ( $2 \delta L$ in dimensional variables), then this condition can be expressed in the form $\varepsilon \ll \delta$. Since the length of the transition region is small compared to that of the film, i.e. $\delta \ll 1$, this poses a more severe condition on the parameter $\varepsilon$ than in Chapter 3, which is the reason why this approach is not used in general. A comparison between numerical results for the full problem defined in Chapter 3 and the following approximations will be done in Chapter 5.

The general procedure to get the solution at time $t_{i}$ includes two steps (sketched for the case of a pure liquid):

1. Solve the transition region problem using the values $h^{(i-1)}, h_{x}^{(i-1)}$ and $h_{x}^{(i-1)} x$ at the boundary to the lamella part from the previous time step $i-1$. At the boundary to the Plateau border, the curvature $\kappa$ obtained from the Plateau border has to be prescribed.
This yields the thickness $h^{(i)}$ and velocity $u^{(i)}$ in the transition region.
2. Solve the lamella problem using the velocity $u^{(i)}$ obtained in Step 1 as boundary value.
This yields $h^{(i)}$ and $u^{(i)}$ in the lamella.

In the following, we will examine in detail how this idea can be implemented for the different cases. We henceforth neglect gravity and therefore assume the problem to be symmetric with respect to $x=0$.

### 4.2 Inertia-free case

The cases considered in this section have been studied by Chris Breward in his dissertation [9]. We will use these examples to demonstrate the mechanisms involved in the splitting approach. Moreover, some limitations will be considered and improvements discussed. In Section 4.3, we will generalize these models by the inclusion of inertia.

### 4.2.1 General model

The general one-dimensional model including surfactant or volatile component, respectively, is given by (assuming $\Pi \ll 1$, see (2.71) - (2.81))

$$
\begin{align*}
0 & =h_{t}+(u h)_{x}+\frac{2 \mathcal{E}}{\varepsilon} e,  \tag{4.1}\\
0 & =\frac{2 \mathrm{Ma}}{\varepsilon} \sigma_{x}+\frac{\varepsilon}{2 \mathrm{Ca}} h h_{x x x}+4\left(h u_{x}\right)_{x} . \tag{4.2}
\end{align*}
$$

The gradient of the surface tension is computed by

$$
\begin{align*}
\sigma_{x} & =-\Sigma C_{x}^{s},  \tag{4.3}\\
0 & =\left(\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}\right)+\frac{2 \Pi}{\varepsilon S \Lambda} u_{x} C^{s}-\left(h C_{x}^{s}\right)_{x} \tag{4.4}
\end{align*}
$$

in the presence of a surfactant, and by

$$
\begin{align*}
\sigma_{x} & =-\widetilde{\Sigma} C_{x}^{v}  \tag{4.5}\\
0 & =\widetilde{\operatorname{Pe}} h\left(C_{t}^{v}+u C_{x}^{v}\right)+\frac{2 \widetilde{\operatorname{Pe} \mathcal{E}}}{\varepsilon}\left(1-C^{v}\right) e-\left(h C_{x}^{v}\right)_{x}, \tag{4.6}
\end{align*}
$$

if the film is stabilized by a volatile component. Note that $e \neq 0$ only holds in the latter case where evaporation plays a role. Otherwise the mass equation reduces to $h_{t}+(u h)_{x}=0$.

### 4.2.2 Pure liquid

When neither surfactant nor volatile component are present, the system (4.1) (4.6) reduces to

$$
\begin{aligned}
h_{t}+(u h)_{x} & =0, \\
\frac{\varepsilon}{2 \mathrm{Ca}} h h_{x x x}+4\left(h u_{x}\right)_{x} & =0 .
\end{aligned}
$$

## Lamella

We consider the lamella region to correspond to the computational domain $[0,1]$. We assume that the lamella is dominated by viscosity, i.e. Ca $\gg \varepsilon$, which corresponds to a high velocity scaling $U$. However, note that $U$ is not uniquely determined by this condition. The governing equations are

$$
\begin{align*}
h_{t}+(u h)_{x} & =0,  \tag{4.7}\\
\left(h u_{x}\right)_{x} & =0 . \tag{4.8}
\end{align*}
$$

Furthermore, we have the boundary conditions

$$
\begin{aligned}
& u(0)=0 \quad(\text { Symmetry }), \\
& u(1)=u_{1}(t)
\end{aligned}
$$

Let the lamella be initially of constant thickness, that is $h(0, x)=h_{0}=$ const. At time $t=0$, the system (4.7), (4.8) reduces to

$$
\begin{align*}
h_{t}+h u_{x} & =0,  \tag{4.9}\\
u_{x x} & =0 .
\end{align*}
$$

This means that $h_{t}$ does not depend on $x$ at time $t=0$, such that we obtain $h_{x}=0$ in the lamella for all $t$. If $u_{1}(t), t \in[0, T]$ is given, this system can be solved and the solution is

$$
\begin{aligned}
h(t) & =h_{0} e^{-\int_{0}^{t} u_{1}(\tau) \mathrm{d} \tau} \\
u(t, x) & =u_{1}(t) x
\end{aligned}
$$

## Plateau border

It is assumed that the Plateau border is dominated by capillarity, which corresponds to a low velocity scaling. The momentum equation (4.2) simplifies to

$$
h_{x x x}=0,
$$

which yields

$$
\begin{equation*}
h_{x x}=\kappa=\text { const. } \tag{4.10}
\end{equation*}
$$

Equation (4.10) will be used as a boundary condition for the transition region problem.

## Transition region

Here, we have two scaling parameters which have to be determined, the velocity scaling $U$ and the length scaling $\delta$ of the transition region. These have to be chosen in such a way that capillary and viscous forces balance. Moreover, we require $\delta$ to fulfill $\varepsilon \ll \delta \ll 1$ according to Section 4.1.

We therefore define $\delta:=\sqrt{\varepsilon}$ and set $U$ such that $\mathrm{Ca}=\delta=\sqrt{\varepsilon}$. With $x=1+\delta \xi$, this leads to the system

$$
\begin{align*}
(u h)_{\xi} & =0  \tag{4.11}\\
h h_{\xi \xi \xi}+8\left(h u_{\xi}\right)_{\xi} & =0 . \tag{4.12}
\end{align*}
$$

Note that due to the condition $\delta \ll 1$, the time-dependence drops out of the mass equation in leading order of $\delta$.

Integration of Equation (4.11) gives $u h=Q$, where $Q$ is the (yet unknown) flux. Inserting this relation into (4.12) yields

$$
\begin{equation*}
\left(2 h h_{\xi \xi}-h_{\xi}^{2}-\frac{16 Q h_{\xi}}{h}\right)_{\xi}=0 . \tag{4.13}
\end{equation*}
$$

Furthermore, we have given boundary conditions

$$
\begin{aligned}
h \rightarrow h_{L}, h_{\xi} \rightarrow & 0, h_{\xi \xi} \rightarrow 0 \text { for } \xi \rightarrow-\infty, \\
& h_{\xi \xi} \rightarrow \delta^{2} \kappa \text { for } \xi \rightarrow \infty .
\end{aligned}
$$

Using these, we can integrate Equation (4.13) once and obtain

$$
2 h h_{\xi \xi}-h_{\xi}^{2}-\frac{16 Q h_{\xi}}{h}=0
$$

The analytical solution to this equation reads

$$
\begin{align*}
\xi-C_{2}= & \frac{2}{C_{1}} \sqrt{h}+\frac{2 Q^{1 / 3} 12^{2 / 3}}{9 C_{1}^{4 / 3}} \ln \left(\sqrt{h}-\frac{Q^{1 / 3} 16^{1 / 3}}{3^{1 / 3} C_{1}^{1 / 3}}\right) \\
& -\frac{Q^{1 / 3} 12^{2 / 3}}{9 C_{1}^{4 / 3}} \ln \left(h+\frac{2 Q^{1 / 3} 18^{1 / 3}}{3 C_{1}^{1 / 3}} \sqrt{h}+\frac{16^{2 / 3} Q^{2 / 3}}{3^{2 / 3} C_{1}^{2 / 3}}\right) \\
& -\frac{2 Q^{1 / 3} 4^{2 / 3} 3^{1 / 6}}{3 C_{1}^{4 / 3}} \arctan \left(\frac{\sqrt{h} C_{1}^{1 / 3}}{2^{1 / 3} 3^{1 / 6} Q^{1 / 3}}+\frac{1}{\sqrt{3}}\right) . \tag{4.14}
\end{align*}
$$

In this expression, there are still the unknown parameters $C_{1}, C_{2}$ and $Q$. We may set $C_{2}=0$ due to translational invariance (the equation is autonomous).
In the limit $\xi \rightarrow \infty$, we obtain in leading order of $\zeta=\xi^{-1}$

$$
\frac{2}{C_{1}} \sqrt{h}=\xi
$$

since $h$ has a quadratic behaviour in this limit due to the condition $h_{\xi \xi} \rightarrow \delta^{2} \kappa$. Using the latter, we obtain

$$
C_{1}=\sqrt{2 \delta^{2} \kappa}
$$

In the limit $\xi \rightarrow-\infty$, the solution needs to fulfill the condition $h \rightarrow h_{L}$. The left hand side needs to be balanced by at least one of the terms on the right hand side, hence we analyze (4.14) under this aspect:

- $\sqrt{h}$ tends to a constant value and does not play a role for $\xi \rightarrow-\infty$.
- $\ln \left(\sqrt{h}-\frac{Q^{1 / 3} 16^{1 / 3}}{3^{1 / 3} C_{1}^{1 / 3}}\right)$ tends to $-\infty$ if the argument tends to zero. Hence, this term may balance $\xi$ for $\xi \rightarrow-\infty$.
- $-\ln \left(h+\frac{2 Q^{1 / 3} 18^{1 / 3}}{3 C_{1}^{1 / 3}} \sqrt{h}+\frac{16^{2 / 3} Q^{2 / 3}}{3^{2 / 3} C_{1}^{2 / 3}}\right)$ tends to a constant value since the argument tends to a positive constant.
- $\arctan ($.$) is a bounded function.$

Thus, the behaviour of the linear term on the left hand side can only be balanced by the second term on the left hand side, and only if

$$
\sqrt{h}-\frac{Q^{1 / 3} 16^{1 / 3}}{3^{1 / 3} C_{1}^{1 / 3}} \rightarrow 0 \quad \text { for } \xi \rightarrow-\infty
$$

This condition becomes

$$
Q=\frac{3 \sqrt{2 \delta^{2} \kappa}}{16} h_{L}^{3 / 2}
$$

which constitutes a relation between the lamella thickness $h_{L}$ and the flow velocity $u_{L}$ in the lamella limit by

$$
\begin{equation*}
u_{L}=\frac{3 \sqrt{2 \delta^{2} \kappa}}{16} h_{L}^{1 / 2} \tag{4.15}
\end{equation*}
$$

This velocity $u_{L}$ is used as boundary condition for the lamella problem, which can then be solved for $h$.

Figure 4.2 shows the solution for $h$ in the transition region for $h_{L}=1$ and $\delta^{2} \kappa=1$.


Figure 4.2: Film thickness in the transitions region for a pure liquid.

## Computation of the lamella thickness

Relation (4.15) yields the value of $u_{1}$ by

$$
u_{1}(t)=\frac{3 \sqrt{2 \delta^{2} \kappa}}{16} h(t)^{1 / 2}
$$

The velocity profile becomes

$$
u(t, x)=\frac{3 \sqrt{2 \delta^{2} \kappa}}{16} h(t)^{1 / 2} x .
$$

Plugging this into (4.9) yields

$$
h_{t}+\frac{3 \sqrt{2 \delta^{2} \kappa}}{16} h^{3 / 2}=0 .
$$

This ordinary differential equation (ODE) can be solved explicitly and we obtain

$$
\begin{equation*}
h(t)=\left(\frac{3 \sqrt{2 \delta^{2} \kappa}}{32} t+\frac{1}{\sqrt{h(0)}}\right)^{-2} \tag{4.16}
\end{equation*}
$$

Such a solution for $h(0)=1$ and $\delta^{2} \kappa=1$ is illustrated in Figure 4.3.


Figure 4.3: Film thickness vs. time in the lamella for a pure liquid.

### 4.2.3 Presence of a surfactant

In [9], viscosity is neglected in the presence of a surfactant and only Marangoni and capillary effects are regarded in the momentum equation. Therefore, the system (4.1) - (4.6) becomes

$$
\begin{aligned}
& 0=h_{t}+(u h)_{x}, \\
& 0=-\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} C_{x}^{s}+\frac{\varepsilon}{2 \mathrm{Ca}} h h_{x x x}, \\
& 0=\left(2 \frac{\Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}\right)+\frac{2 \Pi}{\varepsilon S \Lambda} u_{x} C^{s}-\left(h C_{x}^{s}\right)_{x} .
\end{aligned}
$$

We assume that the Plateau border is governed by capillary forces, such that we obtain the condition of constant curvature $\kappa$ at this end of the transition region.

## Lamella model

The Marangoni effect is assumed to be dominant in the lamella. This relates to a low velocity scaling, but as in the previous case, it is not uniquely determined by this condition. The lamella model becomes

$$
\begin{align*}
& 0=h_{t}+(u h)_{x},  \tag{4.17}\\
& 0=C_{x}^{s}  \tag{4.18}\\
& 0=(1+\mathcal{P} h) C_{t}^{s}+u_{x} C^{s}, \tag{4.19}
\end{align*}
$$

where $\mathcal{P}=\frac{\varepsilon \mathrm{Pe} S \Lambda}{2 \Pi}$ is of order $\mathcal{O}(1)$. Note that $\mathcal{P}$ does not depend on the velocity scaling $U$.

We consider an initially constant thickness $h(0, x)=h_{0}=$ const in the lamella and find that

$$
u_{x}(0, x)=-\left(1+\mathcal{P} h_{0}\right) \frac{C_{t}^{s}(0)}{C^{s}(0)}
$$

is independent of $x$. Hence, $h_{x}(t, x)=0$ for all $t, x$. We can compute the solution for the thickness as in the case without surfactant by

$$
h(t)=h_{0} e^{-\int_{0}^{t} u_{1}(\tau) \mathrm{d} \tau}
$$

if we know the velocity $u_{1}(t)$ at the boundary $(x=1)$.
Moreover, the combination of (4.17) and (4.19) yields

$$
(1+\mathcal{P} h)^{-1} \frac{h_{t}}{h}=\frac{C_{t}^{s}}{C^{s}} .
$$

We solve this for $C^{s}$ :

$$
C^{s}=\frac{C_{0}^{s}}{h_{0}} \frac{\left(1+\mathcal{P} h_{0}\right) h}{1+\mathcal{P} h} .
$$

$C_{0}^{s}=C^{s}(0)$ is the (constant) concentration at time $t=0$. Thus, $h$ and $u$ are obtained independently from $C^{s}$, which is then computed from $h$.

## Transition region

We have to match Marangoni and capillary forces in the transition region. Since the velocity scaling $U$ does not influence the relative magnitudes of these two,
we match them via the length scaling $x=1+\delta \xi$. Therefore, we choose $\delta$ in such a way that $\varepsilon^{2}=4 \delta^{2} \mathrm{CaMa} \Sigma$. For the surfactant equation, it is assumed that diffusion, bulk convection and surface convection balance, which determines the velocity scaling by setting $S=\frac{\delta \Pi}{\varepsilon \Lambda}$. Hence, the velocity and length scalings are uniquely determined and we obtain in leading order of $\delta$

$$
\begin{aligned}
u h & =Q \\
C_{\xi}^{s} & =h h_{\xi \xi \xi}, \\
\left(u C^{s}\right)_{\xi}+\mathcal{P} u h C_{\xi}^{s} & =\left(h C_{\xi}^{s}\right)_{\xi} .
\end{aligned}
$$

Using $u=Q / h$ and integrating the latter two equations, this system simplifies to

$$
\begin{align*}
C^{s}-C_{L}^{s} & =h h_{\xi \xi}-\frac{h_{\xi}^{2}}{2}  \tag{4.20}\\
h C_{\xi}^{s} & =Q\left(\frac{C^{s}}{h}-\frac{C_{L}^{s}}{h_{L}}\right)+\mathcal{P} Q\left(C^{s}-C_{L}^{s}\right), \tag{4.21}
\end{align*}
$$

where $h_{L}$ and $C_{L}^{s}$ are the values of thickness and surfactant concentration, respectively, in the lamella.

We want to solve this problem such that the boundary conditions

$$
\begin{aligned}
C^{s} \rightarrow C_{L}^{s}, h \rightarrow h_{L}, h_{\xi} \rightarrow 0, h_{\xi \xi} \rightarrow 0 & \text { for } \\
& \xi \rightarrow-\infty, \\
C^{s} \rightarrow C_{P B}^{s}, h_{\xi \xi} \rightarrow \delta^{2} \kappa & \text { for } \\
\xi & \rightarrow \infty
\end{aligned}
$$

are fulfilled.
An asymptotic analysis for the limit $\xi \rightarrow \infty$ yields (using translational invariance of the solution)

$$
\begin{align*}
h & =\frac{\delta^{2} \kappa}{2} \xi^{2}+\frac{C_{P B}^{s}-C_{L}^{s}}{\delta^{2} \kappa}+\mathcal{O}\left(\xi^{-1}\right)  \tag{4.22}\\
C^{s} & =C_{P B}^{s}+\mathcal{O}\left(\xi^{-1}\right) \tag{4.23}
\end{align*}
$$

At the lamella side $(\xi \rightarrow-\infty)$ we make the ansatz

$$
h=h_{L}+\alpha e^{\lambda \xi}+\mathcal{O}\left(e^{2 \lambda \xi}\right),
$$

$\lambda \in \mathbb{C}$, in order to model the asymptotically constant behaviour. Plugging this into Equation (4.20), we obtain

$$
C^{s}=C_{L}^{s}+h_{L} \alpha \lambda^{2} e^{\lambda \xi}+\mathcal{O}\left(e^{2 \lambda \xi}\right)
$$

From (4.21) follows an equation for $\lambda$, namely

$$
\lambda^{3}-\lambda^{2}\left(\frac{Q}{h_{L}^{2}}+\frac{\mathcal{P} Q}{h_{L}}\right)+\frac{Q C_{L}}{h_{L}^{4}}=0 .
$$

Assuming positive flux, i.e. liquid flows from the lamella into the Plateau border, this equation can be rewritten as

$$
\lambda^{3}-q \lambda^{2}+p=0
$$

with positive parameters $p$ and $q$. This equation has one negative real root $\lambda^{\star}$ and two roots $\lambda_{1}$ and $\lambda_{2}$ with positive real parts. The condition for $\xi \rightarrow-\infty$ dictates that the non-decaying mode $\lambda^{\star}$ vanishes, thus the solution in leading order is given by

$$
\begin{align*}
h & =h_{L}+\alpha e^{\lambda_{1} \xi}+\beta e^{\lambda_{2} \xi}  \tag{4.24}\\
C^{s} & =C_{L}+\alpha \lambda_{1}^{2} e^{\lambda_{1} \xi}+\beta \lambda_{2}^{2} e^{\lambda_{2} \xi} \tag{4.25}
\end{align*}
$$

Note that there are three degrees of freedom $(\alpha, \beta$ and $Q)$ in total for the thirdorder system of ODE's. In Section 4.2.4, the case of a third-order system with only two degrees of freedom occurs. Such a system is not solvable in general.

## Computation of a solution

We want to obtain a relation $Q\left(h_{L}\right)$ between the flux $Q$ in the transition region and the thickness $h_{L}$ of the lamella. Then, the velocity profile in the lamella is given by $u=\frac{Q(h)}{h} x$ and the thickness can be computed by solving

$$
\begin{equation*}
h_{t}+Q(h)=0 \tag{4.26}
\end{equation*}
$$

as in Section 4.2.2.
Hence, we need to find a numerical solution for the system (4.20), (4.21). However, there are several difficulties that arise:

- The system is defined on the unbounded domain $\mathbb{R}$. For practical computations, the computational domain $\left[-\frac{1}{\varepsilon}, \frac{1}{\varepsilon}\right]$ is used.
- We are dealing with a boundary value problem (BVP), i.e. boundary values are given at both ends of the domain. In [9], the problem is solved using a simple shooting algorithm: a solution is computed starting from $\xi=\frac{1}{\varepsilon}$ for some flux $Q$, then $Q$ is varied until the desired behaviour of the solution at $x=-\frac{1}{\varepsilon}$ is achieved.
However, the solution contains an unstable mode $\lambda^{\star}$. Hence, the numerical solution of the ODE becomes unstable. Instead, we use a multiple shooting algorithm. The main idea behind this approach is the following: numerical errors due to machine precision increase exponentially for an unstable mode, hence this error becomes dominant for large domains. If the
computational domain is divided into smaller intervals and the differential equation is solved on each of these intervals, this error can be controlled by varying the size of the intervals. In order to solve the complete problem, transfer conditions between the intervals have to be fulfilled in addition to the boundary conditions. A detailed discussion of BVP's and the multiple shooting method can be found in [2].

Finally, we can solve the system in order to obtain the flux $Q$ for each value of $h_{L}$, which is used to solve Equation (4.26). Some results for this approach will be discussed in Chapter 5.

### 4.2.4 Presence of a volatile component

In [9], a model is given for a liquid in the presence of a volatile component. However, the resulting third order system of ODE's has only two degrees of freedom, such that a solution does not exist in general. We present an improved model with included viscosity that overcomes these difficulties. The relevant part of (4.1) - (4.6) is

$$
\begin{align*}
& 0=h_{t}+(u h)_{x}+\frac{2 \mathcal{E} e}{\varepsilon}  \tag{4.27}\\
& 0=-\frac{2 \mathrm{Ma} \widetilde{\Sigma}}{\varepsilon} C_{x}^{v}+\frac{\varepsilon}{2 \mathrm{Ca}} h h_{x x x}+4\left(h u_{x}\right)_{x}  \tag{4.28}\\
& 0=\widetilde{\operatorname{Pe}} h\left(C_{t}^{v}+u C_{x}^{v}\right)+\frac{2 \widetilde{\operatorname{Pe}} \mathcal{E}}{\varepsilon}\left(1-C^{v}\right) e-\left(h C_{x}^{v}\right)_{x} \tag{4.29}
\end{align*}
$$

This system is very similar to the surfactant case.
Remark Apart from the inclusion of viscosity, we also take a different approach for the modelling of the evaporation process. We assume a constant evaporation $e$, while Breward uses a model in which e is proportional to the concentration of the volatile component.

## Lamella model

Evaporation must enter Equation (4.29) in leading order to have a stabilizing effect. We balance it by convection, which gives the velocity scaling $U$ by setting $2 \mathcal{E}=\varepsilon$. As in the surfactant case, the momentum equation (4.28) is considered to be dominated by the Marangoni force. This yields the equations

$$
\begin{align*}
& 0=h_{t}+(u h)_{x}+e  \tag{4.30}\\
& 0=C_{x}^{v}  \tag{4.31}\\
& 0=h C_{t}^{v}+\left(1-C^{v}\right) e \tag{4.32}
\end{align*}
$$

From Equations (4.31) and (4.32) follows $h_{x}=0$ for all $t$. Together with (4.30), we obtain $u_{x x}=0$, such that the velocity profile is determined by its value at $x=1$ which can be obtained from the transition region as in Section 4.2.3. Therefore, we seek a relation $Q(h)$ from the solution of the transition region model.

## Transition region

We match Marangoni and capillary forces in the momentum equation, scaling the length by $x=1+\delta \xi$ where $\varepsilon^{2}=4 \delta^{2} \mathrm{CaMa} \widetilde{\Sigma}$.

The velocity scaling has already been fixed by $2 \mathcal{E}=\varepsilon$. Hence, there are three possible scenarios about which forces govern the equation for the volatile component:

- Convection is dominant in the transition region. This leads to $C^{v}=$ const, such that the Marangoni effect plays no role and the film is not stabilized.
- The transition region is governed by diffusion. In this case $h C_{\xi}^{v}=$ const and with the condition for $\xi \rightarrow-\infty$ we obtain again $C^{v}=$ const.
- The only scenario for which we obtain a non-trivial solution for $C^{v}$ is a balance of convection and diffusion. Thus, we are only interested in this case.

Hence, we assume that the equation for the volatile component is governed by diffusion and convection and obtain the system

$$
\begin{aligned}
u h & =Q \\
C_{\xi}^{v} & =h h_{\xi \xi \xi}+\frac{2 \delta \mathrm{Ca}}{\varepsilon}\left(h u_{\xi}\right)_{\xi}, \\
\tilde{\mathcal{P}} u h C_{\xi}^{v} & =\left(h C_{\xi}^{v}\right)_{\xi},
\end{aligned}
$$

where $\tilde{\mathcal{P}}=\delta \widetilde{\mathrm{Pe}}$.
The momentum equation is integrated and $u$ replaced by $\frac{Q}{h}$, such that the system simplifies to

$$
\begin{align*}
C^{v}-C_{L}^{v} & =h h_{\xi \xi}-\frac{h_{\xi}^{2}}{2}-\nu Q \frac{h_{\xi}}{h},  \tag{4.33}\\
h C_{\xi}^{v} & =\tilde{\mathcal{P}} Q\left(C^{v}-C_{L}^{v}\right) . \tag{4.34}
\end{align*}
$$

As before, $h_{L}$ and $C_{L}^{v}$ denote the values of thickness and concentration of the volatile component in the lamella, and $\nu:=\frac{2 \delta \mathrm{Ca}}{\varepsilon}$.

We have the same boundary conditions as in the surfactant case, namely

$$
\begin{aligned}
& C^{v} \rightarrow C_{L}^{v}, h \rightarrow h_{L} \text { for } \\
& C^{v} \rightarrow C_{P B}^{v}, h_{\xi \xi} \rightarrow \delta^{2} \kappa \text { for } \\
& \xi \rightarrow \infty
\end{aligned}
$$

An asymptotic analysis for the limit $\xi \rightarrow \infty$ yields

$$
\begin{aligned}
h & =\frac{\delta^{2} \kappa}{2} \xi^{2}+\frac{C_{P B}^{v}-C_{L}^{v}}{\delta^{2} \kappa}+\mathcal{O}\left(\xi^{-1}\right) \\
C^{v} & =C_{P B}^{v}+\mathcal{O}\left(\xi^{-1}\right)
\end{aligned}
$$

For $\xi \rightarrow-\infty$ we make the ansatz

$$
h=h_{L}+\alpha e^{\lambda \xi}+\mathcal{O}\left(e^{2 \lambda \xi}\right),
$$

which yields with (4.33)

$$
C^{v}=C_{L}^{v}+\left(h_{L} \alpha \lambda^{2}-\frac{\alpha \nu \lambda Q}{h_{L}}\right) e^{\lambda \xi}+\mathcal{O}\left(e^{2 \lambda \xi}\right)
$$

Plugging these expressions into Equation (4.34), we obtain

$$
\lambda^{3}-\lambda^{2}\left(\frac{\tilde{\mathcal{P}} Q}{h_{L}}+\frac{\nu Q}{h_{L}^{2}}\right)+\frac{\nu \tilde{\mathcal{P}} Q^{2}}{h_{L}^{3}}=0
$$

This equation has the solutions

$$
\lambda_{1}=0, \quad \lambda_{2}=\frac{\tilde{\mathcal{P}} Q}{h_{L}}, \quad \lambda_{3}=\frac{\nu Q}{h_{L}^{2}} .
$$

For non-vanishing viscosity (that is $\nu>0$ ), we have two positive eigenmodes $\lambda_{2}$ and $\lambda_{3}$, such that together with $Q$, the system has three degrees of freedom. Moreover, we obtain stability for $\xi \rightarrow-\infty$.

This marks a difference to the model derived in [9], where viscosity is neglected, i.e. $\nu=0$. In that case, two of the eigenmodes become zero. Hence, only two degrees of freedom $\left(\lambda_{2}\right.$ and $\left.Q\right)$ are left in the third-order system, which is in general not sufficient to obtain a solution.

In order to solve the film-thinning problem, we proceed analogously to the case of a film stabilized by a surfactant, i.e. we use a shooting algorithm to obtain the flux $Q$ from the system (4.33), (4.34), which yields the boundary condition for the velocity $u$ in the lamella problem. With this information, the evolution of $h$, $u$ and $C^{v}$ in the lamella can be computed.

### 4.3 Non-planar lamella

One of the central assumptions in Section 4.2 is that inertia can be completely neglected. However, our considerations in Section 2.3 showed that this is in general not justifiable in our problem. We will observe that the inclusion of inertia leads to a non-constant lamella thickness $h(t, x)$, which is a major difference to the previous models. In particular, the transition region model of Section 4.2 explicitly uses the fact that the lamella has spatially constant thickness. Hence, it is no longer valid as we will see in Section 4.3.2.

For these reasons, we develop a more general splitting approach in Section 4.3.2, which can be applied for arbitrary lamella profiles. Subsequently, we discuss the solutions for our three cases (pure liquid, surfactant, volatile component) applying this new approach for the transition region and a more complex lamella model.

### 4.3.1 Governing equations

The model equations for mass and momentum conservation including inertia are

$$
\begin{align*}
0 & =h_{t}+(u h)_{x}+\frac{2 \mathcal{E}}{\varepsilon} e  \tag{4.35}\\
0 & =\frac{2 \mathrm{Ma}}{\varepsilon} \sigma_{x}+\frac{\varepsilon}{2 \mathrm{Ca}} h h_{x x x}-\operatorname{Re} h\left(u_{t}+u u_{x}\right)+4\left(h u_{x}\right)_{x} \tag{4.36}
\end{align*}
$$

For a pure liquid, $\sigma$ is constant. If a surfactant is present, then it is described by

$$
\begin{align*}
\sigma_{x} & =-\Sigma C_{x}^{s}  \tag{4.37}\\
0 & =\left(\frac{2 \Pi}{\varepsilon S \Lambda}+\operatorname{Pe} h\right)\left(C_{t}^{s}+u C_{x}^{s}\right)+\frac{2 \Pi}{\varepsilon S \Lambda} u_{x} C^{s}-\left(h C_{x}^{s}\right)_{x} . \tag{4.38}
\end{align*}
$$

Similarly, for the volatile component the following equations hold:

$$
\begin{align*}
\sigma_{x} & =-\widetilde{\Sigma} C_{x}^{v}  \tag{4.39}\\
0 & =\widetilde{\operatorname{Pe}} h\left(C_{t}^{v}+u C_{x}^{v}\right)+\frac{2 \widetilde{\operatorname{Pe} \mathcal{E}}}{\varepsilon}\left(1-C^{v}\right) e-\left(h C_{x}^{v}\right)_{x} \tag{4.40}
\end{align*}
$$

### 4.3.2 Generalized splitting approach

Let us analyze the effect of inertia on the lamella. While viscosity causes a levelling of differences in the flow, inertia has the opposite effect, i.e. it tries to
keep the flow in its current state. Hence, the capillary suction from the Plateau border does not affect the whole lamella uniformly, since it is not dominated by viscosity alone, such that a contraction forms at the transition between lamella and Plateau border.


Figure 4.4: Formation of a contraction due to inertia.

In which way does this influence the model for the transition region? In Section 4.1, we had the boundary conditions $h \rightarrow h_{0}, h_{\xi} \rightarrow 0$ and $h_{\xi \xi} \rightarrow 0$ for $\xi \rightarrow-\infty$. These conditions do not hold anymore, as the lamella thickness is not constant.

One possibility is to neglect this and proceed as in Section 4.2 anyway, matching only the thickness $h$ in the transition region. However, we will take a more sophisticated approach and additionally match the derivative $h_{\xi}$. Obviously, we cannot match both $h$ and $h_{\xi}$ for $\xi \rightarrow-\infty$, but have to do this at some given point. Hence, we split the computational domain into a lamella part $I_{1}=[0,1-\delta]$ and a transition region $I_{2}=[1-\delta, 1+\delta]$, where we demand that $h, h_{x}$, and $u$ are continuous at $1-\delta$.

### 4.3.3 Pure liquid

We start with the simplest case of a pure liquid governed by capillary, viscous and inertial forces. We assume that capillary forces are negligible in the lamella and dominant in the Plateau border.

## Lamella

Inertia and viscosity balance in the lamella, hence the velocity scaling is determined by $\operatorname{Re}=\mathcal{O}(1)$, while $\mathrm{Ca} \gg \varepsilon$. The resulting system is

$$
\begin{align*}
h_{t}+(u h)_{x} & =0  \tag{4.41}\\
\operatorname{Re} h\left(u_{t}+u u_{x}\right) & =4\left(h u_{x}\right)_{x} \tag{4.42}
\end{align*}
$$

Let us assume as in the inertia-free case that the lamella has a constant thickness initially. Then at time $t=0$ the system becomes:

$$
\begin{aligned}
h_{t}+h u_{x} & =0, \\
\operatorname{Re}\left(u_{t}+u u_{x}\right) & =4 u_{x x} .
\end{aligned}
$$

Contrary to Section 4.2, $u_{x x} \neq 0$ in general, such that $h$ does not remain spatially constant. Hence, the full system (4.41), (4.42) must be solved. This is done using a simple finite difference method upwinding $h$.

## Transition region

We scale the length of the transition region in such a way that capillary and viscous forces balance, i.e. we define $\delta$ such that $\frac{\varepsilon}{\delta \mathrm{Ca}}=1$ and let $x=1+\delta \xi$. Instead of computing a solution on $(-\infty, \infty)$ for a given behaviour for $\xi \rightarrow$ $\pm \infty$, we now consider the interval $[-1,1]$ and demand transfer conditions at the boundaries. For the given scalings, we obtain

$$
\begin{aligned}
\delta u_{t}+(u h)_{\xi} & =0 \\
\frac{1}{2} h h_{\xi \xi \xi}-\delta \operatorname{Re} h\left(\delta u_{t}+u u_{x}\right)+4\left(h u_{\xi}\right)_{\xi} & =0 .
\end{aligned}
$$

In leading order of $\delta$, the inertia term vanishes and we get

$$
\begin{aligned}
u h & =Q \\
h h_{\xi \xi \xi}+8\left(h u_{\xi}\right)_{\xi} & =0
\end{aligned}
$$

The boundary conditions that we associate with this system are

$$
\begin{aligned}
h, h_{\xi} & \text { at } \xi=-1, \\
h_{\xi}, h_{\xi \xi} & \text { at } \xi=1 .
\end{aligned}
$$

The values at $\xi=-1$ are obtained from the lamella problem, where we have to take into account that $h_{\xi}=\delta h_{x}$. We assume that $h_{\xi \xi}(-1)=\delta^{2} h_{L x x}(1-\delta)$ is small and can be neglected, where $h_{L}$ is the solution in the lamella. At $\xi=1$, we prescribe the curvature $h_{\xi \xi}(1)=\delta^{2} \kappa$ as well as $h_{\xi}(1)=\delta^{2} \kappa \cdot 1$.

We can integrate the second equation once which gives

$$
\begin{equation*}
h h_{\xi \xi}-\frac{h_{\xi}^{2}}{2}-\frac{Q h_{\xi}}{h}=-\frac{h_{\xi}^{2}(-1)}{2}-\frac{Q h_{\xi}(-1)}{h(-1)}=: K . \tag{4.43}
\end{equation*}
$$

Note that we have a non-zero right hand side $K$ if $h_{\xi}(-1) \neq 0$. In this case, we do no longer obtain an analytic solution, but use a multiple shooting algorithm to solve the system for the flux $Q$.

A lower bound for the flux $Q$ can be found by considering the initial value problem starting at $\xi=-1$ for given values $h(-1), h_{\xi}(-1)$ and $h_{\xi \xi}(-1)=0$. As discussed in Section 4.3.2, we are interested in the case $h>0, h_{\xi}(-1) \leq 0$. Since we assume a quadratic behaviour for $x \rightarrow \infty$, the thickness $h$ must have a minimum at a point $\tilde{\xi}>-1$, that is $h_{\xi}(\tilde{\xi})=0$ and $h_{\xi \xi}(\tilde{\xi}) \geq 0$. Plugging these expressions into Equation (4.43), we obtain

$$
K=h(\tilde{\xi}) h_{\xi \xi}(\tilde{\xi}) \geq 0
$$

Thus, any solution must fulfill

$$
Q \geq-\frac{h(-1) h_{\xi}(-1)}{2}
$$

### 4.3.4 Presence of a surfactant

## Lamella

We assume that inertia enters the lamella problem in leading order and is balanced by the Marangoni force. This determines the velocity scaling by setting $\frac{2 \mathrm{Ma} \mathrm{\Sigma}}{\epsilon}=$ Re. Moreover, we assume that the surfactant is dominated by convection, such that we obtain

$$
\begin{aligned}
& 0=h_{t}+(u h)_{x}, \\
& 0=C_{x}^{s}+h\left(u_{t}+u u_{x}\right), \\
& 0=(1+\mathcal{P} h)\left(C_{t}^{s}+u C_{x}^{s}\right)+u_{x} C^{s}
\end{aligned}
$$

where $\mathcal{P}=\frac{\varepsilon \mathrm{Pe} S \Lambda}{2 \Pi}$. This is a hyperbolic system for the unknowns $h, u$ and $C$ with the characteristic velocities $\lambda_{1}=u, \lambda_{2 / 3}=u \pm \sqrt{f_{1} f_{2}}$, where $f_{1}=\frac{1}{h}$ and $f_{2}=\frac{C}{1+\mathcal{P h}}$. The corresponding characteristic variables are $w_{1}=u, w_{2}=u+C \sqrt{\frac{f_{1}}{f_{2}}}$ and $w_{3}=u-C \sqrt{\frac{f_{1}}{f_{2}}}$.

If these velocities are all positive, we are dealing with a supersonic flow and no information can be prescribed at the right hand side of the lamella $(x=1-\delta)$.

Since we assume that the capillary suction from the Plateau border is the main effect responsible for the lamella thinning, this case bears no physical relevance, as the curvature of the lamella does not influence the lamella model at all.

If $\lambda_{3}$ is negative, i.e. in the sub-sonic case, we have to prescribe a condition for $w_{3}$ at $(x=1)$. In characteristic variables, the three equations decouple and can be easily solved.

## Transition region

We scale the transition region with $x=1+\delta \xi$, where $\delta$ is chosen in such a way that capillary forces enter the momentum equation in leading order, that is $\varepsilon^{2}=4 \delta^{2} \mathrm{CaMa} \Sigma$. Then we obtain

$$
\begin{aligned}
u h & =Q \\
C_{\xi}^{s}+\frac{2 \operatorname{CaRe} \delta^{2}}{\varepsilon} h u u_{\xi} & =h h_{\xi \xi \xi}, \\
\left(u C^{s}\right)_{\xi}+\mathcal{P} u h C_{\xi}^{s} & =\left(h C_{\xi}^{s}\right)_{\xi}
\end{aligned}
$$

Replacing $u$ by $Q / h$ and integrating, this becomes

$$
\begin{aligned}
h h_{\xi \xi}-\frac{h_{\xi}^{2}}{2}+\frac{h_{\xi}(-1)^{2}}{2} & =C^{s}-C^{s}(-1)+\frac{2 \operatorname{CaRe} \delta^{2}}{\varepsilon} Q^{2}\left(\frac{1}{h}-\frac{1}{h(-1)}\right) \\
h C_{\xi}^{s} & =Q\left(\frac{C^{s}}{h}-\frac{C^{s}(-1)}{h(-1)}\right)+\mathcal{P} Q\left(C^{s}-C^{s}(-1)\right)
\end{aligned}
$$

This system is then solved as in Section 4.3.3

## Computation of a solution

We have to take into account that we are using the variables $h, u$ and $C^{s}$ in the transition region, but the characteristic variables $w_{1}, w_{2}$ and $w_{3}$ in the lamella. Hence, at each time step $t_{i}$ we compute the solution by the algorithm:

1. Given $h^{i-1}, u^{i-1}, C^{s, i-1}, w_{1}^{i-1}, w_{2}^{i-1}$ and $w_{3}^{i-1}$ at time step $t=t_{i-1}$ in the lamella and in the transition region.
2. Compute $w_{1}^{i}, w_{2}^{i}$ and $w_{3}^{i}$ at $t=t_{i}$ in the lamella using the boundary value $w_{3}^{i-1}$ from the transition region at $x=1-\delta$.
3. Compute the corresponding solutions for $h^{i}, u^{i}$ and $C^{s, i}$ in the lamella.
4. Compute $h^{i}, u^{i}$ and $C^{s, i}$ in the transition region using the boundary values $h^{i}, h_{\xi}^{i}, h_{\xi \xi}^{i}$ and $C^{s, i}$ obtained from the lamella problem at $\xi=-1$.
5. Compute the corresponding solutions for $w_{1}^{i}, w_{2}^{i}$ and $w_{3}^{i}$ in the transition region.

### 4.3.5 Presence of a volatile component

## Lamella

We consider two different cases:

1. Inertial and Marangoni forces balance in the lamella. Thus, the velocity scaling is determined by $\frac{2 \mathrm{Ma} \mathrm{\Sigma}}{\epsilon}=\operatorname{Re}$, which leads to the system

$$
\begin{aligned}
0 & =h_{t}+(u h)_{x}+\frac{2 \mathcal{E}}{\varepsilon} e, \\
0 & =C_{x}^{v}+h\left(u_{t}+u u_{x}\right), \\
0 & =h\left(C_{t}^{v}+u C_{x}^{v}\right)+\frac{2 \mathcal{E}}{\varepsilon}\left(1-C^{v}\right) e .
\end{aligned}
$$

As in the surfactant case (Section 4.3.4), this system is hyperbolic. However, all characteristic velocities are equal here, namely $\lambda_{i}=u$ for $i=1,2,3$. Hence, no information travels from the transition region to the lamella.

We deduce that this is not an appropriate model for the description of a real foam film, and that inertia does not play a role in this limit.
2. However, we are still interested in the case where no inertia is involved, but the lamella thickness is not constant initially. In order to obtain a closed model for this case, we have to advance to the next order of Equations (4.36) and (4.40) and get

$$
\begin{aligned}
0 & =h_{t}+(u h)_{x}+\frac{2 \mathcal{E}}{\varepsilon} e \\
0 & =C_{x}^{v} \\
0 & =h C_{t}^{v}+\frac{2 \mathcal{E}}{\varepsilon} e\left(1-C^{v}\right) \\
0 & =\operatorname{Re} h\left(u_{t}+u u_{x}\right)+\frac{2 \mathrm{Ma} \Sigma}{\varepsilon} C_{1 x}^{v}-4\left(h u_{x}\right)_{x}, \\
0 & =C_{1 t}^{v}+u C_{1 x}^{v} .
\end{aligned}
$$

This system is then solved for $h, u, C^{v}$ and $C_{1}^{v}$.

## Transition region

We have to solve the same system of equations as in Section 4.2.4, that is

$$
\begin{aligned}
u h & =Q \\
C_{\xi}^{v} & =h h_{\xi \xi \xi}+\nu\left(h u_{\xi}\right)_{\xi}, \\
\tilde{\mathcal{P}} u h C_{\xi}^{v} & =\left(h C_{\xi}^{v}\right)_{\xi} .
\end{aligned}
$$

As in Section 4.3.3, this system is solved on the interval $[-1,1]$ with boundary conditions $h=h_{L}, h_{\xi}=h_{L, \xi}$ and $C_{L}^{v}$ given at $x=-1$ and $h_{\xi}=\delta^{2} \kappa, h_{\xi \xi}=\delta^{2} \kappa$ given at $x=1$. Integrating the momentum equation and eliminating $u$ yields

$$
\begin{aligned}
C^{v}-C_{L}^{v} & =h h_{\xi \xi}-\frac{h_{\xi}^{2}}{2}-\nu Q \frac{h_{\xi}}{h}+\frac{h_{\xi}^{2}(-1)}{2}+\nu Q \frac{h_{\xi}(-1)}{h(-1)} \\
h C_{\xi}^{v} & =\mathcal{P} Q\left(C^{v}-C_{L}^{v}\right)
\end{aligned}
$$

This system of ODE's is solved as in the previous sections using a multiple shooting method.

### 4.4 Generalization to 2D

In the previous sections, we have shown how the one-dimensional film-thinning problem can be simplified in the case that $\varepsilon \rightarrow 0$. The main idea of this approach is that the domain is divided into a lamella part in which the film curvature is small and capillary forces can be neglected, a Plateau border part in which capillary forces are dominant, and a matching region.

A similar splitting can also be done in the two-dimensional case (see Figure 4.5). However, the geometry of the transition region is much more complicated than in the one-dimensional case.

We consider the limit of a dry film, where both $\left(\kappa^{\prime}\right)^{-1}$ and $\varepsilon$ tend to zero (recall that $\kappa^{\prime}$ is the dimensional film curvature in the Plateau border). As the curvature in the nodes is approximately the same as in the Plateau borders, the transition region tends to a polygon in this limit, and the influence of the nodes vanishes, as shown in Figure 4.5.

The transition region is thus composed of long rectangular areas of length $L$ and thickness $\delta L$. We define the coordinate system as in Figure 4.6 and rescale it using $x=1+\delta \xi$. Neglecting boundary effects at the top and bottom boundary of the transition region, we recover the one-dimensional system from the previous sections.


Figure 4.5: Geometry of the 3D problem
This can be used for the solution of the two-dimensional problem. The idea is to solve the quasi-one-dimensional transition region problem in order to obtain boundary conditions for the two-dimensional lamella problem. However, this approach only works if the thickness along the transition region is approximately constant. In the following, we will demonstrate this idea for the example of a lamella in the presence of a surfactant, neglecting inertia. An analogous approach can also be used for a volatile component instead of a surfactant.

### 4.4.1 Example: Foam film stabilized by a surfactant

## Lamella

The lamella is dominated by Marangoni forces, such that the resulting system becomes

$$
\begin{aligned}
& 0=h_{t}+(u h)_{x}+(v h)_{y} \\
& 0=C_{x}^{s} \\
& 0=C_{y}^{s} \\
& 0=(1+\mathcal{P} h) C_{t}^{s}+\left(u_{x}+v_{y}\right) C^{s}
\end{aligned}
$$

where $\mathcal{P}=\frac{\varepsilon \mathrm{Pe} S \Lambda}{2 \Pi}$. Assuming $h_{x}=h_{y}=0$ at time $t=0$, we conclude that $u_{x}+v_{y}$ only depends on $t$ and thus $h=h(t)$ is independent of $x$ and $y$. Therefore, the


Figure 4.6: Rescaling of the transition region
evolution of the thickness is completely determined by the flux over the lamella boundary:

$$
\left|\Omega_{L}\right| h_{t} \approx-\left|\partial \Omega_{L}\right| Q(h) .
$$

In this equation, $\left|\Omega_{L}\right|$ denotes the area of the lamella, $\left|\partial \Omega_{L}\right|$ the total length of the lamella boundary, and $Q(h)$ the flux across the boundary obtained from the solution of the one-dimensional transition region problem.

## Chapter 5

## Results and applications

In the previous chapters, we have derived and analyzed models for the description and simulation of the dynamical behaviour of single foam films. We will now present and discuss results of these models, and point out in which way these results can be incorporated into a general foam model.

Moreover, we will discuss possible extensions to this work that may be topics of further studies in future.

### 5.1 General remarks

We consider problems in one and two dimensions. The one-dimensional problems are computed on the interval $I=[0,1.5]$, where symmetry conditions are used at $x=0$ and Plateau border conditions are applied at $x=1.5$ (ref. Section 3.2). If not noted otherwise, we prescribe

$$
h_{0}= \begin{cases}1 & ; x \leq 1 \\ 1+\frac{\kappa}{2}(x-1)^{2} & ; x>1\end{cases}
$$

and $u_{0}=0$ as initial conditions for the thickness and the velocity. Note that we prolongate the Plateau border region artificially up to $x=1.5$. By this we can examine if the solution fulfills the expected constant behaviour for the curvature and the concentrations of surfactant and volatile component.

The two-dimensional problem is computed on a triangular domain $\Omega$ as shown in Figures 3.5 and 5.1. As initial value for $h$, we use

$$
h_{0}= \begin{cases}1 & ; x \in \Omega_{1} \\ 1+\frac{\kappa}{2}(x-1)^{2} & ; x \in \Omega_{2} \\ 1+\frac{\kappa}{2}\left((x-1)^{2}+\left(y-\tan \left(\frac{\pi}{5}\right)^{2}\right)\right. & ; x \in \Omega_{3}\end{cases}
$$



Figure 5.1: Computational domain $\Omega$ for the two-dimensional problem.
unless noted otherwise. The initial velocity is set to $u_{0}=v_{0}=0$. As in the one-dimensional case, we use an artificially large Plateau border.

### 5.2 Pure liquid

We begin the discussion of numerical results by analyzing the simplest case of a pure liquid without surfactants or a volatile component. We neglect gravity, such that only viscous, inertial and capillary effects play a role here, simplifying the evaluation of their individual influences.

Consider the one-dimensional problem for the velocity scale $U=2 \cdot 10^{-3} \mathrm{~m} / \mathrm{s}$, the length scale $L=5 \cdot 10^{-4} \mathrm{~m}$ and the ration between film thickness and length $\varepsilon=10^{-2}$. With the values given in Section 3.3, this corresponds approximately to the capillary number $\mathrm{Ca}=10^{-4}$ and the Reynolds number $\mathrm{Re}=1$ and is an example close to reality. Moreover, let $\kappa=100$, i.e. the radius of curvature of the Plateau border is equal to $L$.

Figures 5.2 and 5.3 show the lamella thickness and the associated velocity profiles at times $t=0.003, t=0.006$ and $t=0.009$. We clearly observe the influence of the acting effects, namely capillary, inertial and viscous forces. At the transition between lamella and Plateau border, the curvature of the interface rapidly increases from zero to 100, which triggers a flow of liquid into the direction of the Plateau border. Viscosity tries to extend this influence to the whole film, while inertia acts in the opposite way, i.e. tries to keep the film in its current state.


Figure 5.2: $\operatorname{Re}=1$ : Lamella shape at different times $t$.


Figure 5.3: $\mathrm{Re}=1$ : Velocity profile at different times $t$.

The formation of a constriction of the film shows notably that inertia can not be neglected in this example.

We are particularly interested in the rate of thinning and the lifetime of films. Since in the case of a pure liquid, the lamellae are neither stabilized by surfactant nor by evaporation of a volatile component, we expect a very short lifetime of the films in the current cases.

Time is scaled by $T=\frac{L}{U}$, which yields $T=0.25 \mathrm{~s}$ for the first example. Assuming that the lamella bursts at a thickness of approximately $10^{-6} \mathrm{~m}$, we obtain a film lifetime in the order of magnitude of $\mathcal{O}\left(10^{-3} s\right)$. Hence, we conclude that as anticipated no persistent foam is created without the stabilizing Marangoni effect, unless the stability is caused by effects not included in our model.

### 5.2.1 Influence of inertia

The effect of inertia to the flow can be observed even better if we consider for comparison a flow with an artificially low Reynolds number $\mathrm{Re}=0.01$, while Ca , $\varepsilon$ and $\kappa$ are left as before. Note that this example corresponds to a typical length scale of $L=5 \cdot 10^{-6} m$, and is therefore a rather theoretical study.

Results for $h$ and $u$ are shown in Figures 5.4 and 5.5 for the times $t=0.01$, $t=0.02$ and $t=0.03$. Here, viscosity dominates the lamella part, such that very fast, a linear velocity profile is reached and the lamella thins uniformly as in Section 4.2.2.

Comparing the results illustrated in Figure 5.5 with those in Figure 5.3 clarifies the influences of inertia and viscosity. In the case $\mathrm{Re}=0.01$, viscosity dominates the lamella such that a linear velocity profile is assumed. For $\operatorname{Re}=1$, the flow is constricted to a smaller region in the vicinity of the transition between lamella and Plateau border. A comparison between solutions for different Reynolds numbers is shown in Figure 5.6.

### 5.2.2 Choice of initial conditions

So far, all computations have been performed for zero initial velocities. In a real foam however, films do not start out as thin lamellae but have a history of draining from thicker films.

In Section 5.2.1, we have observed that for problems with low inertia ( $\operatorname{Re} \ll 1$ ), the velocity quickly reaches a quasi-steady state. We can use this to obtain an initial velocity profile for our problem by computing some time steps for the case


Figure 5.4: $\mathrm{Re}=0.01$ : Lamella shape at different times $t$.


Figure 5.5: $\mathrm{Re}=0.01$ : Velocity profile at different times $t$.


Figure 5.6: Influence of inertia on the solution; lamella profiles at $t=0.01$ for different Reynolds numbers.
of artificially low inertia. The result is taken as initial condition for the real problem.

We have to keep in mind that we can only guess the initial condition as long as we do not solve a much more complicated model including the creation of the foam and its draining up to the point where the thin film approximations can be applied. However, our approach is sufficient to obtain qualitative results for the film behaviour and its lifetime.

### 5.2.3 Dependence on $\kappa$

As the flow of liquid out of the lamella is mainly driven by capillary suction, it strongly depends on the curvature $\kappa$ of the Plateau border. The parameter $\kappa$ is also the one that couples our thin film model with the global foam model. Therefore, it is interesting to examine the influence of $\kappa$ on the film lifetime. We have computed solutions for the case $\mathrm{Ca}=10^{-4}$, $\mathrm{Re}=0.1$ and $\varepsilon=10^{-3}$ for different values of $\kappa$ using initial conditions obtained by the approach discussed in Section 5.2.2. The times $T$ until the minimal thickness has reached $h=0.2$ (for an initial film thickness of $h_{0}=1$ ) are listed in Table 5.1.

We observe that the lifetime of the film is approximately proportional to $\sqrt{\kappa^{-1}}$.

| $\kappa$ | 1000 | 2000 | 4000 | 6000 | 8000 | 10000 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T$ | 0.032 | 0.0224 | 0.0164 | 0.013 | 0.011 | 0.0096 |
| $T \sqrt{\kappa}$ | 1.01 | 1.00 | 1.04 | 1.01 | 0.98 | 0.96 |

Table 5.1: Dependence of film lifetime on $\kappa$

This agrees very well with the observations made in Section 4.2.2 for the case $\varepsilon \rightarrow 0$, where we obtained a similar behaviour in Equation (4.16).

### 5.2.4 Behaviour for $\varepsilon \rightarrow 0$

In Chapter 4, we have discussed simplified models for the case when $\varepsilon \rightarrow 0$, i.e. when the thickness of the film becomes very small compared to its length. Here, we will compare results for these models based on a domain splitting approach to the results obtained from the full model.


Figure 5.7: Comparison between full model and domain splitting approximation for $\varepsilon=0.01$ (approx1 and full1) and $\varepsilon=0.001$ (approx2 and full2).

We will first consider the case where inertia is negligible and the lamella is approximately planar. Let $\mathrm{Ca}=0.0001, \varepsilon=0.01, \kappa=100$ and $\mathrm{Re}=0.01$, which is the problem we considered in Section 5.2.1. The evolution of the lamella thickness
with time is shown in Figure 5.7 for the solution of the full model (full1) and the solution of the splitting approach given by Equation (4.16) (approx1). (Note that the time has been rescaled in order to fit multiple solutions into one plot.) It can be seen that the general behaviour is sustained by the approximation. However, the thinning is slower by about $15 \%$.

We expect that the approximation improves for smaller values of $\varepsilon$. We test this by examining the case $\mathrm{Ca}=0.0001, \varepsilon=0.001, \kappa=10000$ and $\mathrm{Re}=0.001$. The results are also shown in Figure 5.7 (full2 and approx2) and it can be observed that the two solutions match very well. Hence, we conclude that for small values of $\varepsilon$ the behaviour of the lamella is very well described by the model derived in Section 4.2.2.

In the examples above, we assumed that inertia can be neglected and the lamella thickness is spatially constant. However, this is in general not the case. In Section 4.3.3, we have therefore derived a generalized domain splitting approach for the computation of problems involving inertia and non-planar lamellae. We test this model for the case $\mathrm{Ca}=0.0001, \varepsilon=0.001, \kappa=10000$ and $\operatorname{Re}=0.3$. The solutions at $t=0.038$ are plotted in Figure 5.8 for the full model, the basic domain splitting (DS) approach of Section 4.2.2 taking only the lamella thickness into account, and the improved DS approach derived in Section 4.3.3.


Figure 5.8: Solutions for full model, basic domain splitting (DS) approach and improved DS approach.

We observe that the generalized approach is a noticeable improvement to the

$t=2.3 \cdot 10^{-3} s$

$$
t=3.5 \cdot 10^{-3} \mathrm{~s}
$$

Figure 5.9: Evolution of the film profile for Case 1. The thickness of the films in the plots is scaled with a factor 3 compared to the dimensional values.
basic splitting approach if inertia is involved.

### 5.2.5 Two-dimensional problem

Finally for the case of a pure liquid in the absence of either surfactants or a volatile components, we examine solutions of the two-dimensional problem. We compare two cases:

1. A very thick lamella with a ratio $\varepsilon=0.1, L=5 \cdot 10^{-4} \mathrm{~m}, U=2 \cdot 10^{-2} \mathrm{~m} / \mathrm{s}$ and Plateau border curvature $\kappa=0.1$. This corresponds to $\mathrm{Ca}=10^{-3}$ and $\operatorname{Re}=10$.
2. A rather thinner film with $\varepsilon=0.01, L=5 \cdot 10^{-4} \mathrm{~m}, \mathrm{U}=2 \cdot 10^{-3} \mathrm{~m} / \mathrm{s}$ and Plateau border curvature $\kappa=0.01$. This corresponds to $\mathrm{Ca}=10^{-4}$ and $\operatorname{Re}=1$.

The initial conditions are as defined in Section 5.1. Solutions for the thickness $h$ at several time steps are shown in Figure 5.9 for Case 1 and Figure 5.10 for Case


Figure 5.10: Evolution of the film profile for Case 2. The thickness of the films in the plots is scaled with a factor 10 compared to the dimensional values.
2. As expected, we obtain very similar results for the two-dimensional problem than we had before in the one-dimensional case. Capillary suction drives liquid from the lamella into the Plateau border, while a constriction forms along the border of the lamella due to the influence of inertia. However, the films thin faster in the two-dimensional case, with a lifetime of the film in Case 2 being about 0.84 times that of a one-dimensional film with the same characteristics. The reason for this is obvious: since the relative size of the lamella compared to the Plateau border is smaller in two dimensions, the influence of the Plateau border increases.

Another point we observe, which does not appear for the one-dimensional problem, is that the shape of the lamella depends on the parameter $\varepsilon$. We clearly note that the thicker lamella is more circular, while the shape of the lamella is much closer to a pentagon for the case $\varepsilon=0.01$. We have already mentioned in Chapter 1 that foam bubbles tend to a polyhedral shape, if their liquid content $\varphi$ tends to zero. This property is retained in our model.

This effect can be observed even better in Figures 5.11 and 5.12 which show the curvature $\Delta h$ (visualized by the colours) and the velocity profile (denoted by the


Figure 5.11: Case 1: Curvature of the interface ( $\Delta h$ ) (colour values) and velocity $\mathbf{U}$ (arrows) at $t=2.3 \cdot 10^{-3} s$.


Figure 5.12: Case 2: Curvature of the interface $(\Delta h)$ (colour values) and velocity $\mathbf{U}$ (arrows) at $t=1.3 \cdot 10^{-3} s$.
arrows) for the two cases. We also note that, as expected, the transition between the lamella (with curvature zero) and the Plateau border (with curvature $\kappa$ ) is much sharper for the thinner film in Case $2(\varepsilon=0.01)$.

### 5.3 Influence of a surfactant

We now turn to the question of the influence of a surfactant on the stability of a film. We have seen in the previous section that lifetimes for films made of a pure Newtonian liquid are in the order $\mathcal{O}\left(10^{-3} s\right)$, and we expect much larger values for a foam stabilized by a surfactant.

### 5.3.1 Evolution of the film thickness

We simulate the evolution of a film with the characteristic parameters $\varepsilon=0.01$, $\kappa=100, \mathrm{Ca}=0.0001, \mathrm{Ma}=100, \mathrm{Re}=1, S=2, \mathrm{Pe}=1, \Lambda=0.1, \Pi=0.01$ and $\Sigma=1$. The initial thickness is in this case given by

$$
h_{0}= \begin{cases}10 & ; x \leq 1 \\ 10+\frac{\kappa}{2}(x-1)^{2} & ; x>1\end{cases}
$$

The surfactant concentration at time $t=0$ is set to $C_{0}=1$, i.e. we start with a uniform distribution as in a freshly formed foam. Moreover, the film is motionless in the beginning, that is $u_{0}=0$.

A plot of the solution at $t=14$ is shown in Figure 5.13. The only major difference to the case of a pure liquid that we observe is that the lifetime of the lamella has been strongly increased. The time scale for the problem is $T=0.25 \mathrm{~s}$, such that the lifetime of the film has been increased to the order of seconds $(\mathcal{O}(1 s))$ by the presence of the surfactant. However, it is interesting to examine the evolution of the film in more detail. It can be divided into two phases:

Phase 1. There is an initial oscillatory phase in which the film seeks an equilibrium between capillary and Marangoni forces. Figure 5.14 shows the evolution of $h$ at the points marked in Figure 5.13 in this phase.

Since we start with a constant surfactant concentration, capillary forces are dominant at the beginning, such that film thins very fast. Due to the flow of liquid and surfactant into the Plateau border, a gradient in the surfactant concentration arises which ultimately stops the thinning. Due to inertial effects, an equilibrium is not immediately reached, but the lamella shows an oscillatory behaviour in which liquid alternately flows back into the lamella and out again, until a quasi-equilibrium state is reached.


Figure 5.13: Solution $h$ at $t=14$.

Phase 2. At some point, a state is reached in which Marangoni and capillary forces are in a relative equilibrium. In this phase, the film drains on a much larger time scale than in the case of a pure liquid (ref. Figure 5.15).

The behaviour in the two phases is illustrated by comparing the solutions for the curvature $\Delta h=h_{x x}$ of the film and the surfactant concentration $C^{s}$. Recall that the capillary force is proportional to the gradient of $\Delta h$, while the Marangoni force is proportional to the gradient of $C^{s}$. Hence, we expect a correlation between these two in the equilibrium state.

Figure 5.16 shows the solution for $\Delta h$ and $C^{s}$ at time $t=0.01$, i.e. in the oscillatory phase. We observe no correlation of the two quantities, such that Marangoni and capillary effects are each dominant in different parts of the film. At later times, shown in Figure 5.17 for $t=14$, the situation has changed. Both curvature and surfactant concentration behave very similarly, such that their effects are balanced over the complete domain.

### 5.3.2 Approximation for $\varepsilon \rightarrow 0$

The computational costs for the computation of the full model are very high for the surfactant problem. A reason for this is that the solution has unstable modes in the equilibrium state, as we have seen in Section 4.2.3, which leads to a


Figure 5.14: Evolution of the lamella thickness - Phase 1.


Figure 5.15: Evolution of the lamella thickness - Phase 2.


Figure 5.16: Curvature (green) and surfactant concentration (blue) in the film at $t=0.01$.


Figure 5.17: Curvature (green) and surfactant concentration (blue) in the film at $t=14$.
severe time step restriction. An improved numerical scheme might overcome this problem.

However, for small values of $\varepsilon$ we can apply the models derived in Chapter 4 to obtain approximate solutions and to study the behaviour of the flow in the quasiequilibrium phase. Consider the inertia-free case with $\varepsilon=0.001, \kappa=10000$, $\mathrm{Ca}=0.0001, \mathrm{Ma}=100, S=2, \mathrm{Pe}=1, \Lambda=0.1, \Pi=0.01$ and $\Sigma=1$. The length scale of the transition region is computed as $\delta=0.005$. Let the concentration of surfactant in the Plateau border be $C_{P B}^{s}=1$ and the initial concentration in the lamella be $C_{0}^{s}=0.6$. Then the problem can be solved as in Section 4.2.3. The connection of the flux $Q$ in the transition region and the lamella thickness $h_{L}$ is shown in Figure 5.18. Using this, the lamella model is solved and the evolution of $h_{L}$ computed (Figure 5.19).

Redimensionalizing the solution with $T=0.25 s$ yields a lamella lifetime in the order $\mathcal{O}(10 s)$, i.e. the stabilization is very strong in this case.

We observe that the influence of the lamella thickness on the flux is directly opposed to that of a pure liquid, i.e. the flux increases for thinner films, such that the rate of thinning of the lamella accelerates. To get a deeper insight into the correlations in the transition region, we examine the dependence of the flux $Q$ on the curvature $\kappa$ of the Plateau border, the surfactant concentration $C_{P B}^{s}$ in the Plateau border (Figure 5.20) and the parameter $\mathcal{P}$ describing the relation between surface and bulk convection (Figure 5.21).

An interesting observation is made in Figure 5.20 for the dependencies of the flux of $\kappa$ and $C_{P B}^{s}$. An increase of $\kappa$ leads to a higher gradient of the curvature $\Delta h$ and thus to an increased capillary force in the direction of the Plateau border. However, the flux from the lamella decreases for increasing $\kappa$. Hence, we find that in the equilibrium the Marangoni force is increased even more than the capillary force. The same effect in inverse direction is noted for the relation of the flux and the concentration $C_{P B}^{s}$. A larger value of $C_{P B}^{s}$ leads to a stronger Marangoni force; however, this does not lead to a reduced flux which we attribute to an ever stronger increase of the capillary force.

Finally, we note that the parameter $\mathcal{P}$ does not influence the solution in a particularly strong way.

### 5.3.3 Two-dimensional problem

For a film stabilized by a surfactant, we have two main opposing forces, namely the capillary force and the Marangoni force. In the one-dimensional case, these two reach a relative equilibrium after an initial oscillatory phase. However, in


Figure 5.18: Dependence of the flux $Q$ on the lamella thickness $h_{L}$.


Figure 5.19: Evolution of the lamella thickness.


Figure 5.20: Dependence of the flux $Q$ on the Plateau border curvature $\kappa$ (top) and on the surfactant concentration in the Plateau border $C_{P B}^{s}$ (bottom).


Figure 5.21: Dependence of $Q$ on $\mathcal{P}$.
one dimension the two effects always act in exactly the opposite direction. In the two-dimensional case, there is another direction to which the flow may evade if it is influenced by two opposing forces. Therefore, it is not a priori clear if an equilibrium state is reached for the film.

In order to investigate this question, we consider a liquid film with the parameters $\varepsilon=0.01, \kappa=100, \mathrm{Ca}=0.0001, \mathrm{Ma}=100, \mathrm{Re}=1, \mathrm{Pe}=20, S=2, \Lambda=0.1$, $\Pi=0.01$ and $\Sigma=1$. The initial condition for $h, u_{0}$ and $v_{0}$ is defined as in Section 5.1, $C_{0}^{s}$ is given by

$$
C_{0}^{s}= \begin{cases}0.8 & ; x \leq 0.8, \\ x & ; x>0.8\end{cases}
$$

As in the one-dimensional case, we obtain an initial phase in which either of the effects struggles for dominance. Figure 5.22 compares the solutions for $\Delta h$ and $C^{s}$ at different time steps during this phase and shows the velocity profile in the film. We observe that in turn capillary (at $t=0.015$ ) and Marangoni (at $t=0.005$ ) forces dominate the flow, but eventually an eddy forms and a quasi-equilibrium state is reached.

This marks a significant difference to the one-dimensional case. Since the flow has an additional degree of freedom, i.e. an additional flow direction is possible, it can evade to that direction, which eventually leads to the formation of an eddy, marking the path of lowest resistance for the flow. The streamline plot of the


Figure 5.22: Solutions for $\Delta h$ (left) and $C^{s}$ (right) in the initial oscillatory phase at four different time steps. The arrows represent the velocity profile.
flow at a later time in Figure 5.23 clarifies this fact even more. Moreover, we observe that by and by a second eddy arises.


Figure 5.23: Streamlines and velocity profile of the solution at $t=0.4$.

Finally, Figures 5.24 and 5.25 exhibit the profile of $h$ in the film at time $t=0.4$ and its evolution at several points in the lamella. We observe again the two phases of the flow. Redimensionalizing the variables, we obtain $T=0.25 \mathrm{~s}$ as in the one-dimensional case, such that the lifetime of the film is again of the order of seconds.

### 5.4 Influence of a volatile component

In the previous section, we examined the impact that the presence of a surfactant has on the stability of a foam film. We have seen that after an initial oscillatory phase, a quasi-stable equilibrium is adopted, leading to a very slow thinning. We are now interested in the influence of a volatile component, particularly if an analogous behaviour as in the surfactant case can be observed.

Let us therefore consider a film with the properties $\varepsilon=0.01, \kappa=100$, $\mathrm{Ca}=$ 0.0001, $\mathrm{Ma}=1000, \mathrm{Re}=1, \widetilde{\mathrm{Pe}}=1, \mathcal{E}=5 \cdot 10^{-6}, e=1$ and $\Sigma=1$. The initial


Figure 5.24: Thickness $h$ at $t=0.4$.


Figure 5.25: Evolution of $h$ at the points determined in Figure 5.24.
condition is defined by

$$
h_{0}= \begin{cases}10 & ; x \leq 1, \\ 10+\frac{\kappa}{2}(x-1)^{2} & ; x>1,\end{cases}
$$

$u_{0}=0$ and $C^{v}=0.5$. Note that $C_{v}$ always lies between 0 and 1 , where $C^{v} \equiv 1$ means that only the volatile component is present and no Marangoni effect can occur.

The evolution of the lamella thickness at the points $x=0, x=0.3$ and $x=0.6$ is shown in Figure 5.26. The Marangoni effect due to inhomogeneous evaporation is much weaker than that due to surfactants, at least for the parameter range which is of interest for us. As in the surfactant case, we notice an oscillatory behaviour at the beginning with decreasing oscillations.


Figure 5.26: Evolution of $h$ in the presence of a volatile component.

However, contrary to before, no stable equilibrium state is reached. This is confirmed by Figures 5.27 and 5.28 , which show the profiles of velocity and concentration of the volatile component in the film at different time steps. While the velocity seems to settle down to an equilibrium initially, at approximately $t=0.25$ it suddenly destabilizes, leading to the breakdown of the lamella shortly afterwards.

The reason for this behaviour lies in the evaporation itself. Although it initially stabilizes the lamella by the Marangoni effect, the effect of the evaporation becomes stronger while the lamella thins. Eventually, the Marangoni effect becomes dominant leading to the destabilization of the film.


Figure 5.27: Solution for the velocity $u$ at different times.


Figure 5.28: Solution for the concentration $C^{v}$ of the volatile component at different times.

The lamella lifetime in dimensional values lies in the order $\mathcal{O}\left(10^{-1} s\right)$. Although the evaporation of a volatile component does not produce a long-lasting foam, it can nonetheless play a role in the filling of a car tank where we are dealing with relatively short-lived foam. A more detailed analysis could be conducted if more information about the composition and parameters of the fuel was available.

### 5.5 Extensions

We have derived a general model for the simulation of a foam lamella. Thereby, we have built a foundation to which any number of extensions can be added. At this point, we want to encourage some special enhancements.

### 5.5.1 Coupling with a global foam model

Ultimately, we are interested in building a global foam model which incorporates all of the relevant effects described by separate models. For that aim, we have to define an interface over which to communicate with this global model.

The main external parameters determining the lamella thinning are the curvature of the interface and the concentration of surfactant/volatile component in the Plateau border. A simple coupling can be done with the drainage model described in Section 1.5.5. The foam drainage equation (1.2) yields the liquid content of the foam at a given point. Using this information and the typical bubble size, an approximate value for the Plateau border curvature can be computed. Assuming the surfactant concentration to be constant along the network of Plateau borders and nodes, our lamella model can be used to compute a rate of decay depending on the position in the foam.

An improved version of the coupling approach is to use the flow of liquid from the lamella into the Plateau border as a source in the foam drainage model and derive an improved foam drainage equation.

Taking a more sophisticated approach, one can develop a model for the simulation of one or several Plateau borders and the neighbouring nodes. Coupling this with the lamella yields more exact boundary conditions for our model and thus improves its accuracy, as has been discussed in Section 3.2. However, this is paid by a greater computational effort. Moreover, a way must be found to incorporate the simulation of the Plateau border into the global foam model.

### 5.5.2 Application of an enhanced evaporation model

For the simulation made in this chapter, we have assumed a constant evaporation of the volatile component, i.e. we have considered the bubbles to be of infinite volume such that the vapour concentration does not increase over time. An improved evaporation model, which takes the finite volume of the bubbles into account, has already been discussed in Section 2.3.3. Depending on the parameters of the volatile component and on the bubble size, the evaporation rate in such a model may significantly decrease during the thinning of the lamella, which can lead to a distinctly different behaviour.

### 5.5.3 Continuous thermodynamics

In this work, we have considered a very simple fuel model consisting only of one or two different components. However, real gasoline or diesel is a compound of a large variety ( $>100$ ) of components, all of which have a different boiling point. Hence, the behaviour can be different particularly in the case of evaporation.

Taking each of the components of the fuel under account leads to a very highdimensional problem, whose solution is too computationally expensive. Continuous Thermodynamics [35] is an alternative approach which reduces the complexity of the model by making use of the type of composition of the fuel. The components of the fuel can be classified into few families, namely paraffins and aromatics for gasoline, and paraffins, aromatics and naphthalenes for diesel. The members of each family have very similar properties differing only within a small range. The basic idea is to consider each family as a continuous probability density function instead of a mixture of discrete components.

In a future work, the lamella model can be extended using this approach, such that more exact statements about the behaviour of a film under the influence of evaporation can be made.

## Conclusion

In the present thesis, a model for the behaviour of a foam lamella under the influences of inertial, viscous, gravitational, capillary and Marangoni forces has been developed. The underlying physical behaviour of such lamellae is described by the incompressible Navier-Stokes equations in combination with free interfaces between liquid and gas phase at either side of the film. An asymptotic analysis with respect to the lamella thickness leads to a simpler model by reducing the spatial dimension of the problem and thereby eliminating the free interfaces.

The high surface curvature causes a lower capillary pressure in the adjacent Plateau borders and triggers a liquid flow leaving the lamella. This leads to thinning and eventual rupture. The principal stabilizing influence is the Marangoni effect caused by the presence of surfactants or volatile components in the film. Spatial variations in the concentration of these substances result in a gradient of the surface tension, leading to an attenuation of the flow. Therefore, additional models for their description and interaction with the flow have been derived.

In order to close the models, boundary conditions at the threshold to the Plateau borders have been determined. Therefore, a simple Plateau border model has been derived and converted into suitable boundary conditions for the lamella problem. The formulation of the central film-thinning problem for the case of a fuel foam is possible after the assignation of the relevant parameters and the evaluation of the magnitudes of the individual forces.

In the resulting central model, the flow is governed by a highly nonlinear thirdorder system of partial differential equations. Existence and uniqueness of a solution to the linearized problem have been proven using a variational approach. Due to the complexity of the problem, such a statement remains open for the general nonlinear case and may be an interesting challenge for further investigation.

A further approximation of the problem based on a domain decomposition approach is possible for the case of a very thin film. The corresponding models have been derived for an inertia-free film under the assumption of planar lamellae. On their basis, an extended model has been developed for the general case of a non-planar lamella and the inclusion of inertial forces.

The derivation of a Galerkin scheme for the numerical examination of the model and its application to the film-thinning problem with particular attention to the influence of surfactants and volatile components have provided a deeper understanding of the mechanisms involved in this process. The model that we have developed in this work provides a basis for the simulation of the flow inside of a foam film. A number of extension can be made in further work in order to improve the accuracy and performance of the model and the numerical scheme, and to investigate other interesting questions, such as the coupling with a macroscopic foam model.

## Nomenclature

We have used a large number of notations for different variables, parameters, etc. throughout this thesis. This overview is intended to facilitate keeping track of all those symbols. As general conventions, scalar-valued quantities are denoted by normal-sized letters ( $x$ ), vectors by bold face letters ( $\mathbf{n}$ ) and matrices by capital letters $(A)$. Moreover, derivatives are usually denoted by subscripts $\left(h_{x}\right)$.

Furthermore, we have used the following notations:

## Variables and geometrical parameters

```
    x x-coordinate
    y y-coordinate
    z z-coordinate
    H center-face of the film
    h film thickness
    \Deltah Laplacian of the film thickness
    u velocity in x-direction
    v ~ v e l o c i t y ~ i n ~ y - d i r e c t i o n
    velocity in z-direction
    p pressure
    Cs}\mathrm{ surfactant concentration
    \Gamma ~ s u r f a c t a n t ~ c o n c e n t r a t i o n ~ a t ~ t h e ~ i n t e r f a c e
    j flux of surfactant to the interface
    C}\mp@subsup{}{}{v}\mathrm{ concentration of volatile component
        \sigma ~ s u r f a c e ~ t e n s i o n ~
        e evaporation
        \mathcal{T}}\mathrm{ stress tensor
    n Normal vector to the interface
    \mp@subsup{t}{1/2}{}}\mathrm{ Tangential vectors at the interface
    < Curvature of the interface
    R Ratio of film thickness and length
```


## Physical parameters (ref. page 51f)

| $\varphi$ | liquid fraction of the foam |
| ---: | :--- |
| $L$ | length scale of the lamella |
| $U$ | velocity scale of flow out of lamella |
| $T$ | time scale of film-thinning process |
| $\rho$ | liquid density |
| $\mu$ | dynamic viscosity of the liquid |
| $g$ | gravitational acceleration on earth |
| $\gamma, \Delta \gamma$ | typical surface tension, surf. ten. variation |
| $\gamma_{v / l}$ | surface tension of volatile/non-volatile component |
| $\kappa$ | curvature of the interface in the Plateau border |
| $C^{\star}$ | typical surfactant concentration in the bulk |
| $\Gamma^{\star}$ | typical surf. conc. at the interface |
| $D_{s}$ | diffusivity of surfactant in the bulk |
| $D_{\Gamma}$ | diffusivity of surfactant at the surface |
| $\Gamma_{\infty}$ | surfactant saturation concentration at the interface |
| $k_{1 / 2}$ | Langmuir parameters |
| $\tilde{C}^{\star}$ | typical concentration of volatile component, $\tilde{C}^{\star}=1$ |
| $e^{\star}$ | typical evaporation |
| $D_{v}$ | diffusivity of volatile component |
| $R$ | universal gas constant |
| $\Theta:$ | temperature of the liquid |

## Similarity parameters (ref. page 54)

Re Reynolds number, $\operatorname{Re}=\frac{\rho L U}{\mu}$
Fr Froud number, $\mathrm{Fr}=\frac{U^{2}}{L}$
Ca Capillary number, $\mathrm{Ca}=\frac{\mu U}{\gamma}$
Ma Marangoni number, $\mathrm{Ma}=\frac{\Delta \gamma}{\mu U}$
Pe Péclet number for surfactant, $\mathrm{Pe}=\frac{U L}{D_{s}}$
$\mathrm{Pe}_{\Gamma} \quad$ Péclet number at the interface, $\mathrm{Pe}=\frac{U L}{D_{\Gamma}}$
$S$ Replenishment number, $S=\frac{D_{s} C^{\star}}{U \Gamma^{\star}}$
$\Lambda \quad \Lambda=\frac{\Gamma^{\star}}{\Gamma_{\infty}}$
$\Pi \quad \Pi=\frac{C^{\star}}{k_{2}}$
$\widetilde{\mathrm{Pe}}$ : Péclet number for volatile component, $\widetilde{\mathrm{Pe}}=\frac{U L}{D_{v}}$
$\mathcal{S}$ relation between evaporation and diffusion, $\mathcal{S}=\frac{L e^{\star}}{D_{v} \tilde{C}^{s} t a r}$
$\mathcal{E}$ relation between evaporation and convection, $\mathcal{E}=\frac{e^{\star}}{U}$
$\Sigma \quad \Sigma=\frac{R \Theta \Gamma_{\infty}}{\Delta \gamma}$
$\tilde{\Sigma} \quad \tilde{\Sigma}=\frac{\gamma_{l}-\gamma_{v}}{\Delta \gamma}$

## Sets and spaces

[^0]
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## Index

Argyris element, 72
Asymptotic expansion, 20
Boundary condition, 44
Bubble, see Foam bubble
Capillary number, 19
Cell, see Foam cell
Coarsening, see Foam coarsening
Coercivity, 61
Colloidal dispersion, 1
Continuous Thermodynamics, 123
Dispersion, see Colloidal dispersion
Domain splitting, 76
Drainage
Film, see Film drainage
Foam, see Foam drainage
Emulsion, 1
Evaporation rate, 35
Femlab, 72
Film, see Foam film
Film drainage, 12
Finite element method, 68
Foam, 1
bubble, 1
cell, 1
coarsening, 11
creation, 8
decay, 11
drainage, 11
equation, 11
Dry, 2
film, 3
geometry, 9

Liquid, 1
rheology, 10
Solid, 1
stability, 5
wet, 2
Froud number, 19
Frumkin equation, 29
Galerkin method, 68
Hölder's inequality, 61
Initial condition, 44
Kelvin cell, 9
Kelvin problem, 9
Kepler problem, 9
Kugelschaum, 3
Lamella, 3
Langmuir isotherm, 28
Langmuir-Hinshelwood equation, 27
Laplace's law, 4
Liquid content, 1
macroscopic scale, 4
Marangoni force, 5
Marangoni negative, 6
Marangoni number, 19
Marangoni positive, 6
mezoscopic scale, 4
microscopic scale, 3
Navier-Stokes equations, 16
Newtonian fluid, 16
Node, 3
Péclet number, 30

PDE classification, 56
Plateau border, 3
Plateau's laws, 4
Polyederschaum, 3
Replenishment number, 31
Reynolds number, 19
Riemann problem, 57
Sobolev space, 58
Stress tensor, 18
Surface viscosity, 8
Surfactant, 5, 26
von Szyckowski equation, 29
TFE, see Thin film equations
Thin film equations, 15
Transition region, 75
Volatile component, 6, 33
Weaire-Phelan cell, 10
Weak formulation, 58
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[^0]:    $\mathbb{R}$ set of real numbers
    $\mathbb{C}$ set of complex numbers
    $\Omega$ computational domain
    $\partial \Omega$ boundary of the computational domain
    $L^{2}(\Omega)$ space of Lebesgue integrable functions on $\Omega$
    $H^{m}(\Omega) \quad$ Sobolev space, $H^{m}(\Omega)=\left\{u \in L^{2}(\Omega): D^{\alpha} u \in L^{2}(\Omega),|\alpha| \leq m\right\}$
    $V, H$ real, separable Hilbert spaces

