
Alessio Filippi

via Scapacchiò est 5
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1

1 Introduction

1.1 Multi-carrier modulation

1.1.1 General

The key requirements for future wireless communication systems are the capability to sup-

port high data rate and high user mobility and to allow a great flexibility in the allocation

of the available resources [FaK01, FaK02, FaK03, RGG01, RMB99]. These requirements

are pursued through the search of new air interfaces and through the development of

system models capable of integrating different technologies under the same concept. The

integration process should bring to the definition of a general common platform flexible

enough to include existing as well as future systems still to be developed [FaK03].

The rising of the supported data rate goes along with the increment of the bandwidth

usage [Pro95]. As a consequence, the potential candidates for the radio interface of fourth

generation (4G) [BaM02, FaK03, RGG01, RMB99] systems have to efficiently support

broadband communications. Moreover, given the high cost of the electromagnetic spec-

trum, techniques capable of efficiently using the available bandwidth should be employed

[Lu02, Wec02]. The most promising candidate for a 4G radio interface is based on orthog-

onal frequency division multiplexing (OFDM), a multi-carrier modulation scheme which

has been widely studied [RGG01, RMB99] and applied both in wireline [CTC91] and wire-

less communications [Bin90]. Recently, other multi-carrier systems have been proposed

[BeT02c, Bol99, CEO02, Ton01, Vai01] as alternative solutions to OFDM whose success

is mainly due to the low implementation complexity.

This thesis investigates a novel approach to better exploit the transmission resources

in time and frequency. The price to be paid for such a better exploitation is an increase

of the required transmit power. We utilize the flexibility of multi-carrier systems different

from OFDM, hereafter referred to as non-conventional multi-carrier systems, to investi-

gate the advantages and disadvantages of the novel approach. In this chapter, we review

the contributions that different fields of research have given to the development of non-

conventional multi-carrier systems and outline those related to our work. In this way, we

show the generality of the multi-carrier principle and frame the thesis’ contribution in a

more general context.

In digital communication systems with the increasing of the transmission data rate, the

time separation T between consecutive transmitted symbols decreases [Pro95, Rap99].

Moreover, in wireless digital communications the signal transmitted over the air reaches

the receiver through different paths generated by the reflection on environment obsta-

cles such as buildings, trees, mountains etc. [Pro95, Rap99]. If the time separation T
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is longer than the sum of the excess delay τmax of the last signal replica that arrives at

the receiver and of the time duration T0 of the associated waveform, then there is no

interference among consecutive symbols. If the time separation T ≤ τmax + T0, then

the received symbol is corrupted by the delayed replicas of the previous symbols. This

kind of interference is referred to as intersymbol interference (ISI) and it becomes larger

and larger with the increasing of the transmission data rate. ISI can be removed at the

receiver through the deployment of an equalizer [BeC02, Pro95]. Depending of the par-

ticular equalization method, the equalizer eliminates all the interference or just a part of it.

In broadband single carrier (SC) systems the problem of ISI removal becomes very com-

plex because of the high data rate [BeC02, Pro95]. Multi-carrier modulation offers a

possible simplification by applying an approach similar to the Latin motto “divide et

impera”, i.e. to separate your enemies and face them one at the time. In this case,

the enemy is broadband SC transmission because it generates a great amount of ISI.

Therefore, the broadband transmission is divided in many narrowband transmissions, by

splitting the original data stream into many low data rate streams, hereafter referred to

as sub-streams, see Fig. 1.1. Then, instead of modulating a single carrier frequency with

r(t)

MC

modulation

low data

rate

sub−streams

S
/P

low data

rate

sub−streams

high data 

rate streamdemodulation

MC

high data 

rate stream

s(t)

P
/S

Fig. 1.1. Multi-carrier wireless system.

a high data rate stream, many carrier frequencies, namely sub-carriers, are modulated in

parallel with low data rate sub-streams. With the decreasing of the data rate, the time

separation T of the symbols of each sub-stream is increased. If T is longer than τmax +T0,

then there is no ISI to be removed in the single sub-carrier narrowband transmission and

the complex problem of ISI removal is solved introducing the challenge of multi-carrier

modulation and multi-carrier demodulation. If these operations are simpler than the

broadband equalization, multi-carrier systems demand lower complexity than broadband

SC systems. Besides the complexity issue, we should consider also other trade-offs be-

tween SC and multi-carrier. In particular, multi-carrier exhibits the key advantage of

enabling adaptive power and bit allocation, e.g. through the deployment of the so called

“water filling” technique [Gal68] and loading algorithms [CCB95]. This capability has
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been recognized to be one of the most significant benefits yielded by multi-carrier mod-

ulation [Bin90, WaG00]. Additionally, multi-carrier modulation shows a great flexibility

and adaptability to different propagation conditions, mainly due to the possibility of ad-

justing the number of sub-carriers [RMB99].

The rest of this chapter is organized as follows. In Subsection 1.1.2, we review the devel-

opment of OFDM. In Subsection 1.1.3 we present the contribution of the signal processing

community and of the mathematics theory on series expansions on the development of

multi-carrier systems recalling the connections between the different fields of research.

Subsection 1.1.4 describes our approach to non-conventional multi-carrier systems. We

define the main parameters that characterize different system configurations and recognize

the differences and similarities with respect to the approaches described in the previous

subsections. A review of the state of the art concerning the topic of the thesis is given

in Subsection 1.1.5. This chapter ends with the statement of the goals of the thesis, in

Section 1.2, followed by an outline of the thesis’ structure with the attained results in

Section 1.3.

1.1.2 Orthogonal Frequency Division Multiplexing

Among the possible multi-carrier modulation schemes OFDM is the most studied, known

and used. A rich literature covers all the aspects of this modulation technique and some

exhaustive reviews can be found in [NeP00, RGG01, RMB99, ZoW95]. Here, we briefly

recall the main steps of its development [CEO00, NeP00, ZoW95].

The key characteristic of OFDM is that the separation in the frequency domain among

the different sub-carriers is achieved through the deployment of overlapping and orthog-

onal sub-carrier spectra [BeC02]. Therefore, the frequency division multiplex (FDM) of

the sub-streams is not achieved by disjoint spectra. The first system in which a concept

similar to OFDM could be recognized is the Kineplex [MoC58], an application to the

high-frequency modems deployed by the military. However, the key idea of OFDM was

first published in [Cha66] and patented by the same author. Soon after, another approach

of overlapping FDM transmission was published [Sal67]. In this case, the frequency sepa-

ration was achieved through an offset quadrature amplitude modulation (O-QAM) and an

analog implementation was proposed. The efficient implementation of OFDM via discrete

Fourier transform (DFT) was developed in [WeE71]. There, the deployment of a cyclical

extension of the signal, often referred to as guard interval or cyclic prefix [NeP00], was

also suggested. During the 1980ies, OFDM was considered as a possible modulation tech-

nique for digital radio broadcasting [Cim85] as well as for high speed modems [Hir81]. In

the 1990ies, it was further studied and developed for wireline communications as applied

to asynchronous digital subscriber line (ADSL) and to very high speed digital subscriber

line (VDSL) [CTC91]. Regarding wireless communications, it was proposed for wideband
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digital broadcasting [CaL91]. OFDM evolution culminates in its standardisation as trans-

mission technique for Digital Video and Audio Broadcasting (DVB and DAB) [ETS01a],

[ETS01b], as well as for the wireless local area network (LAN) IEEE 802.11a standard

[IEE99] and for the ETSI HIPERLAN/Type 2 [ETS99] systems. Currently, OFDM is

considered as the most promising candidate for a new radio interface for future 4G cellu-

lar mobile radio systems [FaK03, RGG01, RMB99].

The great success of OFDM is mainly due to its very efficient all digital implementation.

However, OFDM has some drawbacks which should be kept in mind when considering

alternative solutions. We have mentioned that OFDM uses a cyclic signal extension. This

technique on the one hand simplifies the equalization at the receiver, on the other hand

it introduces an efficiency loss due to the transmission of redundant data. Moreover,

the amount of redundancy depends on the maximum excess delay τmax of the channel,

which is a given parameter in the system design. Another limitation is given by the high

peak to average power ratio (PAPR) which characterizes the OFDM signal. The power

amplifier at the transmitter has to operate at a large input back-off to avoid out of band

interference and in band distortion so that a high quality and, therefore, expensive power

amplifier is required for OFDM. An additional drawback is given by the high sensitivity

to time and frequency synchronisation. If not perfectly synchronised, the overlapping

spectra loose their orthogonality and generate intercarrier interference (ICI) which may

cause a significant performance loss. We have also to mention that the limitations due

to the guard interval, the PAPR and the sensitivity to synchronisation errors have been

all faced and solutions to bound the performance degradation have been proposed in the

literature [NeP00, RGG01, RMB99, ZoW95]. Nevertheless, these issues are due to the

particular nature of the OFDM transmission technique, e.g. the overlapping sub-carrier

signals.

1.1.3 A more general framing

Lately, other multi-carrier modulation techniques have been proposed as alternative so-

lutions to OFDM [BoH95, Bol99, BTT01, CEO02, KoM98, TLP00a, ToP02, Vai01]. We

can recognize them as belonging to two main families. One is strictly related to the works

on transmultiplexers (TMUXs) [BeD74] and filter banks (FBs) [Vai93], the other to the

works on series expansions [VeK95]. In what follows, we explain the basic principles of

TMUXs and FBs and then we give an overview of series expansions. The application of

FBs theory and series expansions to communications generates alternative multi-carrier

modulation schemes. The relationship existing among the two different families is stressed

out at the end of this subsection.

With the name TMUX we refer to a device, see Fig. 1.2, which synthesizes a signal from

Nf signals through a synthesis stage, and then recovers the original Nf signals through
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Synthesis stage Analysis stagechannel

Fig. 1.2. Transmultiplexer.

an analysis stage [BeD74]. TMUXs were initially studied in communications to accom-

modate many users sharing the same channel. The idea was to separate the users by

multiplexing their signals in time, i.e. time division multiplexing (TDM), or in frequency,

i.e. FDM. From Fig. 1.1 and Fig. 1.2, we infer that multi-carrier modulation can be seen

as a particular TMUX because it also multiplexes Nf signals into one signal. However,

while in the TMUX this is the main goal, for multi-carrier modulation the main goal is to

shape the original signal in order to better adapt it to the transmission over the channel.

In a TMUX, each of the Nf input signals is interpolated by adding M zeros between

consecutive samples [Vai93], filtered and then summed up with the other signals. The

combination of the interpolator and the filter impulse responses is referred to as the digital

function characterizing the analysis or the synthesis stage of the TMUX. A key aspect

is the relationship between the number of multiplexed signals Nf and the interpolation

factor M . If M ≥ Nf the synthesized signal can convey the whole information of the Nf

signals. If M = Nf the system is critically sampled and every Nf discrete input samples,

the synthesis stage produces exactly M = Nf discrete output samples. If M > Nf the

system is not critically sampled. This means that the TMUX introduces some amount of

redundancy in the synthesised signal, thus generating M > Nf output samples every Nf

input samples. The introduced redundancy is basically used to build a signal with some

desired properties. For instance in the OFDM case, the redundancy is introduced in form

of cyclic prefix, cf. Subsection 1.1.2, to allow a simple channel equalization [NeP00]. If

M < Nf , then the synthesized signal does not convey the complete information of the

original Nf signals [Bol99].

The general scheme of a FB is depicted in Fig. 1.3. By comparing Fig. 1.2 and Fig. 1.3, it

is apparent that TMUXs and FBs are very similar although the order of the analysis and

synthesis stages is changed. FBs do not multiplex many signals in one single signal, but

they split an input discrete time signal in its spectral components through the deployment

of a bank of filters that constitutes the analysis stage. The distinct spectral components of

the signals are then combined together to recover the original signal through the synthesis

stage. If the synthesized signal at the output of a FB is exactly the same as the signal
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Synthesis stageAnalysis stage

Fig. 1.3. Filter bank.

at the input of the analysis stage, then the FB is a perfect reconstruction (PR) FB. The

resort to FB may allow a more efficient implementation of some class of algorithms. For

instance, signal compression algorithms are usually implemented through a FB because

in this way they achieve better compression without requiring additional complexity. FBs

are also used for sub-band coding [VeK95]. In this case, the signal is cut in its spectral

components, i.e. sub-bands, and each component is encoded independently. The relation-

ship between the parameters Nf and M has the same meaning explained in the case of

TMUXs and, depending on it, the FB has different properties. In the critically sampled

case, M = Nf , PR FBs exist and the conditions on the digital functions to obtain a PR

FB are known [Vai93]. In the not critically sampled case, M > Nf , the conditions on the

digital functions to obtain PR conditions are established as well and they are in general

relaxed so that a larger set of selections is available. FBs are and widely studied [Vai93].

In the framework of the thesis, we are interested in its contributions to communications

[Vai01].

FBs are not only highly related to TMUXs and, as a consequence, to multi-carrier modu-

lation, but also to the series expansions. To clarify this connection we introduce the prin-

ciples of series expansions mainly through the well-known Fourier analysis which yields

an example of series expansion. A rigorous analysis on the existing relation between series

expansions and FBs can be found in [VeK95].

The theory of series expansions studies the possibility of representing a space of signals, or

functions in general, through linear combinations of a specific set of functions. If the set

generates all the signals belonging to the space, then it is a basis for this space. A basis is

complete if all its elements are linearly independent or overcomplete if at least one of its

elements is linearly dependent on the others. An overcomplete basis with some specific

properties [CvV98, Uns00] is referred to as frame. In what follows, frame and overcom-

plete basis are used as synonyms. The reasons to represent a set of signals with respect to

a different basis could be many, especially if the basis is “good”, i.e. it offers a less com-

plex processing and/or a compact representation of the signals. The most famous series
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expansion is given by the Fourier series which enables to represent the space of periodic

signals through linear combinations of harmonic sines and cosines. Therefore, the Fourier

series offers a good and complete basis for the space of periodic signals. Representing a

signal in terms of the Fourier basis can be useful for analysis purpose, i.e. to characterize

its spectral behaviour, as well as for computational purpose since the convolution of two

periodic signals comes out to be simply a multiplication in the Fourier domain. The most

obvious limitation of Fourier series is related to the periodicity of the involved signals,

because in general we are not only interested in periodic signals. Another very common

series expansion is the wavelets transform. In this case the basis is made of scaled and

shifted versions of a basic impulse shape. Such a series expansion turns out to offer a

good orthogonal basis. Moreover, the wavelet expansion was the first to be efficiently

computed through a FB algorithm, thus showing the close interaction between FBs and

series expansions [VeK95].

The relation between FBs and series expansions has been investigated, for instance in

[CvV98, VeK95], and it was shown that under some constraints [CvV98] FBs offer the

discrete time analogue of series expansions. A rigorous treatment of the relationship is

beyond the scope of this chapter. It is important here to recall that a strict relation-

ship exists and that FBs can be in general used for an efficient implementation of the

corresponding continuous time series expansion coefficients. The difference between the

twos is determined by the fact that FB theory is more related to implementation issues

while series expansion is more related to mathematical theory. Another important aspect

involves the relationship between the FB parameters Nf and M and the series expansion

parameters F and T as summarised in Table 1.1. The product FT plays a key role on

Table 1.1. Relationship between series expansions and filter banks.

Series expansions Filter banks
frame FT > 1 M > Nf not critically sampled
complete basis FT = 1 M = Nf critically sampled
not a basis FT < 1 M < Nf under critically sampled

the characteristics of the series expansion. If FT = 1, the set of time-frequency shifted

versions of the basic impulse shape can offer a complete basis, but the basic impulse has

no good property regarding its time and frequency occupation. The most cited example

of basic impulse shape that offers a complete basis for FT = 1 is the rectangular shape of

duration T0 = T which is used in OFDM. If FT > 1 the series expansion considers also

linearly dependent elements and the set of functions becomes a frame. The degrees of

freedom gained by choosing FT > 1 allow to look for alternative impulse shapes offering a

good overcomplete basis. Moreover, the designer is free to impose some other constraints

such as, for example, a better frequency containment. Given the relationship between
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FBs and series expansions [Bol99], the equivalent discrete time realization of the series

expansions with FT = 1 is given by a critically sampled FB with M = Nf . If the series

expansion is achieved through a frame, then the equivalent discrete realization is given

by a not critically sampled case FB with M > Nf . The mathematical theory dealing with

series expansions in which the set of functions is a frame, is referred to as frame theory.

Lately, a lot of work has been applying the results of frame theory to communication

systems [BHF98, BoH95, BoH98, Bol99, KoM98] generating a new class of multi-carrier

systems currently under investigation. The focus is on how to exploit the condition

FT > 1 to design alternative basic impulse shapes and gain in robustness with respect

to the time and frequency dispersion introduced by the communication channel. The

condition FT < 1 was never considered in the literature because the synthesised signal

offers an incomplete representation of the input signals [Bol99].

All the works exploiting the multi-carrier principle, applied to communications, to se-

ries expansions or to signal processing, mainly show the importance that the multi-carrier

principle covers in many different fields. Recognising the common guidelines in different

research activities is important to enable the reuse of significant results and to frame the

topic of the thesis as a more general contribution. In particular, our focus is on multi-

carrier communications and our aim is to investigate their sensitivity to the reduction of

the time separation T and frequency separation F among the sub-carriers, cf. Table 1.1.

1.1.4 Data symbol specific transmit signature

We have seen that the multi-carrier principle is used in different fields. As a consequence,

different notations and modelling have been developed. Since we are focused on com-

munications, we use the multi-carrier concept to split an original high data rate stream

into many low data rate sub-streams, cf. Subsection 1.1.2, which modulate in parallel a

number Nf of sub-carriers. The synthesis and analysis stages of our model are depicted

in Fig. 1.4. Our approach applies some notations derived from the series expansions and

FBs and TMUXs. As in the series expansions, the functions of the synthesis stage are

defined in the continuous time and we refer to them as data symbol specific transmit

signatures cn(t), n = 1 . . . N . As in the FB theory, the analysis stage is defined as a bank

of N filters whose properties are discussed later on, cf. Chapter 2. We note that there is

no assumption on the data symbol specific transmit signatures cn(t). Any communication

system can be framed in such a general modelling and, in particular, OFDM as well as

any non-conventional multi-carrier system.

Within the whole set of non-conventional multi-carrier systems we have to discern among

different configurations and to evaluate their peculiar properties. Three key parameters

of non-conventional multi-carrier systems, see Fig. 1.4, are well suited for this scope:
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Fig. 1.4. Our model framed within filter bank, multi-carrier modulation and frame
theory.

• The data symbol specific transmit signature cn(t), n = 1 . . .N , which is the wave-

form associated to the transmit data symbol dn, n = 1 . . . N , see Fig. 1.4. The

definition of cn(t) determines the key characteristics of the transmitted signal such

as its frequency and time occupation and its sensitivity to distortion generated in

frequency and/or time. By changing the data symbol specific transmit signatures

cn(t) we change the communication system under consideration.

• The frequency separation F , which determines the location of the sub-carriers under

the assumption of equally spaced sub-carriers. We consider F as a variable param-

eter and the performance of non-conventional multi-carrier systems is evaluated as

a function of F .

• The time separation T between consecutive symbols on each sub-carrier. We con-

sider T as a variable parameter and evaluate the system performance as a function

of T .

The parameters T and F are the same used to describe the series expansions in the

previous subsection. The data symbol specific transmit signature cn(t) can be seen as

the analogous continuous time equivalents of the digital functions of the FB. Therefore,

the product FT holds the same role as described in Subsection 1.1.3 and summarised in

Table 1.1.

1.1.5 State of the art

Subsection 1.1.2 briefly recalls the main steps in the evolution of OFDM, whereas Sub-

section 1.1.3 shows that the multi-carrier principle has roots in different fields. This



10 Chapter 1: Introduction

OFDMfiltered multi

tone

principle

 multi−carrier

series expansionssignal processing communications

pulse OFDM

filter banks

Fig. 1.5. Overview of relations between multi-carrier systems.

subsection proposes a semantic organization of the literature regarding the application

of the multi-carrier principle to communications. As depicted in Fig. 1.5, we consider

the multi-carrier principle as the general concept which joins different fields of research,

namely signal processing and filter bank, cf. Subsection 1.1.3, communication, cf. Subsec-

tion 1.1.2 to 1.1.4, and series expansions, cf. Subsection 1.1.3. Since the thesis is focused

on the application of the multi-carrier principle to communications, the communication

field in Fig. 1.5 holds the central position whereas the others are considered in terms of

their contributions to communications. The numerous communication systems deploying

the multi-carrier principle are arranged in three families namely filtered multi tone (FMT)

[BeC02], OFDM and pulse OFDM. They are highly related to each other so that a multi-

carrier system framed within one family can be studied with the techniques and naming

conventions developed for another family. For instance the conventional OFDM system,

whose importance and history motivates its own family, can be framed as a special pulse

OFDM [KPU00] as well as an FMT system [BeC02].

In Tables 1.2 and 1.3, we report the literature highly related to this thesis thus estab-

lishing its background. We follow the organization proposed in Fig. 1.5 grouping the

contributions as belonging to the three different families of Fig. 1.5.

Within FMT family, we frame the works regarding FBs and TMUXs, cf. Table 1.2.

The main reference for FBs is [Vai93] in which the theory of FBs and multirate systems

is extensively developed. The main contribution of FBs to communication regards the

implementation approaches. In [BeD74] and [BBC79] the authors propose an all digital

fast implementation of TMUXs and critically sampled FBs based on fast Fourier trans-

form (FFT) and polyphase decomposition of the involved filter impulse responses. More
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Table 1.2. Contributions on multi-carrier modulation. FMT and pulse OFDM.

multi-carrier reference remarks
modulation
filter multi Filter Banks
tone [Vai93] - main reference

[BeD74],[BBC79], - fast implementations
[WeS00]
[BoH97] - oversampled FBs to increase the design

space of the filters
[Vai01] - importance in communications
[SGB99a], [SGB99b], FBs as precoding
[SGB99c], [SGB99d]

FMT versus OFDM
[CEO99], [CEO00], - FMT applied to wireline
[CEO02]
[BCT00],[BTT01] - FMT applied to wireless
[CFO03] - sensitivity to asynchronism
[CFW03] - sensitivity to multipath
[Tom01] - CDMA on FMT
[Ton01] - theoretical ISI/ICI
[ATT03] - sensitivity to phase noise

pulse OFDM FB and frames
[VeK95] - overview
[Bol99] - FT in relationship with oversampled

and critically sampled FB
[BoH95] - relationship between Gabor series

and DFT
[BoH98] - Gabor and oversampled FBs
[CvV98], [BHF98] - conditions on the equivalence

between FBs and frame expansions
[KPU00] - OFDM framed as a Gabor expansion

alternative impulse shape
[KoM98] - non-orthogonal
[LaA03] - trade-off between ISI and ICI
[PfS01] - with higher energy concentration

around the sub-carrier
[SMH02] - fast implementation
[STS03], [BeS01] - jointly ISI/ICI minimization

recently, not critically sampled FBs have drawn a lot of attention. [WeS00] derives a fast

implementation for the not critically sampled FBs. In [BoH97], the not critically sampled

FBs are considered to relax the tight conditions which ensure PR and new constraints
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Table 1.3. Contributions on multi-carrier modulation. OFDM.

multi-carrier reference remarks
modulation
OFDM General

[Bin90], [NeP00] - overview and principles
[RGG01], [RMB99]
[Cha66], [Sal67], - significant development steps
[WeE71], [Hir81]
[ZoW95] - importance of coding
[KeH99] - pre-equalization in OFDM

OFDM for 4G
[RGG01], [RMB99] - to wireless cellular systems
[FaK01],[FaK02], - CDMA combined with OFDM
[FaK03]
[Kai98] - overview of MC-CDMA
[BBT03] - pre-equalization MC-CDMA

for up-link
[CHS02], - adaptive multi-user allocation
[TCF03] - adaptive coding

OFDM versus single carrier
[FAB02] - frequency domain equalization
[SGH02] - guard interval removal
[BTT02] - compared with FMT
[Ana01] - complexity
[ETS01a], [ETS01b], applications and standards
[IEE99], [ETS99],
[IAV00]

are proposed to increase the system robustness. A particular application of FBs, named

precoding, is proposed in [SGB99a, SGB99b, SGB99c, SGB99d]. The transmitter can be

recognized to be a very flexible multi-carrier modulator that introduces redundancy into

the signal through a particular FB called precoder. This is designed to optimize the signal

to noise ratio (SNR) at the input of the detector under the assumption of a given power

constraint and a perfectly known channel at the transmitter. Precoders can also be seen

as a representation of the traditional coder such as block or convolutional coders [Vai01].

In [Vai01], the author discusses the most important applications of FBs to communica-

tions giving a complete literature review of the state of the art. The contribution of FB

theory to communications becomes evident in the works in which FMT is compared to

OFDM. Among them, [CEO99, CEO00] propose FMT as applied to wireline communi-

cations. The authors introduce on purpose a given amount of redundancy through the

choice of M > Nf , to gain in robustness with respect to interference generated by other

sub-carriers, i.e. ICI. In [CEO02], where FMT is investigated as a potential candidate
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for VDSL, a novel efficient implementation of both the transmitter and the receiver is

also derived which differs from the one in [WeS00]. A similar approach is considered in

[BCT00, BTT01], where the comparison between OFDM and FMT is carried out in a

wireless environment. In particular, the authors propose a simplification of the per sub-

carrier equalizer required by FMT modulation. Another FMT scheme is compared to

OFDM in [CFO03] in terms of sensitivity to asynchronism and in [CFW03] the authors

consider also the effects of the multipath channel. The potential of FMT is investigated

also in combination with code division multiple access (CDMA) [Ver98] in [Tom01]. A

more theoretical contribution can be found in [Ton01] in which the author investigates

the performance of an FMT system in an up-link asynchronous multi-user scenario, de-

riving the analytical expression of ISI and ICI. In [ATT03] the authors further study the

potential of FMT by studying its sensitivity to phase noise.

In the family denoted pulse OFDM, cf. Table 1.2, we group all the works regarding

multi-carrier modulation which are highly related to series expansions, in that they make

use of mathematical results derived in that field to propose new multi-carrier communi-

cation systems. The literature dealing with this topic mainly considers continuous time

functions and faces the problem of representing a signal as a linear combination of a con-

venient set of functions. The relationship between series expansions and communications

was first investigated in terms of connection between the series expansions and FBs as

pointed out in the introduction of [VeK95]. In [Bol99] the relationship between the pa-

rameters T and F of the series expansions and the parameters M and Nf , cf. Table 1.1,

of the FBs is derived. The author shows the equivalence between Gabor expansions and

DFT in [BoH95] and investigates the relationship existing between Gabor expansions and

oversampled FBs in [BoH98]. In two different publications, [BHF98] and [CvV98], the

conditions to meet the equivalence between FBs and frame expansions are derived. In

[KPU00], OFDM is framed as a particular Gabor expansion, showing explicitly the strict

connection among the different fields of research. Among the alternative multi-carrier

communication systems employing the mathematical tools developed in the framework of

series expansions of particular interest is that presented in [KoM98]. The authors pro-

pose non-orthogonal impulse shapes claiming that orthogonality is the optimum solution

only when an additive white Gaussian noise (AWGN) channel is considered. In [LaA03],

various multi-carrier schemes are compared with a particular focus on the trade-off be-

tween ISI and ICI. [SMH02] proposes a fast implementation of pulse OFDM modulation

with FT > 1 in which the additional redundancy is exploited to minimize ISI and ICI

under the assumption of a time-varying channel. [STS03] jointly minimizes ISI and ICI

with FT > 1, too. However, the assumptions are quite unrealistic for a communication

system because the authors study the case FT = 2 which implies the transmission of a

redundant symbol every information bearing symbol. In [BeS01] a general framework of

pulse OFDM is presented for FT > 1. Once more, the goal is to minimize jointly ISI and

ICI for a doubly dispersive channel.
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In Table 1.3, we report a brief collection of the literature regarding OFDM. A general and

detailed overview of the OFDM principles is given in [NeP00], together with the design

issues, the pros and cons, the known problems and available solutions. [Bin90] is one of

the most cited articles regarding OFDM. It presents an overview of the key characteris-

tics of OFDM, the advantage of using numerous sub-carriers, the achievable performance,

the techniques to face the channel impairments and the application of coding. Another

good and more up-to-date overview can be found in [RGG01, RMB99]. The state of

the art is presented together with a review of the known limits of OFDM and of the

most promising solutions proposed in the literature. The authors explain the potential

of OFDM and the reasons that brought OFDM to be the leading candidate for the air

interface for the 4G communication systems. The authors of [RGG01, RMB99] belong

to a research group who has been working on OFDM since 1992. They have investigated

many aspects of OFDM as shown in [GaR02, GBR00, MBG96, MRE98, RBG97, ReR94,

RGM97, RoG96a, RoG96b, RoG97, RoG98, RoM97]. From a more historical point of

view, [Cha66, Hir81, Sal67, WeE71] represent the most significant steps in the evolution

of OFDM, cf. Subsection 1.1.3. [ZoW95] shows the importance of coding in OFDM based

systems to exploit the diversity gain ensured by the high number Nf of sub-carriers. The

exploitation of the channel knowledge at the transmitter side is studied in [KeH99] through

the investigation of a sub-band pre-equalized scheme. OFDM is proposed as a candidate

for the radio interface of 4G communication systems also in [FaK01, FaK02, FaK03] in

which the main focus is on the combination of CDMA with OFDM. An overview of the

different possible combinations of OFDM and CDMA is found in [Kai98], whose focus is

on the so called MC-CDMA systems. Focusing on OFDM based 4G systems, different

proposals on how to exploit the channel knowledge at the transmitter in an MC-CDMA

system are investigated in [BBT03, CHS02, TCF03]. Regarding the comparison between

SC and OFDM, [FAB02] investigates an SC system similar to OFDM, in that a block-

wise transmission is carried out with the insertion of a guard interval at the transmitter

and its removal at the receiver. In this way, a cyclic signal structure is obtained and a

frequency domain equalization can be implemented via an FFT and inverse FFT (IFFT).

In [SGH02], the guard interval typical of OFDM is removed and alternative equalization

techniques are proposed. OFDM is compared to FMT in [BTT02] whose conclusions are

in favour of OFDM in most of the application scenarios. In [Ana01], the comparison

between OFDM and SC systems is carried out in terms of required complexity. Finally,

in [ETS01a, ETS01b, ETS99, IEE99] some examples of standards deploying OFDM as

modulation technique are given, cf. Subsection 1.1.2.

The strict relationship between the different fields of application of the multi-carrier prin-

ciple has motivated the need of considering all of them and shows the great interest arisen

by multi-carrier systems.
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1.2 Goals of the thesis

Throughout the literature, we recognize the similarities between multi-carrier modula-

tion, FBs and series expansions. Moreover, multi-carrier modulation is considered the

most promising candidate for the new air interface of 4G mobile radio systems [RGG01]

mainly because it efficiently faces the problem of ISI increment in very high data rate sys-

tems. The interest on this subject motivates the need of a deeper study of the potential

offered by multi-carrier modulation especially as compared to SC modulation. Therefore,

the first objective of this work is to propose a common framing for any multi-carrier

and SC system. To this end, we develop a rigorous system model in which any of the

described approaches can be framed. Generally speaking, an important goal of the the-

sis consists in studying the impact of working with non-orthogonal data symbol specific

transmit signatures cn(t). This question is relevant e.g. with respect to the multi-carrier

transmission over time-varying radio channels. However, in the simulations in the the-

sis, non-orthogonality is not produced by the radio channel, which is assumed to be of

the type AWGN, but by the form of the signatures cn(t) and by their spectral and/or

temporal separation. Moreover, the system model developed in the thesis could be also

used in other cases of practical interests as e.g. characterized by the occurence of time

varying channels. In the thesis, we propose a novel term of comparison. We evaluate

the dependency of the SNR at the output of the post processing stage, cf. Chapter 2,

on the increment of the system load. The latter is increased through the reduction of

the frequency separation F and/or time separation T among the data symbol specific

transmit signatures cn(t) below the minimum values able to ensure absence of ISI in an

AWGN channel, i.e. FT < 1, cf. Subsection 1.1.4 and Table 1.1. As a consequence, this

thesis deals with ISI. However, not ISI caused by multipath channels is considered since

the assumed channels are AWGN channels. ISI is generated on purpose by moving the

data symbol specific transmit signatures cn(t) closer together in the temporal and/or the

spectral domain. We do this to better exploit the time and/or frequency transmission

resources. The price to be paid for such a better exploitation is an increase of the required

transmit power. The main goal of the thesis is the investigation of how the said beneficial

and the said disadvantageous effects work out depending on the system lay-out, and how

they can be advantageously balanced against each other.

The goals of the thesis are achieved by pursuing the following intermediate steps:

• Development of a general system modelling capable to describe any multi-carrier

and SC system. In this way, we build a common platform for comparison.

• Framing of the multi-carrier systems already known in literature as special cases

of the proposed system modelling. In this way, we do not only validate the mod-

elling, but also show its potential and clarify its structure. Moreover, other well

known transmission systems can be recognised in our model so that the algorithms
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developed in the framework of different research fields can be transferred to our

system.

• Proposal of quality criteria to take into account the trade-off between the distortion

of the received data and the effort invested in the data transmission. This method

shall determine the quality of the system under investigation as a function of the

increased system load.

• Proposal of two possible approaches to increase the transmission rate. The load of

the system can be increased by reducing the time separation T and/or the frequency

separation F among the data specific transmit signatures cn(t). Depending on the

considered multi-carrier system, the system performance could be more sensitive to

the reduction of the time or of the frequency separation.

• Choice of a set of promising system designs to carry out a fair comparison among

different system configurations. Among the multi-carrier systems, OFDM shall be

always present to ensure a well known reference for comparison of the performance

of other candidates.

• Derivation of an approximation of the Shannon channel capacity formula [Sha48]

C = ld(1+SNR) to take into account the trade-off between the increment in terms of

resource usage and the decrement of SNR due to the reduction of the time separation

T and/or the frequency separation F .

• Presentation and discussion of simulation results. Some recommendations should

be derived on the basis of the attained results in order to narrow down the range of

the potential candidates for the radio interface of 4G radio systems.

• Discussion about the most promising configurations and proposal of an interpreta-

tion of the related simulation results.

1.3 Contents and important results

Apart from the Introduction, the thesis is composed of seven other chapters.

In Chapter 2, we introduce the proposed system modelling and describe in more de-

tail three configurations named SC, multi-carrier (MC) and Hybrid (HY) systems. Con-

ventional OFDM systems are framed within the modelling to confirm its flexibility and

validity. We outline the quality criteria to assess the system performance, investigate

their properties and apply them to conventional OFDM systems to determine the bounds

for comparison purposes. Then, we examine the structure of the system matrix of the

proposed modelling and recognize two main components. The first is a made only of

phase terms and the second of a block structured matrix. The chapter ends showing how
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a point to multi-point and a multi-point to point transmission can be framed within the

modelling. By doing so, we show how the developed system model can be extended to

include more general configurations.

There is no agreement on what to expect for 4G mobile radio systems. Therefore,

Chapter 3 introduces the author’s vision of 4G systems, describes the expected system

parameters and introduces a possible design of a conventional OFDM system which is

considered the most promising candidate for future radio systems. Based on the designed

conventional OFDM system, we determine the reference time and frequency values used

throughout the thesis to normalize the parameters. We propose the scope of parameters

to investigate a wide range of possible system configurations. Among all, we resort to

a Gaussian basic transmit signature c0(t) and derive the analytical expression of the re-

lationship between the receive and the transmit data symbols. The last section of the

chapter presents an evaluation of the proposed approach of increasing the resource usage

by resorting to a modified expression of the Shannon channel capacity C.

The effects of the increment of the resource usage are presented in Chapter 4, in which we

show the simulation results and justify the similarities among them. For SC systems we

consider the entire scope of parameters, verify the attained results through some reasoning

and justify the similarities among the different system configurations. For MC systems,

we recognize the duality between the time and frequency domain. In particular we derive

the hypothesis needed to obtain the same performance in SC and MC systems. For HY

systems, we only depict the simulation results of a subset of the scope of parameters.

The evaluation of the proposed approach introduced in Chapter 3 is used to investigate,

through computer simulation, if there exist any configurations able to improve the channel

capacity C. The results are reported and discussed in the last section of Chapter 4.

Chapter 5 focuses on the most promising configurations among those investigated in

Chapter 4 and proposes a justification of the unexpected results. The chapter ends with

some short recommendations on the possible applications of the proposed method of in-

creasing the usage of the available resources. We underline the importance of a further

investigation of the method to fully exploit its potential.

The thesis ends with Chapter 6 in which we report a summary of the most significant

results in English and German.
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2 Modelling of linear transmission systems

2.1 Introduction

Investigation of bandpass transmission systems can be beneficially performed based on

system models established in the equivalent low-pass domain [Pro95]. In the case of

bandpass transmission systems utilizing linear modulation, such system models become

particularly simple and easy to handle if they are organized in two parts [Ver98, Kal95]:

• A physical transmission model. This represents in its interior the physical signal

transmission and establishes, with respect to its input and output, the relation be-

tween the data symbols fed into the transmitter (Tx) and the raw data estimates

available in the receiver (Rx). Consequently, this model has to work time continu-

ously in its interior and time discretely with respect to its input and output.

• An optional post-processor in the Rx with the task to provide improved data esti-

mates based on the raw estimates.

In this chapter this approach to system modelling is worked out. The physical transmis-

sion model consists of a generator for the physical signal to be sent by the Tx, of the

channel (Ch) and of a matched filter (MF) [Pro95] front end at the Rx. The MF front

end consists of a bank of MFs and a vector sampler. The time discrete raw estimates at

the output of the vector sampler are fed into the post-processor for possible improvement.

In what follows, first a general model on the above outlined basis is presented in Sec-

tion 2.2. Then, in Section 2.3 the receiver structure is described in more detail. Section

2.4 proposes the classification of four different classes of transmission systems, namely

SC systems [Pro95], MC systems, HY [BeC02] and generalised hybrid (G-HY) systems.

Within the HY systems, we frame the well known OFDM system [NeP00, RGG01] in

Section 2.5 pointing out the differences and similarities between conventional OFDM and

the proposed modelling. In Section 2.6 the rate R and the SNR-degradation δ are defined

and proposed as quality criteria suited to judge the system performance. We investigate

the structure of the system matrix A in Section 2.7 showing the existing symmetries.

Finally, in Section 2.8, the point to multi-point and multi-point to point scenarios are

derived as special settings of the model.

Complex quantities are characterized by underlining, vectors and matrices are repre-

sented by bold face letters. For matrix operations, with (·)T, (·)∗ and (·)H we indicate

the transpose, the conjugate and the Hermitian [Wha71], respectively. Variable quanti-

ties are indicated in italics. The expressions diag(·), E{·} and tr{·} denote the diagonal

matrix containing the diagonal elements of the matrix in the argument, the expectation

operation and trace operation, respectively.
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2.2 General system model

2.2.1 System structure

Fig. 2.1 shows the general structure of a bandpass transmission system in the equivalent
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Fig. 2.1. Equivalent low-pass model for band-pass transmission systems utilizing linear
modulation.

low-pass domain [BeC02, Pro95]. This system consists of the Tx, the Ch and the Rx.

We assume that N complex data symbols dn, n = 1 . . .N , which are stacked in the data

vector

d = (d1 . . . dN)T (2.1)

are fed into the Tx and shall be transmitted over the Ch to the Rx.

At the output of the Rx an estimate d̂ of d of (2.1) is aspired, which should deviate

from d as little as possible. The blocks and the signals involved in Fig. 2.1 are described

in what follows.

2.2.2 Transmitter

In order to physically transmit the data symbols by a linear bandpass transmission system,

each data symbol dn is represented by the product dn cn(t) of dn and the data symbol spe-

cific transmit signature cn(t), which is the complex envelope of a corresponding bandpass

signal form. The signal radiated by the Tx into the Ch becomes

s(t) =
N
∑

n=1

dncn(t). (2.2)

The generation of s(t) of (2.2) is part of the task of the physical transmission model.
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2.2.3 Transmission over the channel

The Ch is assumed to be linear and time variant and, therefore, can be characterized by

the channel impulse response h(τ, t) [Rap99]. By convolution of cn(t) and h(τ, t) we can

introduce the N data symbol specific receive signatures

cr,n(t) =

∫ +∞

−∞

cn(t − τ)h(τ, t)dτ, n = 1 . . .N. (2.3)

With these signatures, from the linearity of the convolution and from (2.2), the useful

signal at the Ch output can be written as

e(t) =

∫ +∞

−∞

s(t − τ)h(τ, t)dτ =

N
∑

n=1

dncr,n(t). (2.4)

The channel is assumed to be causal and to have a channel impulse response of finite

duration given by the maximum excess delay τmax [Rap99] so that h(τ, t) 6≡ 0 only for

τ ∈ [0, τmax].

The consideration of the effect of the Ch as described by (2.3) and (2.4) is part of the

task of the physical transmission model.

2.2.4 Receiver

Before entering the Rx, e(t) of (2.4) is assumed to be corrupted by the AWGN n(t) with

the one sided noise power spectral density N0 [Pro95] so that with (2.4) the signal to be

processed in the Rx reads

r(t) = e(t) + n(t) =
N
∑

n=1

dncr,n(t) + n(t). (2.5)

We shall assume that in the Rx r(t) of (2.5) is first fed into a bank of N parallel filters

with each of these filters being matched to one of the N data symbol specific receive

signatures cr,n(t) of (2.3). The filter bank plus a vector sampler form the MF Rx front

end shown in Fig. 2.2. The impulse response of the MF for cr,n(t) is given by [Pro95]

hn(τ) = c∗r,n(−τ). (2.6)

The N MFs characterized by (2.6) are non-causal, which, however, is irrelevant for our

considerations, in which absolute timing relations between transmitted and received sig-

nals do not play a role.

Filtering with the MFs described by (2.6) belongs to the task of the physical transmission

model.
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at t=0

bank of
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vector
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Fig. 2.2. Matched filter receiver front end.

2.3 Receiver

2.3.1 Matched filter estimate

The outputs of the N MFs are sampled at t = 0 by a vector sampler, which also belongs

to the physical transmission model, see Fig. 2.2. This yields the MF estimate

d̂MF = (d̂MF,1 . . . d̂MF,N)T (2.7)

as a raw data estimate of d of (2.1). d̂MF of (2.7) is a sufficient set of statistics [Kay93]

for the transmitted data symbols. Therefore, no information on these data symbols is lost

on the way from the Rx input to the outputs of the data vector sampler. d̂MF of (2.7) is

the sum of a useful part originating in the received desired signal e(t) of (2.4) and of a

noise part

nMF = (nMF,1 . . . nMF,N)T (2.8)

stemming from the received noise signal n(t) introduced in (2.5).

Under consideration of (2.6), the contribution of the transmitted data symbol dn′ , n′ =

1 . . .N , to the MF estimate d̂MF,n of dn can be expressed as

dn′

∫ +∞

−∞

cr,n′(t − τ)hn(τ)dτ
∣

∣

∣

t=0

= dn′

∫ +∞

−∞

cr,n′(τ)c∗r,n(τ)dτ. (2.9)
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Consequently, with the noise contribution

nMF,n =

∫ +∞

−∞

n(t − τ)hn(τ)dτ
∣

∣

∣

t=0

=

∫ +∞

−∞

n(τ)c∗r,n(τ)dτ (2.10)

to d̂MF,n, we can write

d̂MF,n =
N
∑

n′=1

dn′

∫ +∞

−∞

cr,n′(t)c∗r,n(t)dt + nMF,n. (2.11)

We now introduce the correlation coefficients

An,n′ =

∫ +∞

−∞

cr,n′(t)c∗r,n(t)dt (2.12)

of the N data symbol specific receive signatures cr,n(t) of (2.3). Then, (2.11) can be

re-written as

d̂MF,n =

N
∑

n′=1

dn′An,n′ + nMF,n. (2.13)

With An,n′ of (2.12) we can form the N × N system matrix

A =







A1,1 . . . A1,N
...

. . .
...

AN,1 . . . AN,N






. (2.14)

The raw data estimate d̂MF of (2.7) can now be expressed as

d̂MF = Ad + nMF. (2.15)

(2.15) represents the transition from d of (2.1) to d̂MF of (2.7) to be performed by the

physical transmission model, see Fig. 2.1. The element An,n′ in position (n, n′) of A of

(2.14) represents the contribution of the transmitted data symbol dn′ to the receive data

symbol estimate d̂MF,n. For n = n′, An,n′ represents the useful part. For n 6= n′, An,n′

represents the ISI [Pro95] generated by the presence of transmitted symbols different from

the symbol to be recovered.

2.3.2 Noise covariance matrix

From (2.10), the covariance coefficients of the noise at the output of the MF front end are

determined by

E
{

nMF,nn
∗

MF,n′

}

= E

{
∫ +∞

−∞

∫ +∞

−∞

cr,n′(x)n∗(x)n(y)c∗r,n(y)dxdy

}

=

∫ +∞

−∞

∫ +∞

−∞

cr,n′(x)E {n∗(x)n(y)} c∗r,n(y)dxdy.

(2.16)
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Since n(t) is assumed to be white with the one sided noise power spectral density N0

[Pro95],

E {n∗(x)n(y)} = N0δ(x − y) (2.17)

holds. The substitution of (2.17) into (2.16) yields

E
{

nMF,nn∗

MF,n′

}

= N0

∫ +∞

−∞

cr,n′(t)c∗r,n(t)dt (2.18)

so that with An,n′ of (2.12) we can write

E
{

nMF,nn
∗

MF,n′

}

= N0An,n′. (2.19)

With (2.19) and A of (2.14) the covariance matrix of nMF of (2.8) becomes

Rn = E
{

nMFn
H
MF

}

= N0A. (2.20)

The noise covariance matrix Rn of (2.20) is given by the system matrix A of (2.12) scaled

by the one sided noise power spectral density N0. This particular structure is determined

by the chosen model in which the noise contribution is coloured by the filter with impulse

response hn(τ) of (2.6) matched to the data symbol specific receive signature cr,n(t) of

(2.3), i.e. the convolution of the data symbol specific transmit signature cn(t) of (2.2) and

the channel impulse response h(τ, t) of (2.3).

2.3.3 Post processing

In the Rx, the raw data estimate d̂MF of (2.15) could already serve as the aspired estimate

of d of (2.1). However, by digital post-processing this estimate can be improved. The

optimum algorithm for this post-processing [Kle96] would be the Maximum-a-Posteriori-

Probability (MAP) algorithm, which would need the knowledge of the a priori probabilities

of the data symbols dn of (2.1), or the Maximum-Likelihood (ML) algorithm, which does

without this knowledge. In addition, each of these algorithms would need the knowledge

of the probability density function of the noise nMF of (2.8). Both the MAP and the

ML algorithms are non-linear, and, therefore, tend to be computationally expensive. Less

expensive are the linear algorithms, which realize a linear transformation of dMF according

to a given equalization algorithm. The most important linear equalizers are the Zero

Forcing Block Linear Equalizer (ZF-BLE) and the Minimum Mean Square Error Block

Linear Equalizer (MMSE-BLE) [Kle96, Kal95, KKB96]. In the case of ZF-BLE, with the

raw estimate d̂MF of (2.15) and A of (2.14) the final estimate d̂ of d of (2.1) is determined

by

d̂ =
(

AHR−1
n A

)

−1
AHR−1

n d̂MF = A−1d̂MF. (2.21)

In the case of the MMSE-BLE, by assuming d to be stationary with the covariance matrix

Rd = E
{

ddH
}

, (2.22)
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with Rn of (2.20), the final estimate is

d̂ =
(

AHR−1
n A + R−1

d

)

−1
AHR−1

n d̂MF

=
(

I + A−1Rn

(

AH
)

−1
R−1

d

)

−1

A−1d̂MF.
(2.23)

The performance of linear signal processing schemes as those described by (2.21) or (2.23)

can be enhanced by introducing a feedback feature and, thus, the signal processing schemes

may become non-linear [Kle96, WeM02].

2.4 Proposed classification

2.4.1 General

The system model elaborated in Sections 2.2 to 2.3 can serve to describe any linear

transmission system. In this section, a classification of the linear transmission systems is

proposed, namely

• single carrier (SC) systems,

• multi-carrier (MC) systems,

• hybrid (HY) systems, and

• generalised hybrid (G-HY) systems.

The classification is reported in Fig. 2.3 where the time-frequency extension of the radi-

ated signal s(t) is shown. Each data symbol specific transmit signature cn(t) of (2.2) is

indicated as a rectangle with a given time and frequency occupation. From Fig. 2.3a, in

SC systems cn(t) has the same frequency occupation for each value of n = 1 . . .N , while,

as shown in Fig. 2.3b, in MC systems cn(t) has the same time occupation for each value

of n = 1 . . . N . HY systems of Fig. 2.3c can be seen as the direct combination of the SC

and MC systems and G-HY of Fig. 2.3d as a generalisation of HY systems, in which the

frequency and time occupation is not equally distributed among the data symbol specific

transmit signatures cn(t), n = 1 . . .N .

In the following we give a more detailed description of the characteristics of the clas-

sified systems.
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b) Multi-carrier.
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d) Generalised hybrid
systems.

Fig. 2.3. Proposed classification. Each data symbol specific transmit signature cn(t) of
(2.2) is represented by a rectangle.

2.4.2 Single carrier

In the case of SC systems, see Fig. 2.3a, we set out from a basic transmit signature c0(t)

and generate the data symbol specific transmit signatures cn(t) occurring in (2.2) with

the time separation T of successive symbols according to

cn(t) = c0 [t − (n − 1)T ] . (2.24)

The signal radiated into the channel becomes, cf. (2.2),

s(t) =

N
∑

n=1

dnc0 [t − (n − 1)T ] . (2.25)

Typically [Pro95], c0(t) in (2.25) is chosen such that ceq(t) =
∫ +∞

−∞
c0(t − τ)c0(τ)dτ is a

Nyquist impulse.

We designate the 3 dB bandwidth [Pro95] of c0(t) by B0. Then, for the total bandwidth

in the case of SC transmission we can assume

Btot = B0. (2.26)
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In analogy to B0 we can introduce the 3 dB duration T0 of c0(t). Then, the total time

required for the transmission of the N data symbols dn of (2.1) by this transmission

scheme can be quantified by

Ttot = (N − 1)T + T0. (2.27)

The design space of the SC systems is outlined by the choices of

• the basic transmit signature c0(t) including B0 and T0,

• the time separation T of successive symbols.

2.4.3 Multi-carrier

In the case of MC systems, see Fig. 2.3b, we again rely on a basic transmit signature c0(t),

but we generate the data symbol specific transmit signatures cn(t) occurring in (2.2) with

the frequency separation F according to

cn(t) = c0(t) exp [j2π(n − 1)Ft] . (2.28)

Each value of n corresponds to a different sub-carrier exp [j2π(n − 1)Ft]. The entire

radiated signal s(t) of (2.2) reads

s(t) =
N
∑

n=1

dnc0(t) exp [j2π(n − 1)Ft] , (2.29)

and it occupies a single temporal slot.

In the case of an MC system, we can define the total bandwidth

Btot = (N − 1)F + B0 (2.30)

and the total transmission duration

Ttot = T0. (2.31)

The design space of MC systems is outlined by the choice of

• the basic transmit signature c0(t) including B0 and T0 and

• the frequency separation F of the sub-carriers.
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2.4.4 Hybrid systems

In the case of HY systems, see Fig. 2.3c, let us assume that the number N of data symbols

dn of (2.1) can be expressed as the product

N = NtNf (2.32)

of the two integers Nt and Nf . Similarly, let us define the two functions nt(n) and nf(n)

as

nt(n) =

⌊

n − 1

Nf

⌋

+ 1 n = 1 . . . N

nf(n) = n − Nf

⌊

n − 1

Nf

⌋

n = 1 . . . N,

(2.33)

where with ⌊·⌋ we indicate the closest lower integer. We note that each n, n = 1 . . .N ,

corresponds to the two values nt(n) and nf(n) of (2.33). The function nt(n) of (2.33) can

assume values from 1 to Nt of (2.32). The function nf(n) of (2.33) can assume values from

1 to Nf of (2.32).

We choose a basic transmit signature c0(t) and with (2.33) we determine the data symbol

specific transmit signatures cn(t) according to

cn(t) = c0(t − (nt(n) − 1)T ) exp [j2π(nf(n) − 1)Ft)] ,

with nt(n) = 1 . . . Nt, nf(n) = 1 . . .Nf .
(2.34)

The frequency separation F in (2.34) is also referred to as sub-carrier spacing, cf. (2.28).

It can be observed that Nt and Nf quantify the extensions of s(t) of (2.2) along the time

and frequency axes, respectively. As a consequence, Nf is also referred to as the number

of sub-carriers and Nt as the number of MC symbols, i.e. the number of the data symbols

carried by the same sub-carrier. From (2.33) and (2.34), the role of nt(n) and nf(n) can

be identified as the time index of the symbols modulating a given sub-carrier, i.e. the

symbol slot index, and as the sub-carrier index, respectively.

The transmit signal s(t) of (2.2) reads now as

s(t) =
N
∑

n=1

dnc0(t − (nt(n) − 1)T ) exp [j2π(nf(n) − 1)Ft] . (2.35)

For HY systems we can define the total bandwidth

Btot = (Nf − 1)F + B0 (2.36)

and the total transmit duration

Ttot = (Nt − 1)T + T0. (2.37)

The design space of HY systems is given by the choices of
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• the integers Nt and Nf ,

• the basic transmit signature c0(t) including B0 and T0,

• the time separation T between any pair of data symbols carried by the same sub-

carrier, and

• the frequency separation F between any pair of sub-carriers.

By assuming Nt = 1 or equivalently Nf = N , there is no time separation, i.e. T = 0,

between consecutive transmit data symbols, and the HY system collapses into an MC

system, cf. Subsection 2.4.3. On the other hand, by assuming Nf = 1 or equivalently

Nt = N , there is no frequency separation, i.e. F = 0, between consecutive transmit data

symbols, and the HY system collapses into an SC system, cf. Subsection 2.4.2.

2.4.5 Generalised hybrid systems

The G-HY systems considered here, cf. Fig. 2.3d, represent an extension of the HY

systems presented in Subsection 2.4.4. We assume (2.32) valid and we choose Nf basic

transmit signatures namely c0,nf(n)(t), with nf(n) of (2.33), with time extension T0,nf(n)

and frequency extension B0,nf(n). We relax the assumption of equal sub-carrier separation

through the definition of the sub-carriers Fnf(n), with nf(n) of (2.33), such that Fnf (n) ≥
Fnf(n)−1. Similarly, we define the time separation Tnf(n), with nf(n) of (2.33). Without

loss of generality, we assume that the data symbols dn of (2.1) modulating the sub-carrier

Fnf(n) are spaced apart of Tnf(n). Therefore, the data symbol specific transmit signatures

cn(t) are given by

cn(t) = c0,nf(n)(t − (nt(n) − 1)Tnf(n)) exp
[

j2πFnf(n)t
]

with nt(n), nf(n) of (2.33)
(2.38)

For the G-HY systems we can define the total bandwidth

Btot = FNf
− F1 + B0, (2.39)

and the total transmission duration as

Ttot = max
nf (n)=1...Nf

n′

f
(n)=1...Nf

{(Nt − 1)Tnf(n) + T0,n′

f
(n)}. (2.40)

The design space is given by the choices of

• the integers Nt and Nf ,
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• the Nf basic signatures c0,nf(n)(t), including their time extension T0,nf(n) and fre-

quency extension B0,nf (n),

• the time separation Tnf(n) of the data symbols carried by the sub-carrier Fnf(n),

• the sub-carrier locations Fnf (n).

The G-HY systems can describe any system and can be easily reduced to the SC, to the

MC or to the HY systems presented in the previous sections.

In particular, the flexibility of the G-HY systems allows the representation of different sys-

tems under the same model. This capability could be exploited to evaluate, for instance,

the interference generating from different systems operating in the same environment, e.g.

the effects due to the co-existence of second generation (2G) cellular systems with third

generation (3G) cellular systems.

2.5 Conventional OFDM framed as hybrid system

2.5.1 General

In this section, conventional OFDM systems [NeP00, RGG01] are put into relation to the

system model introduced in Sections 2.2 to 2.3. We assume that the radio channel is time

invariant with the channel impulse response h(τ) and the maximum excess delay τmax,

and that the time separation T of the successive data symbols fulfils

T ≥ τmax. (2.41)

We define the channel transfer function H(f) as the Fourier transform of the time invariant

radio channel, i.e. H(f) =
∫ +∞

−∞
h(τ)exp[j2πfτ ]dτ .

2.5.2 Transmit signal generation and receive signal processing

Concerning the transmit signal s(t), a conventional OFDM system is a special version of

the HY system introduced in Subsection 2.4.4 characterised by [NeP00]

• the choice

c0(t) =
1√
T

rect

(

t

T

)

=

{

1/
√

T 0 ≤ |t| ≤ T/2,
0 else,

(2.42)

of the basic transmit signature and
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• the choice

F =
1

T − τmax
(2.43)

of the frequency separation in (2.34).

The time separation T for a conventional OFDM system is equal to the duration T of the

basic transmit signature c0(t) of (2.42). T can be considered as the 3 dB duration T0 of

c0(t) of (2.42). Let us term the value of the radio channel transfer function H(f) for sub-

carrier nf(n), cf. (2.33), as Hnf(n). Then, the choice of c0(t) according to (2.42) and the

choice of F according to (2.43) guarantee that the data symbol specific receive signatures

cr,n(t) of (2.3) contain mutually orthogonal sinusoidal sections of duration T − τmax with

constant envelope [NeP00].

Following (2.3), c0(t) of (2.42) leads to the data symbol specific receive signature cr,n(t)

of duration T + τmax. With respect to conventional OFDM we now define with nt(n) and

nf(n) of (2.33) a modified data symbol specific receive signature

c̃r,n(t) = Hnf(n) ·
1√
T

rect

(

t − (nt(n) − 1)T − τmax/2

T − τmax

)

exp [j2π(nf(n) − 1)Ft] , (2.44)

which is considered at the receiver. The interference introduced by the channel is re-

moved, if conventional OFDM receive signal processing is applied.

Concerning the signal processing in the receiver, conventional OFDM differs from the

system model developed in Sections 2.2 to 2.4 and illustrated in Fig. 2.1 and Fig. 2.2.

This difference consists in choosing in the receiver, instead of filters matched to the data

symbol specific receive signatures cr,n(t) of (2.3), filters matched to the modified data

symbol specific receive signatures c̃r,n(t) of (2.44), see Fig. 2.4. This kind of signal pro-

cessing in the receiver has the well known advantage that it can be implemented at low

cost by FFT [NeP00]. However, it has the disadvantage that not the total received energy

is utilised.

2.5.3 Mathematical modelling

With c̃r,n(t) of (2.44) we obtain instead of An,n′ of (2.12), now

Ãn,n′ =

∫ +∞

−∞

cr,n′(t)c̃∗r,n(t)dt. (2.45)

With the choice of c0(t) of (2.42) and of c̃r,n(t) of (2.44), (2.45) can be evaluated in closed

form. By substituting (2.42) and (2.44) in (2.45) and explicitly writing cr,n(t) of (2.3) we
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Fig. 2.4. OFDM receiver front end.

obtain

Ãn,n′ =

∫ +∞

−∞

∫ τmax

0

1√
T

rect

(

t − (nt(n
′) − 1)T − τ

T

)

exp [j2π(nf(n
′) − 1)F (t − τ)] ·

· h(τ)dτ
1√
T

H∗

nf(n)rect

(

t − (nt(n) − 1)T − τmax/2

T − τmax

)

exp [−j2π(nf(n) − 1)Ft] dt.

(2.46)

The first rect(·) function depending on nt(n
′) implies that (2.46) is different from zero if

and only if

τ + (nt(n
′) − 1)T − T/2 ≤ t ≤ τ + (nt(n

′) − 1)T + T/2. (2.47)

Similarly, the second rect(·) function depending on nt(n) implies that (2.46) is different

from zero if and only if

(nt(n) − 1)T + τmax − T/2 ≤ t ≤ (nt(n) − 1)T + T/2. (2.48)

Under consideration of (2.47) and (2.48), it is apparent that Ãn,n′ of (2.46) is different

from zero if and only if nt(n
′) = nt(n). As a consequence no ISI occurs. With some

algebra we can simplify (2.46) as

Ãn,n′ =
1

T
H∗

nf(n)

∫ (nt(n)−1)T+T/2

(nt(n)−1)T+τmax−T/2

exp [j2π(nf(n
′) − nf(n))Ft] dt·

·
∫ τmax

0

h(τ) exp [−j2π(nf(n
′) − 1)Fτ ] dτ.

(2.49)
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By recalling (2.43), the integral over t of (2.49) always extends over a full period of a

sinusoid function. Therefore, it gives a non-zero contribution only if nf(n
′) = nf(n) and

no ICI occurs. The integral over τ of (2.49) returns the value of the radio channel transfer

function H(f) for the sub-carrier nf(n), i.e. Hnf(n). Then, we can further simplify (2.49)

as

Ãn,n′ =

{ ∣

∣Hnf (n)

∣

∣

2
(T − τmax)/T for n′ = n,

0 else
(2.50)

and the system matrix reads, instead of (2.14),

Ã =







Ã1,1 . . . 0
...

. . .
...

0 . . . ÃN,N






. (2.51)

The data estimate at the output of the receive front end of Fig. 2.4 reads

d̂MF = Ã d + ñ. (2.52)

The noise vector ñ has elements determined by, cf. (2.10),

ñn =

∫ +∞

−∞

n(τ)c̃∗r,n(τ)dτ. (2.53)

The noise covariance matrix is determined by, cf. Subsection 2.3.2,

R̃n,n,n′ = N0

∫ +∞

−∞

c̃r,n′(t)c̃∗r,n(t)dt, (2.54)

which is slightly different from (2.45). Nevertheless, with some algebra similar to (2.46)

to (2.50) we derive that

R̃n = N0Ã. (2.55)

With this approach conventional OFDM is framed within the proposed modelling.

In Subsection 2.5.2 we have mentioned that conventional OFDM does not recover all

the energy of the transmitted symbol. The energy loss can be quantitatively expressed as

Ln =

∫ +∞

−∞

∣

∣cr,n(t)
∣

∣

2
dt

∫ +∞

−∞

∣

∣c̃r,n(t)
∣

∣

2
dt

=

∫ +∞

−∞

∣

∣cr,n(t)
∣

∣

2
dt

∣

∣Hnf(n)

∣

∣

2
(T − τmax)/T

≥ 1. (2.56)

The value Ln of (2.56) is treated in Subsection 2.6.6 where we put it in relation to the

quality criteria introduced to evaluate the system performance. In the case τmax equal to

zero, Ln of (2.56) attains its minimum value one.
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2.6 Quality criteria

2.6.1 General

In order to assess the quality of a transmission system, performance criteria are required.

In the next subsections, we derive the rate R and the SNR-degradation δ under the hy-

pothesis of SC, MC, HY and G-HY systems. The rate R and the SNR-degradation δ

represent a trade-off in the system design. By increasing the rate R, the system increases

the resource usage. By increasing the SNR-degradation δ the system performs worse in

terms of quality of service. Ideally, we would like to have a high rate R and a low SNR-

degradation δ. Actually, the two parameters are strictly related to each other in that with

an increase of the rate R the SNR-degradation δ increases. Hence, the goal of the system

design is to find the optimum trade-off between the two quantities.

The parameter δ is derived both for the ZF-BLE and the MMSE-BLE [Kle96]. The

rate R is independent of the receiver.

2.6.2 Rate

With the number N of data symbols, cf. (2.1), the total transmission bandwidth Btot of

(2.26), (2.30), (2.36) and (2.39), respectively, and the total transmission duration Ttot of

(2.27), (2.31), (2.37) and (2.40), respectively, the rate R will be defined as

R =
N

BtotTtot
. (2.57)

R represents the ratio between the number N of transmitted data symbols dn in d of (2.1)

and the total capital invested in the transmission in terms of bandwidth and time.

In the case of an SC system, from (2.26) and (2.27), (2.57) becomes

R(SC) =
N

B0 [(N − 1) T + T0]
. (2.58)

We can make some assumptions to characterize (2.58). If N is large enough, then the

time duration T0 of the basic transmit signature c0(t) can be omitted in the denominator

of (2.58) and (N − 1)T ≈ NT holds so that (2.58) can be re-written as

R(SC) ≈ N

B0NT
=

1

B0T
. (2.59)

If the sampling theorem [Pro95] shall be addressed, which is not an indispensable condition

in the considered transmission systems, B0 ≥ 1/T has to be fulfilled. As a consequence,
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with N large enough to make valid the assumptions used in (2.59), the rate R of (2.57)

of an SC system keeping the sampling theorem would be

R(SC) ≤ 1. (2.60)

As soon as R does not satisfy (2.60), the system performance is expected to degrade

significantly.

In the case of an MC system, cf. Subsection 2.4.3, by substituting (2.30) and (2.31)

in (2.57), the rate R of (2.57) becomes

R(MC) =
N

T0 [(N − 1)F + B0]
. (2.61)

By assuming N large enough, (2.61) can be simplified to

R(MC) ≈ 1

T0F
. (2.62)

The rate R of (2.62) now depends on the frequency separation F . As soon as the fre-

quency separation F becomes smaller than the 3 dB bandwidth B0 of the basic transmit

signature c0(t) we expect a significant performance degradation.

In the case of a HY system as introduced in Subsection 2.4.4, by substituting (2.32),

(2.36) and (2.37) in (2.57), the rate R becomes

R(HY) =
NtNf

[(Nf − 1)F + B0] · [(Nt − 1)T + T0]
. (2.63)

By assuming Nt and Nf large enough, (2.63) can be simplified to

R(HY) ≈ 1

TF
. (2.64)

As before, if the sampling theorem should be addressed, to transmit with a period T , we

would need at least a bandwidth of 1/T . As a consequence, to avoid interference among

adjacent sub-carriers, the frequency separation F should be F ≥ 1/T . It follows that, as

for the SC system, the rate R would be

R(HY) ≤ 1. (2.65)

If (2.65) is not verified we expect a significant increment of the SNR-degradation δ, cf.

Subsection 2.6.3. (2.65) is not a necessary condition, but a value of the rate R at which

we expect a significant change in the SNR-degradation δ trend.

For the G-HY systems the simplification is not straightforward. From (2.39) and (2.40)

the rate R is derived as

R(G−HY) =
N

(FNf
− F1 + B0) max

nf(n)=1...Nf

n′

f
(n)=1...Nf

{(Nt − 1)Tnf(n) + T0,n′

f
(n)}

. (2.66)
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The generalisation introduced in the G-HY system definition does not let us simplify

(2.66), without introducing assumptions that would reduce the G-HY system to a HY,

an SC or an MC system.

2.6.3 SNR-degradation

The SNR-degradation δ [Kle96, Lu02] is defined as the ratio between the SNR γMF at the

MF output under neglection of interference and the SNR at the post processor output. In

an AWGN channel, the MF is the best possible solution with respect to the SNR [Pro95],

therefore the SNR-degradation δ gives a measure of how far the detection algorithm is

from the best solution achievable in absence of interference.

From [Kle96] and [Lu02], if the detection algorithm is a ZF-BLE, then the mean SNR-

degradation δ with A of (2.14) and Rn of (2.20) reads

δZF =
1

N

N
∑

n=1

[

AHR−1
n A

]

n,n

[

(

AHR−1
n A

)

−1
]

n,n
. (2.67)

We notice that in the proposed system modelling, the filter matched to the channel is

included in the matrix elements An,n′, cf. (2.3) and (2.12). This has influence on the

noise covariance matrix Rn of (2.20).

By substituting (2.20) in (2.67) we obtain

δZF =
1

N

N
∑

n=1

[

AH
]

n,n

[

(AH)−1
]

n,n
, (2.68)

which is valid only for the proposed system modelling. In the OFDM case, cf. Section 2.5,

the simplification of (2.68) is also valid but with a slight modification, cf. Subsection 2.6.6.

In the case of MMSE-BLE some work is needed for the derivation of the SNR-degradation

δ. We notice that the MMSE-BLE does not completely eliminate the interference so that

at the output of the post processing unit we have to evaluate the signal to noise plus

interference ratio (SNIR). In what follows, the SNR-degradation δ in the MMSE-BLE

case is assessed as the ratio between an SNR and an SNIR.

From [Wha71] the symbol estimates of the MMSE-BLE are given by

d̂MMSE =
(

AHR−1
n A + R−1

d

)

−1
AHR−1

n d̂MF. (2.69)

(2.69) can be written as [Kle96]

d̂MMSE =
(

I +
(

RdA
HR−1

n A
)

−1
)

−1
(

AHR−1
n A

)

−1
AHR−1

n d̂MF, (2.70)
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in which the term

W0 =
(

I +
(

RdA
HR−1

n A
)

−1
)

−1

(2.71)

is referred to as Wiener estimator [Kle96] and the other term
(

AHR−1
n A

)

−1
AHR−1

n is

recognized as the ZF-BLE in (2.21). In [Kle96], the SINR γMMSE at the output of the

MMSE-BLE is found to be

γMMSE,n =

∣

∣

∣
[W0]n,n

∣

∣

∣

2

E
{

|dn|2
}

[W0Rd]n,n − 2Re
{

[W0Rd]n,n [W0]
∗

n,n

}

+
∣

∣

∣
[W0]n,n

∣

∣

∣

2

E
{

|dn|2
}

. (2.72)

We can substitute Rd = I, cf. (2.22), and with some matrix algebra we obtain from (2.72)

γMMSE,n =
[W0]

∗

n,n

1 − [W0]
∗

n,n

. (2.73)

From (2.71), (2.73) becomes

γMMSE,n =

[

(

I +
(

AHR−1
n A

)

−1
)

−1
]

∗

n,n

1 −
[

(

I +
(

AHR−1
n A

)

−1
)

−1
]

∗

n,n

. (2.74)

We assume now the noise covariance matrix Rn of (2.20). From the definition of the

SNR-degradation δ, from (2.20) from (2.67) it is straightforward to write the mean SNR-

degradation δ of the MMSE-BLE as

δMMSE =
1

N

N
∑

n=1

N−1
0

[

AH
]

n,n

1 −
[

(

I + N0

(

AH
)

−1
)

−1
]

∗

n,n
[

(

I + N0

(

AH
)

−1
)

−1
]

∗

n,n

. (2.75)

To further simplify (2.75), we consider the term 1 −
[

(

I + N0

(

AH
)

−1
)

−1
]

∗

n,n

in (2.75).

It can be written as
[

I −
(

I + N0

(

AH
)

−1
)

−1
]

∗

n,n

,

which becomes, after applying some matrix algebra,

N0

[

(

AH + N0I
)

−1
]

∗

n,n
.

By substituting in (2.75) and after applying some matrix algebra on the denominator, we

obtain the SNR-degradation of the MMSE-BLE

δMMSE =
1

N

N
∑

n=1

[

AH
]

n,n

[

(

AH + N0I
)

−1
]

∗

n,n
[

(

AH + N0I
)

−1
AH
]

∗

n,n

, (2.76)

which is valid only for the proposed system modelling.
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2.6.4 Bounds of the SNR-degradation

δZF of (2.68) and δMMSE of (2.76) can be further analysed to derive their expected be-

haviour. Under the assumptions of an AWGN channel and of basic transmit signatures

c0(t) with energy equal to one, i.e.
∫ +∞

−∞
|c0(t)|2 dt = 1, the diagonal elements of the sys-

tem matrix A in (2.68) and (2.76) are equal to one. In particular, the SNR-degradation

δZF of (2.68) reads

δZF =
1

N

N
∑

n=1

[

(

AH
)

−1
]

n,n
. (2.77)

(2.77) can be written as

δZF =
1

N
tr
{

(

AH
)

−1
}

. (2.78)

With the eigenvalues λn, n = 1 . . .N , of A, the trace of
(

AH
)

−1
becomes

tr
{

(

AH
)

−1
}

=
N
∑

n=1

1

λ∗

n

. (2.79)

Therefore, we can write instead of (2.78)

δZF =
1

N

N
∑

n=1

1

λ∗

n

. (2.80)

If FT = 1 and the basic transmit signature c0(t) satisfies the Nyquist conditions [Pro95],

then A is an identity matrix and the SNR-degradation δZF is equal to 1. If FT < 1, δZF

is expected to increase because of the rising of the overlapping among the data symbol

specific transmit signatures cn(t). In particular, if both F = 0 and T = 0, then the

transmitted data symbols dn of (2.1) have the same time and frequency location. The

elements of the system matrix A of (2.14) are expected to be all equal to one so that
(

AH
)

−1
does not exist. With T → 0 and/or F → 0, the matrix AH tends to be singular

or, equivalently, all the eigenvalues but one tend to zero. Therefore, the SNR-degradation

δZF of (2.80) tends to infinity and we can write

1 ≤ δZF < +∞. (2.81)

(2.81) does not give any information about the way δZF increases with T → 0 and/or

F → 0.

The SNR-degradation δ of the MMSE-BLE of (2.76) depends not only on the system

matrix A of (2.14), but also on the one sided noise power spectral density N0. We first in-

vestigate the influence of N0. We start from (2.74) and assume that the noise convariance

matrix Rn in (2.74) is obtained by colouring a white noise with a linear transformation,

cf. (2.20). This is always the case in the presence of any linear detector and AWGN
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n(t) at the input of the receiver. With this assumption we can write Rn = N0An. From

the definition of the SNR-degradation δ and from (2.67) it is straightforward to write the

mean SNR-degradation δ of the MMSE-BLE as

δMMSE =
1

N

N
∑

n=1

N−1
0

[

AHA−1
n A

]

n,n

1 −
[

(

I + N0

(

AHA−1
n A

)

−1
)

−1
]

∗

n,n
[

(

I + N0

(

AHA−1
n A

)

−1
)

−1
]

∗

n,n

. (2.82)

From (2.82) and following the same reasoning of (2.75) to (2.76), we obtain

δMMSE =
1

N

N
∑

n=1

[

AHA−1
n A

]

n,n

[

(

I + N0

(

AHA−1
n A

)

−1
)

−1
(

AHA−1
n A

)

−1
]

∗

n,n
[

(

I + N0

(

AHA−1
n A

)

−1
)

−1
]

∗

n,n

. (2.83)

Let us now consider the case in which N0 is very large, i.e. N0 −→ +∞. In this case, the

identity matrix in
(

I + N0

(

AHA−1
n A

)

−1
)

−1

can be assumed to have no influence so that

δMMSE −−−−−→
N0−→+∞

1. (2.84)

(2.84) shows that in case of high N0 the MMSE-BLE performs as the MF bound in the

absence of other interference. In other words, if the one sided noise power spectral den-

sity N0 is very high, then the effect of the interference is negligible and the MMSE-BLE

performs as the MF.

Let us now focus on the case in which the one sided noise power spectral density N0

is approximating the zero value. From (2.83), with N0 −→ 0, the matrixes multiplied by

N0 do not give any contribution and (2.83) reads

δMMSE −−−−→
N0−→0

1

N

N
∑

n=1

[

AHA−1
n A

]

n,n

[

(

AHA−1
n A

)

−1
]

n,n
, (2.85)

which is the SNR-degradation δ obtained for the ZF-BLE in (2.68) under the assumption

that Rn = N0An. As expected [KKB96], without any noise in the system the MMSE-BLE

approximates the ZF-BLE.

The SNR-degradation δMMSE of (2.76) depends also on the system matrix A of (2.14), but

it does not require the inversion of system matrix A of (2.14) as the ZF-BLE. If FT = 1

and the Nyquist assumption are verified [Pro95], then A = I and from (2.76) we obtain

δMMSE = 1. We then consider the same assumptions as in the ZF-BLE, i.e. T = 0 and

F = 0, an AWGN noise channel and a basic transmit signature c0(t) with energy equal

to one. From (2.76), with An,n′ = 1 for each n, n′, we obtain

[

AH + N0I
]

n,n′
=

{

1 + N0 for n′ = n,

1 for n′ 6= n.
(2.86)



2.6 Quality criteria 39

Given the particular structure of the matrix in (2.86), with some matrix and algebra

manipulation we can derive the inverse in a closed form, i.e.

[

(

AH + N0I
)

−1
]

n,n′

=















N0 + N − 1

N0(N0 + N)
for n′ = n,

− 1

N0(N0 + N)
for n′ 6= n.

(2.87)

Through (2.87), we can derive the elements of the numerator of (2.76). Also the denom-

inator can be written in a closed form since the matrix A has all elements equal to one.

As a consequence, from (2.76) and (2.87) we obtain

[

(

AH + N0I
)

−1
AH
]

n,n
=

N
∑

n′=1

[

(

AH + N0I
)

−1
]

n,n′

=
1

N0 + N
. (2.88)

With (2.87) and (2.88), (2.76) can be written as

δMMSE
∣

∣

T=0,F=0

=
N0 + N − 1

N0
. (2.89)

Therefore, the bounds of the SNR-degradation δMMSE of (2.76) are given by

1 ≤ δMMSE <
N0 + N − 1

N0

. (2.90)

From (2.90), we infer that for a block transmission the δMMSE does not diverge toward

infinity but is upper bounded by a factor which depends on the one sided noise power

spectral density N0 and on the number N of transmitted data symbols dn. The upper

bound of δMMSE of (2.76) is proportional to N . When evaluating the performance through

simulations we will be able to verify the just derived bounds.

2.6.5 Example of trade-off

As a tendency, a large rate R of (2.57) goes along with a large mean SNR-degradation

δ of (2.67) and (2.82). In practical system layout, an acceptable compromise between R

and δ has to be found.

To show how these two measures are related to each other, let us consider an exam-

ple. Let us assume an MC system with N = 2. The basic transmit signature c0(t) is

chosen as a square root raised cosine (rrcos) with a roll-off factor α and a reference time

Tref [BeC02, Pro95], i.e.

c0(t) =
1√
Tref

sin [π(1 − α)t/Tref ] + 4αt/Tref cos [π(1 + α)t/Tref ]

π
[

1 − (4αt/Tref)
2] t/Tref

. (2.91)



40 Chapter 2: Modelling of linear transmission systems

As a consequence we have two data symbol specific transmit signatures cn(t), cf. (2.28),

which read
c1(t) = c0(t)

c2(t) = c0(t) · exp [j2πFt] .
(2.92)

The 3 dB duration T0 of c0(t) is defined as the time duration during which |c0(t)| ≥
max

t
|c0(t)/2| [BeC02]. Since c0(t) of (2.91) is symmetric, i.e. c0(t) = c0(−t), and it

assumes its maximum absolute value for t = 0, we first determine the positive value t0 for

which

|c0(t0)| =

∣

∣

∣

∣

c0(0)

2

∣

∣

∣

∣

. (2.93)

Then, with t0 of (2.93) the 3 dB duration T0 is

T0 = 2t0. (2.94)

Equivalently, if we indicate with C0(f) the Fourier transform of the basic transmit sig-

nature c0(t), then the 3 dB bandwidth B0 is defined as the set of frequencies in which

|C0(f)| ≥ max
f

|C0(f)/2| [BeC02]. With c0(t) of (2.91), C0(f) is Hermitian symmetric,

i.e. C0(f) = C∗

0(−f) and it assumes its maximum absolute value for f = 0. Therefore,

we first determine the positive value f0 for which

|C0(f0)| =

∣

∣

∣

∣

C0(0)

2

∣

∣

∣

∣

. (2.95)

Then, with f0 of (2.95) the 3 dB bandwidth B0 is

B0 = 2f0. (2.96)

The 3 dB duration T0 of c0(t) of (2.91) cannot be expressed in a closed form. With (2.91),

(2.93) and (2.94) and through numerical approximation, we determine

T0 ≈
4

3
Tref . (2.97)

The 3 dB bandwidth B0 of c0(t) of (2.91) can be determined in a closed form [BeC02,

Pro95]. With (2.91), (2.95) and (2.96) we obtain

B0 =
α + 3

3Tref

. (2.98)

With T0 of (2.97) and B0 of (2.98), we derive from (2.30) and (2.31)

Ttot = T0,

Btot = F + B0.
(2.99)

From (2.97) to (2.99) the value of R of (2.57) can be written

R =
9

6FTref + 2α + 6
. (2.100)
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The system matrix A of (2.14) has two rows and two columns, hence the SNR-degradation

δ of (2.68) can be expressed as

δZF =
1

2

|A1,1|2 + |A2,2|2
A∗

1,1A
∗

2,2 − A∗

1,2A
∗

2,1

. (2.101)

Under the assumption of data symbol specific receive signatures cr,n(t) of (2.3) with nor-

malized energy [Pro95], (2.101) reduces to

δZF =
1

1 − A∗

1,2A
∗

2,1

=
1

1 −
∣

∣A1,2

∣

∣

2 . (2.102)

By recalling (2.12), in (2.102) it is shown that with the increasing of the interference

between the two adjacent sub-carriers, i.e. the increase of the terms outside the main

diagonal of A of (2.14), an increment of δZF can be observed.

We consider now two possibilities:

1. We do not admit degradation: In this case we impose δ = 1, i.e. A∗

1,2 = A∗

2,1 = 0.

With the choice made in (2.92), to avoid any interference we have to choose the

frequency separation F ≥ (1 + α)/Tref to ensure that the data symbol specific

transmit signatures cn(t) of (2.92) do not overlap in frequency [BeC02, Pro95]. By

substituting F ≥ (1 + α)/Tref in (2.100), we obtain

R ≤ 9

12 + 8α
. (2.103)

The rate R decreases as α increases so the best choice under ideal assumptions is in

this case α = 0. We note that, by imposing no SNR-degradation δ, (2.103) yields

an upper bound of the highest possible achievable rate R.

2. We do admit degradation: In this case δ ≥ 1, i.e. A∗

1,2 6= 0, A∗

2,1 6= 0, and we

can admit F ≤ (1 + α)/Tref . This case is specular with respect to the previous one

and (2.103) becomes

R ≥ 9

12 + 8α
, (2.104)

which gives a lower bound. By admitting a SNR-degradation δ > 1, we can increase

the rate R.

2.6.6 Measures for conventional OFDM

The quality criteria proposed in Subsection 2.6.2 and 2.6.3 are used also to evaluate the

performance of conventional OFDM. As described in Section 2.5, conventional OFDM
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systems cannot be directly framed in the proposed system modelling, hence also the qual-

ity measures could vary.

The rate R of (2.57) does not depend on the data symbol specific receive signature cr,n(t),

therefore it assumes the same value both for the proposed modelling and for the con-

ventional OFDM. The SNR-degradation δ of (2.67) depends on the system matrix and

it represents the degradation introduced by the detection algorithm with respect to the

optimum receiver. In Section 2.5 we have mentioned that conventional OFDM is a sub-

optimum solution and the modified system matrix Ã of (2.51) has a slightly different

structure with respect to the system matrix A of (2.14) obtained for the proposed mod-

elling. Also the modified noise covariance matrix R̃n of (2.55) of conventional OFDM

system is different from the noise covariance matrix Rn of (2.20). To measure the SNR-

degradation δ of the conventional OFDM systems due to the deployment of the guard

interval τmax of (2.43), we define an SNR-degradation δ̃ as the ratio between the SNR

γMF obtained by the optimum solution of the proposed modelling, cf. Section 2.4, and

the SNR γ̃MF obtained by the conventional OFDM system. With this characterization we

can define the SNR-degradation δ of conventional OFDM when deploying the MF as

δ̃MF =
γMF

γ̃MF
, (2.105)

the degradation of conventional OFDM when deploying the ZF-BLE as

δ̃ZF =
γMF

γ̃ZF
, (2.106)

and the degradation of OFDM when deploying the MMSE-BLE as

δ̃MMSE =
γMF

γ̃MMSE
. (2.107)

From (2.52) and (2.67), we can write (2.105) as

δ̃MF =
1

N

N
∑

n=1

[

AHR−1
n A

]

n,n
[

Ã
H
R̃

−1

n Ã
]

n,n

. (2.108)

Similarly, we can derive the expressions of the measures of (2.106) and (2.107) as

δ̃ZF =
1

N

N
∑

n=1

[

AHR−1
n A

]

n,n

[

(

Ã
H
R̃

−1

n Ã
)

−1
]

n,n

(2.109)

and as

δ̃MMSE =
1

N

N
∑

n=1

[

AHR−1
n A

]

n,n

1 −
[

(

I +
(

Ã
H
R̃

−1

n Ã
)

−1
)

−1
]

∗

n,n
[

(

I +
(

Ã
H
R̃

−1

n Ã
)

−1
)

−1
]

∗

n,n

, (2.110)
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respectively.

In Subsection 2.5.3 we have seen that the modified system matrix Ã of (2.51) of con-

ventional OFDM systems has a diagonal structure, cf. (2.50), and we have introduced

the energy loss factors Ln in (2.56). Based on these observations we can derive the SNR-

degradation δ̃ as defined in (2.108), (2.109) and (2.110) in a closed form. The expression

of Ã of (2.51) is determined in Subsection 2.5.3. Here, we determine the expression of the

system matrix A of (2.14) for a HY system deploying the basic transmit signature c0(t)

of (2.42). From (2.3), (2.12) and (2.42) we obtain

cr,n(t) =

∫ +∞

−∞

1√
T

rect

(

t − (nt(n) − 1)T − τ

T

)

exp [j2π(nf(n) − 1)F (t− τ)] h(τ)dτ =

=
1√
T

exp [j2π(nf(n) − 1)Ft]

∫ (nt(n)−1)T+T/2+τmax

(nt(n)−1)T−T/2

rect

(

t − (nt(n) − 1)T − τ

T

)

·

· exp [−j2π(nf(n) − 1)Fτ ] h(τ)dτ.
(2.111)

Under the assumption of T ≫ τmax and from the definition of Hnf (n) of Subsection 2.5.3,

then (2.111) can be approximated as

cr,n(t) ≈ Hnf(n)

1√
T

rect

(

t − (nt(n) − 1)T

T + τmax

)

exp [j2π(nf(n) − 1)Ft] . (2.112)

With (2.112) we derive

An,n ≈
∣

∣Hnf (n)

∣

∣

2 T + τmax

T
. (2.113)

By substituting (2.20) and (2.55) in (2.108) we obtain

δ̃MF =
1

N

N
∑

n=1

[

AH
]

n,n
[

Ã
H
]

n,n

, (2.114)

and with (2.50) and (2.113)

δ̃MF =
T + τmax

T − τmax
, (2.115)

which is the closed form of the SNR-degradation δ of (2.68) for conventional OFDM

systems as defined in (2.105). By recalling the energy loss factors Ln of (2.56) it is now

apparent that it has the same value of the SNR-degradation δ of (2.115), i.e.

Ln = δ̃MF, n = 1 . . . N, (2.116)

holds.

The diagonal structure of Ã of (2.51) implies that the degradation is always the same for

the different detection schemes so that

δ̃MF = δ̃ZF = δ̃MMSE. (2.117)
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The SNR-degradation δ̃ of conventional OFDM does not depend on the detection algo-

rithm because the deployment of the guard interval avoids a priori the presence of ISI

and ICI. Additionally, we observe that the measures (2.108) to (2.110) differ from the

usual definition of SNR-degradation δ [Lu02], because they compare two systems with a

different system matrix A. However, they allow taking into account the SNR-degradation

introduced by the deployment of the guard interval and, as a consequence, to consider

conventional OFDM as a reference in the assessment of other HY systems.

To derive (2.113) to (2.117), we used the assumption that the approximation of (2.112)

holds true. This is always the case in conventional OFDM systems [NeP00, RGG01] in

which the system is designed so that T ≫ τmax.

2.7 On the structure of the system matrix A

2.7.1 General

In Subsection 2.6.3, we have seen how the system matrix A of (2.14) influences the SNR-

degradation δ of (2.68) and (2.76). From (2.12), we can derive the inner structure of A and

propose some simplifications. We consider the data symbol specific transmit signatures

cn(t) of (2.2) of the HY systems so that we can easily trace the results for the SC and MC

case, cf. Subsection 2.4.4. Moreover, we assume the presence of an AWGN channel, cf.

Subsection 2.2.3. In this way, the data symbol specific receive signatures cr,n(t) of (2.3)

are equal to the data symbol specific transmit signatures cn(t) of (2.2). The presence of

the channel will be considered in Subsection 2.7.3.

2.7.2 Existing symmetries

From (2.12) and (2.33) to (2.34) and under the assumption that cr,n(t) = cn(t), we derive

An,n′ =

∫ +∞

−∞

c0 [t′ − (nt(n
′) − 1)T ] exp [j2π(nf(n

′) − 1)Ft′] ·

· c0 [t′ − (nt(n) − 1)T ] exp [−j2π(nf(n) − 1)Ft′] dt′.

(2.118)

We write the exponential factors as one single factor and substitute the variable t =

t′ − (nt(n
′) − 1)T to obtain

An,n′ =

∫ +∞

−∞

c0(t)c0 [t − (nt(n) − nt(n
′))T ] ·

· exp [−j2π(nf(n) − nf(n
′))F (t + (nt(n

′) − 1)T )] dt.

(2.119)
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We define the relative time distance between the data symbol specific transmit signatures

cn(t) and cn′(t) as

∆t(n, n′) = nt(n) − nt(n
′) (2.120)

and equivalently the relative frequency distance as

∆f(n, n′) = nf(n) − nf(n
′). (2.121)

By substituting (2.120) and (2.121) in (2.119) we obtain

An,n′ =exp [−j2π∆f(n, n′)FT (nt(n
′) − 1)] ·

·
∫ +∞

−∞

c0(t)c0 [t − ∆t(n, n′)T ] exp [−j2π∆f(n, n′)Ft] dt.
(2.122)

We notice that each element An,n′ of the system matrix A of (2.14) consists of a phase

factor exp [−j2π∆f(n, n′)FT (nt(n
′) − 1)] multiplied by an integral, cf. (2.122). For a

given T , F and c0(t), the phase factor depends on the relative frequency separation

∆f(n, n′) of (2.121) and on the time index nt(n
′) of (2.33). The integral depends only on

the relative time separation ∆t(n, n′) and frequency separation ∆f(n, n′), cf. (2.120) and

(2.121). Therefore, we can define a highly symmetric and block structured matrix Â with

elements

Ân,n′ =

∫ +∞

−∞

c0(t)c0 [t − ∆t(n, n′)T ] exp [−j2π∆f(n, n′)Ft] dt, (2.123)

which depend only on ∆t(n, n′) and ∆f(n, n′). From (2.33), (2.120) and (2.121), we can

derive the values assumed by ∆t(n, n′) and ∆f(n, n′) for each n, n′. Hence, the N × N

matrix of the relative time separation ∆t with elements ∆t(n, n′) reads

∆t =







































0 . . . 0 −1 . . . −1 −Nt + 1 . . . −Nt + 1
...

. . .
...

...
. . .

... . . .
...

. . .
...

0 . . . 0 −1 . . . −1 −Nt + 1 . . . −Nt + 1
1 . . . 1 0 . . . 0
...

. . .
...

...
. . .

... . . .
...

1 . . . 1 0 . . . 0
...

. . .
...

Nt − 1 . . . Nt − 1 0 . . . 0
...

. . .
... . . . . . .

...
. . .

...
Nt − 1 . . . Nt − 1 0 . . . 0







































(2.124)

We have organized the matrix ∆t in Nt × Nt sub-matrices with dimension Nf × Nf . In

this way its block Toeplitz structure becomes evident. Each sub-matrix has all elements

assuming the same value.
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Similarly, we can write the N × N matrix of the relative frequency separation ∆f which

reads

∆f =

































0 −1 . . . −Nf + 1 0 −1 . . . −Nf + 1
1 0 . . . −Nf + 2 1 0 . . . −Nf + 2
...

. . .
...

...
...

. . .
...

... · · ·
Nf − 1 Nf − 2 . . . 0 Nf − 1 Nf − 2 . . . 0

...
. . . · · ·

0 −1 . . . −Nf + 1 0 −1 . . . −Nf + 1
1 0 . . . −Nf + 2 1 0 . . . −Nf + 2
...

. . .
...

...
...

. . .
...

... · · ·
Nf − 1 Nf − 2 . . . 0 Nf − 1 Nf − 2 . . . 0

































(2.125)

The matrix ∆f also consists of Nt ×Nt sub-matrices with dimension Nf ×Nf . In this case

the sub-matrices are Toeplitz, i.e. their elements are a function of the difference between

the row index and the column index, and equal.

From (2.123), (2.124) and (2.125) we can infer the inner structure of the matrix Â

of (2.123). We consider the matrix Â of (2.123) organized in sub-matrices Â
(nt,n′

t
)

sub ,

nt = 1 . . .Nt, n′

t = 1 . . . Nt of dimension Nf × Nf . Each element of a sub-matrix experi-

ences the same relative time separation ∆t(n, n′). Then, the matrix Â can be re-written

as

Â =













Â
(1,1)

sub Â
(1,2)

sub . . . Â
(1,Nt)

sub

Â
(2,1)

sub Â
(2,2)

sub . . . Â
(2,Nt−1)

sub
...

...
. . .

...

Â
(Nt,1)

sub . . . Â
(Nt,Nt−1)

sub Â
(Nt,Nt)

sub













. (2.126)

Let us now focus on a single sub-matrix Â
(nt,n′

t
)

sub with elements Â
(nt,n′

t
)

sub (nf , n
′

f), nf = 1 . . . Nf ,

n′

f = 1 . . . Nf , in which all elements experience the same relative time shift. For a given

∆t(n, n′) we define

ĉ0,∆t
(t) = c0(t)c0(t − ∆t(n, n′)T ) (2.127)

and its Fourier transform

Ĉ0,∆t
(f) =

∫ +∞

−∞

ĉ0,∆t
(t)exp [−j2πft] dt. (2.128)

We then notice that the integral of (2.123) can be read as the Fourier transform Ĉ0,∆t
(f)

of (2.128) evaluated at the frequencies f = ∆f(n, n′)F . Moreover, if the basic transmit

signature c0(t) is real, ĉ0,∆t
(t) is real too and its Fourier transform becomes Hermitian

symmetric, i.e. Ĉ0,∆t
(f) = Ĉ

∗

0,∆t
(−f) [Car96]. As a consequence, each sub-matrix Â

(nt,n′

t
)

sub

is not only Toeplitz, but also Hermitian, i.e. Â
(nt,n′

t
)

sub = Â
(n′

t
,nt) H

sub , and its elements are
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determined by, cf. (2.128),

Â
(nt,n′

t
)

sub (nf , n
′

f) = Ĉ0,∆t
(f)∣
∣

f=(nf−n′

f
)F

. (2.129)

(2.129) is particularly useful for calculation purposes since all the elements of a sub-matrix

Â
(nt,n′

t
)

sub are obtained through the sampling of a Fourier transform.

We have determined the structure of each sub-matrix Â
(nt,n′

t
)

sub . The difference among

the sub-matrices is only given by the different relative time separation. As a consequence,

the matrix Â is block Toeplitz. Another characteristic of the matrix Â can be derived

from (2.123) under the common assumption that c0(t) = c0(−t). From (2.127) we notice

that the inversion of the time axis in ĉ0,∆t
(t) is equivalent to considering a relative time

separation ∆t with opposite sign. In the Fourier transform domain, the inversion of the

time axis is equivalent to the inversion of the frequency axis in the frequency domain.

Moreover, the Fourier transform is Hermitian symmetric, and considering the inversion

of the frequency axis is equivalent to take the complex conjugate. By recalling that the

elements of the sub-matrices are given by the samples of the Fourier transform, cf. (2.128)

and (2.129), we infer that the sub-matrices with relative time distances with opposite sign

are one the complex conjugate of the other, i.e. Â
(nt,n′

t
)

sub = Â
(nt,n′

t
) ∗

sub . Therefore, the matrix

Â is not only block Toeplitz, but the blocks in opposite position with respect to the main

block diagonal are the complex conjugate of each other. We can define this matrix as

block Toeplitz and block-conjugate.

Taking into account the overall symmetries of the matrix Â, many sub-matrices Â
(nt,n′

t
)

sub of

Â of (2.126) are equal or related to each other. There are only Nt different sub-matrices

that we indicate with Â
(n′

t
)

sub . The overall structure reads as

Â =













Â
(1)

sub Â
(2)

sub . . . Â
(Nt)

sub

Â
(2) ∗

sub Â
(1)

sub
. . . Â

(Nt−1)

sub
...

...
. . .

...

Â
(Nt) ∗

sub Â
(Nt−1) ∗

sub . . . Â
(1)

sub













, (2.130)

with each sub-matrix Â
(n′

t
)

sub being Toeplitz and Hermitian. From (2.129) and (2.130)

and by adding the phase factor of (2.122) we determine the system matrix A avoiding

redundant calculation, thus reducing the computational complexity required by the post-

processing stage.

From Subsection 2.4.4, the relation between SC, MC and HY systems lets us derive

the structure of the system matrix A for the SC and MC systems starting from the more

general structure obtained for a HY system. In particular, for both SC and MC systems

the phase factor in (2.122) is equal to one. In the SC systems this is true because the
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term ∆f(n, n′) is always zero, in the MC systems because the term nt(n
′) is always equal

to one. Therefore, we can focus on (2.123) and consider one system at the time.

In SC systems there is no frequency separation. Under the assumptions of a real and

symmetric basic transmit signature c0(t), the integral in (2.123) has no exponential factor

and it always returns a real value. The matrix structure can be derived by setting Nf = 1

and repeating the reasoning made from (2.123) to (2.130). The result is a system matrix

A as in (2.130), where the sub-matrices Â
(n′

t
)

sub have only a single real element, i.e. they

are numbers, not matrices. The overall system matrix Â in the SC case is therefore real

and symmetric.

In MC systems there is no time separation. Therefore, the system matrix A has the

same structure as a single sub-matrix Â
(n′

t
)

sub . It is no longer real because the integral of

(2.123) can extend over a not integer number of sinusoidal sections. Its elements are

given by the samples of the Fourier transform as in (2.129). The system matrix A of MC

systems is complex and Hermitian.

2.7.3 Channel impact on the system matrix A

By considering the presence of the channel, cf. Subsection 2.2.3, the data symbol receive

signatures cr,n(t) of (2.3) are not equal to the data symbol specific transmit signature

cn(t) and (2.118) does not hold true. We can proceed by considering the SC, MC and HY

systems separately.

By considering SC systems, cf. Subsection 2.4.2 and (2.24), and by recalling the proper-

ties of the convolution as well as (2.3), we infer that the presence of the channel does not

preclude the derivation of the structure of the system matrix A of (2.14). As a matter of

fact, if we define the basic receive signature cr,0(t), cf. (2.3) and (2.24), as

cr,0(t) =

∫ +∞

−∞

c0(t − τ)h(τ, t)dτ, (2.131)

then, due to the linearity of the convolution operation, we can derive that for the SC

systems the data symbol specific receive signatures cr,n(t) read

cr,n(t) = cr,0[t − (n − 1)T ]. (2.132)

Therefore, the reasoning of the previous subsection is still valid; it is only required to

consider the data symbol specific receive signature cr,n(t) of (2.132) instead of the data

symbol specific transmit signature cn(t). In particular, the overall system matrix A of

(2.14) in the SC case and in the presence of the channel is a complex Hermitian matrix.
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In MC and HY systems the presence of the channel can be modelled as in conventional

OFDM systems, cf. Section 2.5. We shall assume that the number of sub-carriers in MC

and HY systems is large enough so that each sub-carrier experiences a flat fading channel.

Under this assumption, we can model the channel experienced by each sub-carrier as in

Subsection 2.5.2, and the data symbol specific receive signature cr,n(t) reads

cr,n(t) = Hncn(t), (2.133)

for the MC systems, and

cr,n(t) = Hnf(n)cn(t), (2.134)

for the HY systems. The channel selected by the data symbol specific transmit signature

cn(t) is described by a constant complex factor; therefore, the elements of the system

matrix A read, cf. (2.118),

An,n′ = H∗

nf (n)Hnf(n′)

∫ +∞

−∞

c0 [t′ − (nt(n
′) − 1)T ] exp [j2π(nf(n

′) − 1)Ft′] ·

· c0 [t′ − (nt(n) − 1)T ] exp [−j2π(nf(n) − 1)Ft′] dt′.

(2.135)

By comparing (2.135) and (2.118) it is apparent that the derivation of Subsection 2.8.2

can be extended to the case of including the channel. Moreover, the properties of the

system matrix A of (2.14) for MC systems remain the same, i.e. it is complex and Her-

mitian. In HY systems, the properties of the sub-matrix Â
(n′

t
)

sub remain unchanged as well.

The channel can be included in the derivation of the structure of the system matrix

A of MC and HY systems only if (2.133) and (2.134) hold true, respectively. Therefore,

(2.135) represents an approximation and it is valid only if the time duration T0 of the

data symbol specific transmit signatures cn(t) is much larger than the maximum excess

delay τmax of the channel, cf. Subsection 2.6.6.

2.8 Special setting of the model

2.8.1 General

The modelling proposed in Section 2.2 and 2.3 is valid for many different system configu-

rations at the cost of slight modifications. Until now, the model has been developed for a

point to point scenario, in which the data vector d of (2.1) and the received data vector

dMF of (2.7) belong to a single user. The model can be extended to consider a point to

multi-point scenario and a multi-point to point scenario. In both cases, we assume the

presence of K users in the system, each transmitting the same number NK of complex

data symbols d(k)
n , n = 1 . . . NK , k = 1 . . .K. We then define the user data vectors, cf.

(2.1), as

d(k) =
(

d
(k)
1 . . . d

(k)
NK

)T

. (2.136)
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The concatenation of the K user data vectors of (2.136) gives the multi-user data vector

d(MU) =
(

d(1)T . . . d(K)T
)T

. (2.137)

In the Subsections 2.8.2 to 2.8.3, we describe the point to multi-point and the multi-point

to point scenario, respectively, framing them within the modelling proposed in Section

2.2 to 2.3.

2.8.2 Point to multi-point

Fig. 2.5 represents the point to multi-point scenario. A single transmitter broadcasts a

Trasmitter

Receiver
K# 

Receiver
#1

Fig. 2.5. Point to multi-point scenario.

signal s(t) made up by the data addressed to all K users. Each user k, k = 1 . . .K usually

receives also the data belonging to other users. From the receiver point of view, the sig-

nals addressed to all the users are affected by the same channel. This scenario describes

the typical down-link (DL) transmission of a cellular system in which the base station is

the transmitter and the mobile terminals are the K receivers.

To take into account this scenario, we assume that each user complex data symbol d(k)
n of

(2.136) of user k, k = 1 . . .K is associated to a data symbol specific transmit signature

c
(k)
n (t) of user k. Then, we define the transmitted signal conveying the user complex data

symbols d(k)
n of (2.136) of user k, k = 1 . . .K as, cf. (2.2) and (2.136),

s(k)(t) =

NK
∑

n=1

d(k)
n c(k)

n (t). (2.138)

Then, we define the data symbol specific receive signature of user k as

c(k)
r,n(t) =

∫ +∞

−∞

c(k)
n (t − τ)h(τ, t)dτ, (2.139)
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and the useful signal of user k at the input of the Rx as in (2.4)

e(k)(t) =

∫ +∞

−∞

s(k)(t − τ)h(τ, t)dτ =

NK
∑

n=1

d(k)
n c(k)

r,n(t). (2.140)

The useful signals of the K users are superimposed at the receiver antenna and corrupted

by AWGN, cf. Subsection 2.2.4, so that the signal to be processed by the receiver reads

as, cf. (2.5),

r(t) =
K
∑

k=1

e(k)(t) + n(t) =
K
∑

k=1

NK
∑

n=1

d(k)
n c(k)

r,n(t) + n(t). (2.141)

The receive signal r(t) is then filtered by the bank of filters matched to the data symbol

specific receive signatures of user k, c
(k)
r,n(t). As in (2.10) the noise is coloured by the

receive MFs, but it is user dependant and reads as

n
(k)
MF,n =

∫ +∞

−∞

n(τ)c(k) ∗
r,n (τ)dτ. (2.142)

(2.142) can be arranged in the noise vector of user k

n
(k)
MF =

(

n
(k)
MF,1 . . . n

(k)
MF,NK

)T

, (2.143)

which, by considering all the users, gives the multi-user noise vector

n
(MU)
MF =

(

n
(1)
MF

T
. . . n

(K)
MF

T
)T

. (2.144)

We can write the contribution of the transmitted symbol d
(k′)
n′ , n′ = 1 . . . NK , of user k′,

k′ = 1 . . .K on the received symbol d̂
(k)

MF,n of user k as, cf. (2.9),

d
(k′)
n′

∫ +∞

−∞

c
(k′)
r,n′(τ)c(k)∗

r,n (τ)dτ,

to derive the MF estimate d̂
(k)

MF,n of user k as

d̂
(k)

MF,n =
K
∑

k′=1

NK
∑

n′=1

d
(k′)
n′

∫ +∞

−∞

c
(k′)
r,n′(τ)c(k)∗

r,n (τ)dτ + n
(k)
MF,n. (2.145)

The MF estimate of user k can be arranged in a vector, cf. (2.7),

d̂
(k)

MF =
(

d̂
(k)

MF,1 . . . d
(k)
MF,NK

)T

, (2.146)

which can be used to write the multi-user MF estimate as

d̂
(MU)

MF =

(

d̂
(1)

MF

T

. . . d̂
(K)

MF

T
)T

. (2.147)
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We can now introduce the correlation coefficients similar to (2.12), but user dependent

A
(k,k′)
n,n′ =

∫ +∞

−∞

c
(k′)
r,n′(t)c

(k)∗

r,n (t)dt, (2.148)

to form the NK × NK matrix from user k′ to user k

A(k,k′) =







A
(k,k′)
1,1 . . . A

(k,k′)
1,N

...
. . .

...

A
(k,k′)
N,1 . . . A

(k,k′)
N,N






. (2.149)

A(k,k′) of (2.149) expresses the linear transformation between the symbol data vector d(k′)

of user k′, k′ = 1 . . .K and the matched filter estimate vector d̂
(k)

MF of user k, k = 1 . . .K.

To consider the effect of the interference generated by the presence of many users, we

introduce the matrix A(k) of user k, as the concatenation of the matrixes defined in

(2.149) with k′ = 1 . . .K. The resulting matrix of user k reads as

A(k) =
(

A(k,1) . . . A(k,K)
)

. (2.150)

From (2.150), (2.146) and (2.137) we can write the raw data estimate of (2.146) as

d̂
(k)

MF = A(k) d(MU) + n
(k)
MF. (2.151)

(2.151) represents the linear transformation between the multi-user data vector d(MU) and

the raw data vector d̂
(k)

MF of user k. We can consider the system as a whole by introducing

the multi-user matrix A(MU) as

A(MU) =
(

A(1) . . . A(K)
)T

(2.152)

and by writing the multi-user raw data estimate of (2.145) as

d̂
(MU)

MF = A(MU) d(MU) + n
(MU)
MF . (2.153)

By framing a multi-user scenario in the developed system model, we show its generality.

In particular, (2.153) has the same structure as (2.15) which implies that the measures

proposed to evaluate the system performance are valid also in the multi-user scenario.

The main difference is given by the nature of the distortion in the receive data symbols

and by the inner structure of the system matrix. As a matter of fact, the system matrix

A(MU) in the multi-user case can be read in a block-wise fashion to recognize the multi-

user interference (MUI), the ISI or the ICI.

Another important aspect regards the considered multiple access method. In the pro-

posed modelling, each user has its own set of data symbol specific transmit signatures

c
(k)
n (t). Hence, the model consists in a signature division multiple access (SIDMA). De-

pending on the characteristics of the signatures c
(k)
n (t) assigned to each user, different

multiple access schemes can be taken into account such as time division multiple ac-

cess (TDMA), frequency division multiple access (FDMA), code division multiple access

(CDMA) [Kle96] or any combination of these three.
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2.8.3 Multi-point to point

From Subsection 2.8.2, it is now straightforward to extend the proposed modelling to a

multi-point to point scenario. As shown in Fig. 2.6, in this scenario K transmitters aim

to communicate with the same receiver. The scenario describes the typical up-link (UL)

Trasmitter
K# 

#1

Receiver

Trasmitter

Fig. 2.6. Multi-point to point scenario.

of a cellular system , in which K mobile terminals, i.e. the K transmitters, communicate

with a single base station, i.e. the single receiver of Fig. 2.6.

As compared with the point to multi-point scenario of Subsection 2.8.2, now the single re-

ceiver sees the signal transmitted by the single users s(k)(t) corrupted by the channel that

goes from each user to the receiver. This difference affects the derivation of Subsection

2.8.2 only within (2.140) which now reads as

e(k)(t) =

∫ +∞

−∞

s(k)(t − τ)h(k)(τ, t)dτ =

NK
∑

n=1

d(k)
n c(k)

r,n(t). (2.154)

The symbol specific receive signature of user k, c
(k)
r,n(t) depends also on the particular

channel experienced by the user k. The rest of the derivation follows Subsection 2.8.2,

(2.141) to (2.153).
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3 Considered system implementations

3.1 General

In this chapter, we propose the scope of parameters to be chosen when investigating

the dependency between the rate R of (2.57) and the SNR-degradation δ of (2.68) and

(2.76), respectively. To this end, in Section 3.2 we introduce our vision of 4G system

requirements and frame the work of the thesis as a contribution to the development of

future mobile radio systems. We recognize conventional OFDM [RGG01], cf. Chapter 1,

as the leading candidate for the radio interface of 4G systems and, from the expected

channel characteristics, we define the values of the time separation T and the frequency

separation F in conventional OFDM systems. We propose a reasonable frame structure

and show the relationship between the transmission model of Chapter 2 and a more

detailed scheme of a point-to-point transmission system. We determine the values of

the SNR-degradation δ of (2.67) and of the rate R of (2.57) in conventional OFDM

systems and introduce the relationship between the reference time separation Tref and

the reference frequency separation Fref . The role of Tref and Fref is strictly related to the

goal of the thesis presented in Section 1.2. As a matter of fact, the main focus of the

thesis can be interpreted as the investigation of the effects of choosing T < Tref and/or

F < Fref on the rate R of (2.57) and on the SNR-degradation δ of (2.68) and (2.76). In

Section 3.3, the parameters involved in the system design are organized in two classes.

The fixed parameters include the basic transmit signature c0(t) and the relative time-

frequency location of consecutive data symbol specific transmit signatures cn(t) of (2.28).

The variable parameters include the time separation T and the frequency separation F .

Then, we present the set of basic transmit signatures c0(t) considered within this thesis.

Among them, we include a c0(t) with a Gaussian shape so that we can derive the elements

of the system matrix A of (2.14) in a closed form. Finally, in Section 3.4, we derive an

approximation of the Shannon channel capacity formula [Sha48] to explicitly show its

dependency on the rate R of (2.57) and the SNR-degradation δ of (2.68) and (2.76).

Based in the modified channel capacity we will determine the potential of the proposed

method of increasing the rate R of (2.57) at the cost of an increment in SNR-degradation

δ.

3.2 Reference system

3.2.1 General

The path to 4G systems, cf. Chapter 1, started around the years 2000/2001 [FaK01,

RGG01], when 3G systems were not even at the commercial stage. In 2004, the first 3G
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terminals can be found in the European market, but with a significant delay with respect

to the expected roll-out time [FaK01]. Nevertheless, telecommunication manufacturers

are investing on research towards 4G since the user service requirements will soon in-

crease beyond the capability of 3G systems.

The potential user of a 4G system is expected to ask for an ubiquitous and transpar-

ent system, which ensures a global roaming with a coverage at least as complete as that

offered by 3G systems with some additional services. The 4G user would require mobility

up to 500 km/h and a location service achieved, for instance, through the current global

positioning system (GPS) or the European Galileo system [HGI02]. The services offered

by next generation systems shall be more sophisticated than the ones advertised for 3G

systems. Security and quality of service (QoS) configurability shall be guaranteed. For

instance, if the user wanted to watch a movie, he would be able to choose among different

quality formats with different prices and characteristics. With the increasing of the offered

services, the user terminals are expected to include not only cellular/video phones but

also laptops and PDAs. Hence, many user terminals are expected to be proposed in the

market with different functionalities, prices, sizes and performance. For all of them, the

battery consumption will be a key parameter so that the designer should carefully take

into account the power required by the different terminal components. From a more en-

gineering perspective, 4G systems shall basically support a higher data rate with flexible

and controllable QoS parameters such as the overall delay or the peak data rate. Depend-

ing on the actual service, the system shall be able to fulfil the necessary constraints. For

instance, a voice data stream might require a low data rate of 16 kbit/s but with a delay

less than 100 ms, while a very high quality multimedia service might require up to 100

Mbit/s with a much less stringent delay requirement. The flexibility shall also concern

the system design, taking into account the importance of backward compatibility and co-

existence with 3G systems already present in the territory. The backward compatibility

is an issue coming also from a more economical requirement of the telecommunication

providers. As compared to 3G systems, 4G systems give more importance to the costs

of the infrastructure and of the mobile terminals, looking for cheap and reliable commu-

nications. The system developers shall also take into account the issues related to the

coexistence of many operators and of different communication systems which should be

all included in the modelling/vision/concept of 4G systems. Among the included systems,

we shall consider almost all the technology available at the present day.

In this thesis, we are focused on the physical layer design and on the implications of

our vision of 4G systems on this are many. The most significant is the dimension of the

bandwidth which is expected to be around 100 MHz to support peak data rate as high

as 1 Gbit/s in downlink applications, e.g. for movies download. The goal of the physical

layer design is to develop a radio interface capable of supporting such high data rate un-

der the constraints of low cost and low complexity devices. Actually, the complexity can

be assumed higher than that required by 3G devices because we expect an improvement
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in terms of chip performance. Nevertheless, the complexity is bounded especially by the

power constraints needed to ensure a longer battery life. In the UL communications, from

the single user to the network, a lower data rate can be assumed. Therefore, the impli-

cations of asymmetric DL and UL capacity requirements should be taken into account in

the choice of the duplex scheme [Pro95], i.e. time division duplex (TDD) and frequency

division duplex (FDD). Realistically, pure FDD is not very attractive, because it requires

higher costs and power consumption due to the presence of two separated analog radio

frequency interfaces. TDD or probably a combination of TDD with FDD is more likely

to be chosen. The asymmetric data rate requirements would justify the TDD component

to avoid the use of a sophisticated radio interface to transmit low data rate streams.

The most promising candidate, cf. Chapter 1, for DL transmission in 4G systems is

OFDM deployed over an available bandwidth of 100 MHz. For UL applications, OFDM

is again the leading candidate but limited to hot spot scenarios where mobility is very

low and a very high data rate is required. For UL applications with wide area coverage,

the discussion is still open. Based on the different capacity requirements, a bandwidth of

20 MHz or 40 MHz is expected for the UL, which is lower than the 100 MHz required for

the DL. Nevertheless, also in this scenario OFDM is a possible modulation scheme.

Our work contributes to the proposal of a candidate for 4G radio interface in an UL

scenario. We choose a conventional OFDM system designed for the UL as a reference

system. Then, we consider SC, MC and HY systems as alternative solutions and investi-

gate their potential. Among the possible terms of comparison, we define a very particular

one. We exploit the flexibility of the system modelling introduced in Chapter 2 to study

the trade-off between the increment of resource usage and the corresponding performance

degradation in SC, MC and HY systems.

3.2.2 Parameters for 4th generation mobile radio systems

[RGG01] proposes a physical layer system design for OFDM as a candidate for 4G sys-

tems. This proposal fits well to our vision of the UL scenario of 4G systems. Therefore,

we report here the setting given in [RGG01], although considering some slight modifi-

cations. The prominent parameter in the design of an OFDM system is the number Nf

of sub-carriers, cf. Subsection 2.4.4. With the increasing of Nf , the energy loss factors

Ln of (2.56) decreases, but the system becomes more and more sensitive to synchroniza-

tion errors, especially to those due to carrier frequency misalignments or to phase noise

[NeP00, RGG01]. Moreover, the PAPR, cf. Subsection 1.1.2, and the time separation

T increase with Nf . If T is too long, then the channel may vary within T causing a

significant loss in performance [NeP00]. A lower number Nf of sub-carriers, on the other

hand, may contribute to gain in robustness with respect to frequency misalignments and

to reduce the loss due to the insertion of the pilot symbols required for channel estimation
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[Pro95]. However, a lower Nf generates higher energy loss factors Ln, cf. (2.116), and

it implies a reduction of the time separation T . If T is too short, the channel selected

by each sub-carrier might be frequency selective, thus invalidating the simple receiver

scheme typical of conventional OFDM. Other constraints more related to implementation

issues exist, e.g. regarding the computational complexity, the hardware requirements, the

practical size of the OFDM symbol as related to the higher layer packet dimension. There

are many trade-offs, and the number Nf should be carefully chosen taking into account

especially the nature of the radio channel, cf. Subsection 3.3.6.

The parameters of the considered channel of conventional OFDM systems are summa-

rized in Table 3.1 [RGG01]. The bandwidth B of 20 MHz is defined around the carrier

Table 3.1. 4G radio uplink channel parameters.

Parameters Value
Bandwidth B = 20 MHz
Carrier frequency fc = 5 GHz
Maximum excess delay τmax = 2.5µs
Power delay profile exponential

frequency fc of 5 GHz. A maximum excess delay τmax of 2.5 µs is assumed with an expo-

nentially decreasing power delay profile [Kan04, Rap99, RGG01]. Based on the channel

parameters of Table 3.1, we propose a conventional OFDM system with Nf = 512 and,

consequently, with a fixed sub-carrier spacing

F =
B

Nf
≈ 39 kHz. (3.1)

We note that the sub-carrier spacing has the same role as the frequency separation F as

defined for HY systems in Subsection 2.4.3. From (2.43) the time separation T among

consecutive symbols which includes the guard interval reads

T =
1

F
+ τmax = 28.1 µs. (3.2)

The transmitted data vector d of (2.1) contains in general not only information data

symbols, but also known data such as pilot symbols and null values. The latter are

transmitted on the virtual sub-carriers [NeP00] at the spectrum border. Therefore, the

data vector d can be referred to as frame. We propose a possible frame structure as

the concatenation of Nt = 24 OFDM symbols so that the vector d consists of NtNf

data symbols, see Fig. 3.1. At the beginning of each frame we additionally consider a

pilot sequence for the purpose of time and frequency synchronization as well as channel

estimation [Kan04]. The choice of Nt = 24 OFDM symbols is due to the scalability of
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sub−carriers

Pilot

5121 2

OFDM 

symbol 1

OFDM 

symbol 24

Fig. 3.1. OFDM frame structure.

the number 24 which, having different divisors, allows a higher flexibility in the resource

allocation. The resulting frame is depicted in Fig. 3.1. It has a duration of

Tfr = 6.74 ms + Tpilot, (3.3)

where Tpilot is the duration of the pilot sequence needed for synchronization.

Under consideration of the frame structure, a block diagram of the end-to-end commu-

nication chain is depicted in Fig. 3.2. A data source generates a sequence of data bit

de−mapper

encoder bit

mapper

frame

builder
transmitter

channel 

receiverframe 

splitter
decoder

channel

estimation

data

source

pilots

guards

data

sink

Physical transmission model

bit

d

d̂

Fig. 3.2. Block structure of a point to point transmission system.

which is then encoded through a forward error correcting (FEC) encoder [Bos99, Pro95]

to improve the overall system performance. Within the encoder block we also include an

interleaver which scrambles the bits and whose dimension and performance are related to

the specific type of the encoder and of the channel [Bos99]. The output of the encoder

is a bit sequence which is mapped to a complex symbol data sequence, e.g. through an

Md-QAM bit-mapper [BeC02, Pro95]. The complex data sequence enters a frame builder

which inserts the proper pilot sequences as well as the guard intervals to obtain the de-

sired frame structure, see Fig. 3.1. The output of the frame builder is the transmitted
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data symbol vector d of (2.1). As shown in Fig. 3.2, the cascade of transmitter, chan-

nel and receiver matches the equivalent low-pass physical transmission model of Fig. 2.1.

We have additionally included a channel estimation block that, based on the knowledge

of the pilot sequence, estimates the channel impulse response or its frequency response

[BPH99, Kan04, PSW99]. In the proposed modelling, cf. Chapter 2, we assume a perfect

channel knowledge available at the receiver for data detection purposes. Therefore, we

have omitted any consideration regarding channel estimation. The channel information

is usually exploited also by the decoder and by the inverse bit-mapper in case a soft

information is required, see Fig. 3.2, [Bos99].

3.2.3 OFDM over an AWGN channel

Since OFDM is the leading candidate for a 4G radio interface, cf. Subsections 1.1.1 to

1.1.2 and Subsections 3.2.1 to 3.2.2, we choose as a reference the OFDM system designed

in Subsection 3.2.2 and we assume that it operates over an AWGN channel. In this case,

the insertion of a guard interval is not necessary [NeP00] and the energy loss factors Ln

of (2.56) are one since τmax = 0. Therefore, we obtain an ideal reference HY system with

a frequency separation Fref and a time separation Tref satisfying

FrefTref = 1. (3.4)

Under this assumption, the SNR-degradation δ of (2.115) is equal to one. From the

definition of the basic transmit signature c0(t) of (2.42), we determine the 3 dB duration

T0 and the 3 dB bandwidth B0 of a rect basic transmit signature c0(t) of (2.42) as shown

in Subsection 2.6.5. T0 can be easily expressed in closed form as

T0 = Tref , (3.5)

while B0 can be only determined through numerical approximation. It reads as

B0 ≈ 6/(5Tref). (3.6)

The rate R of (2.63), with T0 of (3.5), B0 of (3.6), T = Tref , F = Fref and Nt and Nf large

enough becomes

R ≈ 5Nf

5Nf + 6
≈ 1. (3.7)

Both the SNR-degradation δ of (2.68) and the rate R of (2.63) of the conventional OFDM

do not vary because the frequency and time separation and the basic transmit signature

c0(t) are kept fixed.

For the considerations in Chapter 4 to 5 the numerical value of Tref and Fref of (3.4)

are irrelevant. It is only required that these two quantities fulfil (3.4). Therefore, in the
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rest of the thesis, we consider two arbitrary values of Tref and Fref under the constraint

that (3.4) holds. In conventional modulation schemes [BeC02, Pro95], the time separation

T and the frequency separation F are usually chosen as T = Tref and F = Fref , respec-

tively. Our main focus, cf. Subsection 1.2 and Section 3.1, is on how much we deviate

the time separation T from Tref and on how much we deviate the frequency separation F

from Fref .

With Tref and Fref of (3.4), in Table 3.2, we show the relationship between the main

Table 3.2. Relationship between normalized and absolute quantities.

absolute normalized values
f f/Fref

F F/Fref

B0 B0/Fref

t t/Tref

T T/Tref

T0 T0/Tref

absolute and normalized time and frequency variables. The normalized quantities are

used to report the simulation results in Chapter 4.

3.2.4 SC, MC and HY systems with equal resource consumption

In Section 2.5, we framed the proposed reference system as a particular HY system.

However, we are considering different possible configurations, namely SC systems, MC

systems and HY systems, cf. Subsections 2.4.2 to 2.4.4, in which the time-frequency

locations of the data symbol specific transmit signatures cn(t) of (2.2) significantly differ.

If we assume that the resource consumption in terms of total transmit duration Ttot

and total bandwidth Btot are the same for all three system configurations, then we shall

address how the time separation T and the frequency separation F change depending

on the system configurations. In Fig. 3.3 we graphically represent the three different

strategies of assignment of the available resources to the data symbol specific transmit

signatures cn(t) of (2.2). We set out a very simple configuration with N = 8 transmitted

data symbols dn of d of (2.1). In the HY systems of Fig. 3.3c, N = 8 is expressed as

N = NtNf with Nt = 2 and Nf = 4. Fig. 3.3 is similar to Fig. 2.3, but now, through the

definition of the total bandwidth Btot in (2.26), (2.30) and (2.36) and the total transmit

duration Ttot in (2.27), (2.31) and (2.37) and under the assumption of the same Btot and

Ttot for the three system configurations, the relation between the parameters is specified.

In SC systems of Fig. 3.3a, each data symbol specific signature cn(t) of (2.24) occupies
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Fig. 3.3. Time-frequency occupation of SC, MC and HY systems with equal resource
consumption. Each data symbol specific transmit signature cn(t) of (2.2) is represented
by a rectangle. N = 8, Nf = 4, Nt = 2.

the entire total bandwidth determined by the 3 dB bandwidth B0 of the basic transmit

signature c0(t). Moreover, each cn(t) of (2.24) has the same frequency location. In MC

systems of Fig. 3.3b each data symbol specific signature cn(t) of (2.28) occupies the entire

total transmit duration Ttot and only a portion of the available bandwidth. All the

transmitted symbols occupy the same time location, cf. (2.28). HY systems of Fig. 3.3c

are a combination of SC and MC systems so that each data symbol specific transmit

signature cn(t) of (2.34) has its own time and frequency location. The time separation T

and the frequency separation F , although having the same meaning in SC, MC and HY

systems, assume different values depending on the given configuration. With Nt and Nf

large enough, cf. Subsection 2.6.2, from Fig. 3.3, we can infer the relationship between the
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time separation T (SC) of an SC system and the time separation T (HY) of an HY systems

as

T (SC) ≈ T (HY)

Nf
. (3.8)

In a similar way, we infer the relationship between the frequency separation F (MC) in MC

systems and the frequency separation F (HY) in HY systems as

F (MC) ≈ F (HY)

Nt

. (3.9)

We also notice, cf. Fig. 3.3, that the same basic transmit signature c0(t) should have

different B0 and T0 in SC, MC and HY systems. (3.8) and (3.9) shall be considered if we

compare SC, MC and HY systems under the requirements of equal resource consumption.

However, when considering the sensitivity of the reduction of T and/or F , we are not

interested in (3.8) and (3.9).

3.3 Choice of parameters

3.3.1 General

The main goal of the thesis is that of evaluating the trade-off between the performance

degradation and the increase of resource usage generated by the reduction of the fre-

quency and/or time separation among data symbol specific signatures cn(t) of (2.2), cf.

Section 2.2. As a consequence, we shall consider a set of parameters which yields different

combinations of time and frequency overlapping of the data symbol specific signatures

cn(t) of (2.2). The parameters are organized in two main families:

• Fixed parameters: These include the basic transmit signatures c0(t) of (2.24),

(2.28) and (2.34) and the relative time-frequency location of consecutive data symbol

specific transmit signatures cn(t). The former characterizes the system sensitivity

to the variation of the time and frequency separation, the latter determines if we

have an SC, an MC or a HY transmission system. In general, with a time limited

basic transmit signature c0(t), the system is expected to be less sensitive to time

overlapping than to frequency overlapping.

• Variable parameters: These include the time separation T and the frequency

separation F among data symbol specific signatures cn(t).

We evaluate the system performance through the rate R of (2.57) and the SNR-degradation

δ of (2.67) and (2.74). Both these quality criteria are functions of the time separation T

and/or the frequency separation F .
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3.3.2 Fixed parameters

The fixed parameters determine the system under consideration by fixing the basic trans-

mit signature c0(t) and the relative time-frequency location of the data symbol specific

transmit signatures cn(t) of (2.2). According to the latter parameter, we can have the

three cases described in (2.24), (2.28) and (2.34), corresponding to an SC, an MC or a HY

system, respectively. For each system, we may have different choices of the basic transmit

signature c0(t). We expect a significant influence of c0(t) on the system performance,

especially of its time and frequency extension.

The investigation of the dependency of the SNR-degradation δ of (2.68) and (2.76) on the

increasing of the rate R of (2.57) beyond the value R = 1 represents a novel aspect of this

thesis. In particular, with R > 1 the Nyquist conditions [Pro95] cannot be satisfied so that

the system under investigation is affected by ISI also in the presence of an AWGN chan-

nel. To the author’s knowledge, there is no work dealing with this assumption. Therefore,

the effect of the basic transmit signature c0(t) in this case has never been investigated.

We choose a set of commonly used shapes [Pro95] with different spectral characteristics.

The set of the proposed basic transmit signatures c0(t) is reported in Table 3.3 with the

naming convention and some key remarks on their properties.

Table 3.3. Considered basic transmit signatures c0(t).

c0(t) equation remarks
rect (3.10) rectangular; Nyquist impulse, time limited.
sinc (3.13) sinc shaped; Nyquist impulse, frequency limited.
gauss (3.18) Gaussian; limited both in time and frequency:

Three values of variance σ2.
rrcos (3.21) square root raised cosine; frequency limited:

Two values of roll-off factor α.

The 3 dB duration T0 and the 3 dB bandwidth B0 of the basic transmit signatures c0(t)

of Table 3.3 are computed following the procedure presented in Subsection 2.6.5. If there

is no closed form expression, then we approximate the values via numerical simulation.

With rect we indicate the rectangular impulse with duration Tref and unitary energy,

i.e., cf. (2.42),

c0(t) =
1√
Tref

rect

(

t

Tref

)

. (3.10)

c0(t) of (3.10) has the 3 dB duration, cf. (3.5),

T0 = Tref . (3.11)
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and the 3 dB bandwidth, cf. (3.6),

B0 ≈ 6/(5Tref). (3.12)

It is time limited and it allows perfect reconstruction under the Nyquist assumptions

[Pro95]. It is the basic impulse used in conventional OFDM systems, cf. Section 2.5. We

assume a duration Tref so that, over an AWGN channel, if T = Tref and F = 1/Tref , cf.

(3.4) the performance should perfectly match that of the reference system, cf. Subsec-

tion 3.2.3.

The sinc is frequency limited, has infinitive time duration and is defined as

c0(t) =
1√
Tref

sinc

(

πt

Tref

)

=
1√
Tref

sin(πt/Tref)

πt/Tref

. (3.13)

c0(t) of (3.13) has the 3 dB duration

T0 ≈ 6Tref/5 (3.14)

and the 3 dB bandwidth

B0 = 1/Tref . (3.15)

c0(t) of (3.13) allows the perfect reconstruction of the transmitted symbols if the Nyquist

assumptions are satisfied [Pro95]. The sinc function of (3.13) assumes zero values at the

multiple of Tref . In SC systems, if T = Tref , in an AWGN channel the sinc ensures that

there is no SNR-degradation δ of (2.68) and (2.76) [Pro95]. The Fourier transform of

the sinc(t) function has a rectangular shape. In MC systems, if F = Fref , there is no

SNR-degradation δ. The decreasing of the frequency separation F is expected to have

less influence than the decreasing of the time separation T on the SNR-degradation δ since

the basic transmit signature c0(t) of (3.13) is frequency limited. An MC system with a

sinc basic transmit signature c0(t) of (3.13) and an SC system with a rect basic transmit

signature c0(t) of (3.10) are expected to have the same sensitivity to the reduction of the

time separation T and of the frequency separation F , respectively. We note that, in the

former the interference is generated by the time overlapping of the data symbol specific

transmit signatures cn(t), while, in the latter, by their frequency overlapping. The effects

of the post-processing stage on the noise enhancement due to interference removal might

be influenced by the time or frequency origin of the interference. This aspect will be

clarify through the discussion of the simulation results, cf. Chapter 4 and Chapter 5.

A basic transmit signature c0(t) with a Gaussian shape, with the normalization factor

D, with variance σ2 and the reference time Tref is defined as [BeC02, Pap91, Pro95]

c0(t) = D · exp

[

−1

2

(

t

σTref

)2
]

. (3.16)
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We choose the factor D in order to normalize the energy to one, cf. Subsection 2.6.2, so

that the main diagonal of the system matrix A of (2.14) is given by ones. From the knowl-

edge of the area of a Gaussian function [BeC02, Pap91, Pro95], i.e.
∫ +∞

−∞
exp

[

−1
2

(

t
σ

)2
]

dt =
√

2πσ, by imposing

∫ +∞

−∞

|c0(t)|2 dt = D2

∫ +∞

−∞

exp

[

−1

2

(

t

σTref/
√

2

)2
]

dt = D2
√

πσTref = 1, (3.17)

we derive the desired normalization factor D. Therefore, we define the gauss basic trans-

mit signature as

c0(t) =

√

1√
πσTref

exp

[

−1

2

(

t

σTref

)2
]

. (3.18)

c0(t) of (3.18) has the 3 dB duration [BeC02, Pap91, Pro95]

T0 = 2σ
√

2ln(2)Tref . (3.19)

and the 3 dB bandwidth

B0 =

√

2ln(2)

πσTref
. (3.20)

Both (3.19) and (3.20) are determined following Subsection 2.6.5. The gauss basic trans-

mit signature c0(t) of (3.18) can be considered to be time and frequency limited with a

good approximation, although it does not satisfy the Nyquist theorem [Pro95]. We choose

three values of variance σ2 so that we can consider the case in which the Gaussian impulse

is essentially time limited, the case in which it is essentially frequency limited or the case

in which it is approximately both time and frequency limited. The main property of the

gauss of (3.18) is its nice analytical formula which allows the derivation of theoretical

results. These are important to validate the computer simulations and to justify the in-

terpretation of the results. In Subsection 3.3.4, we derive the analytical expression of the

ISI and of the ICI in a HY system deploying a gauss basic transmit signature c0(t) of (3.18).

The rrcos indicates the basic transmit signature [BeC02], cf. (2.91),

c0(t) =
1√
Tref

sin [π(1 − α)t/Tref ] + 4αt/Tref cos [π(1 + α)t/Tref ]

π
[

1 − (4αt/Tref)
2] t/Tref

. (3.21)

c0(t) of (3.21) has the 3 dB duration, cf. (2.97) in Subsection 2.6.5,

T0 ≈
4

3
Tref (3.22)

and the 3 dB bandwidth, cf. (2.98),

B0 =
α + 3

3Tref
. (3.23)
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c0(t) of (3.21) with α = 0 coincides to the sinc of (3.13) and it is the most commonly used

Nyquist impulse in SC communication systems. It is frequency limited, but it implies an

excess bandwidth depending on the roll-off factor α [Pro95]. We choose this basic transmit

signature because, by controlling the extension of the excess bandwidth [Pro95] through

the roll-off factor α, we can investigate the influence of different degrees of overlapping in

the frequency domain. We consider in particular the two values α = 0.1 and α = 0.3.

The basic transmit signatures c0(t) of (3.10), (3.13), (3.18) and (3.21) depend on the

reference time Tref . In what follows we set

Tref = 1/Fref = 1. (3.24)

If we want to adapt our results to systems with values Tref and Fref different from the

values in (3.24), then we have to multiply all time quantities by Tref and to divide all

frequency quantities by Tref . Tref is the reference time of the systems under consideration.

In some cases, cf. Section 3.3, we still indicate Tref and Fref to highlight their effects.

3.3.3 Variable parameters

We indicate with variable parameters the parameters which may vary, so determining

the system performance in terms of the quality criteria introduced in Section 2.6. The

variable parameters are defined in Table 3.4.

Table 3.4. Variable parameters.

Parameter remarks
time separation T time separation between

consecutive symbols
frequency separation F frequency separation between

simultaneous symbols

The considered range of T and F allows us to evaluate the system performance both

when the Nyquist assumptions can be verified, i.e. FT ≥ 1, and when they cannot be

verified, i.e. FT < 1. The main focus is on the latter case which is equivalent to consider

R > 1, cf. (2.63).

By varying F and T of Table 3.4, we influence the values assumed by the quality cri-

teria R of (2.57) and δ of (2.68) and (2.76) used to evaluate the system performance

presented in Table 3.5. The SNR-degradation δMMSE of (2.76) depends on the one sided
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Table 3.5. Quality criteria.

Criterion equation remarks
rate R (2.57) number N of transmitted data symbols divided

by total transmission duration Ttot and total
bandwidth occupation Btot

SNR-degradation δZF (2.68) SNR-degradation of the ZF-BLE
SNR-degradation δMMSE (2.76) SNR-degradation of the MMSE-BLE:

Two values of SNR

noise power spectral density N0 at the input of the receiver, cf. Subsection 2.6.3. There-

fore, two values of SNR, i.e. SNR=10 dB and SNR=30 dB, are considered to validate the

analytical derivation of the bounds derived in Subsections 2.6.3 and 2.6.5.

When considering SC systems the quality criteria R of (2.57) and δ of (2.68) and (2.76)

mainly depend on the time separation T since the dependency on the number of data

symbols N , on the 3 dB duration T0 and on the 3 dB bandwidth B0 can be made par-

ticularly small by choosing N large enough, cf. Subsections 2.6.2 to 2.6.6. Time limited

basic transmit signatures c0(t) are expected to show better performance, cf. Chapter 5.

In the case of MC systems, R of (2.57) and δ of (2.68) and (2.76) mainly depend on

F and, in contrast to SC systems, frequency limited basic transmit signatures c0(t) are

expected to yield better performance. In the case of HY systems there is an additional

degree of freedom because R of (2.57) and δ of (2.68) and (2.76) depend on both F and

T . Moreover, there are many combinations of frequency and time separations offering the

same value of R. In Fig. 3.4 the dependency of R of (2.57) on T and F for a HY system is

depicted. We consider (2.63) with Nt = 8, Nf = 8, B0 and T0 as the 3 dB bandwidth and

the 3 dB duration of a rect of (3.10), respectively. The two dimensional surface R(F, T )

grows very similarly with the decreasing of F and T . If F = 0 and T = 0, it assumes the

expected value, cf. (2.63), (3.11) and (3.12),

R∣
∣

T=0,F=0

=
NfNt

T0B0
=

160

3
≈ 53. (3.25)

(3.25), although derived for HY systems, holds true also for SC and MC systems under the

assumption, always verified, that N = NtNf , cf. Subsection 2.4.4. By recalling Subsection

2.6.4, we notice that with T and F close to zero, the SNR-degradation δ of (2.68) and

(2.76) is expected to diverge to very high values. These are of no interest since the SNR-

degradation δ gives a measure of how much one should increase the transmitted power

to maintain the same performance in terms of average bit error probability (Pb) [Skl04].

If the SNR-degradation δ is higher than 80 dB, then it would be required to increase the

transmitted power by 8 orders of magnitude which is not acceptable in any real system.

In general, we will depict the SNR-degradation δ of (2.68) and (2.76) as a function of T
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Fig. 3.4. Rate R of (2.57) in a HY system as a function of the time separation T and
the frequency separation F ; rect basic transmit signature c0(t) of (3.10); Nt = Nf = 8;
Tref = 1/Fref = 1; 0 ≤ T ≤ 1.1; 0 ≤ F ≤ 1.1.

and F together with the corresponding function R(F, T ). For a given value of R of (2.57),

i.e. for a given resource usage, there might be different combinations of F and T and,

as a consequence, different values of the SNR-degradation δ. To clarify this dependency,

we report some of the numerical values of Fig. 3.4 in Table 3.6. We consider now, for

Table 3.6. Rate R of (2.57) in a HY system as a function versus T and F ; rect basic
transmit signature c0(t) of (3.10); Tref = 1/Fref = 1; Nt = Nf = 8.

T Rate R

0 7.8 9.4 11.8 15.9 24.6 53.1
0.2 3.2 3.9 4.9 6.7 10.2 22.1
0.4 2.1 2.5 3.1 4.2 6.4 13.9
0.6 1.5 1.8 2.3 3.1 4.7 10.2
0.8 1.2 1.4 1.8 2.4 3.7 8.0
1.0 0.9 1.2 1.5 2.0 3.1 6.6

1.0 0.8 0.6 0.4 0.2 0 F

instance, the value R ≈ 1.5. From Table 3.6 we infer that the couples (F = 0.6, T = 1.0),

(F = 1.0, T = 0.6) and (F = 0.8, T = 0.8) return approximately R = 1.5. For a fre-

quency unlimited and time limited basic transmit signature c0(t), we would expect that

the couple with the lowest value of F , i.e. (F = 0.6, T = 1.0), returns the highest SNR-

degradation δ of (2.68) and (2.76) since the frequency overlapping has a major impact on

the generation of the interference, cf. Chapter 4.
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It is possible to explicitly investigate the relationship between rate R of (2.57) and SNR-

degradation δ of (2.68) and (2.76) also in the HY systems by inverting (2.63) so that

T =
1

Nt − 1

[

NtNf

R [(Nf − 1)F + B0]
− T0

]

(3.26)

is obtained. In Chapter 4, where we present the simulation results, we will see the

advantages given by (3.26).

3.3.4 Gaussian basic transmit signature

As anticipated in the Subsection 3.3.2, the gauss basic transmit signature c0(t) of (3.18)

allows a theoretical derivation of the ISI and ICI so that the elements of the system

matrix A of (2.14) can be evaluated in a closed form. The interference is generated in

general both in time, i.e. ISI, and in frequency, i.e. ICI, and it is given by the elements

of the system matrix A as defined in (2.12). In Subsection 2.7.2, the dependency of

the system matrix elements An,n′ on the basic transmit signature c0(t) and on the time

and frequency location of the data symbol specific transmit signatures cn(t) of (2.28) is

worked out first in the case of an AWGN channel and then by taking into account the

time-invariant channel impulse response h(t). In this subsection, we assume the channel

to be an AWGN channel, cf. Subsections 2.7.2 to 2.7.3. From (2.120) to (2.122) and

from (3.18) the interference in a HY system with a gauss basic transmit signature c0(t)

of (3.18) reads

An,n′ =
1√

πσTref

exp [−j2π∆f (n, n′) FT (nt (n′) − 1)]

∫ +∞

−∞

exp

[

−1

2

(

t

σTref

)2
]

·

· exp

[

−1

2

(

t − ∆t (n, n′) T

σTref

)2
]

exp [−j2π∆f (n, n′)Ft] dt.

(3.27)

We consider now the product of the two Gaussian functions inside the integral. It is known

[BeC02, Pap91, Pro95] that the product of two Gaussian functions is still a Gaussian

function multiplied by a constant factor. With some algebra we obtain

An,n′ =
1√

πσTref

exp [−j2π∆f (n, n′) FT (nt (n′) − 1)] exp

[

(∆t (n, n′) T )2

4σ2T 2
ref

]

·

·
∫ +∞

−∞

exp

[

− 1

σ2T 2
ref

(

t − ∆t (n, n′)T

2

)2
]

exp [−j2π∆f (n, n′) Ft] dt.

(3.28)

The integral in (3.28) can be interpreted as the Fourier transform of a Gaussian func-

tion evaluated at the frequencies f = ∆f(n, n′)F , cf. (2.129). Therefore, by applying
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the relationship existing between the Gaussian functions in time and frequency domain

[BeC02, Pap91, Pro95], i.e.
∫ +∞

−∞
exp [−πt2] exp [−j2πft] dt = exp [−πf 2], we can write

(3.28) as

An,n′ =
1√

πσTref

exp [−j2π∆f (n, n′) FT (nt (n′) − 1)] exp

[

−(∆t (n, n′)T )2

4σ2T 2
ref

]

·

·
√

πσTrefexp
[

− (πσTref∆f (n, n′)F )
2
]

exp [−j2π∆f (n, n′) F∆t (n, n′) T/2] ,

(3.29)

which, by recalling (3.4), can be rearranged as

An,n′ =exp [−j2π∆f (n, n′) FT (nt (n′) − 1)] exp [−j2π∆f (n, n′)∆t (n, n′) FT/2] ·

· exp

[

−
(

∆t (n, n′) T

2σTref

)2
]

exp
[

− (πσ∆f (n, n′)F/Fref)
2
]

.
(3.30)

(3.30) gives the analytical expression of the system matrix A of (2.14) when a gauss basic

transmit signature c0(t) of (3.18) is deployed and an AWGN channel is assumed.

In the case of an SC system, there is no frequency separation. Therefore ∆f(n, n′) = 0

and (3.30) reduces to

An,n′ = exp

[

−
(

∆t (n, n′) T

2σTref

)2
]

. (3.31)

In the case of an MC system, there is no time separation, ∆t(n, n′) = 0 and moreover the

function nt(n) = 1 for each n = 1 . . . N because the symbols do not extend in the time

direction. As a consequence (3.30) for MC systems becomes

An,n′ = exp
[

− (πσ∆f (n, n′) F/Fref)
2
]

. (3.32)

The phase factor in (3.30) plays a role only in HY systems, cf. Subsection 2.7.2, when the

effects of the data symbol specific transmit signatures cn(t) of (2.28) allocated at different

time and frequency location can be seen. We also notice that if the product FT turns

out to be an integer, as it is widely assumed in the frame theory, cf. Subsection 1.1.3

and [KoM98], then the phase factor becomes real. If FT is even, then the phase factor

disappears. If FT is odd, then the phase factor can assume the values plus or minus one

depending on ∆f(n, n′)∆t(n, n′). (3.30) is bounded by minus one and one and depends

on the time separation T , the frequency separation F , the standard deviation σ, the time

index nt(n), the time distance ∆t(n, n′) and the frequency distance ∆f(n, n′).

Based on (3.30), we now determine a set of interesting values of the 3 dB bandwidth B0

of the gauss basic transmit signature c0(t) of (3.18). From (3.18) to (3.20) [BeC02, Pap91,

Pro95], we derive that the 3 dB bandwidth B0 and the 3 dB duration T0 are related to σ of
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(3.18). With a larger B0, the 3 dB duration T0 of the gauss basic transmit signature c0(t)

of (3.18) decreases [BeC02, Pap91, Pro95]. Therefore, the data symbol specific transmit

signatures cn(t) of (2.28) overlap more in time or in frequency depending on the value of

B0. The influence of B0 depends also on the system configuration, i.e. if we consider an

SC, an MC or a HY system. To better explain the nature of the overlapping, we assume

a HY system with N = 64, Nt = 8, Nf = 8, and depict the corresponding time-frequency

plane in Fig. 3.5. Each data symbol specific transmit signature cn(t) of (2.28) has a time

nt(n)T

nf(n)F

F

T

t

f

Fig. 3.5. Time and frequency plane occupation for a HY system; Nf = 8, Nt = 8. Most
of the interference affecting the basic transmit signature c0(t) in location nt(n)T , nf(n)F
is generated by the adjacent symbols in time, frequency and both time and frequency.

and frequency location determined by nt(n)T and nf(n)F , respectively. Let us focus on

the data symbol specific transmit signature c28(t), i.e. nt(28) = 4, nf(28) = 4. Since the

gauss of (3.18) can be assumed both time and frequency limited, cf. Subsection 3.3.2, we

infer that the interference is mainly generated by data symbol specific transmit signatures

cn(t) of (2.28) located in adjacent time slots, indicated with vertical lines in Fig. 3.5, in

adjacent sub-carriers, indicated with horizontal lines in Fig. 3.5, and in adjacent time and

frequency slots as indicated by the dotted diagonal squares in Fig. 3.5. In the aforemen-

tioned positions, we expect the majority of the interference to be concentrated. We verify

this intuition by considering (3.30). We have seen that the interference depends on many

parameters. To avoid the complex effects of the phase factors in (3.30) and the depen-

dency on the symbol index nt(n
′), we choose FT = 1. We consider three possible values

of normalized 3 dB bandwidth B0 as reported in Table 3.7 and analytically evaluate the

system matrix A through (3.30) under the assumption of the parameter set summarized

in Table 3.8. We plot the row 28, see Fig. 3.5, of the system matrix A of (2.14) in Fig. 3.6.
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Table 3.7. 3 dB bandwidth B0 of the gauss basic transmit signatures c0(t) of (3.18)
under investigation versus σ.

σ B0

0.54 0.7/Tref

0.42 0.9/Tref

0.31 1.2/Tref

In Fig. 3.6, we first notice that for n′ = n = 28, the normalized energy of the useful
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Fig. 3.6. Row 28 of the system matrix A of a HY system with Nt = 8, Nf = 8 and a
Gaussian basic transmit signature c0(t) of (3.18) with 3 dB bandwidth B0.

received symbol is equal to one. By recalling the functions nt(n) and nf(n) of (2.32), we

can read the distribution of the interference as follows. In Fig. 3.6a, the low frequency
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Table 3.8. Parameter values for the HY system with gauss basic transmit signature
c0(t) of (3.18).

Parameters Value
c0(t) gauss of (3.18)
T Tref

F Fref

N 64
Nt 8
Nf 8

extension ensures a low level of ICI shown in the positions n′ = 27 and n′ = 29. The

data symbol specific transmit signatures cn(t) of (2.28) represented by horizontal lines in

Fig. 3.5 do not overlap with c28(t). In positions n′ = 20 and n′ = 36, the ISI contribu-

tion of the adjacent symbols is clearly the strongest. It corresponds to the interference

generated by the data symbol specific transmit signatures cn(t) of (2.28) indicated with

vertical lines in Fig. 3.5. A particular behaviour can be observed in positions n′ = 19

and n′ = 21 as well as in their symmetric counterparts, i.e. the dotted diagonal square

of Fig. 3.5. The phase factor of (3.30) turns to be minus one thus generating a negative

contribution. The effects of the phase factors become more complicated when FT is not

integer and may let the interference sum up constructively or destructively. With the

increment of B0 in Fig. 3.6b and Fig. 3.6c the interference migrate from the time to the

frequency direction, but the observations regarding the effects of the adjacent symbols

remain in principle the same. In Fig. 3.6b, we notice that the interference is quite equally

distributed both in the time and the frequency direction.

From the investigation of the analytical expression of the system matrix A of (2.14)

we can conclude that the three chosen values of B0, cf. Table 3.7, represent three dif-

ferent interference situations. In the first case, most of the interference is generated in

the time direction, in the second case it is present both in the time and the frequency

directions, and in the last one most of the overlapping and hence interference occurs in

the frequency direction.

As soon as we consider FT < 1, not only the phase factor can have a strong impact

on the interference, but also the overlapping among the data symbol specific transmit

signatures cn(t) of (2.28) increases more and more. With F and T close to zero, all the

cn(t) of (2.28) have the same time and frequency location so that the elements of the

system matrix A of (2.14) have the same value.
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3.3.5 Proposed values

From Fig. 3.6 we have seen that in the specific case FT = 1, almost all the interference is

generated by the symbols transmitted in adjacent sub-carriers or sub-slots. Nevertheless,

in our case study, we should be particularly careful since, by focusing on the condition

TF < 1, we are considering highly overlapping data symbol specific transmit signatures

cn(t) of (2.28) and not adjacent cn(t) of (2.28) could significantly overlap. With the in-

creasing of the overlapping, the ISI and/or the ICI increase causing an increment in the

SNR-degradation δ of (2.68) and (2.76). On the other hand, the rate R of (2.57) simul-

taneously increases too, since the reduction of T and/or F lower the total transmission

duration Ttot, cf. (2.27), (2.31) and (2.37), and/or the total bandwidth Btot, cf. (2.26),

(2.30) and (2.36). It follows that we should consider a set of parameters enabling the con-

sideration of all different kinds of interference. From Fig. 3.6 and taking into account the

dependency of the simulation results on the increment of the number Nf of sub-carriers

and on the number Nt of time slots, we fix the value of N = 64 for the SC, the MC and

the HY systems. For the HY systems we choose to equally span the transmitted signal

in time and frequency, by choosing Nf = Nt = 8. With respect to the reference system

as introduced in Subsection 3.2.3, we refer to it to derive the relationship between the

time separation Tref and the frequency separation Fref , cf. (3.4). Then, the number Nf

of sub-carriers used in the reference system is not the same used to evaluate the cross

dependency between the SNR-degradation δ of (2.68) and (2.76) and the rate R of (2.57).

We consider a smaller number Nf of sub-carriers to simplify the simulation, since we have

seen that the results we are interested in depend on the interference generated by the

adjacent sub-carrier and not on their number. Although the results will not refer directly

to the reference system and to a realistic scenario, they will indicate the most promising

setting which is worth to be investigated in more detail.

The overall set of parameters is summarized in Table 3.9. We notice that in the HY

systems, we choose not to consider the performance of the δMMSE with SNR=10 dB. We

also introduce a new function to report the results. We use (3.26) to depict the simulated

SNR-degradation δ of (2.76) of HY systems as a set of two dimensional functions obtained

by fixing the value of the rate R of (2.57) and considering the combination of T and F

returning the chosen value of R. With this approach, the reading of the results becomes

more immediate and the value of the SNR-degradation δ of (2.76) can be deduced more

easily than from the three dimensional surfaces.

3.3.6 Choice of an AWGN channel

In the simulation chain, we consider only an AWGN channel. In this subsection, we recall

the key aspects and characteristics of the multipath radio channel [Kan04] and justify the
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Table 3.9. Parameter set.

System c0(t) equation symbols functions
SC rect (3.10) N = 64 R(T )

sinc (3.13) δZF(T )
gauss, B0 = 0.6 (3.18) δMMSE(T ), SNR=10 dB
gauss, B0 = 0.9 (3.18) δMMSE(T ), SNR=30 dB
gauss, B0 = 1.2 (3.18)
rrcos, α = 0.1 (3.21)
rrcos, α = 0.3 (3.21)

MC rect (3.10) N = 64 R(F )
sinc (3.13) δZF(F )
gauss, B0 = 0.6 (3.18) δMMSE(F ), SNR=10 dB
gauss, B0 = 0.9 (3.18) δMMSE(F ), SNR=30 dB
gauss, B0 = 1.2 (3.18)
rrcos, α = 0.1 (3.21)
rrcos, α = 0.3 (3.21)

HY rect (3.10) N = 64 R(F, T )
sinc (3.13) Nf = 8 δZF(F, T )
gauss, B0 = 0.6 (3.18) Nt = 8 δMMSE(F, T ), SNR=30 dB
gauss, B0 = 0.9 (3.18) δZF(F, T |R)
gauss, B0 = 1.2 (3.18)
rrcos, α = 0.1 (3.21)
rrcos, α = 0.3 (3.21)

choice of an AWGN channel.

The mobile radio channel h(τ, t), cf. Subsection 2.2.3, places fundamental limitations

on the performance of wireless communication systems. The transmission path between

the transmitter and the receiver can vary from simple line-of-sight to one that is severely

obstructed by buildings, mountains, and foliage. The speed of motion impacts how rapidly

the signal level fades as a mobile terminal moves in space.

Through the numerous measurement campaigns performed in indoor [Zol93, Kat97] and

outdoor environments [KMT96, FRB97], it is well known that in mobile radio commu-

nications a part of the electromagnetic energy radiated by the transmitter reaches the

receiver by propagating through different paths [Par92, Pap00]. The performance of dig-

ital radio communication systems is strongly affected by multipath propagation in the

form of scattering, reflection, and refraction. The multipath in the radio channel creates

small-scale fading effects. The three most important effects of the small-scale multipath

propagation are [Rap99]:



76 Chapter 3: Considered system implementations

• Rapid changes in signal strength over a small travel distance or time interval,

• random frequency modulation due to varying Doppler shifts on different multipath

signals,

• time dispersion caused by multipath propagation delays.

The time dispersive nature of the multipath channels is normally quantified by their delay

spread στ , which can be determined from their power delay profile [Rap99]. The maximum

multipath propagation delay τmax of the power delay profile is defined to be the time delay

beyond which multipath energy is smaller than a predefined threshold. The time variance

of the multipath channels is described by the Doppler spread δfD
[Rap99]. It is defined

as the range of frequencies over which the receive Doppler spectrum is essentially non-zero.

Due to the random characterization of the fading channels, it is necessary to investi-

gate their statistical behaviour, which leads to stochastic channel models. The simplest

non-degenerate class of processes which exhibits uncorrelated dispersiveness in time delay

and Doppler shifts is known as the wide-sense stationary uncorrelated scattering (WS-

SUS) model introduced in [Bel63, Pro95, Hoe92].

Based on the WSSUS model, the statistical measures such as the coherence time TC

and the coherence bandwidth BC can be obtained. Coherence time TC is the time dura-

tion over which two receive signals have a strong potential for amplitude correlation. If

the symbol duration T0 of the baseband signal is significantly smaller than the channel

coherence time TC, approximatly 2%, then the channel variations are slower than the

baseband signal variations, therefore the channel can be considered slow fading. Other-

wise the channel can be considered as fast fading. Coherence bandwidth BC is the range

of frequencies over which two frequency components have a strong potential for amplitude

correlation. If the system bandwidth B is greater than the channel coherence bandwidth

BC, the channel can be considered to be frequency selective, and a broadband channel

is characterized. Otherwise the channel is frequency non-selective or flat, and a narrow-

band channel is characterized. Frequency selective fading is due to time dispersion of the

transmitted symbols within the channel. Thus the frequency selective channel induces ISI.

There is large amount of literature dealing with the radio channel characterization, mod-

elling and simulation. At the same time, many works are focused on the distortion effects

of the channel on the received signal and investigate solutions to limit the consequent

performance degradation [BeC02, Kal95, Kat97, KKB96, NeP00, Pro95, Rap99]. We are

aware of the importance of the multipath propagation in wireless communications, but

we choose to consider only the presence of an AWGN channel. By doing so, we avoid

the presence of other sources of interference and highlight the effects of the reduction of

time separation T and/or of the frequency separation F on the signal distortion. The
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investigation of this reduction is new and is the main focus of this work. Moreover, pre-

liminary simulation results show that the average effects of the channel are independent

of the reduction of T and F .

AWGN represents a good model also for some realistic scenarios such as cellular indoor

scenarios in which the cell dimension is small, static radio links and satellite links. In

general, all those radio scenarios in which the line-of-sight component is very strong as

compared to the multipath reflection.

Notwithstanding the choice of an AWGN channel, we included the presence of the channel

in the system modelling introduced in Section 2.2, cf. (2.3), to make it valid in a more

general context.

3.4 Evaluation of the proposed approach

3.4.1 General

Throughout the thesis, we have developed a new approach to increase the rate R of (2.57).

In this section, we present a possible evaluation of the proposed approach.

3.4.2 Channel capacity in the proposed modelling

If the transmitted symbols dn of d of (2.1) and the noise samples nMF,n of nMF of (2.8)

are statistically independent zero-mean Gaussian random variables, then with γ the SNR

at the input of the receiver, the normalized channel capacity in bit/dimension is [Gal68,

Pro95, Sha48]

C = ld(1 + γ). (3.33)

In the following, we make the necessary assumptions on our modelling so that (3.33) holds

true and write explicitly the dependency of C of (3.33) on the rate R of (2.57) and the

SNR-degradation δ of (2.68).

With d of (2.1), A of (2.14), nMF of (2.8) and dMF of (2.7), the system model devel-

oped in Chapter 2 is graphically depicted in Fig. 3.7. The post processing stage can be a

ZF-BLE or an MMSE-BLE. To ensure that (3.33) holds true, we consider a ZF-BLE so

that all the interference is removed. The ZF-BLE consists of the inversion of the system

matrix A of (2.14). Therefore, it is valid only if the inverse of the system matrix A exists.

The final estimate d̂ of d of (2.1) with a ZF-BLE is

d̂ = d + A−1nMF. (3.34)
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post−processing

ZF−BLE

MMSE−BLE

d dMF

nMF

A
d̂

Fig. 3.7. Matrix representation of the system model introduced in Chapter 2.

The contribution nMF of (2.8) at the output of the MF is coloured by the post-processing

stage, cf. Subsections 2.3.2 and 2.3.3. We define the equivalent noise affecting the final

estimate when a ZF-BLE is employed as

nZF = A−1nMF. (3.35)

The noise covariance matrix of nZF reads, cf. (2.20),

Rn,ZF = E
{

nZFn
H
ZF

}

. (3.36)

By substituting (3.35) into (3.36) and from (2.20), we obtain

Rn,ZF = E
{

A−1nMF

(

A−1nMF

)H
}

= A−1Rn

(

A−1
)H

. (3.37)

Finally, substituting (2.20) in (3.37), we can write

Rn,ZF = N0

(

A−1
)H

. (3.38)

With the ZF-BLE and the definition of the equivalent noise at the output of the post-

processing stage, the system model of Fig. 3.7 can be further simplified as shown in

Fig. 3.8. The model of Fig. 3.8 fits to the model used to derive (3.33) if the noise samples

nZF,n of nZF of (3.35) are statistically independent zero-mean Gaussian random variables.

Therefore, we assume the presence of an interleaver which scrambles the transmitted data

symbols at the transmitter side. We also assume the presence of a de-interleaver at the

receiver which matches the interleaver. If the interleavers are properly designed, then the

d

nZF

d̂

Fig. 3.8. Equivalent representation of the system model introduced in Chapter 2; ZF-BLE.

noise samples at the receiver can be considered to be uncorrelated.

From (3.38) and Fig. 3.8, we obtain the SNR

γZF,n =
E {|dn|2}

N0

[

(

A−1
)H
]

n,n

=
E {|dn|2}

[

AH
]

n,n

N0

[

AH
]

n,n

[

(

A−1
)H
]

n,n

(3.39)
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of the final estimate d̂n. From [Kle96] and from (2.20), the SNR at the output of the MF

reads

γMF,n = E
{

|dn|2
} [

AHR−1
n A

]

n,n
= E

{

|dn|2
}

N−1
0

[

AH
]

n,n
(3.40)

so that (3.39) can be re-written as

γZF,n =
γMF,n

[

(

A−1
)H
]

n,n

[

AH
]

n,n

. (3.41)

Since the inverse of the Hermitian is the Hermitian of the inverse, from (2.68) we can

write (3.41) as

γZF,n =
γMF,n

δZF,n
. (3.42)

From (3.42), we infer that the SNR of the equivalent model of Fig. 3.8 can be read as

the ratio between the SNR γMF at the output of the MF and the SNR-degradation δZF

determined by the ZF-BLE. However, we notice that (3.42) depends on the transmitted

symbol index n. The SNR-degradation δ defined in (2.68) is the average value of δZF,n.

Since, due to the presence of the interleaver/de-interleaver the noise samples are uncor-

related, we can infer that each noise sample has the same statistics. Therefore, the SNR

γn becomes independent on the symbol index n, and (3.42) reads

γZF =
γMF

δZF
. (3.43)

The increment in the SNR is due to the noise enhancement caused by the ZF-BLE when

removing the interference.

This additional interference is introduced by the reduction of T and/or F . However,

the reduciton of T and/or F does not only increase the SNR-degradation δ of (2.68), but

also increases the rate R of (2.57) which influences the channel capacity C of (3.33). In-

deed, (3.33) is derived [Pro95] under the assumption that the total number of transmitted

symbols N is N = BtotTtot, i.e. the rate R = 1. Following the derivation of (3.33) in

[Pro95] for a band limited channel, and writing N = RBtotTtot, cf. (2.57), we can show

the dependancy of the channel capacity on the rate R of (2.57).

From (3.33), (3.43) and N = RBtotTtot we can approximate the channel capacity C

of the system model of Fig. 3.8 as

C ≈ R · ld
(

1 +
γMF

δZF

)

. (3.44)

On the one hand, the channel capacity C of (3.44) increases with the increment of the rate

R of (2.57), on the other hand it decreases with the increasing of the SNR-degradation δ

of (2.68). It also depends on the specific value of the SNR γMF at the output of the MF.

When the Nyquist conditions are satisfied, the system matrix A of (2.14) is diagonal, the
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rate R = 1 and the SNR-degradation δ = 1 so that (3.44) reduces to (3.33) as expected.

When the rate R of (2.57) significantly increases, the SNR-degradation δ of (2.68) diverges

towards infinity. For very large δZF we can linearly approximate the logarithmic to obtain

C
∣

∣

δ→+∞

≈ R · γMF

δZF
. (3.45)

R of (2.57) is upper bounded, cf. (3.25), δ of (2.68) tends to infinity, therefore the channel

capacity C of (3.44) tends to zero. This could be expected because, if R is very large,

then T and/or F are very small, and we are trying to transmit all the data at the same

time location and at the same frequency location. Under these conditions, the data sym-

bol receive signatures cn(t) of (2.2) could be separated at the receiver only if they have

particular properties, e.g. they are spreading sequences. Within the considered scope of

parameters, cf. Table 3.9, when F and T are very close to zero, the channel capacity is

zero because there is no possibility to establish a reliable communication.

From (3.44), we infer that the proposed reduction of T and F can be interpreted as

a possible way to influences the channel capacity C. There might be some configurations

allowing a specific combination of R of (2.57) and δ of (2.68) so that C of (3.44) is larger

than C of (3.33). We investigate this aspect through simulation results combining the

rate R of (2.57) and the SNR-degradation δ of (2.68) obtained for the scope of parameters

presented in this chapter and summarized in Table 3.9.
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4 Simulations

4.1 General

Chapter 4 presents the simulation results for the considered systems under the assump-

tions of Chapter 3. In particular, the parameter values of Table 3.9 are considered. The

overall set of presented figures is summarized in Table 4.1, cf. Table 3.9. For all configu-

Table 4.1. List of functions and figures for SC, MC and HY systems

SC MC HY
c0(t) Function Figure Function Figure Function Figure

rect of R(T ) Fig. 4.1a R(F ) Fig. 4.8a R(F, T ) Fig. 4.14a
(3.10) δ(T ) Fig. 4.1b δ(F ) Fig. 4.8b δZF(F, T ) Fig. 4.14b

δMMSE(F, T ) Fig. 4.15a
δ(F, T |R) Fig. 4.15b

C(T ) Fig. 4.23 C(F, T ) Fig. 4.32
sinc of R(T ) Fig. 4.2a R(F ) Fig. 4.9a R(F, T ) Fig. 4.16a
(3.13) δ(T ) Fig. 4.2b δ(F ) Fig. 4.9b δZF(F, T ) Fig. 4.16b

δMMSE(F, T ) Fig. 4.17a
δ(F, T |R) Fig. 4.17b

C(T ) Fig. 4.24 C(F, T ) Fig. 4.33
gauss of R(T ) Fig. 4.3a R(F ) Fig. 4.11a
(3.18), δ(T ) Fig. 4.3b δ(F ) Fig. 4.11b δ(F, T |R) Fig. 4.20a
B0 = 0.7 C(T ) Fig. 4.25 C(F, T ) Fig. 4.34
gauss of R(T ) Fig. 4.4a R(F, T ) Fig. 4.18a
(3.18), δ(T ) Fig. 4.4b δZF(F, T ) Fig. 4.18b
B0 = 0.9 δMMSE(F, T ) Fig. 4.19a

δ(F, T |R) Fig. 4.19b
C(T ) Fig. 4.26 C(F, T ) Fig. 4.35

gauss of R(T ) Fig. 4.5a
(3.18), δ(T ) Fig. 4.5b δ(F, T |R) Fig. 4.20b
B0 = 1.2 C(T ) Fig. 4.27 C(F, T ) Fig. 4.36
rrcos of R(T ) Fig. 4.6a R(F ) Fig. 4.12a R(F, T ) Fig. 4.21a
(3.21), δ(T ) Fig. 4.6b δ(F ) Fig. 4.12b δZF(F, T ) Fig. 4.21b
α = 0.1 δMMSE(F, T ) Fig. 4.22a

δ(F, T |R) Fig. 4.22b
C(T ) Fig. 4.28 C(F ) Fig. 4.30 C(F, T ) Fig. 4.37

rrcos of R(T ) Fig. 4.7a R(F ) Fig. 4.13a
(3.21), δ(T ) Fig. 4.7b δ(F ) Fig. 4.13b
α = 0.3 C(T ) Fig. 4.29 C(F ) Fig. 4.31 C(F, T ) Fig. 4.38

rations we assume an AWGN channel, cf. Subsection 3.3.6, and the number of transmit
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symbols N = 64. For HY systems, we consider the number of sub-carriers Nf = 8 and

the number of time-slots Nt = 8, cf. Subsection 3.3.4. For SC systems, we report the

rate R of (2.57), the SNR-degradation δ of (2.68) and (2.76) and the channel capacity C

of (3.44) for each choice of the basic transmit signature c0(t), cf. Table 3.3. The inde-

pendent variable is the normalized time separation T/Tref , cf. (3.24), with Tref = 1. For

MC systems, we consider the rate R of (2.57) and the SNR-degradation δ of (2.68) and

(2.76) for all the basic transmit signatures c0(t), cf. Table 3.3, but the gauss of (3.18)

with B0 = 0.9 and the gauss of (3.18) with B0 = 1.2. The independent variable is the

normalized frequency separation F/Fref , cf. (3.24), with Fref = 1. The channel capacity

C of (3.44) is shown only for the rrcos basic transmit signature c0(t) of (3.21) to avoid

redundant simulation results. For the same reason, for HY systems, we do not report all

the attained results. Moreover, to better present the three dimensional surfaces of the

rate R of (2.57) and the SNR-degradation δ of (2.68) and (2.76), for each basic transmit

signature c0(t), cf. Table 3.3, we present five figures instead of the three figures used for

SC and MC, cf. Table 4.1.

The rest of this chapter is organized as follows. We consider the rate R of (2.57) and

the SNR-degradation δ of (2.68) and (2.76) of SC systems in Section 4.2, of MC systems

in Section 4.3, and of HY systems in Section 4.4. In Section 4.5, we present the simulation

results to evaluate the proposed approach as presented in Section 3.4 for SC, MC and HY

systems.

4.2 Single carrier systems

4.2.1 Rectangular basic transmit signature

In Fig. 4.1 we depict the simulation results attained with an SC system with a rect

basic transmit signature c0(t) of (3.10). The rate R of (2.57) in Fig. 4.1a and the SNR-

degradation δ of (2.68) and (2.76) in Fig. 4.1b are reported versus the time separation

T/Tref , Tref = 1. In Fig. 4.1a, for T = 1, the rate R of (2.57) is R ≈ 1 and the system

does not suffer from any ISI in the presence of an AWGN channel. If T decreases, then R

of (2.57) increases, since the total time occupation Ttot decreases, cf. (2.27). In (3.25) we

have determined the upper bound of the rate R. This is not shown in Fig. 4.1a because

it is larger than the selected scale axis. However, we verified that the simulation results

perfectly match the bound determined in (3.25). The increment of the rate R of (2.57)

is, as expected, inversely proportional to the time separation T , cf. (2.59). In Fig. 4.1b,

we depict the SNR-degradation δ of the ZF-BLE and the MMSE-BLE. For the latter,

since it depends on the one sided noise power spectral density N0, cf. (2.76), we consider

two values of SNR, i.e. SNR=10 dB and SNR=30 dB. In Fig. 4.1b only two curves can

be seen, because for SNR=30 dB the MMSE-BLE and the ZF-BLE perform almost the
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Fig. 4.1. R(T ) and δ(T ) of an SC system with a rect basic transmit signature c0(t) of
(3.10) versus the time separation T ; Tref = 1; ZF-BLE and MMSE-BLE; SNR=10 dB and
SNR=30 dB; N = 64; AWGN channel.

same and cannot be distinguished with the chosen scale axis. This aspect was also shown

in (2.85), where we derived the behaviour of the MMSE-BLE for very small values of

N0. Also the bounds derived in (2.90) have been verified through simulation results. The

SNR-degradation δ of Fig. 4.1b is δ = 0 dB for T ≥ 1, i.e. when there is no ISI and

there is no difference between the SNR γMF at the output of the MF and the SNR γZF

at the output of the ZF-BLE. With the decreasing of T , δ of (2.68) and (2.76) increases

in a quite particular way. There are some peaks at given values of T which were not

expected and had not been predicted through the theoretical model. We notice that the

main peaks occur at the values T = 0.5, T = 0.33 and T = 0.25. By recalling that the

rect of (3.10) has a duration of T = 1, then it is straightforward to verify that the peaks

correspond to the minimum value of time separation T for a fixed number of interfering

symbols. If there are only two interfering symbols, i.e. the previous and the following

symbols overlap with the current symbol, then T must be larger than T = 0.5. As soon

as T < 0.5 two previous symbols and two following symbols are influencing the current

symbol. In other words, when the number of interference symbols changes we observe a

peak in the SNR-degradation δ of (2.68) and (2.76). We propose a possible interpretation

of the presence of this result in Chapter 5 by observing the structure of the system matrix

A of (2.14). Besides the peaks, the SNR-degradation δ increases for smaller values of the

time separation T because of the additional interference generated by the time overlapping

data symbol specific transmit signatures cn(t) of (2.24).



84 Chapter 4: Simulations

4.2.2 Sinc shaped basic transmit signature

Fig. 4.2 shows the rate R of (2.57) and the SNR-degradation δ of (2.68) and (2.76) versus

the time separation T/Tref , Tref = 1, of an SC system with a sinc basic transmit signature
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b) SNR-degradation δ(T ).

Fig. 4.2. R(T ) and δ(T ) of an SC system with a sinc basic transmit signature c0(t) of
(3.13) versus the time separation T ; Tref = 1; ZF-BLE and MMSE-BLE; SNR=10 dB and
SNR=30 dB; N = 64; AWGN channel.

c0(t) of (3.13). The considered functions are the same as the functions in Fig. 4.1 and they

show the same tendency. By reducing T , the rate R of (2.57) and the SNR-degradation δ

of (2.68) and (2.76) increase. Nevertheless, we can observe some differences. For a given

value of T , the rate R of Fig. 4.2a is slightly higher than the rate R of Fig. 4.1a. This

could be expected from (2.58) and especially from (2.59) where the rate R of an SC system

under the assumption of N large enough is shown to be R ≈ 1/(B0T ). Then, since the 3

dB bandwidth B0 of (3.15) of the sinc of (3.13) is smaller than the 3 dB bandwidth B0 of

(3.12) of the rect of (3.10), it has to expected that for the same value of T the rate R of

Fig. 4.2a is larger the rate R of Fig. 4.1a. The SNR-degradation δ of Fig. 4.2b significantly

differs from the SNR-degradation δ of Fig. 4.1b. It assumes much higher values. For the

ZF-BLE it grows very fast with decreasing T , since the system matrix A of (2.14) tends to

singularity. The MMSE-BLE shows better performance than the ZF-BLE both in the case

of SNR=30 dB and in the case of SNR=10 dB. As in Subsection 4.2.1, the bounds of (2.90)

are verified through simulation results. For T = 1 we notice that the SNR-degradation

is δ = 0 dB, but for T > 1 it does not maintain the zero value as in the case considered

in Fig. 4.1b. This is due to the characteristics of the sinc of (3.13) which satisfies the

Nyquist conditions of no interference in AWGN only if the zeros of the sinc of (3.13) are

located exactly at the multiples of the time separation T . Therefore, for T > 1, ISI arises

and the SNR-degradation becomes δ > 0 dB. By comparing Fig. 4.1 with Fig. 4.2, we can

say that for SC systems the choice of a time limited basic transmit signature c0(t) such as
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the rect of (3.10) should be preferred to the choice of a frequency limited basic transmit

signature c0(t) such as the sinc of (3.13). This is due to the fact that in an SC system, by

reducing the time separation T to increase the resource usage, we introduce an overlap

among the data symbol specific transmit signatures cn(t) of (2.24). If the cn(t) of (2.24)

are time limited, then the overlap is limited to the adjacent transmitted signatures. If

the cn(t) of (2.24) are frequency limited and, as a consequence time unlimited, then the

overlapping among the data symbol specific transmit signatures cn(t) of (2.24) involves

many signatures and generates a much higher amount of interference.

4.2.3 Gaussian basic transmit signature

In Figs. 4.3 to 4.5 we report the rate R of (2.57) and the SNR-degradation δ of (2.68)

0 0.2 0.4 0.6 0.8 1 1.2
0

2

4

6

8

10

   T

   
R

a) Rate R(T ).

SNR=10 dB

SNR=30 dB

0 0.2 0.4 0.6 0.8 1 1.2
0

5

10

15

20

25

30

  T

   
δ 

/ d
B

ZF−BLE
MMSE−BLE
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Fig. 4.3. R(T ) and δ(T ) of an SC system with a gauss basic transmit signature c0(t)
of (3.18) versus the time separation T ; Tref = 1; B0 = 0.7; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

and (2.76) of an SC system with a gauss basic transmit signature c0(t) of (3.18) versus the

time separation T/Tref , Tref = 1. We consider three different values of standard deviation

σ so that the three considered Gaussian functions have different 3 dB bandwidth B0 of

(3.20) as shown in Table 3.7. A gauss of (3.18) with B0 = 0.7 is considered in Fig. 4.3, a

gauss of (3.18) with B0 = 0.9 in Fig. 4.4 and a gauss of (3.18) with B0 = 1.2 in Fig. 4.5.

For all the three figures the performance is similar. The rate R of (2.57) and the SNR-

degradation δ of (2.68) and (2.76) increase with decreasing T . Moreover, as explained in

the comparison between the rate R in Fig. 4.1a and in Fig. 4.2a, the rate R decreases

with the increasing of the 3 dB bandwidth B0. This was expected from (2.59). Let us

now consider Fig. 4.3a and the rate value R = 2. R = 2 is obtained by a time separation

T ≈ 0.7. By reporting the same time separation in Fig. 4.3b, we observe that for T ≈ 0.7,
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Fig. 4.4. R(T ) and δ(T ) of an SC system with a gauss basic transmit signature c0(t)
of (3.18) versus the time separation T ; Tref = 1; B0 = 0.9; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.
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Fig. 4.5. R(T ) and δ(T ) of an SC system with a gauss basic transmit signature c0(t)
of (3.18) versus the time separation T ; Tref = 1; B0 = 1.2; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

the SNR-degradation δ ≈ 10 dB is obtained. In this case δ indicates the SNR-degradation

δ given by the ZF-BLE and by the MMSE-BLE with SNR=30 dB. We can say that in

an SC system with a gauss basic transmit signature c0(t) of (3.18) having B0 = 0.7,

increasing the rate R of (2.57) to R = 2 corresponds to an SNR-degradation δ ≈ 10 dB.

In other words, if we aim at transmitting at R = 2 we should increase the transmitted

power of 10 dB to maintain the same system performance in terms of average bit error

probability Pb. Let us now focus on Fig. 4.4a and consider the same value of R = 2. In
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this case, since the 3 dB bandwidth B0 is larger, the rate R = 2 is achieved at a smaller

time separation, i.e. T ≈ 0.53, cf. (2.59). By reporting T ≈ 0.53 in Fig. 4.4b, we notice

that the SNR-degradation is δ ≈ 10 dB. Therefore, also with a larger B0, for a given

value of the rate R of (2.57), the corresponding value of SNR-degradation δ of (2.68) is

the same. Fig. 4.5 confirms the results of Figs. 4.3 and 4.4. The value R = 2 is given by

the time separation T ≈ 0.4 which corresponds to an SNR-degradation δ ≈ 10 dB. By

investigating the results in Figs. 4.3 to 4.5, we infer that the dependency between R of

(2.57) and δ of (2.68) and (2.76) in an SC system with gauss basic transmit signature c0(t)

of (3.18) is independent of the standard deviation σ of the considered Gaussian function.

We can see this also from the analytical derivation of the system matrix A of (2.14) in the

case of a gauss basic transmit signature c0(t) of (3.18), cf. Subsection 3.3.4. Based on the

results presented in Subsection 3.3.4, we show that, if we express the SNR-degradation

δ of (2.68) and (2.76) versus the rate R in an SC system with a gauss basic transmit

signature c0(t) of (3.18), then δ does not depend on σ. From (2.59) and (3.20) we can

write the rate R of an SC system as

R =
πσTref

T
√

2ln(2)
(4.1)

We can invert the order of (4.1) and write the time separation T as

T

Tref
=

πσ

R
√

2ln(2)
. (4.2)

Then, by substituting (4.2) in (3.31), we can write the element of the system matrix A

of (2.14) in position (n, n′) as

An,n′ = exp



−
(

π∆t(n, n′)

2R
√

2ln(2)

)2


 . (4.3)

(4.3) shows that the system matrix A in SC systems with a gauss basic transmit signature

c0(t) of (3.18) does not depend on the standard deviation σ of c0(t) of (3.18). Since the

SNR-degradation δ of (2.68) depends only on the system matrix A of (2.14) and the SNR-

degradation δ of (2.76) depends only on the system matrix A of (2.14) and on the one

sided noise power spectral density N0, it follows that δ does not depend on σ. Therefore,

the trade-off between R of (2.57) and the corresponding SNR-degradation δ of (2.68) and

(2.76) is independent of the σ of the gauss of (3.18). However, we recall that the proposed

simplification holds true only if N is large enough. If we use the exact expression of the

rate R of (2.58), then the dependency on σ remains as well as the dependency on the

number N of transmitted symbols.

4.2.4 Square root raised cosine basic transmit signature

In Figs. 4.6 and 4.7 we consider an SC system with an rrcos basic transmit signature c0(t)
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Fig. 4.6. R(T ) and δ(T ) of an SC system with an rrcos basic transmit signature c0(t)
of (3.21) versus the time separation T ; Tref = 1; α = 0.1; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.
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Fig. 4.7. R(T ) and δ(T ) of an SC system with an rrcos basic transmit signature c0(t)
of (3.21) versus the time separation T ; Tref = 1; α = 0.3; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

of (3.21) with roll-off factors α = 0.1 and α = 0.3, respectively. In both cases the rate

R of (2.57) and the SNR-degradation δ of (2.68) and (2.76) increase with the decreasing

of the time separation T . The roll-off factor α influences the results since it changes the

characteristics of the rrcos basic transmit signature c0(t) of (3.21). Moreover, the rrcos

of (3.21) is similar to the sinc of (3.13) and this is confirmed by comparing Figs. 4.6 and

4.7 with Fig. 4.2. A slightly better performance can be observed in the rrcos case. The

SNR-degradation δ of (2.68) and (2.76) diverges for smaller values of T with respect to
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the sinc of (3.13). The rate R is very similar for sinc of (3.13) and rrcos of (3.21) since

they have very similar 3 dB bandwidths B0, cf. (3.15) and (3.23). Therefore, the slight

difference in the SNR-degradation δ curves cannot be justified as in the case of gauss of

(3.18), i.e. by resorting to the jointly consideration of R of (2.57) and δ of (2.68), cf. Sub-

section 4.2.3. If we take a closer look at Figs. 4.6b and 4.7b we notice that in Fig. 4.6b the

SNR-degradation δ starts to increase significantly when T ≈ 0.9, while in Fig. 4.7b the

same behaviour can be observed for T ≈ 0.8. We can explain this behaviour by recalling

that with the increment of α the 3 dB bandwidth B0 of the rrcos basic transmit signature

c0(t) of (3.21) increases, cf. (3.23). Moreover, the time duration T0 is reduced since the

time decay of the rrcos of (3.21) is a function of α, cf. (3.21). Therefore, the amount of

interference induced by the reduction of T depends on α. The smaller the α, the higher

the SNR-degradation δ of (2.68) and (2.76), because the data symbol specific signatures

cn(t) overlap more significantly.

Based on the simulation results presented in the SC case, we can conclude that the

most interesting results are given by the choice of the rect basic transmit signature c0(t)

of (3.10) for which the values of SNR-degradation δ of (2.68) and (2.76) are quite promis-

ing. The presence of the peaks requires an additional reasoning that will be made in

Chapter 5. With the choice of a gauss basic transmit signature c0(t) of (3.18), we have

also some interesting results and we have shown that they are independent of the choice

of the variance σ of the Gaussian function. In the other cases, the performance is not

satisfactory showing an SNR-degradation δ which diverges to very high values as soon as

T < 1. We infer that for an SC system the best solution is given by the deployment of

a time limited basic transmit signature c0(t). With the reduction of the time separation

T , if the basic transmit signature c0(t) is time limited, the interference influences only

a finite number of adjacent symbols. In contrast, if the basic transmit signature c0(t) is

time unlimited, then the reduction of T generates interference on a much higher number of

data symbol specific transmit signatures cn(t) so causing a much worse SNR-degradation

δ of (2.68) and (2.76).

4.3 Multi-carrier systems

4.3.1 Rectangular basic transmit signature

In Fig. 4.8, a MC system with a rect basic transmit signature c0(t) of (3.10) is assumed.

The SNR-degradation δ of (2.68) and (2.76) is different from Fig. 4.1b, i.e. the SC system

with a rect basic transmit signature c0(t) of (3.10). The performance obtained in Fig. 4.8

is the same performance of the SC system with a sinc basic transmit signature c0(t) of

(3.13) depicted in Fig. 4.2. The similarity is due to the fact that the reduction of T in an

SC system with a sinc of (3.13) generates the same kind of interference as the reduction
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Fig. 4.8. R(F ) and δ(F ) of an MC system with a rect basic transmit signature c0(t) of
(3.10) versus the frequency separation F ; Fref = 1; ZF-BLE and MMSE-BLE; SNR=10
dB and SNR=30 dB; N = 64; AWGN channel.

of the frequency separation F in an MC system with a rect of (3.10). This is due to the

duality of the rect of (3.10) and the sinc of (3.13) with respect to the Fourier transform,

i.e. the Fourier transform of a rect(t) is a sinc(f), [Car96]. This intuitive reasoning can

be supported by mathematical derivation by determining the system matrix A of (2.14)

in a closed form for the MC system with a rect basic transmit signature c0(t) of (3.10)

and for an SC system with a sinc basic transmit signature c0(t) of (3.13). We consider

the two cases separately.

We first consider an MC system, with a basic transmit signature (3.10),

c0(t) =
1√
Tref

rect

(

t

Tref

)

. (4.4)

By applying the results of Subsection 2.7.2 to the particular case of an MC system in

which ∆t(n, n′) of (2.120) is always ∆t(n, n′) = 0, from (2.127)-(2.129) we can write the

elements of the system matrix A of (2.14) as

An,n′ = Ĉ0(f)
∣

∣

f=(n−n′)F
. (4.5)

From (2.127), (2.128), (4.4) and the properties of the Fourier transform [Car96] we infer

that

Ĉ0(f) = sinc (fTref) . (4.6)

From (4.5) and (4.6) and by recalling that Tref = 1/Fref , cf. (3.4), we obtain

An,n′ = sinc

(

(n − n′)
F

Fref

)

. (4.7)
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(4.7) is the analytical expression of the system matrix A of (2.14) of an MC system de-

ploying a rect basic transmit signature c0(t) of (3.10) with energy equal to one.

Then, we consider an SC system with a basic transmit signature (3.13),

c0(t) =
1√
Tref

sinc

(

t

Tref

)

(4.8)

with Fourier transform defined as [Car96]

C0(f) =
√

Tref rect (Treff) . (4.9)

For SC systems, cf. Subsection 2.7.2, the elements of the system matrix A of (2.14) can

be written as

An,n′ =

∫ +∞

−∞

c0(t)c0(t − (n − n′)T )dt (4.10)

If c0(t) = c0(−t) and with the change of variable τ = t− (n− n′)T , (4.10) can be written

as

An,n′ =

∫

−∞

−∞

c0(τ)c0(−(n − n′)T − τ)dτ =

(
∫

−∞

−∞

c0(τ)c0(t − τ)dτ

)

∣

∣

∣

t=−(n−n′)T

(4.11)

which is the convolution evaluated at the time instances −(n−n′)T . Taking the sampling

operation out of the integral operation is permitted by the regularity of the basic transmit

signatures c0(t) under consideration. The convolution can be interpreted as the inverse

Fourier transform of the product of the Fourier transform of the convolved functions

[Car96]. Then, from (4.9) and (4.11) we obtain

An,n′ =

(
∫

−∞

−∞

C0(f)C0(f)exp(j2πft)df

)

∣

∣

∣

t=−(n−n′)T

. (4.12)

By substituting (4.9) in (4.12), with some algebra we obtain

An,n′ = sinc

(

(n − n′)
T

Tref

)

. (4.13)

(4.7) and (4.13) are equal if T/Tref = F/Fref .

We have shown that an MC system with a rect basic transmit signature c0(t) of (3.10)

and an SC system with a sinc basic transmit signature c0(t) of (3.13) have the same

system matrix A of (2.14) given the same value of frequency separation F/Fref and time

separation T/Tref , respectively. Therefore, the SNR-degradation δ of (2.68) and (2.76) of

the MC system with a rect of (3.10) and of an SC system with a sinc of (3.13) has the

same dependency on F and T , respectively.
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Fig. 4.9. R(F ) and δ(F ) of an MC system with a sinc basic transmit signature c0(t) of
(3.13) versus the frequency separation F ; Fref = 1; ZF-BLE and MMSE-BLE; SNR=10
dB and SNR=30 dB; N = 64; AWGN channel.

4.3.2 Sinc shaped basic transmit signature

In Fig. 4.9 the rate R of (2.57) and the SNR-degradation δ of (2.68) and (2.76) of an MC

system with a sinc basic transmit signature c0(t) of (3.13) are shown. The results are very

similar to the results of Fig. 4.1 in which the rate R of (2.57) and the SNR-degradation δ

of (2.68) and (2.76) of an SC system with a rect basic transmit signature c0(t) of (3.10) are

shown. We can explain this similarity by following the previous reasoning. The system

matrix A of (2.14) can be determined explicitly also in this case. As before, cf. Subsec-

tion 4.3.1, we consider one configuration at the time.

We first consider an MC system with a sinc basic transmit signature c0(t) of (3.13).

From (2.129), we infer that

Ĉ0(f) =
1

Tref

∫

−∞

−∞

sinc2

(

t

Tref

)

exp (−j2πft) dt. (4.14)

The Fourier transform of sinc2(t) is known [BeC02, Car96] so that, by taking into account

the scaling factors, (4.14) reads

Ĉ0(f) = (1 − |Treff |)rect
(

fTref

2

)

. (4.15)

The function rect(fTref/2) implies that |fTref | < 1, cf. (3.10). From (4.5) and by recalling

that FrefTref = 1, cf. (3.4), we obtain

An,n′ =

{

1 − (n − n′)F/Fref for |n − n′|F/Fref < 1,
0 else.

(4.16)
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which is the analytical expression of the system matrix A of (2.14).

Then, we consider an SC system with a rect basic transmit signature c0(t) of (3.10).

We have to determine, cf. (2.12),

An,n′ =
1

Tref

∫ +∞

−∞

rect

(

t

Tref

)

rect

(

t − (n − n′)T

Tref

)

dt. (4.17)

To solve the integral in (4.17) in closed form let us consider Fig. 4.10 in which we report

what happens when the time separation T between two rect functions of (3.10) decreases.

The two rect functions of (3.10) of duration Tref overlap only if T < Tref . If there is an

1/Tref

1/
√

Tref

Tref
Tref

T

nT − T/2 nT + T/2 t

Fig. 4.10. Effect of the reduction of time separation T in SC system with a rect basic
transmit signature c0(t) of (3.10).

overlap, the resulting interference is given by the shaded rectangle. By generalizing the

reasoning for all the N data symbol specific transmit signatures cn(t) and from (4.17), we

infer that

An,n′ =

{

1 − (n − n′)T/Tref for |n − n′|T/Tref < 1,
0 else.

(4.18)

If T/Tref = F/Fref , then (4.16) is equal to (4.18). Therefore, we have shown by mean of

analytical derivation that, if T/Tref = F/Fref , an MC system with a sinc basic transmit

signature c0(t) of (3.13) has the same system matrix A of (2.14) as an SC system with a

rect basic transmit signature c0(t) of (3.10).

The difference between Fig. 4.1b and Fig. 4.9b such as the value of the peak at T = 0.33

in Fig. 4.1b and the value of the peak at F = 0.33 in Fig. 4.9b is caused by numerical

errors occurring when evaluating the integral of (2.12). For SC systems the interference is

determined by the temporal overlapping of rectangular functions, while for MC systems

it is determined as the time integral of sinc of (3.13) with different frequency location.

4.3.3 Gaussian basic transmit signature

In Fig. 4.11, we report the rate R of (2.57) and the SNR-degradation δ of (2.68) and

(2.76) of an MC system with a gauss basic transmit signature c0(t) of (3.18). We report
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Fig. 4.11. R(F ) and δ(F ) of an MC system with a gauss basic transmit signature c0(t) of
(3.18) versus the frequency separation F ; Fref = 1; B0 = 0.7; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

only the case of gauss of (3.18) with B0 = 0.7 since, as we have shown for the SC case,

see Figs. 4.3 to 4.5, the dependency between δ of (2.68) and (2.76) and R of (2.57) is not

influenced by the standard deviation σ. In the case of an MC system the system matrix

A of (2.14) when a gauss of (3.18) is employed reads, cf. (3.32),

An,n′ = exp
[

− (πσ∆f (n, n′) F/Fref)
2
]

. (4.19)

The rate R reads as in (2.62) and the 3 dB duration T0 as in (3.19) so that we can write

the frequency separation F/Fref versus the rate R of (2.62) and (4.19) becomes

An,n′ = exp



−
(

π∆f(n, n′)

2R
√

2ln(2)

)2


 . (4.20)

By comparing (4.3) with (4.20) and recalling that the matrix ∆t of (2.124) for an SC

system is equal to the matrix ∆f of (2.125) for an MC system, we infer that when choosing

a gauss basic transmit signature c0(t) of (3.18) the dependency of δ of (2.68) and (2.76)

on R of (2.57) is not influenced nor by the standard deviation σ neither by the SC or MC

configuration. This can be also observed by investigating directly the simulation results

and comparing Fig. 4.11 with Fig. 4.5.

4.3.4 Square root raised cosine basic transmit signature

In Figs. 4.12 and 4.13 the rate R of (2.57) and the SNR-degradation δ of (2.68) and

(2.76) of an MC system with an rrcos basic transmit signature c0(t) of (3.21) are shown.
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Fig. 4.12. R(F ) and δ(F ) of an MC system with an rrcos basic transmit signature c0(t)
of (3.21) versus the frequency separation F ; Fref = 1; α = 0.1; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.
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Fig. 4.13. R(F ) and δ(F ) of an MC system with an rrcos basic transmit signature c0(t)
of (3.21) versus the frequency separation F ; Fref = 1; α = 0.3; ZF-BLE and MMSE-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

The results are different from the SC system configuration, see Figs. 4.6 and 4.7, and are

similar to the results of Fig. 4.9 in which we considered the case of a sinc basic transmit

signature c0(t) of (3.13). The similarity is not surprising since the rrcos of (3.21) tends

to a sinc of (3.13) for α close to zero [BeC02]. We notice the presence of the peaks for

certain values of the frequency separation F . If we compare Fig. 4.9b with Fig. 4.12b and

with Fig. 4.13b, then we observe that the peaks move to the right with the increasing

of the roll-off factor α. As explained before, cf. Subsection 4.2.1, the peaks indicate
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the value of time separation T and/or frequency separation F for which the interference

generated by a fixed number of symbols is maximum. With an rrcos of (3.21) the adjacent

symbols interfere for smaller value of frequency separation F since the 3 dB bandwidth

B0 increases with the increment of α, cf. (3.23). As compared to the other choices of

basic transmit signatures c0(t), in the case of the rrcos of (3.21) we do not consider its

dual in the frequency domain.

4.3.5 SC and MC duality

The duality existing between time and frequency domain has its roots in the Fourier

transform and it is not only related to the specific cases considered in Subsections 4.3.1

to 4.3.3. If we indicate with F{·|f} the Fourier operator that determines the Fourier

transform and with F−1{·|t} the inverse Fourier transform, then from (4.10) to (4.12) we

derive that in an SC system the system matrix A of (2.14) has elements

An,n′ = F−1
{

|C0(f)|2|t
}
∣

∣

∣

t=(n−n′)T

. (4.21)

From Subsection 2.7.2, in an MC system the system matrix A of (2.14) has elements

An,n′ = F
{

|c0(t)|2|f
}
∣

∣

∣

f=(n−n′)F

. (4.22)

If SC and MC systems have the same system matrix A then they have the same SNR-

degradation δ of (2.68) and (2.76). (4.21) and (4.22) are given by considering some samples

of a Fourier transform. To investigate when (4.21) is equal to (4.22), we can consider the

following more general problem. Given two functions x(t) and Y (f), find the conditions

under which the equality

F {x(t)} = F−1 {Y (f)} (4.23)

holds. By applying the Fourier operator at both sides of (4.23) and by recalling the

symmetry of the Fourier transform [BeC02, Car96], we obtain

x(−t) = Y (f). (4.24)

Now, if we substitute x(t) with |c0(t)|2 for the MC system and Y (f) with |C0(f)|2 for the

SC system, we can conclude that under the conditions

1. c0(t) is real and c0(t) = c0(−t),

2. c0(t) in the SC system is equal to the Fourier transform of c0(t) in the MC system,

3. T/Tref = F/Fref ,

SC and MC systems have the same system matrix A of (2.14). In general condition

1 is always verified in the systems under consideration. Moreover, (4.21) holds only if

c0(t) = c0(−t). Therefore, with the scope of parameters presented Subsection 3.3.2, if

condition 2 is verified then we expect the same performance for SC and MC systems.
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4.4 Hybrid systems

4.4.1 General

When considering HY systems, the dependence of the rate R of (2.57) and the SNR-

degradation δ of (2.68) and (2.76) on F and T can be visualized as a three dimensional

surface. From a graphical point of view, it is not straightforward to determine the exact

value of a surface. Therefore, we depict the simulation results in an alternative way. The

SNR-degradation δ of (2.68) of the ZF-BLE and the δ of (2.76) of the MMSE-BLE are

reported in two separated figures since two three dimensional surfaces on a single figure

cannot be clearly read. We consider only the value 30 dB of the SNR for the MMSE-BLE.

Moreover, we change the range of the axis of the figures with respect to Sections 4.2 to 4.3

and propose a new representation of the results based on (3.26). In (3.26), we have seen

that the SNR-degradation δ of (2.68) and (2.76) can be expressed as a function of both R

and F to investigate how the SNR-degradation δ can vary for a chosen value of the rate

R. We choose some values of R, e.g. R = 1.0, 1.5, 2.0, 2.5, 4.0, and for these values we

report the one dimensional function δ(F, T |R).

4.4.2 Rectangular basic transmit signature

In Figs. 4.14a and 4.14b, we report the rate R of (2.57) and the SNR-degradation δ of
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b) SNR-degradation δ(F, T ). ZF-BLE.

Fig. 4.14. R(F, T ) and δ(F, T ) of a HY system with a rect basic transmit signature c0(t)
of (3.10) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
ZF-BLE; Nt = 8, Nf = 8; AWGN channel.

(2.68) for the ZF-BLE of a HY system with a rect basic transmit signature c0(t) of (3.10),

respectively. In Figs. 4.15a and 4.15b, we report, for the same system configuration and
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a) SNR-degradation δ(F, T ). MMSE-BLE

0 0.5 1 1.5 2 2.5 3
0

5

10

15

20

25

30

35

40

   F

  δ
 /d

B

R=1.0
R=1.5
R=2.0
R=2.5
R=4.0

b) SNR-degradation δ(F, T |R) for a given
value of rate R of (2.57). MMSE-BLE.

Fig. 4.15. δ(F, T ) and δ(F, T |R) of a HY system with a rect basic transmit signature c0(t)
of (3.10) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
MMSE-BLE; SNR=30 dB; Nt = 8, Nf = 8; AWGN channel.

basic transmit signature c0(t), the SNR-degradation δ of (2.76) for the MMSE-BLE with

SNR=30 dB, and the two dimensional δ(F, T |R) function. The rate R of Fig. 4.14a is

the surface already shown in Fig. 3.4, but here we have considered a denser grid of T and

F and a smaller range of the vertical axis. The rate R of (2.57) increases smoothly with

increasing T and F , and the increment is very high when T and F get close to zero. For

a given value of R of (2.57) different combinations of T and F exist. In Fig. 4.14b the

values of δ of (2.68) become rapidly very high with T and F decreasing, and the surface

is not smooth. In particular, if we consider F = 0.5 and let T vary, then we observe some

peaks at T = 0.5 and T = 0.33. By recalling Fig. 4.1b, we infer that the position of the

peaks is the same. Let us now focus on what happens for T > 1. The data symbol specific

transmit signatures cn(t) of (3.10) and (2.34) are time limited and do not overlap in time

for T > 1. Therefore, for T > 1 there is no interference generated in the time domain.

Nevertheless, with the decreasing of F the SNR-degradation δ of (2.68) increases, since

the data symbol specific transmit signatures cn(t), which occupy the same time slot but

different frequencies, generate ICI. In the range of T > 1 and F > 1, δ ≈ 1. This is the

operational region of conventional OFDM systems. For T = 1 and F = 1 we obtain the

performance of the reference conventional OFDM presented in Subsection 3.2.3, which

shows no SNR-degradation δ, i.e. δ = 0 dB.

In Fig. 4.15a, the SNR-degradation δ of (2.76) of the MMSE-BLE is depicted. As for

SC and MC systems, the MMSE-BLE outperforms the ZF-BLE. We notice also for the

MMSE-BLE the presence of a peak at T = 0.5. The peaks in the other positions can

be hardly seen. The peaks are smoother than in SC and MC systems because they are
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generated by a specific configuration of the ISI or the ICI. In HY systems, most of the

times ISI and ICI coexist and a specific configuration of one type of interference does not

influence so much the overall performance. Fig. 4.15b represents the SNR-degradation δ

of (2.76) given by the MMSE-BLE for some fixed values of rate R of (2.57). The most

important change with respect to the previous figures is the set of frequency separation F

under investigation. We have considered 0 ≤ F ≤ 3 to investigate also the combination

of a very large frequency separation F and a very small time separation T which offers a

high value of rate R of (2.57). By considering this set of F , we also verify the goodness

of the choice of the range of T and F considered in the rest of the figures of HY sys-

tems, cf. Subsections 4.4.2 to 4.4.5. Besides the wider range of frequency separation F , in

Fig. 4.15b we consider different values of R of (2.57). For instance, we consider R = 1 and

for all combinations of T and F which yield R = 1, we determine the SNR-degradation

δ of (2.76). We report the results as a function of the frequency separation F although,

having fixed R, to each value of F corresponds only one value of T . In general, we can

infer that by fixing R, δ depends on the combination of T and F . For R = 1, we notice

that for F = 1, δ = 0 dB. This is exactly the conventional OFDM reference system, cf.

Subsection 3.2.3. If F > 1, then T shall decrease to keep R of (2.57) constant so that in-

terference arises as well as SNR-degradation δ. For F < 1, the time separation T increases

to keep constant the rate R of (2.57) and the increment of the SNR-degradation δ of (2.76)

is generated by the interference arisen in the frequency direction. For different values of

R, we can observe the same behaviour. With the decreasing of F , the SNR-degradation

δ curves converge together. This has two implications:

• The SNR-degradation δ of (2.76) versus R of (2.57) is lower bounded by the SNR-

degradation δ given by the lower value of R under consideration. Therefore, for any

value of R > 1, the corresponding value of SNR-degradation δ is always higher than

the SNR-degradation δ obtained by R = 1.

• With the increasing of the time and frequency overlapping, the dependency of δ of

(2.76) on the value of R of (2.57) becomes less and less stringent. As a matter of

fact, for F ≈ 0.4, for the different considered values of R, the SNR-degradation δ is

the same. The low value of F implies a large time separation T and the data symbol

specific transmit signatures cn(t) of (2.34) do not overlap in the time direction. If

we increase the rate R of (2.57) while keeping fixed the small frequency separation

F , we reduce the time separation T . As far as the reduction of T does not cause

any overlapping in the time domain, we observe the same SNR-degradation δ for

the different values of R.

Let us now focus on the curve R = 1.5. For F ≈ 1, δ ≈ 20 dB, for F ≈ 0.8, δ ≈ 10 dB.

There is a difference of 10 dB of SNR-degradation δ of (2.76) for the same value of rate

R of (2.57). This means that if we aim at transmitting at a higher rate R, we shall take
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into consideration the best combination of T and F since the difference might be very

significant. We also notice that by considering F > 1, the SNR-degradation δ increases.

The minimum is given by F = 0.8. Through (3.26) we can determine the corresponding

value of T = 0.75. The considered ranges 0 ≤ F ≤ 1.2 and 0 ≤ T ≤ 1.2 span the most

interesting values of the trade-offs between R of (2.57) and δ since for 1.2 < F < 3 there

is no improvement in the SNR-degradation δ.

4.4.3 Sinc shaped basic transmit signature

In Figs. 4.16 and 4.17, we consider a HY system with a sinc basic transmit signature
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b) SNR-degradation δ(F, T ).

Fig. 4.16. R(F, T ) and δ(F, T ) of a HY system with a sinc basic transmit signature c0(t)
of (3.13) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
ZF-BLE; Nt = 8, Nf = 8; AWGN channel.

c0(t) of (3.13). The rate R of Fig. 4.16a is exactly as the rate R of Fig. 4.14a also from

the analytical point of view, since we are considering Nt = Nf , cf. (2.63), and the sinc

of (3.13) is dual of the rect of (3.10), cf. Subsection 4.3.2. Figs. 4.16b and 4.17a seem

symmetric to Figs. 4.14b and 4.15a, respectively. Therefore, we infer that the SNR-

degradation δ of (2.68) and (2.76) of a HY system with a rect basic transmit signature

c0(t) of (3.10) and the SNR-degradation δ of (2.68) and (2.76) of a HY system with a sinc

basic transmit signature c0(t) of (3.13) differ only in the fact that the dependency on T

and F is exchanged. As a matter of fact, for the HY system with a sinc basic transmit

signature c0(t) of (3.13) we notice the peaks for F = 0.5 as we noticed in correspondence

of T = 0.5 for the rect basic transmit signature c0(t) of (3.10) in Fig. 4.14b. These

observations might suggest a complete duality between the rect of (3.10) and the sinc of

(3.13) similar to the duality considered for the SC and MC systems, cf. Subsections 4.3.1

to 4.3.2. However, in this case the system matrix A of (2.14) is not the same for a given
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a) SNR-degradation δ(F, T ).
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Fig. 4.17. δ(F, T ) and δ(F, T |R) of a HY system with a sinc basic transmit signature c0(t)
of (3.13) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
MMSE-BLE; SNR=30 dB; Nt = 8, Nf = 8; AWGN channel.

value of F = T . By recalling (2.122), i.e.

An,n′ =exp [−j2π∆f(n, n′)FT (nt(n
′) − 1))] ·

·
∫ +∞

−∞

c0(t)c0 [t − ∆t(n, n′)T ] exp [−j2π∆f(n, n′)Ft] dt,
(4.25)

under the assumption of c0(t) = c0(−t) and c0(t) assuming only real values, we can rewrite

(4.25) as

An,n′ =exp [−j2π∆f(n, n′)FT (nt(n
′) − 1))] ·

·
∫ +∞

−∞

C0(f)C0 [t − ∆f(n, n′)F ] exp [−j2π∆t(n, n′)Tf ] df.
(4.26)

If c0(t) = C0(f), then the role of T and F are changed and the interference in the system

is the same. However, the functions ∆f(n, n′) and ∆t(n, n′) return different values for

the same (n, n′) so that the same interference is differently distributed within the system

matrix A of (2.14). The system matrix A is different, but the interference for F = T is

the same.

In Fig. 4.17b, we consider different fixed values of the rate R of (2.57) and, by letting F

vary we determine the SNR-degradation δ of (2.76). Also in this case we observe a degree

of symmetry between Fig. 4.17b and Fig. 4.15b. The role of T and F seems exchanged.

The variations of δ observed in Fig. 4.15b with the increasing of F appears now for the

decreasing of F and more compressed. The smooth behaviour for small values of F in

Fig. 4.15b can be noticed for high values of F in Fig. 4.17b. Although the system matrix
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A of (2.14) is different for HY systems with rect basic transmit signature c0(t) of (3.10)

and for HY systems with sinc basic transmit signature c0(t) of (3.13), simulation results

show very similar values of SNR-degradation δ of (2.68) and (2.76) and a high degree of

symmetry. Indeed, as explained above, the amount of interference is the same but it is

differently distributed within the system matrix A. The post-processing stage seems not

to be influenced by the location of the interference but only by the amount of interference.

4.4.4 Gaussian basic transmit signature

Figs. 4.18 and 4.19 report the simulation results of a HY system with a gauss basic
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b) SNR-degradation δ(F, T ).

Fig. 4.18. R(F, T ) and δ(F, T ) of a HY system with a gauss basic transmit signature c0(t)
of (3.18) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
B0 = 0.9; ZF-BLE; Nt = 8, Nf = 8; AWGN channel.

transmit signature c0(t) of (3.18) with B0 = 0.9. We choose this value of B0 so that, if

T = F , the interference is equally distributed in time and frequency, cf. Subsection 3.3.4.

From Fig. 4.18a we infer that the rate R is very similar to the rate R of Fig. 4.14a. As

a matter of fact from (2.64) R ≈ 1/(FT ) and it is independent of the choice of basic

transmit signature c0(t). For this reason we choose not to report the rate R of (2.57) of

HY systems for any other gauss basic transmit signature c0(t) of (3.18). Nevertheless,

the approximation R ≈ 1/(FT ) is valid only for high values of both Nt and Nf . In the

considered cases, Nt = Nf = 8 cannot be considered high enough to completely avoid the

influence of B0 and T0 and some differecence can be noticed, e.g. the maximum value in

Fig. 4.18a as compared with the maximum values of Figs. 4.14a and Figs. 4.16a. Fig. 4.18b

reports the SNR-degradation δ of (2.68) versus T and F . The increment is smoother as

compared to Figs. 4.14b and 4.16b and it reaches very high values of SNR-degradation

δ. We also observe the corrugated surface in the range approximately of F > 0.5 and

T > 0.5. For these values of T and F the system matrix A of (2.14) is singular and the
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a) SNR-degradation δ(F, T ).
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Fig. 4.19. δ(F, T ) and δ(F, T |R) of a HY system with a gauss basic transmit signature
c0(t) of (3.18) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
B0 = 0.9; MMSE-BLE; SNR=30 dB; Nt = 8, Nf = 8; AWGN channel.

ZF-BLE is not able to determine its inverse. Therefore the results diverge. We report

them in the figure to complete the graphs, knowing however that they are meaningless

and determined only by numerical calculation errors. Fig. 4.19a shows the performance

of the MMSE-BLE for SNR=30 dB. In this case, the corrugated surface corresponding

to high values of δ does not appear since the MMSE-BLE does not attempt to invert the

system matrix A of (2.14). The increment is very smooth in the whole range of considered

values of T and F and the surface is quite symmetric with respect to T and F . This could

be expected since the choice of B0 ensures the same amount of ISI and ICI if T = F .

The MMSE-BLE definitely outperforms the ZF-BLE for gauss basic transmit signature

c0(t) of (3.18) since the system matrix A of (2.14) soon tends to singularity. Fig. 4.19b

depicts the SNR-degradation δ(F, T |R) of (2.76). With the increasing of the rate R the

SNR-degradation δ gets soon worse and worse. For R = 1, the best possible value is

F ≈ 1 to which corresponds T ≈ 1. For R > 1 the SNR-degradation δ of (2.76) depends

almost exclusively on the value of R and not on the time and frequency separation. This

is determined by the characteristics of the gauss basic transmit signature c0(t) of (3.18)

which has the same shape both in time and frequency domain. By reducing F we increase

T and the interference is mostly generated in the time domain. By increasing F , we de-

crease the time separation T and the interference is mostly generated in the frequency

domain.

Figs. 4.20a and 4.20b show the SNR-degradation δ(F, T |R) for some given values of the

rate R of (2.57) of a HY system with a gauss basic transmit signature c0(t) of (3.18)

with B0 = 0.7 and B0 = 1.2. We have chosen not to report the rate R of (2.57) and
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a) B0 = 0.7.
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b) B0 = 1.2.

Fig. 4.20. δ(F, T |R) of a HY system with a gauss basic transmit signature c0(t) of (3.18)
versus the frequency separation F and time separation T ; Tref = 1/Fref = 1; B0 = 0.7;
B0 = 1.2; MMSE-BLE; SNR=30 dB; Nt = 8, Nf = 8; AWGN channel.

the SNR-degradation δ(F, T ) of (2.68) and (2.76) for these configurations because the

curves are very similar to Figs. 4.18 and 4.19a. The differences can be only noticed by

comparing the two dimensional functions δ(F, T |R). We also observe that for HY systems

the system matrix A of (2.14) cannot be expressed as a function only of the rate R as in

(4.3) and (4.20). Nevertheless, the dependency on σ remains very limited. By comparing

Fig. 4.20a with Fig. 4.20b, the second is somehow an expanded version of the former. Let

us focus on R = 1. The minimum in Fig. 4.20a is given for F ≈ 0.75, while the minimum

in Fig. 4.20b is given for F ≈ 1.25. As expected, for a smaller 3 dB bandwidth B0 the

best combination of T and F is given for a relatively smaller value of F , while for a large

B0 the frequency separation F minimizing the SNR-degradation δ of (2.76) is larger than

the time separation T . Fig. 4.19b, obtained with B0 = 0.9 can be then recognized as an

intermediate step between Fig. 4.20a and Fig. 4.20b.

4.4.5 Square root raised cosine basic transmit signature

Figs. 4.21 and 4.22 show the rate R of (2.57), the SNR-degradation δ of (2.68) and (2.76)

and the SNR-degradation δ(F, T |R) of a HY system with an rrcos basic transmit signa-

ture c0(t) of (3.21) with a roll-off factor α = 0.3. The results are similar to the results of

Figs. 4.16 and 4.17 since the sinc of (3.13) can be interpreted as an rrcos of (3.21) with

roll-off α = 0. Nevertheless, the faster time decay combined with the larger frequency

occupation influences the results. The peaks in the SNR-degradation δ of Figs. 4.16b

and 4.17a almost disappear in Figs. 4.21b and 4.22a. From Fig. 4.22b, we infer that the

combination of F and T showing the lowest SNR-degradation δ of (2.68) and (2.76) is
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Fig. 4.21. R(F, T ) and δ(F, T ) of a HY system with an rrcos basic transmit signature
c0(t) of (3.21) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
α = 0.3; ZF-BLE; Nt = 8, Nf = 8; AWGN channel.
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a) SNR-degradation δ(F, T ).
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Fig. 4.22. δ(F, T ) and δ(F, T |R) of a HY system with an rrcos basic transmit signature
c0(t) of (3.21) versus the frequency separation F and time separation T ; Tref = 1/Fref = 1;
α = 0.3; MMSE-BLE; SNR=30 dB; Nt = 8, Nf = 8; AWGN channel.

shifted to higher values of F as compared to Fig. 4.17b. The rrcos of (3.21) has a wider 3

dB bandwidth B0, which influences the performance since it generates a larger amount of

interference in the frequency domain so that the system is more sensitive to the frequency

separation F than to the time separation T .

The HY systems do not show as good performance as the SC and the MC systems.

We have not found any combination of time separation T and frequency separation F
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offering a promising trade-off between the SNR-degradation δ of (2.68) and (2.76) and

the rate R of (2.57). This is due to the relationships between time and frequency domain.

If we choose a time limited basic transmit signature c0(t), it shows good performance

for an SC carrier system because it limits the interference in the time direction. On the

other hand it is frequency unlimited [Pro95], so that generating a significant amount of

interference in the frequency direction.

4.5 Proposed approach as increment of the channel

capacity

4.5.1 General

Subsection 3.4.2 shows how the channel capacity C of (3.44) is related to the rate R of

(2.57) and the SNR-degradation δ of (2.68). In Sections 4.2 to 4.4, we have seen how the

rate R of (2.57) and the SNR-degradation δ of (2.68) depend on the system configuration

and on the choice of the basic transmit signature c0(t). In the following subsections we

investigate the performance of the considered configurations in terms of channel capacity

C of (3.44). For each configuration and basic transmit signature c0(t), we consider the

corresponding SNR-degradation δ of (2.68) with a ZF-BLE and the rate R of (2.57) versus

of the time separation T and/or the frequency separation F . Then, through (3.44), we

determine the channel capacity C versus the time separation T and/or the frequency

separation F . Since the channel capacity C of (3.44) depends also on the SNR γMF, we

choose the two values SNR=10 dB and SNR=30 dB. At the aim of observing whether the

proposed approach gives an improvement in terms of channel capacity C, we calculate

the normalized channel capacity, cf. (3.44), defined as

Cnorm =
R · ld(1 + γMF/δZF)

ld(1 + γMF)
. (4.27)

With (4.27), we can depict the normalized channel capacity Cnorm of (4.27) given by

the different considered SNR γMF in the same figure. We notice that the normalization

factor ld(1 + γMF) of (4.27) represents the channel capacity C of (3.44) of the AWGN

channel in absence of any interference, i.e. when the rate R of (2.57) is R = 1 and the

SNR-degradation δ is δ = 0 dB. Therefore, if Cnorm of (4.27) is larger than one, then the

proposed approach provides a method to increase the channel capacity C.

In the following we consider the configurations of SC, MC and HY systems and assume

Tref = 1/Fref = 1, cf. (3.24).
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4.5.2 Single carrier systems

In Fig. 4.23, we depict the normalized channel capacity Cnorm of (4.27) for an SC system
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Fig. 4.23. Normalized channel capacity Cnorm of (4.27) of an SC system with a rect
basic transmit signature c0(t) of (3.10) versus the time separation T ; Tref = 1; ZF-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

with a rect basic transmit signature c0(t) of (3.10). The normalized channel capacity

Cnorm of (4.27) depends on the rate R of Fig. 4.1a and the SNR-degradation δ of (2.68)

of Fig. 4.1b through (4.27). Therefore, we can recognize the presence of the peaks that

cause an abrupt change in the values of the normalized channel capacity Cnorm of (4.27).

We notice that Cnorm of (4.27) increases significantly for small values of T especially if we

consider SNR=30 dB.

For SNR=10 dB the best case is given by a very small time separation T for which

the channel capacity C of (3.44) almost doubles as compared to the conventional ap-

proach. The values have a high variation in correspondence of very small change in the

time separation T . If we aim at designing a system able to improve the channel capacity

C of (3.44), the choice of very small T is risky because small variations of the T , e.g. due

to inaccurate time synchronization, generate very large variations of channel capacity C

of (3.44). We could for instance choose a more conservative value such as T = 0.4. Then,

the channel capacity C improves of 30% compared to the conventional approach, and it

does not fall down to much lower values as the time separation T is slightly perturbed.

For very small value of T the normalized channel capacity Cnorm of (4.27) goes to zero as

expected, cf. (3.45). Let us now focus on SNR=30 dB. The improvement is even higher

in this configuration and it seems to diverge for very small values of T . In Chapter 5 we

will consider this configuration in more detail, cf. Subsection 5.2. At the moment, we

stress that the curve, after reaching its maximum value, converges to zero for small time
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separation T . We were not able to show this behaviour in Fig. 4.23 since the maximum

value is located at very small values of T .

In Fig. 4.24, we depict the normalized channel capacity Cnorm of (4.27) obtained for

0 0.2 0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3

   T

   
C

 n
or

m
SNR=30 dB
SNR=10 dB

Fig. 4.24. Normalized channel capacity Cnorm of (4.27) of an SC system with a sinc
basic transmit signature c0(t) of (3.13) versus the time separation T ; Tref = 1; ZF-BLE;
SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

an SC system with a sinc basic transmit signature c0(t) of (3.13). The situation is much

different from Fig. 4.23. By reducing the time separation T the channel capacity C of

(3.44) decreases. The maximum value is given by T = 1, i.e. R ≈ 1. This configuration

corresponds to the standard configuration of no ISI in the AWGN channel. If T > 1,

then C < 1 since the rate R of (2.57) decreases and the SNR-degradation δ increases,

see Fig. 4.2. When T < 1, the rate R increases but not enough to compensate the also

increasing SNR-degradation δ. From the simulation results of Fig. 4.24, we infer that a

sinc basic transmit signature c0(t) of (3.13) is not a promising choice to improve the chan-

nel capacity C in an SC system by reducing the time separation T . In Fig. 4.24 we also

observe that the channel capacity C of (3.44) is slightly better for SNR=30 dB. For both

values of SNR, with the decreasing of T the channel capacity Cnorm of (4.27) tends to zero.

In Figs. 4.25, 4.26 and 4.27 we depict the normalized channel capacity Cnorm of (4.27)

of an SC system with a gauss basic transmit signature c0(t) of (3.18) with B0 = 0.7,

B0 = 0.9 and B0 = 1.2, respectively. The channel capacity Cnorm of (4.27) has very

similar behaviour in the three different cases. It tends to zero as the time separation T

decreases. However, there exists a range of T < 1 for which the channel capacity C of

(3.44) is improved, i.e. it is larger than one. The maximum normalized channel capacity

Cnorm of (4.27) has the same value in the three different cases although it is obtained

for different values of time separation T . It might be interesting to notice that the time
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Fig. 4.25. Normalized channel capacity Cnorm of (4.27) of an SC system with a gauss
basic transmit signature c0(t) of (3.18) versus the time separation T ; Tref = 1; B0 = 0.7;
ZF-BLE; N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.
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Fig. 4.26. Normalized channel capacity Cnorm of (4.27) of an SC system with a gauss basic
transmit signature c0(t) of (3.18) versus time separation T ; Tref = 1; B0 = 0.9; ZF-BLE;
N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.

separation T offering the highest improvement of channel capacity C of (3.44) depends on

the SNR. As before, the improvement is better for higher SNR, cf. (4.27). In Section 4.2,

Figs. 4.3 to 4.5, we have shown that the relationship between the value of R of (2.57)

and the SNR-degradation δ of (2.68), if a gauss basic transmit signature c0(t) of (3.18) is

employed, is independent of the standard deviation σ. However, a given range of values

of rate R of (2.57) corresponds to different ranges of time separation T , since the relation

between T and R is related to σ, cf. (4.1). As a consequence, depending on the value
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Fig. 4.27. Normalized channel capacity Cnorm of (4.27) of an SC system with a gauss basic
transmit signature c0(t) of (3.18) versus time separation T ; Tref = 1; B0 = 1.2; ZF-BLE;
N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.

of B0, different ranges of T yield an improvement in the channel capacity C of (3.44).

To better explain this aspect let us consider the approximate expression of the rate R of

(2.57) of SC systems, i.e. R = 1/(B0T ). Let us suppose to be interested in the range

of T for which the rate R is 2 < R < 1. From the expression of the rate R of (2.59),

the corresponding range of time separation T is 1/B0 < T < 1/(2B0). Therefore, for a

smaller value of B0, see Fig. 4.25, the range of time separation T returning a given range

of rate R is larger. The choice of a gauss basic transmit signature c0(t) of (3.18) in an

SC system allows the choice of the corresponding time separation T that improves the

channel capacity C of (3.44).

In Figs. 4.28 and 4.29 we consider an SC system with an rrcos basic transmit signa-

ture c0(t) of (3.21) with α = 0.1 and α = 0.3, respectively. As expected, see Figs. 4.6

and 4.7, the results are similar to Fig. 4.24 in which we consider a sinc basic transmit

signature c0(t) of (3.13). The maximum value of channel capacity C of (3.44) corresponds

to T ≈ 0.95 if α = 0.1 and to T ≈ 0.82 if α = 0.3. With the increasing of α the maximum

value of channel capacity C of (3.44) is achieved for smaller time separation T . This is

due to the fact that the larger the roll-off factor α, the faster the time decay of the rrcos

basic transmit signature c0(t) of (3.21), so guaranteeing a smaller amount of ISI generated

by the data symbol specific transmit signatures cn(t) of (2.24). However, due to the time

unlimited nature of rrcos of (3.21), the amount of interference is always very high so that

there is no value of the time separation T which ensures Cnorm > 1.
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Fig. 4.28. Normalized channel capacity Cnorm of (4.27) of an SC system with an rrcos
basic transmit signature c0(t) of (3.21) versus the time separation T ; Tref = 1; α = 0.1;
ZF-BLE; N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.
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Fig. 4.29. Normalized channel capacity Cnorm of (4.27) of an SC system with an rrcos
basic transmit signature c0(t) of (3.21) versus the time separation T ; Tref = 1; α = 0.3;
ZF-BLE; N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.
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4.5.3 Multi-carrier systems

In Section 4.3 we have shown that MC systems can be interpreted as dual of SC systems

and we have found the conditions under which SC and MC systems have the same system

matrix A of (2.14), cf. Subsection 4.3.5. Therefore, we do not report the simulation

results obtained for MC systems with a rect basic transmit signature c0(t) of (3.10) and a

sinc basic transmit signature c0(t) of (3.13) since they are equivalent to those depicted for

SC systems with a sinc basic transmit signatures c0(t) of (3.13) and a rect basic transmit

signatures c0(t) of (3.10), respectively. In the case of a gauss basic transmit signature c0(t)

of (3.18) we have seen, cf. Subsection 4.5.2, that the results, when expressed in terms of

channel capacity C of (3.44), depend on the value of standard deviation σ. Therefore, they

should differ in SC and MC cases. Nevertheless, the three chosen values of σ let us take

into account dual situations. This means that the SC system with a gauss basic transmit

signature c0(t) of (3.18) and B0 = 0.7 has performance almost identical to the MC system

with a gauss basic transmit signature c0(t) of (3.18) and B0 = 1.2. For B0 = 0.9 and

c0(t) of (3.18), SC and MC systems show very similar performance. For these reasons,

we choose not to report the results obtained for MC systems with gauss basic transmit

signature c0(t) of (3.18). We consider only the rrcos basic transmit signatures c0(t) of

(3.21) whose time domain dual is not among the basic transmit signatures c0(t) under

investigation.

In Figs. 4.30 and 4.31, we report the normalized channel capacity Cnorm of (4.27) of
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Fig. 4.30. Normalized channel capacity Cnorm of (4.27) of an MC system with an rrcos
basic transmit signature c0(t) of (3.21) versus the frequency separation F ; Fref = 1;
α = 0.1; ZF-BLE; N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.

an MC system with an rrcos basic transmit signature c0(t) of (3.21). In Fig. 4.30, we

consider a roll-off factor α = 0.1. The performance is quite similar to Fig. 4.23. This
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Fig. 4.31. Normalized channel capacity Cnorm of (4.27) of an MC system with an rrcos
basic transmit signature c0(t) of (3.21) versus the frequency separation F ; Fref = 1;
α = 0.3; ZF-BLE; N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.

result is to be expected since the rrcos of (3.21) becomes a sinc of (3.13) when α = 0 and

the Fourier transform of a sinc(t) is a rect(f). For SNR=10 dB, the channel capacity C

of (3.44) changes very quickly with the decreasing of the frequency separation F and it

oscillates around the value one. We infer that exist some particular values of F which offer

an improvement in terms of channel capacity C of (3.44). However, due to the peaks, for

small values of F , the channel capacity C becomes very sensitive to the exact value of F .

For SNR=30 dB, the improvement given by the reduction of the frequency separation F

is much more significant. The channel capacity C of (3.44) reaches a maximum value, not

shown in the figure, and then it converges to zero when all the symbols are transmitted at

very close frequency locations. In Fig. 4.31, we consider α = 0.3. The performance is not

so good any more both for SNR=10 dB and SNR=30 dB. For SNR=10 dB, the ranges

of F ensuring an improved channel capacity C of (3.44) are significantly reduced and it

seems not convenient to further investigate the reduction of the frequency separation F .

For SNR=30 dB, the channel capacity C doubles for F ≈ 0.2 but also in this case the

system is very sensitive to small variation of the chosen value of F .

In MC systems we can achieve a gain in terms of channel capacity C of (3.44) only

when considering a frequency limited basic transmit signature c0(t). This is dual with

respect to what we inferred for SC systems, cf. Subsection 4.5.2, for which the best choice

is given by a time limited basic transmit signature c0(t).
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4.5.4 Hybrid systems

In the case of HY systems the time and frequency separation, T and F , respectively,

are jointly reduced to increase the rate R of (2.57), so causing an increment in terms of

SNR-degradation δ of (2.68), cf. Section 4.4. The SNR-degradation δ can be very high,

cf. Section 4.4.

In Fig. 4.32, we report the normalized channel capacity Cnorm of (4.27) for a HY system

with a rect basic transmit signature c0(t) of (3.10). Also for HY systems, we consider two
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Fig. 4.32. Normalized channel capacity Cnorm of (4.27) of a HY system with a rect basic
transmit signature c0(t) of (3.10) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; ZF-BLE; N = 64; AWGN channel; SNR=10 dB; SNR=30 dB.

values of SNR, i.e. SNR=10 dB and SNR=30 dB. We do not report the three dimensional

surfaces representing the normalized channel capacity Cnorm of (4.27) in the same figure

to simplify the reading of the results. For both the SNR values the normalized channel

capacity Cnorm of (4.27) does not show any significant improvement. For T and F close

to one, there exist some combinations of the time and frequency separations which ensure

a normalized channel capacity Cnorm of (4.27) only slightly larger than one. For T < 1

and F < 1, Cnorm of (4.27) goes to zero very quickly as compared to SC and MC systems.

This could be expected from Fig. 4.14b where we have seen that the SNR-degradation δ

of (2.68) of the ZF-BLE diverges to very high values.

In Fig. 4.33, we report the normalized channel capacity Cnorm of (4.27) for a HY sys-

tem with a sinc basic transmit signature c0(t) of (3.13). The normalized channel capacity

Cnorm of (4.27) is slightly larger than one only for a limited range of F and T . Fig. 4.33

is specular to Fig. 4.32. In particular, by comparing Fig. 4.33b with Fig. 4.32b we can

notice that the role of F and T is exchanged.



4.5 Proposed approach as increment of the channel capacity 115

0
0.5

1

0

0.5

1

0

0.5

1

   F   T

   
C

 n
or

m

a) SNR=10 dB.

0
0.5

1

0

0.5

1

0

0.5

1

   F   T

   
C

 n
or

m

b) SNR=30 dB.

Fig. 4.33. Normalized channel capacity Cnorm of (4.27) of a HY system with a sinc basic
transmit signature c0(t) of (3.13) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; ZF-BLE; SNR=10 dB and SNR=30 dB; N = 64; AWGN channel.

In Figs. 4.34, 4.35 and 4.36, we report the normalized channel capacity Cnorm of (4.27) of
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Fig. 4.34. Normalized channel capacity Cnorm of (4.27) of a HY system with a gauss basic
transmit signature c0(t) of (3.18) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; B0 = 0.7; ZF-BLE; SNR=10 dB and SNR=30 dB; N = 64; AWGN
channel.

a HY system with a gauss basic transmit signature c0(t) of (3.18) with B0 = 0.7, B0 = 0.9

and B0 = 1.2, respectively. The normalized channel capacity Cnorm of (4.27) is never

larger than one for all values of B0. If we compare Fig. 4.34 with Figs. 4.35 and 4.36 we

can notice how the dependency of the channel capacity C of (3.44) on the time separation

T and the frequency separation F changes by varying B0. If B0 is small, see Fig. 4.34, the

channel capacity C decreases faster with the decreasing of the time separation T . This is

due to the fact that for small B0, the time duration T0 of the basic transmit signature c0(t)
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Fig. 4.35. Normalized channel capacity Cnorm of (4.27) of a HY system with a gauss basic
transmit signature c0(t) of (3.18) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; B0 = 0.9; ZF-BLE; SNR=10 dB and SNR=30 dB; N = 64; AWGN
channel.
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Fig. 4.36. Normalized channel capacity Cnorm of (4.27) of a HY system with a gauss basic
transmit signature c0(t) of (3.18) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; B0 = 1.2; ZF-BLE; SNR=10 dB and SNR=30 dB; N = 64; AWGN
channel.

is large and the amount of interference generated in time domain is larger. For B0 = 0.9,

see Fig. 4.35, the interference is equally distributed in time and frequency direction, see

Fig. 3.6. As a consequence, the normalized channel capacity Cnorm of (4.27) shows the

same dependency on the time separation T and frequency separation F . For B0 = 1.2, see

Fig. 4.36, with the larger 3 dB bandwidth B0 most of the interference is generated by the

frequency overlapping of the basic transmit signatures c0(t). Therefore, the normalized

channel capacity Cnorm of (4.27) decreases faster when F decreases.
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In Figs. 4.37 to 4.38, we report the normalized channel capacity Cnorm of (4.27) of a
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Fig. 4.37. Normalized channel capacity Cnorm of (4.27) of a HY system with an rrcos basic
transmit signature c0(t) of (3.21) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; α = 0.1; ZF-BLE; N = 64; SNR=10 dB and SNR=30 dB; AWGN
channel.
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Fig. 4.38. Normalized channel capacity Cnorm of (4.27) of a HY system with an rrcos basic
transmit signature c0(t) of (3.21) versus the frequency separation F and time separation
T ; Tref = 1/Fref = 1; α = 0.3; ZF-BLE; SNR=10 dB and SNR=30 dB; N = 64; AWGN
channel.

HY system with an rrcos basic transmit signature c0(t) of (3.21) and a roll-off factor

α = 0.1 and α = 0.3, respectively. The normalized channel capacity Cnorm of (4.27) gets

slightly larger than one when F and T are close to one. For other values of T and F the

normalized channel capacity Cnorm of (4.27) is significantly smaller than one, i.e. it seems

of no convenience to reduce the time and/or frequency separation. By comparing Fig. 4.37

with Fig. 4.38 we can notice also in this case the effect of an enlargement of the frequency
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occupation due to the different value of the roll-off factor α. With the increasing of α,

HY systems become slightly more sensitive to the reduction of the frequency separation

F than to the reduction of the time separation T .

From Figs. 4.32 to 4.38, we have seen that in HY systems no one basic transmit sig-

nature c0(t) of our choice, cf. Table 3.3, improves the channel capacity C of (3.44) if the

time separation T and the frequency separation F are reduced. This does not imply that

does not exist any basic transmit signature c0(t) able to provide a larger channel capacity

C also in HY systems. There might exist, but for the duality between time and frequency

occupation it is very unlikely to find a basic transmit signature c0(t) ensuring a significant

gain in HY systems.
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5 Discussion on simulations: Recommenda-

tions

5.1 General

In Chapter 4, we have presented the simulation results and discussed them to a certain

extent to highlight in particular some peculiar relationships between different system con-

figurations. In this chapter, we summarize the main results and investigate them in more

detail in order to derive the most promising configurations. We finally conclude with some

recommendations based on the attained results.

The sensitivity of SC, MC and HY systems to the reduction of the time separation T

and/or frequency separation F was investigated in the previous chapter. We derived an-

alytically the relationship between SC and MC systems and inferred that SC and MC

systems have the same system matrix A of (2.14) if the basic transmit signature c0(t)

of the SC system has the same shape as the Fourier transform of the basic transmit sig-

nature c0(t) of the MC system. Therefore, investigating SC or MC systems is perfectly

equivalent and in the following we avoid any consideration regarding MC systems since we

are aware that the conclusions made on SC systems can be transferred to MC systems.

The most promising configurations are given by SC systems with a time limited basic

transmit signature c0(t). HY systems are of no interest since the amount of interference

in the time and frequency directions is very high for any proposed basic transmit signa-

ture c0(t). In the remainder of the chapter, we focus our attention on SC systems with a

rect basic transmit signature c0(t) of (3.10) and examine in more detail the corresponding

simulation results reported in Fig. 4.1, cf. Section 5.2. In Section 5.3, we draw the final

conclusions suggesting some recommendations.

5.2 SC system with rectangular basic transmit sig-

nature

5.2.1 Properties

The most promising simulation results are given by the rect basic transmit signature c0(t)

of (3.10) applied to an SC system, see Figs. 4.1 and 4.23. However, in Chapter 4 we

did not explain all the system characteristics emerging from the simulation results. In

particular, we shall investigate the presence of the peaks in Fig. 4.1 and the behaviour of

the normalized channel capacity Cnorm in Fig. 4.23 for small values of time separation T .
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The investigation starts from the analytical expression of the system matrix A of (4.18)

with Tref = 1, i.e.

An,n′ =

{

1 − (n − n′)T for |n − n′|T < 1,
0 else.

(5.1)

We then evaluate the SNR-degradation δ of (2.68) of an SC system with a rect basic

transmit signature c0(t) of (3.10) by using (2.67), where the system matrix A is derived

from (5.1) instead of using (2.12). The results are shown in Fig. 5.1 which slightly differs
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Fig. 5.1. SNR-degradation δ(T ) of an SC system with a rect basic transmit signature
c0(t) of (3.10) versus the time separation T ; Tref = 1; ZF-BLE; N = 64; AWGN channel.
A of (5.1) is assumed.

from Fig. 4.1 and Fig. 4.9. The small differences are due to numerical errors occurring

when evaluating the integral in (2.12). Fig. 5.1 confirms the positions of the peaks which

correspond to the values of the time separation T for which the number of interfering sym-

bols changes. To justify the observed behaviour we would need to write the expression of

δ of (2.68) in a closed form. The approach would be to express δ as in (2.80) and then,

based on (5.1), find the dependency of δ on T . We were not able to follow this approach

although the simple structure of the system matrix A of (5.1) might allow to pursue this

goal. The difficulties are related to the complexity of finding a closed form solution of the

characteristic equation of A of (5.1) without fixing the value of the number N and of the

time separation T .

We follow a different approach. We consider two values of the time separation T cor-

responding to a peak and a valley of the SNR-degradation δ of Fig. 5.1. Then, we fix

the number N . The value of N influences the numerical results but not the properties of

the system matrix A of (2.14). With these choices, we can investigate the properties of

the system matrixes A which generate the presence of peaks and valleys. In particular,

we consider the inverse of the eigenvalues 1/λn of A of (5.1), since their average value

determine the SNR-degradation δ, cf. (2.79) and (2.80).
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We choose T = 0.5, T = 0.4 and N = 8. The choice of N = 8 allows us to visual-

ize all the elements of the involved system matrixes A. With T = 0.5, the system matrix

A of (5.1) reads

A =

























1 0.5 0 0 0 0 0 0
0.5 1 0.5 0 0 0 0 0
0 0.5 1 0.5 0 0 0 0
0 0 0.5 1 0.5 0 0 0
0 0 0 0.5 1 0.5 0 0
0 0 0 0 0.5 1 0.5 0
0 0 0 0 0 0.5 1 0.5
0 0 0 0 0 0 0.5 1

























. (5.2)

The interference on each symbol is generated only by the previous and the following

symbols. A of (5.2) generates an SNR-degradation δ of δ ≈ 14 dB, cf. Fig. 5.1, and

corresponds to the right most peak. For T = 0.4, A of (5.1) reads

A =

























1 0.6 0.2 0 0 0 0 0
0.6 1 0.6 0.2 0 0 0 0
0.2 0.6 1 0.2 0.6 0 0 0
0 0.2 0.6 1 0.2 0.6 0 0
0 0 0.2 0.6 1 0.2 0.6 0
0 0 0 0.2 0.6 1 0.2 0.6
0 0 0 0 0.2 0.6 1 0.2
0 0 0 0 0 0.2 0.6 1

























. (5.3)

Now, the interference on each symbol is generated by the two previous and the two

following symbols. Therefore, it is greater than the interference of A of (5.2). The cor-

responding SNR-degradation is δ ≈ 4 dB, which is 10 dB below the SNR-degradation

δ given by (5.2). We infer that a larger amount of interference does not always imply

a larger SNR-degradation δ of (2.68). In both cases A is non-singular and the ZF-BLE

removes all the interference generating a noise enhancement, i.e. the SNR-degradation

δ. Since the SNR-degradation δ of (2.68) is proportional to the sum of the inverse of the

eigenvalues 1/λn of A, cf. (2.80), in Fig. 5.2, we report the inverse of the eigenvalues of

A of (5.2) and of A of (5.3). The λn are quite similar but for λ1 which represents the

minimum eigenvalue λmin of the system matrix A. For T = 0.5, λmin of A of (5.2) is very

close to zero, so causing the peak in the SNR-degradation δ, see Fig. 5.1. In other words,

the condition number |λmax/λmin| of A is larger in the case of (5.2) than in the case of (5.3).

Figs. 5.1 and 5.2 show how the peaks and the valleys of the SNR-degradation δ of (2.68)

are related to the eigenvalues λn of the system matrix A. By reducing the time separa-

tion T , e.g. from T = 0.5 to T = 0.4, and introducing on purpose a given amount of

interference, we can influence the structure of the system matrix A in such a way that

the minimum eigenvalue λmin is increased. As compared with the ISI introduced by a
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Fig. 5.2. Inverse of the eigenvalues λn of the system matrix A of (5.1) of an SC system
with a rect basic transmit signature c0(t) of (3.10). Tref = 1; T = 0.5; T = 0.4; N = 8.

multipath channel which depends on the current channel realization, in this case we have

full control on the ISI through the choice of the basic transmit signature c0(t) and the

time separation T . Therefore, we can choose the values of the time separation T to build

a system matrix A with the minimum eigenvalues λmin not too close to zero.

5.2.2 Channel capacity

In this subsection, we re-obtain Fig. 4.23, in which we showed the normalized channel

capacity Cnorm of (4.27) of an SC system with a rect basic transmit signature c0(t) of

(3.10), starting from (5.1) instead of (2.12). We plot the results in Fig. 5.3 showing all

the values of the normalized channel capacity Cnorm of (4.27). In Fig. 5.3a we consider the

whole range of T , while in Fig. 5.3b we focus on very small values of the time separation

T to visualize the behaviour of the normalized channel capacity Cnorm around its maxi-

mum. For SNR=10 dB, by reducing the time separation T , Cnorm ≈ 2 can be achieved.

However, from Fig. 5.3b we infer that the value is not stable and the channel capacity C

of (3.44) changes significantly for small variations of T . For SNR=30 dB, we observe that

the channel capacity C of (3.44) tends to zero for T ≈ 0, but by reducing T below 0.02.

We can achieve a channel capacity C of (3.44) 11 times higher than the channel capacity

C of (3.33) of the AWGN channel in absence of interference. However, also in this case

the maximum value of channel capacity C is very sensitive to the time separation T . For

a small variation of T we could end up in a region with much lower values of channel

capacity C of (3.44). In the worst case, a small variation of T might cause the channel

capacity C to go to zero.



5.2 SC system with rectangular basic transmit signature 123

0 0.5 1
0

2

4

6

8

10

12

  T

   
C

 n
or

m

SNR=30 dB
SNR=10 dB

a) 0 < T ≤ 1.2

0 0.05 0.1 0.15 0.2
0

2

4

6

8

10

12

  T

   
C

 n
or

m

SNR=30 dB
SNR=10 dB

b) 0 < T ≤ 0.2.

Fig. 5.3. Normalized channel capacity Cnorm of (4.27) of an SC system with a rect basic
transmit signature c0(t) of (3.10) versus the time separation T ; Tref = 1; ZF-BLE; SNR=10
dB and SNR=30 dB; N = 64; AWGN channel. A of (5.1) is assumed.

We have shown that in SC systems by choosing a time limited basic transmit signa-

ture c0(t) the trade-off between R of (2.57) and δ of (2.68) is promising and a higher

channel capacity C of (3.44) can be achieved by reducing the time separation T . The

maximum increment in channel capacity C of (3.44) is given for very small values of the

time separation T . However, we do not recommend to choose a small value of T for two

reasons:

1. The high value of the channel capacity C of (3.44) depends on the precise value

of T . If the time separation T changes due to some impairments, e.g. bad time

synchronization between the transmitter and the receiver, then the channel capacity

C may significantly degrade.

2. From Fig. 5.1 and Fig. 5.3a, we infer that the maximum value of channel capacity

C of (3.44) corresponds to an SNR-degradation δ ≈ 20 dB. To maintain the same

system performance in terms of average bit error probability Pb, when transmitting

with such a low time separation T , we shall increase the transmitted power of 20 dB.

In any realistic scenario, 20 dB of increment in transmit power cannot be accepted.

We propose a more conservative approach. We choose T = 0.4 which does not offer the

maximum value of channel capacity C of (3.44), but it returns a lower value of SNR-

degradation δ of (2.68). Moreover, the corresponding value of the channel capacity C is

less sensitive to the variations of T .
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5.2.3 Possible applications

To show the potential of the proposed method of increasing the resource usage, we design

a simple SC system and simulate its performance in terms of the average bit error prob-

ability Pb versus the average energy Eb per bit over the one sided noise power spectral

density N0. We compare a system which satisfies the Nyquist assumptions of no ISI in an

AWGN channel [BeC02, Pro95] with a system in which we employ the proposed method

to reduce the time separation T beyond the Nyquist assumptions.

We consider the SC system of Fig. 5.4. The bits bnb
, nb = 1 . . .Nb, are stacked in

b d
16-QAM

16-QAM
T = T0

c0(t) c∗0(−t)

n(t)

s(t)

nT

inversed̂ b̂

Fig. 5.4. SC system with a 16-QAM bit-mapping and a rect basic transmit signature c0(t)
of (3.10) with 3 dB time duration T0 equal to the time separation T .

the bit vector

b = (b1 . . . bNb
)T. (5.4)

Each group of ld(Md) = 4 bit of b of (5.4) is mapped into a complex data symbol dn

of d of (2.1) through a 16-QAM bit-mapping [BeC02, Pro95]. The number Nb of bits is

related to the number N of transmit data symbols through Nb = N · ld(Md). The complex

symbols dn are given as input to a filter [BeC02] with an impulse response determined

by the basic transmit signature c0(t). The transmitted signal s(t) reads as in (2.25). An

AWGN channel is assumed so that s(t) is only corrupted by an AWGN n(t) and then

enters the MF. After the MF, the signal is sampled at the multiples of the time separation

T to obtain the estimates d̂ of d. The inverse 16-QAM maps the complex estimates d̂

in the bit estimates b̂. The basic transmit signature c0(t) is chosen to be a rect of (3.10)

with 3 dB duration T0 = T . The described system is a conventional SC system [Pro95].

The Nyquist conditions are satisfied so that in an AWGN channel there is no ISI at the

receiver and there is no need for any post-processing stage. The bit rate Rb is given by

Rb =
ld(Md)

T
. (5.5)

Under the assumption of 16-QAM and of T = T0, we obtain from (5.5)

Rb = 4 bit/T0. (5.6)

We further assume the data covariance matrix Rd = I, cf. (2.22), and the energy per

symbol defined as, cf. Subsection 2.6.4,

Es =

∫ +∞

−∞

|c0(t)|2 dt. (5.7)
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We indicate the signal power with Ps and the noise power with Pn and write the average

SNR γ at the input of the MF as [BeC02, Pro95]

γ =
Ps

Pn
. (5.8)

The average signal power Ps depends on the average signal energy Es of (5.7) as [BeC02,

Pro95]

Ps =
Es

T
. (5.9)

The average noise power Pn depends on the one sided noise power spectral density N0

and the total bandwidth Btot. We assume that the noise bandwidth is limited by the

total system bandwidth Btot. Since we have assumed an SC system in which Btot = B0,

cf. (2.26), then [Pro95]

Pn ≈ N0B0. (5.10)

With (5.9) and (5.10), (5.8) reads

γ =
Es

N0B0T
. (5.11)

From the definition of the rate R of (2.59) and indicating with Eb = Es/ld(Md) the

average energy per bit [BeC02, Pro95], we obtain

γ =
Eb

N0

ld(Md) R. (5.12)

The relationship between γ and the ratio Eb/N0 is a function of the order Md of the bit-

mapping and of the rate R of (2.57). In conventional SC systems in which the Nyquist

assumptions are verified, the rate R = 1 and γ = Es/N0.

We evaluate the performance, see the dashed curve in Fig. 5.6, in terms of average bit

error probability Pb [Skl04] versus the ratio Eb/N0 of (5.12). In the case of the system of

Fig. 5.4 with R = 1, the performance is the same as reported in [BeC02].

We now apply the proposed method to improve the performance of the SC scheme in

Fig. 5.4. We first suppose to maintain the bit rate Rb constant. From (5.5), we infer that

we could choose a QPSK [Pro95] and select a time separation T = 0.5. From Fig. 5.1,

we infer that T = 0.5 corresponds to a high SNR-degradation δ of (2.68), therefore we

choose T = 0.4, cf. Subsection 5.2.2. The resulting bit rate Rb is slightly increased, i.e.

Rb = 4.5 bit/T0. (5.13)

The resulting SC communication scheme is depicted in Fig. 5.5, and its performance is

evaluated in terms of average bit error probability Pb versus Eb/N0, cf. (5.12). In Fig. 5.5,

we notice the presence of the post-processing stage which realizes a ZF-BLE. The equal-

izer is needed also in the presence of an AWGN channel since we are reducing the time
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b d d̂
QPSK

QPSK
ZF-BLE
A−1T = 0.4T0

c0(t) c∗0(−t)

n(t)

s(t)

nT

inverse b̂

Fig. 5.5. SC system with a QPSK bit-mapping, a rect basic transmit signature c0(t) of
(3.10) and a time separation T = 0.4T0.

separation T beyond the Nyquist assumption and ISI arises.

In Fig. 5.6 we depict the simulation results obtained when implementing the schemes

of Figs. 5.4 and 5.5 and assuming the continuous time t = lT0/10, l = −∞· · ·+ ∞. The
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Fig. 5.6. Average bit error probability Pb versus (Eb/N0)dB. SC system with rect basic
transmit signature c0(t) of (3.10). 16-QAM with T = T0 and QPSK with T = 0.4T0.

proposed approach offers a slightly higher bit rate Rb of (5.5) while ensuring a gain in

power efficiency barely higher than three dB. We notice that the Eb/N0 ratio of (5.12)

depends on the rate R of (2.57) which is higher in the QPSK than in the 16-QAM case.

The three dB gain costs in terms of additional receiver complexity since, by reducing the

time separation T , we have to introduce a ZF-BLE as in Fig. 5.5. However, the required

increment in complexity is not very significant. The inverse of the system matrix A−1

can be determined off-line and the ZF-BLE becomes a simple linear transformation.
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5.3 Recommendations

The reduction of the time separation T or the frequency separation F enables the in-

crement of the usage of the available resources R of (2.57) at a cost of a degradation

in the SNR at the output of the post processing stage, i.e. the SNR-degradation δ of

(2.68) and (2.76). The most promising configurations are SC systems with time limited

basic transmit signatures c0(t) and MC systems with frequency limited basic transmit

signatures c0(t). In these systems, the trade-off between R of (2.57) and δ of (2.68) and

(2.76) achieved through the proposed method allows an improvement in terms of channel

capacity C of (3.44) with respect to systems with a unitary rate R = 1 and δ = 0 dB.

The increment of R of (2.57) can be exploited to increase the transmission data rate or,

equivalently, to reduce the total occupied bandwidth Btot.

The analysis of the proposed method has assumed the presence of an AWGN channel, cf.

Subsection 3.3.6. Propagation scenarios in which the impact of multipath propagation

is negligible could be potential fields of application of the proposed method, e.g. indoor

cellular links with very small cell size. The required increment in terms of complexity

is not prohibitive since the system matrix A of (2.14) is determined only by the choice

of the basic transmit signature c0(t) and the time separation T . Both these parame-

ters are set by the design of the system so that the inverse of the system matrix A−1 can

be determined off-line. The receiver has to perform a linear time invariant transformation.

Our conclusion is that a more efficient usage of the available resources can be obtained

by reducing the time separation T and/or the frequency separation F . The key idea of

the thesis is to reduce T and/or F below the values which may ensure absence of ISI in

an AWGN channel. The key result is that the reduction of T and/or F allows an incre-

ment in terms of channel capacity C of (3.44) at the additional cost of a post-processing

stage which eliminates the ISI. Further work is necessary to investigate in more detail the

impact of multipath propagation and to propose a realistic application.
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6 Summary

6.1 English

The present thesis deals with a novel approach to increase the resource usage in digi-

tal communications. In digital communication systems, each information bearing data

symbol is associated to a waveform which is transmitted over a physical medium. The

time or frequency separations among the waveforms associated to the information data

have always been chosen to avoid or limit the interference among them. By doing so,

in the presence of a distortionless ideal channel, a single receive waveform is affected as

little as possible by the presence of the other waveforms. The conditions necessary to

meet the absence of any interference among the waveforms are well known and consist

of a relationship between the minimum time separation among the waveforms and their

bandwidth occupation or, equivalently, the minimum frequency separation and their time

occupation. These conditions are referred to as Nyquist assumptions.

The key idea of this work is to relax the Nyquist assumptions and to transmit with a time

and/or frequency separation between the waveforms smaller than the minimum required

to avoid interference. The reduction of the time and/or frequency separation generates

not only an increment of the resource usage, but also a degradation in the quality of the

received data. Therefore, to maintain a certain quality in the received signal, we have

to increase the amount of transmitted power. We investigate the trade-off between the

increment of the resource usage and the correspondent performance degradation in three

different cases. The first case is the single carrier case in which all waveforms have the

same spectrum, but have different temporal locations. The second one is the multi carrier

case in which each waveform has its distinct spectrum and occupies all the available time.

Finally, the hybrid case when each waveform has its unique time and frequency location.

These different cases are framed within the general system modelling developed in the

thesis so that they can be easily compared.

We evaluate the potential of the key idea of the thesis by choosing a set of four pos-

sible waveforms with different characteristics. By doing so, we study the influence of the

waveform characteristics in the three system configurations. We propose an interpretation

of the results by modifying the well-known Shannon capacity formula and by explicitly

expressing its dependency on the increment of resource usage and on the performance

degradation. The results are very promising. We show that both in the case of a single

carrier system with a time limited waveform and in the case of a multi-carrier system

with a frequency limited waveform, the reduction of the time or frequency separation,

respectively, has a positive effect on the channel capacity. The latter, depending on the

actual SNR, can double or increase even more significantly.
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6.2 German

In der vorliegenden Arbeit wird ein neuer Ansatz zum Steigern der Ressourcenverwend-

barkeit in der digitalen Kommunikation betrachtet. In digitalen Kommunikationssyste-

men entspricht jede in Datensymbolen enthaltene Information einer über ein physikalis-

ches Medium übertragen Signalform. Die Zeit- oder Frequenzabstände zwischen den

mit den Informationsdaten verbundenen Signalformen wurden immer so ausgesucht, daß

gegenseitige Interferenzen vermieden oder möglichst begrenzt werden konnten. Hierdurch

wird jede einzelne empfangene Signalform, unter der Annahme eines idealen verzerrungs-

freien Kanals, so wenig wie möglich von der Anwesenheit der anderen Signalformen beein-

flusst. Die notwendigen Bedingungen, um die Abwesenheit von Interferenzen zwischen den

Signalformen und den von ihnen belegten Frequenzen zu gewährleisten, sind allgemein

bekannt und sind durch das Verhältnis zwischen dem kleinsten Zeitabstand zwischen den

Signalformen und den von ihnen beanspruchten Bandbreiten, bzw. zwischen dem gering-

sten Frequenzabstand und der von ihnen beanspruchten Zeit gegeben. Diese Bedingungen

heißen Nyquist-Kriterien. Der Ausgangspunkt dieser Arbeit ist eine Abschwächung der

Nyquist-Kriterien, so daß mit einem Zeit- und/oder Frequenzabstand zwischen den Signal-

formen gesendet wird, der unterhalb der das Auftreten von Interferenzen vermeidenden

Mindestschwelle liegt. Die Verringerung des Zeit- und/oder Frequenzabstands ermöglicht

nicht nur eine erwünschte Steigerung der Ressourcenausnutzung, sondern verursacht auch

eine qualitative Beeinträchtigung der empfangenen Daten. Um eine bestimmte Qualität

des empfangenen Signals zu gewährleisten, muß demnach die Sendeleistung erhöht wer-

den. Wir untersuchen das Verhältnis zwischen der möglichen Erhörung der Ressourcen-

ausnutzung und der dabei auftretenden Degradierung der Systemperformanz in drei un-

terschiedlichen Fällen. Der erste Fall bezieht sich auf die Einträger-Übertragung, wobei

die Signalformen auf derselben Frequenz, aber zu unterschiedlichen Zeitpunkten übertra-

gen werden. Im zweiten Fall wird die Mehrträger-Übertragung untersucht, wobei jede

Signalform auf einer unterschiedlichen Frequenz übertragen wird und dafür die gesamte

zur Verfügung stehende Zeit beansprucht. Als dritter Fall wir ein hybrider Ansatz be-

trachtet, bei dem man jede Signalform zu einem eigenen Zeitpunkt und auf einer eigenen

Frequenz überträgt. Die drei Fälle sind aus dem allgemeinen Systemmodell, das in dieser

Arbeit beschrieben wird, ableitbar und somit direkt vergleichbar. Wir bewerten das

Potential der dieser Arbeit zugrundeliegenden Idee anhand vierer Signalformen mit je un-

terschiedlichen Eigenschaften. Auf diese Art und Weise kann untersuchen werden, wie die

Signalformeigenschaften jeweils die drei Systemkonstellationen beeinflussen. Die von uns

vorgeschlagene Interpretation der Ergebnisse geht von einer Änderung der bekannten Ka-

pazitätsformel nach Shannon aus, wobei explizit die Abhängigkeit zwischen der Erhöhung

der Anzahl verfügbarer Ressourcen und der damit einhergehenden Degradation der Perfor-

manz berücksichtigt wird. Die Ergebnisse sind vielversprechend. Wir zeigen, daß sowohl

im Fall des Eingträger-Ubertragungssytems mit einer zeitlich begrenzten Signalform als

auch im Fall des Mehrträger-Ubertragungssytems mit einer frequenzmäßig begrenzten Si-

gnalform die Auswirkung der Verringerung des Zeit- und/oder Frequenzabstands auf die

Kapazität des Kanals positiv sind. Letztere kann, abhängig vom tatsächlichen SNR, auf

das doppelte oder sogar noch mehr ansteigen.
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Appendix

A.1 Abbreviations

2G 2nd Generation

3G 3rd Generation

4G 4th Generation

ADSL Asynchronous Digital Subscriber Line

AWGN Additive White Gaussian Noise

BER average Bit Error Rate

CDMA Code Division Multiple Access

DFT Discrete Fourier Transform

DL DownLink

DAB Digital Audio Broadcasting

DAV Digital Video Broadcasting

Ch Channel

FB Filter Bank

FDD Frequency Division Duplex

FDM Frequency Division Multiplexing

FDMA Frequency Division Multiple Access

FEC Forward Error Correcting

FFT Fast Fourier Transform

FMT Filtered Multi Tone

G-HY Generic HYbrid

GPS Global Positioning System

HY HYbrid

ICI InterChannel Interference

IFFT Inverse Fast Fourier Transform

ISI InterSymbol Interference

LAN Local Area Network

MAP Maximum a Posteriori Probability

MC Multi Carrier

MF Matched Filter

ML Maximum Likelihood

MMSE-BLE Minimum Mean Square Error Block Linear Equalizer

OFDM Orthogonal Frequency Division Multiplexing

O-QAM Offset QAM

PAPR Peak to Average Power Ratio

PR Perfect Reconstruction

QAM Quadrature Amplitude Modulation
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QoS Quality of Service

QPSK Quadrature Phase Shift Key

Rx Receiver

SC Single Carrier

SIDMA Signature Division Multiple Access

SNIR Signal to Noise plus Interference Ratio

SNR Signal to Noise Ratio

TDD Time Division Duplex

TDM Time Division Multiplexing

TDMA Time Division Multiple Access

TMUX Transmultiplexer

Tx Transmitter

UL UpLink

VDSL Very high speed Digital Sub-scriberLine

WSSUS Wide Sense Stationary with Uncorrelated Scatters

ZF-BLE Zero Forcing Block Linear Equalizer

A.2 Symbols

An,n′ correlation coefficient between the transmit data symbol dn′ and the

receive data symbol dMF,n

Ãn,n′ modified correlation coefficient between the transmit data symbol dn′

and the receive data symbol dMF,n

A
(k,k′)
n,n′ correlation coefficient between the transmit data symbol d

(k′)
n′ and the

receive data symbol d
(k)
MF,n

A system matrix

A(k,k′) system matrix from user k′ to user k

A(k) system matrix of user k

A(MU) multi user system matrix

Ã modified system matrix

Â block structured matrix depending only on ∆t(n, n′) and ∆f(n, n′) and

c0(t)

Â
(nt,n′

t
)

sub (nf , n
′

f) elements of the submatrix Â
(nt,n′

t
)

sub

Â
(nt,n′

t
)

sub sub-matrix of Â

An linear transformation which colours the noise

B system bandwidth

B0 3 dB bandwidth

B0,nf(n) 3 dB bandwidth of c0,nf(n)(t)

BC coherence bandwidth of the multipath channel

Btot total bandwidth of the radiated signal
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bnb
bit

b bit vector

b̂ bit vector estimate

C channel capacity

Cnorm normalized channel capacity

C0(f) Fourier transform of the basic transmit signature c0(t)

Ĉ0,∆t
(f) Fourier transform of ĉ0,∆t

(t)

c0(t) basic transmit signature

ĉ0,∆t
(t) product of c0(t) and c0(t − ∆t(n, n′)T ).

c0,nf(n)(t) basic transmit signature on sub-carrier nf(n)

cn(t) data symbol specific transmit signature

c
(k)
n (t) data symbol specific transmit signature of user k

cr,n(t) data symbol specific receive signature

c
(k)
r,n(t) data symbol specific receive signature of user k

c̃r,n(t) modified data symbol specific receive signature

dn complex data symbol, n = 1 . . .N ,

d(k)
n data symbol of user k

d data vector

d(k) data vector of user k

d(MU) multi user data vector

d̂ final estimate of the data vector

d̂MF,n raw estimate of the data symbol dn after the MF

d̂MF raw estimate of the data symbol vector d after the MF

d̂
(k)

MF,n raw estimate of the data symbol d(k)
n after the MF

d̂
(k)

MF raw estimate of the data symbol vector d(k) after the MF

d̂
(MU)

MF multi user raw estimate of the data symbol vector d(MU) after the MF

Eb average energy per bit

Es average energy per symbol

e(t) useful signal at the channel output

e(k)(t) useful signal of user k at the channel output

F frequency separation between two consecutive basic transmit signatures

Fref reference frequency

F (MC) frequency separation between consecutive transmit signatures in MC

systems

F (HY) frequency separation between consecutive transmit signatures in HY sys-

tems

Fnf(n) frequency location of sub-carrier nf(n)

fc carrier frequency

fD Doppler shift

gauss Gaussian basic transmit signature c0(t)

H(f) channel tranfer function
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Hnf(n) value of the channel tranfer function for the sub-carrier nf(n)

h(τ, t) impulse response of the linear time variant channel

h(k)(τ, t) impulse response of the linear time variant channel experienced by user

k

hn(τ) impulse response of the MF for cr,n(t)

k user index

K total number of users

Ln enery loss factor

ld(·) base two logarithm

ln(·) base e logarithm

M oversampling factor in FBs

Md order of the bit-mapper

N number of symbols per data block

N0 one sided noise power spectral density of the AWGN

NK number of symbols per user per data block

Nb number of bit

Nf number of sub-carriers

Nt number of symbol time slots

n data symbol index, n = 1 . . . N

nb bit index

nt(n) function that maps the data symbol index n to the correspondent symbol

slot index nt(n)

nf(n) function that maps the data symbol index n to the correspondent sub-

carrier index nf(n)

n(t) additive white Gaussian noise

ñn element n of the modified receive noise vector ñ

ñ modified receive noise vector

nMF receive noise vector after the MF

nMF,n receive noise sample affecting the receive symbol d̂MF,n

n
(k)
MF,n receive noise sample of user k affecting the receive symbol d̂MF,n

n
(k)
MF receive noise vector of user k after the MF

n
(MU)
MF multi user receive noise vector after the MF

Pb average bit error probability

Pn noise power

Ps transmitted signal power

R rate

R(SC) rate of SC systems

R(MC) rate of MC systems

R(HY) rate of HY systems

R(G−HY) rate of G-HY systems

Rb bit rate

Rd data covariance matrix



134 Appendix

Rn noise covariance matrix

Rn,n,n′ element of the noise covariance matrix

R̃n,n,n′ element of the modified noise covariance matrix

R̃n modified noise covariance matrix

r(t) signal to be processed at the reciever

rect rectangular basic transmit signature c0(t)

rrcos square root raised cosine basic transmit signature c0(t)

s(t) signal radiated by the Tx into the Ch

s(k)(t) signal radiated by the Tx of user k into the Ch

sinc sinc shaped basic transmit signature c0(t)

T time separation between consecutive symbol specific transmit signatures

T (SC) time separation between consecutive transmit signatures in SC systems

T (HY) time separation between consecutive transmit signatures in HY systems

T0 3 dB symbol duration

T0,nf(n) 3 dB duration of c0,nf(n)(t)

TC coherence time of the multipath channel

Tnf(n) time separation between consecutive transmit signatures on sub-carrier

nf(n)

Tref reference time

Tpilot duration of the pilot sequence

Ttot total duration of the radiated signal

t absolute time

W0 matrix representing the Wiener estimator

α roll-off factor of the square root raised cosine

γ SNR at the output of the post-processing unit

γ̃ SNR at the output of the post-processing unit of the modified system

model

γn SNR of d̂n at the input of the receiver

γMF SNR at the output of the MF under the assumptions of no ISI and no

ICI

γZF SNR at the output of the ZF-BLE

γMMSE SNIR at the output of the MMSE-BLE

∆f(n, n′) relative frequency distance between cn(t) and c′n(t)

∆f matrix of the relative frequency distance ∆f(n, n′)

∆t(n, n′) relative time distance between cn(t) and c′n(t)

∆t matrix of the relative time distance ∆t(n, n′)

∆f difference of absolute frequencies

∆t difference of absolute observation times

δ SNR-degradation

δ(τ) Kronecker delta function

δfD
Doppler spread

δMMSE SNR-degradation of the MMSE-BLE
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δ̃MF modified SNR-degradation of conventional OFDM systems

δ̃MMSE modified SNR-degradation of the MMSE-BLE

δZF SNR-degradation of the ZF-BLE

δ̃ZF modified SNR-degradation of the ZF-BLE

λn eigenvalue n of the system matrix A

σ standard deviation the Gaussian function

σ2 variance of the Gaussian function

στ delay spread of the multipath channel

τmax maximum excess delay of the channel
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