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Chapter 1

Introduction

1.1 Classification of mobile radio communication
systems

The thesis deals with radio communication systems. Throughout the thesis, the band-pass
signals of the radio communication systems are represented by their equivalent low-pass
signals as in [K1e96]. The transmitted and received data symbols are arranged in complex
column vectors. Complex vectors and matrices are represented by underlined bold face
symbols.

Fig. 1.1a shows the block diagram of a communication system [Rup93], which involves
four main parts:

the transmitter,

the channel,

the noise adder, and

e the receiver.

Following the system representation introduced in [Tr603], the output signals of the trans-
mitter, the channel and the noise adder as well as the noise are represented by the complex
vectors t, e, r and n, respectively. The transmit data symbols stacked in the data vector d
are fed into the transmitter. Generally, in the transmitter the data symbols constituting
d are subject to Forward Error Correction (FEC) Coding and modulated to form the
transmit signal t, which is fed into the channel. The channel is the physical medium that
is used to transfer the transmit signal t from the transmitter to the receiver. At the chan-
nel output t causes the undisturbed receive signal e. In the case of radio communications,
the channel consists as shown in Fig. 1.1b of three parts:

e the transmit antenna,
e the free space and
e the receive antenna, at which, in addition to the undisturbed receive signal e, the
noise signal n impinges.
As an essential feature of the transmission systems of Fig. 1.1, the undisturbed receive
signal e is corrupted by the additive noise n, which leads to the disturbed receive signal

r=e-+n. (1.1)

The signal r arriving at the receiver is in general passed to the demodulator and the FEC
decoder in the receiver, which attempt to reconstruct the original vector d of the data
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Fig. 1.1. Block diagram of a communication system
a) general case
b) radio communication case

symbols to form a data estimate a It is aspired that the data estimate a is as accurate as
possible compared to d under certain conditions given e.g. by restrictions of the available
transmit energy and the system bandwidth. The more accurate the data estimate a, the
better the performance of the communication system.

For a given channel and given characteristics of the additive noise n the performance of
a communication system depends on the FEC encoder and the modulator applied in the
transmitter as well as on the demodulator and the FEC decoder utilized in the receiver
[Pro95]. In other words, the system performance depends on the signal processing algo-
rithms applied in the transmitter and the receiver. The characteristics of these algorithms
are decisive for the required computational effort, i.e. for the cost of the required hard-
ware and the required primary power. In this thesis only the digital signal processing is
considered.

The beginning of data communications with electromagnetic waves can be traced back
to the 19th century. Carl Friedrich Gauss and Wilhelm Weber hook up the world’s first
electromagnetic single-needle telegraph link between 1833 and 1835 [Asc84]. They run two
wires 1500m across roofs between the university observatory and the physics laboratory
in Gottingen. Later, Carl August von Steinheil continued the work of Gauss and further
developed the practical electromagnetic telegraphy. The radio communication technology,
i.e. the communication without fixed lines, started with the experiments made by the
Italian physicist Guglielmo Marconi in Bologna in 1895 [Asc84]. For his achievements, he
received the Nobel Price for physics in 1909.
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From the first experimental data communication systems to today’s modern commercial
communication systems, the system design generally starts from the transmitter (Tx), i.e.
the signal processing algorithm in the transmitter is a priori selected, and then the signal
processing algorithm in the receiver is a posteriori determined to obtain the corresponding
data estimate. Therefore, in these conventional communication systems, the transmitter
can be considered the master and the receiver can be considered the slave. Consequently,
such systems can be termed transmitter (Tx) oriented. In the case of Tx orientation, the
a priori selected transmitter algorithm can be chosen with a view to arrive at particularly
simple transmitter implementations. This advantage has to be countervailed by a higher
implementation complexity of the a posteriori determined receiver algorithm.

Opposed to the conventional scheme of Tx orientation, the design of communication
systems can alternatively start from the receiver (Rx). Then, the signal processing algo-
rithm in the receiver is a priori determined, and the transmitter algorithm results a pos-
teriori. Such an unconventional approach to system design can be termed receiver (Rx)
oriented. In the case of Rx orientation, the receiver algorithm can be a priori selected
in such a way that the receiver complexity is minimum, and the a posteriori determined
transmitter has to tolerate more implementation complexity.

In summary, the conventional scheme of Tx orientation allows simple transmitters and
leads to more complex receivers, whereas, vice versa, the scheme of Rx orientation allows
simple receivers and leads to more complex transmitters. In practical communication
systems the implementation complexity corresponds to the weight, volume, cost etc of
the equipment. Therefore, the complexity is an important aspect which should be taken
into account, when building practical communication systems. The terms Tx orientation
and Rx orientation were coined by the author of this thesis and by his colleagues [MBQO4].

In both Tx and Rx oriented communication systems, in order to obtain a satisfying
system performance, the channel knowledge is an important issue and should be taken
into account when a posteriori determining the algorithms, that is the channel knowledge
should be considered

e at the receiver in the case of Tx orientation and

e at the transmitter in the case of Rx orientation.

In the case of Tx orientation, this knowledge can be obtained at the receiver by sending
training signals to the receiver, which are before made known to the receiver. Based on
the knowledge of these signals and of the corresponding received signals, the receiver can
estimate the channel impulse response [Ste95]. In the case of Rx orientation, the channel
knowledge should be available at the transmitter. There it can be generally obtained in
such a way that this knowledge is first determined at the receiver, e.g. as done in the case
of Tx orientation, and then fed back to the transmitter. In general, this seems not to be
an easily solvable task, and, therefore, limits the application of Rx orientation.

In mobile radio communication systems, the complexity of the mobile terminals (MTs)
should be as low as possible, whereas more complicated implementations can be tolerated
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in the base station (BS). Having in mind the above mentioned complexity features of the
rationales Tx orientation and Rx orientation, this means that in the uplink (UL), i.e. in
the radio link from the MT to the BS, the quasi natural choice would be Tx orientation,
which leads to low cost transmitters at the MTs, whereas in the downlink (DL), i.e. in
the radio link from the BS to the MTs, the rationale Rx orientation would be the favorite
alternative, because this results in simple receivers at the MTs.

As mentioned above, in the case of Tx orientation channel knowledge would be desirable
at the MTs, whereas in the case of Rx orientation such knowledge should be available
at the BSs. This means that, in the case of mobile radio systems, the above proposed
combination of Tx orientation in the UL and Rx orientation in the DL is particularly easily
feasible, if the utilized duplexing scheme is TDD (Time Division Duplexing). In the case
of TDD the UL and the DL use the same frequency band in temporally separated periods
so that, due to the reciprocity theorem [Par92], both links experience the same channel
impulse responses as long as the time elapsing between UL and DL transmissions is not
too large. Therefore, the channel knowledge needed by the BS receivers in the Tx oriented
UL and obtainable for instance based on the transmission of training signals by the MTs
can be used also as the channel knowledge required for the Rx oriented DL transmission.
This approach to exploiting channel knowledge available in the BS for DL transmission
has the additional advantage that no resources have to be sacrificed for the transmission
of training signals in the DL, which tends, anyhow, capacity-wise to be the more crucial
one of the two links [BMWTO00]. In FDD (Frequency Division Duplexing) systems, the
UL and DL occupy two different frequency bands, and, therefore, the channel properties
of UL and DL are different. Consequently, in FDD systems the channel knowledge is not
as easily obtained at the transmitter as in TDD systems. However, also solutions to this
problem exist [JBMWO02].

Tx orientation in the UL of mobile radio systems has been well studied in the past
[K1e96, Ver98], whereas Rx orientation in the DL of such systems only recently began to
attract some attention [MBQO4]. In this thesis, investigations of certain aspects of Rx
orientation in the DL are the topics of interest. In these investigations perfect channel
knowledge is assumed to be available at the BS.

1.2 Requirement of low transmit energy

Modern mobile radio communication systems are cellular systems [Cal88], in which the
whole geographical service area is subdivided into many non-overlapping cells. In each
cell a BS is situated which simultaneously supports a number of MTs located in this
cell. This simultaneous support of multiple MTs by the BS is organized according to the
well-known basic multiple access principles FDMA (Frequency Division Multiple Access),
TDMA (Time Division Multiple Access) and CDMA (Code Division Multiple Access),
with practical multiple access schemes being usually hybrids, i.e. combinations of at least
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two of the basic multiple access principles [Bai94, BK95, Bai96, BJK96, FST*96, OP9S,
HKK*00]. In FDMA the user signals are assigned to different frequency domains, and,
therefore, are spectrally disjoint. The disjointness of the user signals offered by FDMA
is virtually unaffected by the multipath mobile radio channels, as long as the impact of
the Doppler effect can be neglected. In TDMA the disjointness of user signals is achieved
by arranging them in different time domains. The disjointness of TDMA user signals is
impaired due to the delay spread of the multipath mobile radio channels only moderately,
if appropriate guard intervals are provided between successive TDMA bursts. However,
in CDMA, because many user signals are active in the same time and frequency domain,
user signals transmitted even in a perfectly disjoint way by using orthogonal CDMA
codes tend to loose their disjointness due to the frequency selectivity of the mobile radio
channels [Bai96, Ver98|. This degraded disjointness of user signals in the case of CDMA
leads to interference between them, which is termed multiple access interference (MAT).
The MAI between the user signals of one and the same cell is termed intracell MAI
[Lee90]. Intracell MAI is a limiting factor for the single cell performance of mobile radio
systems [Ste92], and, therefore, should be eliminated or at least reduced. The elimination
of intracell MAI in ULs following the rationale Tx orientation has been well studied
[NaB95, Kle96, Blad8, Ver98] and can be solved by resorting to Joint Detection (JD)
techniques, by which all user signals of a cell are detected simultaneously in the receiver of
the BS by exploiting the a priori knowledge about the used CDMA codes and the channel
impulse responses. However, it was only recently that the elimination of intracell MAI
in the DL with Rx orientation began to attract some attention and Joint Transmission
(JT) techniques were envisaged [BMWT00, MBQO4], in which all user signals of a cell
are jointly generated in the transmitter of the BS under consideration of the a priori
knowledge about the used CDMA codes and the channel impulse responses.

Frequency reuse is an essential feature of cellular mobile radio systems and means that the
cells are grouped into clusters and the frequencies allotted to the cells of a certain cluster
are again used in other clusters [Cal88, Lee90]. Due to this frequency reuse, in each cell
of a cluster interfering signals originating from the cells which use the same frequency in
other clusters are received. This kind of interference is termed intercell MAI [Lee90] and
is present irrespective of the applied multiple access scheme, because disjointness of the
user signals in general cannot be maintained across cluster borders. Intercell MAT limits
the capacity of the mobile radio systems, and, therefore, should be eliminated or kept as
low as possible. There are two basic possibilities to eliminate or mitigate intercell MAT:

e Intercell MAI could be eliminated by jointly detecting/generating the user signals
over cluster borders in the receiver/transmitter by exploiting the a priori knowledge
about the used CDMA codes and the channel impulse responses in a way similar
to that followed when mitigating intracell MAI. Because, now, the user signals over
cluster borders would be jointly processed, the a priori knowledge should include all
the used CDMA codes and the channel impulse responses with respect to the user
signals over cluster borders. Consequently, a huge organizational and computational
complexity would be required both for the achievement of the a priori knowledge
and for the joint processing of all user signals over cluster borders. This is not
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feasible due to the limits of implementation cost and signaling effort in practical
systems.

e Restricted by said limits of the implementation complexity of practical systems, only
the user signals within each cell can be jointly processed without consideration of
intercell MAI or at most with consideration of the statistical properties of intercell
MALI, e.g. the spatial-temporal correlations of intercell MAT [Wec02]. Therfore, the
intercell interference always exists. The detrimental effect of intercell MAI grows
with its average energy. In order to keep the detrimental effect of intercell MAT
low, another way to attack this problem would be to keep the average energy of the
intercell MAT as low as possible. This energy of the intercell MAT grows with the
radiated energies within each cell, because these energies are the reason of intercell
MALI Therefore, reducing the radiated energies within each cell can mitigate the
detrimental effect of intercell MAI. Concerning the DL which, as stated at the end
of Section 1.1, is the link of interest in this thesis, this means that the transmit
energy radiated by the BSs should be as low as possible.

Low transmit energy is required also with respect to the growing electro-phobia of the
public. In the past ten years, the number of mobile phone users went up worldwide very
quickly. This omnipresence of mobile phones has lead to increased concerns about possible
health hazards by electromagnetic irradiation. Research into possible biological effects
of electromagnetic fields has been carried out in government, academic and industrial
laboratories all over the world [KBL97, HNP*99, TEE01]. Whatever the outcome of the
latest research will be, the debate on the health impacts of mobile communications will
continue. Such issues are very difficult and time-consuming to resolve. How to respond
appropriately to public fears, identifying any real hazard while avoiding unproductive
controversy, is not a purely scientific matter, but a question with deep social aspects.
Anyway, low transmit energy leads to weak electromagnetic irradiation and will reduce
the risk of possible health hazards, and, therefore, can somewhat relax the problem of
electro-phobia of the public.

As a short summary of Section 1.2, the major goal of designing the DL based on the ra-
tionale Rx orientation consists in reducing the transmit energy, when a posteriori designing
the transmitter algorithm for a given single cell transmission quality.

1.3 State-of-the-art and open questions

Although ideas similar to Rx orientation came up more than ten years ago [EN93], it was
only recently that this rationale, especially for the mobile radio downlinks, was clearly
formulated [BMWT00, JU0OO, MBQO4]. In the meantime more and more academic and
industrial research projects concern this rationale, and a systematical study has begun.
However, due to the late perception of Rx orientation, up to now the available references
are limited.
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The first proposals of Rx orientation for mobile radio downlinks concerned linear trans-
mission schemes [EN93, BMWTO00, JU00, JKG*02] with modulators based on the ra-
tionales Transmit Matched Filter (TxMF) [EN93, ESN95, JN98, ESN99, NBF00, CLMO01,
NBO01], Transmit Minimum Mean Square Error (TxMMSE) Filter [JKG102, JKUNO02,
BMO03, MBQO04] or Transmit Zero Forcing (TxZF) Filter [VM98, MBW*00, BMWTO00,
MBL*00, JU00, QTMO02], see also Table 1.1. These three linear schemes differ from each
other by the way in which the problem of intracell interference is addressed when designing
the transmit signals. The intracell interference

e is totally neglected in the case of the Transmit Matched Filter (TxMF),

e is admitted to a certain degree and beneficially balanced against the received noise
in the case of the Transmit Minimum Mean Square Error (TxMMSE) Filter, and

e is strictly eliminated in the case of the Transmit Zero Forcing (TxZF) Filter.

For the assessment of the linear transmission schemes appropriate criteria are required.
Due to the fact that the energy radiated by the transmitter is an important technical
and even social issue as mentioned in Subsection 1.2, besides of bit error probabilities or
signal-to-noise-plus-interference ratios, as another suitable criterion the energy efficiency
is proposed in [TWMBO01, BQT03]. The energy efficiency characterizes how efficiently
the energy radiated by the transmitter is transferred as useful energy to the receiver
output. A large energy efficiency means efficient transmission of the radiated energy,
and, therefore, low transmit energy is required at the transmitter when a certain useful
energy has to be produced at the receiver output. Quite generally, the energy efficiency
decreases with an increasing degree of mitigation of intracell interference, because such
an increase goes along with growing constraints on the design of the transmit signals. In
the case of the TxMF the intracell interference is totally neglected, and, therefore, no
such constraints exist. The TxMMSE Filter and the TxZF Filter imply such constraints,
which are more stringent in the case of the TxZF Filter than in the case of the TxMMSE
Filter. This means that, when proceeding from the TxMF over the TxMMSE Filter to
the TxZF Filter, the energy efficiency tends to go down [Tr&03]. To summarize, there
seems to be a rule telling us, the larger the energy efficiency, the more distinct the impact
of intracell interference. Or in other words, striving for high transmission quality in linear
Rx oriented schemes goes along with a sacrifice of transmit energy, and, therefore, leads
to possibly high transmit energy.

An important asset with respect to increasing the spectrum efficiency of radio transmission
systems is the use of multiple antennas instead of single antennas at the transmitter and/or
the receiver [Tel99, FG98, GSS*03]. The inclusion of multiple antennas in linear Rx
oriented transmission schemes would be straightforward [QTMO02] and has the potential
of reducing the transmit energy. Up to now, the previous investigations in this field focus
only on the beneficial effect of using multiple antennas at the transmitter. In [Tr603] it was
shown by simulation results that the utilization of multiple transmit antennas increases
the energy efficiency, and, therefore, reduces the transmit energy in the considered radio
scenarios. Later, again concerning the linear schemes with multiple transmit antennas,
an analysis based on an approximate assumption for a special radio scenario was made
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Table 1.1. Important contributions on Rx orientation

quantization classification | references remarks

scheme

conventional linear [EN93] [ESN95] TxMF
[JN98] [ESN99]

[CLMO1][NBFOO0][NB01]

MBW*00] BMWTO00] | TxZF Filter
MBL*00][JU00][VMOS]
MTJ02][TWMBO1]
QTMO2][MTWBO1]

————

[TKG*02] [JKUN02] TxMMSE Filter
[BMO03] [MBQO4]
non-linear | [WMO03][WMS03] exploit the discreteness
[THRFO03][IRFO03] of the modulation alphabet
multiply non-linear | [FWLHO02b][FWLHO02¢] | lattice-structured
connected [FWLHO02a] quantization scheme

[WF03a][WF03b][PHS03]

available in [MWQO4]. However, the investigations of the linear Rx oriented transmission
schemes with multiple antennas at both the transmitter the receiver, i.e. with MIMO
(Multiple Input Multiple Output) antenna structures, are still open and would be also
important research issues.

Non-linear Rx oriented transmission schemes, which exploit the discreteness of the modu-
lation alphabet, also attained attention [WMO03, WMS03, IHRF03, IRF03]. However, it
turned out [WMO03, WMS03] that these non-linear schemes do not offer any improvements
with respect to the problem of possibly high transmit energy occurring in linear Rx
oriented transmit schemes.

Motivated by the idea of Tomlinson-Harashima Precoding (THP) [Tom71, HM72] al-
ready published more than 30 years ago, non-linear Rx oriented transmission schemes
combined with lattice-structured [Fis02], or more generally, multiply connected quanti-
zation schemes [QMBWO04] at the receiver attracted increasing attention with respect to
reducing the required transmit energy in mobile radio downlinks. In conventional quan-
tization schemes, which are the usual case for the linear schemes, each of the message
elements corresponds to a single decision region. For an error free transmission of a
message element carried by a certain data symbol, the estimate at the receiver output
should land in the corresponding decision region. In contrast to the conventional quanti-
zation schemes, multiply connected quantization schemes offer several, or even infinitely
many partial decision regions for each of these message elements. Then, the estimate at
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the receiver landing in any one of the corresponding partial decision regions of the trans-
mitted message will lead to an error free transmission. Consequently, if a certain number
of data symbols carrying a set of message elements have to be transmitted, instead of
only one, as in the case of conventional quantization schemes, now many possible trans-
mit signals aiming at different combinations of the corresponding partial decision regions
exist. Each of them requires a different value of the transmit energy. Now, the crux
of the non-linear Rx oriented transmission scheme with multiply connected quantization
schemes consists in finding a specific transmit signal out of all these possible transmit
signals so that the required transmit energy becomes as low as possible. The optimum
solution with respect to the minimum transmit energy can only be found by exhaustive
search over all these possible transmit signals. In mobile radio systems this would lead to
a prohibitively expensive computational complexity. Therefore, less complex suboptimum
solutions are aspired. The first suboptimum solutions [FWLH02a, FWLH02b, FWLH02¢|
concern the extension of THP for a lattice-structured quantization scheme, which showed
a very low computational complexity, but also a rather moderate reduction of the trans-
mit energy. Later, again under consideration of lattice-structured quantization schemes,
Peel et al. proposed the sphere encoding algorithm [PHS03] to find the transmit signal
among a restricted number of possible transmit signals. The performance of the proposed
scheme was shown near optimum, however, the complexity is still a problem. All the
important contributions on non-linear Rx orientation combined with multiply connected
quantization schemes are listed in Table 1.1. All these contributions seem to have

e cither a good performance, but also a high computational complexity, or
e a low computational complexity, but also a highly degraded performance compared
to the optimum solution.

(Questions on the solutions in between of these two extreme cases, which allow a free ba-
lance between the computational complexity and the performance, are still open. Further,
as mentioned above, all these non-linear schemes are only suitable for lattice-structured
quantization schemes. Therefore, another possible open question is how to generalize
these schemes for arbitrary multiply connected quantization schemes.

1.4 Goals and contents of the thesis

From the many open questions mentioned in Section 1.3, two questions of major impor-
tance are considered in this thesis, namely

e linear Rx oriented transmission schemes combined with MIMO antenna structures,
and

e solutions of non-linear Rx oriented transmission schemes combined with multiply
connected quantization schemes in between of the two mentioned extreme cases.

Concerning these two questions, the following goals are pursued:

e To establish simple point-to-point and broadcast MIMO channel models.
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e Mathematical description of linear Rx oriented MIMO broadcast systems.

e Investigation of the effect of MIMO antenna structures on linear Rx oriented trans-
mission schemes by numerical and/or analytical results.

e Introduction of multiply connected quantization schemes and exploitation of their
potential with respect to the transmit energy reduction.

e Design of general non-linear Rx oriented broadcast systems with group-wise signal
generation at the transmitter based on multiply connected quantization schemes,
which allows free balance between the performance and the required complexity.

e Investigation of the performance of the proposed non-linear Rx oriented transmission
scheme.

e Presentation of rules for an advantageous system design.

In addition to the introduction, this thesis consists of six chapters. The content of these
chapters corresponds to the goals mentioned above.

In Chapter 2 the point-to-point and broadcast MIMO channels are introduced. In par-
ticular two variants of broadcast MIMO channels are presented, namely channels with
totally uncorrelated and channels with fully correlated partial MIMO branches. These
two types of broadcast MIMO channels are used for system evaluations of the linear and
non-linear Rx oriented transmission schemes considered in this thesis.

Based on the description of the general structure of a data transmission system, general
linear and non-linear Rx oriented transmission systems are presented at the beginning
of Chapter 3. As a part of the receiver, the generalized multiply connected quantization
schemes are introduced. Then, the chapter briefly recapitulates the linear Rx oriented
transmission schemes with TxMF, TxZF Filter and TxMMSE Filter. The rest of the
chapter develops the performance criterion energy efficiency and the related criterion Tx
efficiency and recapitulates the analytical results obtained in [MWQO04].

Chapter 4 has two goals. First, the TxZF Filter algorithm and the corresponding perfor-
mance criteria developed in Chapter 3 for general linear Rx oriented transmission systems
are adapted to MIMO broadcast systems. Then, the performance of such MIMO broadcast
systems is studied by numerical and/or analytical results for the two types of broadcast
MIMO channels introduced in Chapter 2.

The non-linear Rx oriented transmission scheme with group-wise signal generation at the
transmitter are proposed in Chapter 5. This scheme is termed Transmit Non-linear Zero
Forcing (TxNZF) Filter by the author. After revealing the basic idea of reducing the
transmit energy by combination of the linear scheme TxZF Filter with unconventional
multiply connected quantization schemes in the receivers, the group-wise construction of
the transmit signal is presented. Then, the performance of TxNZF Filter is given. After
that, possibilities to reduce the computational complexity of TxNZF Filter are presented.
Finally, a general view on the proposed TxNZF Filter is considered. Different variants
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of non-linear Rx oriented transmission schemes based on the generalized TxNZF Filter
are discussed in relation to the non-linear schemes with multiply connected quantization
schemes proposed by other authors.

Chapter 6 summarizes the thesis.
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Chapter 2
MIMO channel models

2.1 Introduction

As stated in Section 1.3, MIMO is an important feature with respect to the transmit power
reduction of mobile radio systems. For the purpose of performance evaluation of mobile
radio systems with MIMO antenna structures, MIMO channel models are required. Be-
sides the temporal dimension as in conventional SISO (Single Input Single Output) chan-
nel modelling, the multiple antennas introduce additionally the spatial dimension, which
should also be considered in MIMO channel modelling. An important issue concerning
the spatial dimension of MIMO is the degree of correlation of the impulse responses of the
channels between different pairs of transmit and receive antennas. These channel impulse
responses are termed antenna specific. The correlation depends on the configuration of
the antenna structures and the topography and morphography of the propagation area,
etc. Recently, much work concerning MIMO channel modelling for different scenarios has
been reported [BAWTO01, GBP02, SBE*02, XCHV04, XWL*04, BT04, YBO"04], and
the standardization of MIMO channel models is also going on [LNSEO1]. In this thesis,
we do not try to address all these MIMO channel models. Rather, we consider only two
quasi extreme cases, namely on the one side scenarios with spatially totally uncorrelated
and on the other side scenarios with spatially fully correlated antenna specific channel im-
pulse responses. These two models will be introduced in Section 2.3 and will be employed
in this thesis when evaluating the performance of mobile radio systems. Evaluating the
performance of mobile radio systems for these two extreme channel models would give
an impression on the performance of mobile radio systems in the case of other MIMO
channel models which cover the scenarios in between of these two extreme cases.

This chapter is organized as follows: Section 2.2 introduces the general MIMO point-to-
point and MIMO broadcast channels, and in Section 2.3 the MIMO broadcast channel
models for the two above mentioned extreme scenarios are presented.

2.2 MIMO point-to-point and broadcast channels

In a point-to-point system a transmitter serves only a single receiver. When both the
transmitter and the receiver are equipped with multiple antennas, then we use the term
MIMO point-to-point system. The structure of a MIMO point-to-point system is shown
in Fig. 2.1. The channel between the transmitter and the receiver of this system is
called MIMO point-to-point channel. When a transmitter simultaneously supports several
receivers, we have a broadcast system. The broadcast system with multiple antennas
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at both the transmitter and the receivers is termed MIMO broadcast system, whose
structure is depicted in Fig. 2.2. The channel between the transmitter and the receivers
of this system is termed MIMO broadcast channel. The MIMO point-to-point channel
can be treated as a special case of the MIMO broadcast channel. Therefore, only the
MIMO broadcast channel is modelled in the following. The structure shown in Fig. 2.2
corresponds to mobile radio downlinks, which are considered in this thesis. Therefore,
instead of the terms transmitter and receiver the acronyms BS and MT, respectively,
are used in the following. It is assumed that the BS supports K MTs. The number of
transmit (Tx) antennas at the BS is termed Kpg, and the number of receive (Rx) antennas
at each MT is termed Ky, see Fig. 2.2.

The MIMO broadcast channel consists of K partial MIMO channels which characterize
the MIMO channels between the BS and the MT k, k = 1... K, see Fig. 2.3. Each of
the K partial MIMO channels comprises KgKy; SISO channels, namely one SISO channel
between each pair of Tx antenna kg at the BS and Rx antenna ky; at the MT k. Modelling
these SISO channels alone is well known [Bel63]. These channels can be modelled in the
equivalent lowpass domain by the delay continuous antenna specific impulse responses
ﬁ(k’kB’kM)(T), k=1...K, kg =1...Kg, kyy = 1... Ky, or in time discrete form [Ste95,
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Fig. 2.3. Partial MIMO channels between the BS and MT £k
Kle96] by the complex vectors

h(k kB, k) (hgkakBykM) h(kka,kM)>T c eV xL
=3 - 16 e Ly ,

For simplicity, these vectors are termed antenna specific impulse responses in what follows.
In [Ste95] it is shown how the dimension W of these vectors depends on the excess delay
of the radio channels and the system bandwidth.

2.3 Considered variants of MIMO broadcast chan-
nels

2.3.1 Correlations

The basic structure of the considered MIMO broadcast channel models is given in Fig. 2.2,
and these models can be quantitatively described by the K Ky K\ antenna specific channel
impulse responses h**#:#3) of (2.1). In order to fill these channel models with live, the
components ﬁ,(f’kB’kM) of the antenna specific channel impulse responses have to be given
numerical values. In the following we assume that the data symbols to be transmitted
are grouped in consecutive blocks. The block dimension is chosen such that during the
transmission of each such block the radio channels can be considered as fixed, that is time
variance manifests itself only if different data blocks are considered. The transmission
period of each data block is termed one snapshot, and in order to take into account time
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variance, in each block the components ﬁgf’kB’kM) of hk-krkv) f (2.1) have to be anew
determined. The question is now, how this determination is performed in this thesis, and

this question will be answered in what follows.

All elements h*8:¥M) with the same index w are obtained by a random access to a
Gaussian set H, of complex numbers with zero expectation and the variance o2 of the
real and imaginary parts. In general, the sets for different w may differ in their variance
o2 so that W different sets H,, w = 1...W, are required.

k, kg, km

When it comes to the determination of the components of h' ), first of all we assume

that the components ﬁ,(f’kB’kM) and ﬁff,’kB’kM)
responses h(®#8:5) and hFFs kv of two different MTs k and k', k # k', are obtained by
independent accesses to the sets H,,, w = 1...W, so that these elements are uncorrelated.

This means, if we designate averaging over infinitely many snapshots by E{-}, that

of the antenna specific channel impulse

E {@g?”“B”“M)gffx’“B”“M) } =0 fork #k (2.2)
holds. (2.2) implies
E {h(k,ks,kM)h(k',k;,kid)H} —0 fork £k (2.3)

Next we assume that any two elements ﬁgf’kB’kM) and ﬁff,’ k- k) for different values w and

w' but for the same MT k are obtained by independent accesses to the sets H, and H,,
so that

E {Qg’f’kB’kM)h(k,’kB’kM) } =0 for w#w (2.4)

—w

roo (H
holds. Due to (2.4) the matrix E {h(k’kB’kM)h(k’kB’kM) } is a diagonal matrix. If (2.4) is

valid, the channels are said to exhibit uncorrelated scattering (US) [Bel63].

Let us now consider the elements o%*mF) and ﬁ,(f’k;?"k’M) of MT k for the case kg # kg
and/or ky; # ky. Here we consider two cases 1 and 2 in the thesis. In case 1 the elements
ﬁg’f’kB’kM) and @g’f’kB’kM) are obtained by independent accesses to the set H,,. Then

E {h(k,kB,kM)h(k,kiayk;v[)*} =0 for k;?» 7& kp and/or k;\/l 7& kwu (25)

w —w

holds, and we have totally uncorrelated antenna specific channel impulse responses
h(k’kB’kM) and h(k’kB’kM), kig # kg and/or ki\/l # ky- In case 2 the two elements ﬁgf’kB’kM)

and @,(f’kB’kM) are obtained by one and the same access to the set H, in such a way that
these elements differ only by a complex factor. Then

E {M’“’kB’kM)h(k’k%’kh)*} £ 0 for ki # kp and/or ky # kur, (2.6)

w —w
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is valid, and we have fully correlated antenna specific channel impulse responses h(kkms ko)

and h®*e:kn) k' £ Ly and for ky; # ky. The above introduced cases 1 and 2 constitute
the two extreme scenarios mentioned in Section 2.1.

(2.2), (2.4) and (2.5) should be understood in such a way that the expectations are zero
even if the involved components of the channel impulse responses are non-zero.

2.3.2 Situations with totally uncorrelated antenna specific
MIMO channels

As mentioned in Section 2.1, the correlation between the channel impulse responses of
different pairs of Tx and Rx antennas depends on the configuration of the applied multiple
antennas. The larger the distance between the antenna elements at the BS and the MTs,
the lower the degree of correlation between the related channel impulse responses. Multi-
antenna structures with large distances between the antenna elements are more closely
considered in [BPJ97] and are there termed macro antenna structures. If such macro
structures are employed both 3;13 tlhe BS and the MTs, the antenna specific channel impulse
responses h(®#8: 5 and Bk ks ku) ky # kg and/or ky; # ky, tend to be uncorrelated,
that is (2.5) holds.

2.3.3 Situations with fully correlated antenna specific MIMO
channels

If in a multi-antenna structure the antenna elements are situated close to each other, then
in the transmit case the wavefronts launched by the antenna elements differ only by their
phases. In the receive case all antenna elements experience the same impinging wave-
fronts, which differ again only in their phases from antenna element to antenna element.
Multi-antenna structures with such closely spaced antenna elements are also considered in
[BPJ97] and are there termed micro structures. If micro structures are employed both at
the BS and the MTs, then the antenna specific channel impulse responses hks k) anq
h(k’k%’k’M), kg # kg and/or ky; # ky, of (2.1) due to being based on the same wavefronts,
tend to be fully correlated so that (2.6) holds. In what follows we describe the micro
antenna structures assumed at the BS and the MTs in this thesis, and also the assumed
arrangement of the MTs around the BS.

We first describe the geometrical configuration of the antenna elements at the BS as
considered in this thesis under reference to Fig. 2.4:

e At the BS a uniform circular array with Ky omni-directional transmit antenna
elements (TAEs), namely TAE®®) | Ly = 1... Kg, is provided around the reference
point (RP), which is the center of the array. In what follows, it is assumed that the
distance between two adjacent TAEs is one half of the carrier wavelength \.
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MT 2

MT 3

Fig. 2.4. Antenna configuration of the broadcast MIMO systems with fully corre-
lated partial MIMO channels

e Bach TAE®®) ky = 1...Kjp, is placed under an azimuth angle ay,, see Fig. 2.4.
The angle between two adjacent TAEs is

2T
Ao = Qg — Qg1 = s (2.7)
We set
= 0. (28)
Then, the azimuth angle of TAE®*®) becomes
Oy = (kB—l) 'AOZ+CY1
orte =L
T a
K !
kg — 1
p i (2.9)

Kg
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e The radius of the circular array at the BS is

A

lps = m. (2.10)

We now consider the location of the MTs and the geometrical configurations of the antenna
elements at the MT's, see again Fig. 2.4:

e The MTs k, k = 1... K, are distributed around the RP of the BS. At each MT
a circular array with Ky receive antenna elements (RAEs), namely RAE®:#)
kay = 1... Ky, is employed around the RP of the MT k. The distance between the
RP of the BS and the RP of each MT is o. The azimuth angle of the MT k is 5,
see Fig. 2.4.

e RAE®R) o — 1. Ky, of the MT k is placed at an azimuth angle §*:5)  The
angle between two adjacent RAEs is

2m
AP — gk, k) _ gk, kv—1) — 27 211
= .11
We set
o) =74+ 8® k=1. K. (2.12)
Then, the azimuth angle of RAE® ¥ hecomes
glksknt) (kv — 1) - AP L gk, 1)
kv — 1
= M a4+ 8W k=1, K. (2.13)
K
e The radius of the circular arrays at the MTs is
A
Iy = ————. (2.14)
4 sin (KLM)

We assume that the MTs are located in the far field of the BS, i.e. for the radius p, see
Fig. 2.4,
0> Ing (2.15)

and

hold. Moreover, we only consider the case that the mobile radio channels for each pair
of TAE®®) kp = 1...Kp, and RAE®FW gy — 1. Ky, are single directional channels
in which the waves propagate along the corresponding Line-of-Sights (LOSs). Then, the
channel impulse responses h*#8:5) of (2.1) for different pairs of TAE*®) and RAE®:#v)
of the MT £k differ from each other only by different phase factors termed steering factors
[IMMB80]. The steering factors depend only on the geometrical configuration. In this case
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the channel impulse responses belonging to a certain MT are fully correlated. In the
following we will model these channel impulse responses.

Fig. 2.5 shows the downlink wave propagation between TAE®*®) and RAE®* in the
LOS direction, i.e. along the direction with azimuth angle %*). Let us assume that
virtual omni-antennas are placed in the RP of the BS and the RP of the MT k. The
corresponding directional channel impulse response between the RP of the BS and the
RP of the MT £ along the LOS is termed

T
k k k
) = (@;)1 . .@;}W) . (2.17)

il

From the geometrical relations shown in Fig. 2.5 follows that the radiation from TAE®®)

RP
BS

Fig. 2.5. The downlink wave propagation between TAE*®) and RAE®-#¥) in the
direction of LOS
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has a path delay “
Al}” = Ips cos (ot — B(k)) (2.18)

compared to the radiation from the RP of the BS along the LOS, which causes a phase
lag

2
\Ifr(IIf);kB) _ %All(c];)
2m
= Igs cos (akB — 5(k))
= — " cos (ovky, — B(k)). (2.19)
2sin ()
B

With \I!(T’f);kB) of (2.19) we can form the phase factor

g U k)
gl = v (2.20)
Q%;kB) of (2.20) is termed Tx steering factor [MMS80]. Similarly, the arrival of the waves
at the RAE®#) hag a path advance

Al,(:iz = lyrr cos (9F-Fv) — gk)) (2.21)

compared to the arrival of the waves at the RP of the MT k, which causes a phase advance

2T

L cos (kR — g, (2.22)
2sin (KLM)
With \I!gc);kM) of (2.22) we can form the phase factor

(K kyp)
k) — Ve (2.23)

Qg;kM) of (2.23) is termed Rx steering factor. With (2.17), (2.20) and (2.23), the channel
impulse response between TAE®*8) and RAE®#*) can be expressed as

(ks ke k) — Q(Il‘iikB) g%f;kM) hﬂ“)- (2.24)

(2.24) shows that the impulse responses of all KgKy; channels between the Ky TAEs of
the BS and the Ky RAEs of each MT differ only by a complex factor of magnitude one
from each other.
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Chapter 3

General transmission system

3.1 Structure

The following considerations are an extension and generalization of considerations made
in [BQTT03]. Fig. 3.1 shows the general structure of a data transmission system. It
is assumed that Ny data symbols d,,, n = 1...NN;, have to be transmitted from the
transmitter (Tx) to the receiver (Rx). These data symbols are stacked in the data vector

d=(d...dy)" (3.1)

of dimension N;, which corresponds to one of the data blocks mentioned in Subsec-
tion 2.3.1. We do not consider channel encoding and decoding in this thesis. This means
that d of (3.1) occurs at the output of the channel encoder at the Tx, and that the es-
timate of d generated in the Rx has to be further processed by a channel decoder. The
elements d,,, n = 1... N, of d of (3.1) are taken from a finite Tx sided symbol alphabet

V=Av,...0y} (3.2)

of cardinality M, and, therefore, we have
d e V¥l (3.3)

With the dimension N; of d of (3.1) and the cardinality M of V of (3.2), M™ different
realizations Q(R), R =1... MMt of d are possible. If we consider QPSK (Quadrature
Phase Shift Keying), then we have

1
Ve=—{1+j-1+j-1—j1—jl. 3.4
\/5{ j j i, 1—j} (3.4)

In what follows d of (3.1) is assumed to be wide sense stationary with zero mean and the

covariance matrix
Ry =FE{dd"} = 2021 = £, 1. (3.5)

The task of the Tx consists in transforming d of (3.1) into a transmit signal
t=(t,...ty) €Co, (3.6)

where () is termed spreading factor. This transformation can be described by the Tx
operator M {-}:
t=M{d}. (3.7)

M {-} of (3.7) has to assign to each of the M™: realizations d™ of d a unique transmit
signal ), R=1... M,



22 Chapter 3: General transmission system

additive noise

Tx channel n Rx

L]
[=F
=
7

t e
M{} — H N ™ Das{} [

-

Fig. 3.1. General structure of data transmission systems

The assignment of t to d by (3.7) could be in a general sense termed channel encoding even
though, as mentioned above, channel encoding is not considered in this thesis. Generally
the assignment by (3.7) is non-linear and could be for instance implemented in the form
of a look-up table. In special cases to be considered in Subsection 3.3 and in Chapter 4 of
this thesis, this assignment is linear. Then, M {-} can be substituted by a @) X N; matrix
M termed modulator matrix, and (3.7) can be rewritten as the matrix-vector product

t=Md € C". (3.8)

The energy invested to transmit the signal t of (3.7), which is termed transmit energy in

the following, becomes

1
T — 5 t7t. (3.9)

Concerning the factor  in (3.9), which will occur in an analogue way also in other

equations throughout the thesis, we refer to the bandpass—lowpass transformation as
described in [SJ67] and to the conventions made in that reference.

The radio channel between the Tx and the Rx is assumed to be linear and is represented
by a channel matrix H of dimension Z x @ [BQT*03]. After having passed the radio
channel, the transmit signal t of (3.6) leads to the receive signal

e=HtecC (3.10)

at the channel output. e of (3.10) is termed undisturbed receive signal and is assumed to
be corrupted by continuous valued additive noise

n=(n...n,)" eC?" (3.11)

In what follows, we assume that n of (3.11) is stationary with the expectation zero and

the covariance matrix
R, =20’ 19, (3.12)

With e of (3.10) and n of (3.11), the disturbed receive signal at the Rx input becomes

r=e+neC”, (3.13)
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see also (1.1). Due to its generation by (3.7) and (3.10) the undisturbed receive signal e is
discrete valued. However, because n in (3.13) is continuous valued, the disturbed receive
signal r is continuous valued.

The task of the Rx consists in assigning to each disturbed receive signal r of (3.13) an
estimate

. N - T
dys = (C_idis,l oo s, Nt> € vyt (3.14)

of the transmit data vector d of (3.1), with the subscript ”dis” indicating that adis
of (3.14) is discrete valued. This assignment procedure is non-linear because to each
disturbed continuous valued receive signal r exactly one out of M™ possible vectors adis
has to be assigned [Pro95], and in a general sense could be termed channel decoding.
The assignment procedure can be described by the Rx operator Dg;s {-} operating on r of
(3.13): R

dis = Dais {r} . (3.15)

The transmission may be correct or erroneous:

(3.16)

R =d — exact transmission,
Qdis L.
#d — transmission error.

For a given channel characterized by H and given properties of the noise n the art of
transmission system design consists in determining M {-} of (3.7) and Dy {-} of (3.15)
in such a way that

e the system complexity and

e the transmit energy radiated from the Tx for a certain probability of transmission
errors, as mentioned in Chapter 1,
become as low as possible. Usually a compromise between these two contradictory de-
mands has to be found.

In conventional systems, that is in systems which follow the rationale Tx orientation,
see Section 1.1, the system design starts from the Tx side, i.e. firstly the Tx operator
M {-} is given, and then the Rx operator Dgyis {-} has to be a posteriori adapted under
consideration of H and M {-}. In contrast to this situation, in systems which follow the
rationale Rx orientation, when designing the systems in the first step the Rx operator
Dyis {+} is given, and then in the second step the Tx operator M {-} has to be a posteriori
adapted under consideration of H and Dg;s {-}. As mentioned in Section 1.1, the latter
rationale is the one being of interest in this thesis.

3.2 From non-linear to linear Rx oriented transmis-
sion systems

In Rx oriented transmission systems, for the a priori given Rx operator Dy;s {-} of (3.15)
there exist a variety of choices. This thesis focuses on the application of the Rx orientation
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in mobile radio downlinks, in which a simply structured and, therefore, low cost Rx
operator Dyis {-} is aspired as mentioned in Section 1.1. In order to fulfill this requirement,
this thesis adopts an approach frequently followed in Tx oriented systems in order to reach
such a simply structured Rx operator Dg;s {-}. In this approach the Rx operator Dgis {-}
is composed according to the structure shown in Fig. 3.2 by concatenating a linear Rx
operator D € CV**7 and a quantizer with the quantization function Q (-), where the latter
constitutes the non-linearity of Dy {-}. With this type of Rx operator, the estimate d;,
of (3.15) is produced in a two-step manner:

e In a first step a continuous valued, that is linear estimate

d=(d...3.) =Drechx 3.17
d=(d,...dy,) =Dre (3.17)

of d of (3.1) is generated by linear filtering of r of (3.13). The linear Rx operator
D is termed demodulator matrix.

e In a second step, each continuous valued component En, n =1...N;, of the estimate
a of (3.17) is mapped on one of the elements w,,, m = 1... M, of a Rx sided discrete
valued alphabet

W= {w,...wy} (3.18)

by means of the quantization function Q (-):

dgisn = Q @n) eW. (3.19)

As a precondition to make such a two-step approach reasonable, the generation of the Tx
signal t from the data vector d, see (3.7), has to be performed in a way which via (3.17)
enables a linear estimate d which componentwise corresponds to d of (3.1). This means
that each component d, of d of (3.17) would yield the corresponding component Edis’n of

adis by quantization according to (3.19).

Dais {-} (non-linear)

linear non-linear
r d dis
- -
D Q) -
conventional

Fig. 3.2. Composing Dgis {-} of (3.15) by concatenating the linear operator
D and a quantizer Q () with simply connected decision regions Gy,
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Concerning the just described second step, this is the procedure followed in conventional
quantization schemes, in which, in addition, W of (3.18) is usually chosen equal to V of
(3.2). In the case of such conventional schemes the quantization can be illustrated in the
complex plane as shown in Fig. 3.3 for an example with M equal to 4. For each of the
M realizations v,,, m = 1... M, of the transmitted data symbols d,, a simply connected
decision region G, is defined in the complex plane, and within each of these M decision
regions a representative

g =w (3.20)

is chosen. Now, if a continuous valued data estimate /an falls into the decision region G,,,
then the output of the quantizer is set to g, which is usually equal to w,, and v,,. This
quantization function can be described by

En € G, %Edis’n:Q(/c_l\n) =g =W, =, (3.21)

Now, the two steps described by (3.17) and (3.19) can be written in the comprehensive
form

dy, = Dae(r) = Q (d) = Q (D), (3.22)

where the notation Q (&) in (3.22) means that the quantization function Q (-) of (3.19) is

applied to each of the N; components of the linear estimate d. With (3.22), (3.7), (3.10)
and (3.13), one obtains the relation

dy; = Q(DH M(d) +Dn) (3.23)

between adis of (3.14) and d of (3.1). B in (3.23) is termed system matrix.

Once the Rx operator Dgis {-}, namely the demodulator matrix D of (3.17) and the
quantizer Q (-) of (3.19), are a priori determined, the Tx operator M {-} of (3.7) has
to be a posteriori adapted under consideration of Dy {-} and H to meet the system
requirements as mentioned in Section 3.1. Meanwhile quite well known techniques to
design M {-} are the linear techniques, in which a linear Tx operator, see (3.8),

M = f(D,H) € CO*M (3.24)

is determined based on the chosen demodulator matrix D and the channel matrix H,
whereas the quantizer Q (-) in the structure shown in Fig. 3.2 is not considered when
determining M. Without the quantizer Q (-), we arrive at the general structure of a
linear transmission system shown in Fig. 3.4. This system can be described by

~

d=Dr=D(HMd +n). (3.25)

Linear transmission systems following the rationale Rx orientation are termed linear Rx
oriented transmission systems. In the remaining sections of Chapter 3 such linear Rx
oriented transmission systems will be considered.



26

Chapter 3: General transmission system
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Fig. 3.3. Example of a conventional simply connected quantization scheme
Q(+) with cardinality M = 4

additive noise

Tx channel n Rx

|e=+
i
=
o
I
I
|
L}

lm
|
|

Fig. 3.4. General structure of a linear transmission system

The author of this thesis extends the above recapitulated conception of conventional
quantizers, that is of quantizers with simply connected decision regions, to quantizers
with multiply connected decision regions in order to achieve certain benefits with respect
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A imag.

Fig. 3.5. Example of an unconventional 3-fold connected quantization
scheme Q(+), that is P = 3, with cardinality M = 4

to the system performance, see Chapter 5. In doing so he also generalizes the conception
of lattice-structured decision regions [Fis02]. The author names these novel quantizers as
unconventional quantizers.

Concerning the quantization function Q @n> of (3.19) to each possible Tx sided realiza-
tion v,,,m =1...M, of a data symbol d,,n =1... N, in contrast to the considerations
made up to now, instead of only one now P representatives Iy P = 1...P, could be
assigned. The entirety of these P representatives Iy P = 1...P, valid for a certain
realization v,, of a data symbol constitutes the data symbol specific set

Vo =40, G p]- (3.26)

Each representative g D= 1...P,m =1...M, is located in a region G, , [Bai86,
which is termed partial decision regions in the following. In total we have M P such re-
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gions, which are assumed to completely tile the complex plane and to be non-overlapping.
With the P partial decision regions G,, ,, p = 1... P, corresponding to the realization
v,, of a data symbol, one obtains the respective total decision region

P
p=1

Gy, of (3.27) consists of P non-connected partial decision regions. Therefore, Gy, is termed
a P-fold, or generally multiply connected decision region. For the special case P equal
to one, G,, becomes simply connected, and we obtain a simply connected quantization
scheme as shown in Fig. 3.3.

Fig. 3.5 shows an example of an unconventional 3-fold connected quantization scheme
with cardinality M = 4. For given representatives Ipn.p A1 important question is how
the partial decision regions G, , around these representatives should be chosen. If all
continuous valued estimates En would be corrupted by the same Gaussian noise, then the
optimum decision regions would be the Voronoi regions [CS82].

In the case of applying a unconventional quantizer, the useful portion of a in the structure
shown in Fig. 3.2 has no longer to be assigned to d in a unique way. Rather, a specific
d can be represented by any one out of a selection of P™ useful portions in a In
order to emphasize this difference between systems with conventional and unconventional
quantization schemes, we use in the latter case instead of a the quantity g, see Fig. 3.6.

In systems with such a linear Tx operator M {-} equal to M, the conventional quantization
schemes are chosen in the following.

Dais {-} (non-linear)

linear non-linear

|~

Y
!

Q() =

non-conventional

Fig. 3.6. Composing Dy {-} of (3.15) by concatenating the linear operator D and
a quantizer Q) (-) with multiply connected decision regions G,
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3.3 Linear Rx oriented transmission systems

3.3.1 General

With respect to the design of linear Rx oriented transmission systems to be described
by (3.25), the first question is how the demodulator matrix D should be chosen; quite
generally, this choice means that a total of Ny Z elements D, ,,n=1... Ny, z2=1...Z,
should be chosen, which gives a lot of chances to make good or bad decisions. After
having chosen D, the next question is in which way the modulator matrix M should be

a posteriori determined. This question will be addressed in Subsection 3.3.2.

Subsection 3.3.3 describes the singular value decomposition (SVD) of H and representa-
tion of D by the left side singular vectors of H, which is a preparation for the definition
of criteria in Subsection 3.3.4.

Once D and M are determined, the system performance enabled by these matrices should
be evaluated. Such an evaluation is the topic of Subsection 3.3.4, in which criteria for a
performance evaluation will be proposed. Up to now the question how to choose a priori
the demodulator matrix D was not addressed. In this Subsection some hints concerning
this choice will be also given.

The statistical considerations of the criteria introduced in Subsection 3.3.4 will be
addressed in Subsections 3.3.5 and 3.3.6.

3.3.2 A posteriori determination of the modulator matrix M

Linear approaches meanwhile quite well known to determining M based on given ma-
trices H and D are the TxMF and the TxZF Filter mentioned in Section 1.3. In
[BQTT03, MBQO4] the author contributes to the elaboration and consistent description
of these filters. Other options for Rx orientation are various kinds of TxMMSE Filters
also mentioned in Section 1.3 and considered by the author in [MBQO4].

In the case of the TxMF the modulator matrix results according to [MBQ04]
M = (D H)" = B" (3.28)

from D and H. As already mentioned in connection with (3.23), the matrix B is termed
system matrix. As shown in [MBQO4], the choice of M according to (3.28) allows an
optimum exploitation of the transmit energy T of (3.9). However, interference between
different symbols d,, of the data vector d of (3.1), that is intersymbol interference (ISI)
occurs, which in the case of the TxMF remains out of consideration and yet may have a
severe impact on the system performance.
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In the case of the TxZF Filter the modulator matrix is determined according to [MBQO4]
-1 _
M=@DH" DHDH"| =B"BB")". (3.29)

As explained in [MBQO4], by this choice of M the ISI typical of the TxMF and mentioned
in the previous paragraph is totally eliminated. However, the utilization of the invested
transmit energy T of (3.9) is non-optimum. Quite analogue to an observation made
already in [K1e96] for linear Tx oriented systems we incur the problem that IST elimination
costs useful energy or enhances the impact of the received noise.

In one version of the TxMMSE Filter, which leads to a closed form expression for M,
we set out from a given average transmit energy T — average because T of (3.9) varies
depending on the realization Q(R), R =1...M"¢ of d, see Section 3.1. Then, with a
scalar k, by designating the n'™ column of a matrix in brackets by [ -] , and with o3 of
(3.5) and o2 of (3.12) the modulator matrix is given by [MBQO04, BZT*04]

2 —1

M = x(DH)" {D H(DH)" + %trace (DD") 1™}

Ny
s.t. o5 Z I[M], || =T by proper choice of &. (3.30)
n=1

The TxMMSE Filter of (3.30) allows an advantageous compromise between the detrimen-
tal impact of ISI typical of the TxMF and the reduced energy efficiency typical of the
TxZF Filter, and maximizes the mean SNIR (Signal-to-Noise-plus-Interference Ratio)

>t
ot IR, o + | [g (0 Hm)], o)

22
g4

DHM],,

v = (3.31)

as shown in [BZT*04].

In order to illustrate and compare the performances of the TxMF of (3.28), the TxZF
Filter of (3.29) and the TxMMSE Filter of (3.30), the author shows in Fig. 3.6 the average
SNIR 7 of (3.31) versus the ratio T/o? of the average transmit energy 7 and the noise
variance o2 of (3.12). This ratio is termed pseudo SNR (Signal-to-Noise Ratio), because it
relates the energy T radiated by the Tx to the noise variance o observed at the Rx. The
shown curves were determined by the author for certain system parameters described in
[BZT*04]. The curves show that the performance of the TxMMSE Filter converges to the
performance of the TxMF for low values T'/o? and to the performance of the TxZF Filter
for high values of T/o%. For medium values of T /0% the TxMMSE Filter outperforms
both the TxMF and the TxZF Filter.

A heuristic approach to the TxMMSE Filter would be given by the choice of M according

to
2 —1

M~ (DH)" |DH(DH)" + ‘% | (3.32)
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10"

10 ¢ TxMMSE Filter of (3.30) 1

- TxMF of (3.28)

.

TxZF Filter of (3.29)

-10 -5 0 5 10 15 20 25 30
10logy, (T'/0?)/dB

Fig. 3.7. Average SNIR « at the Rx versus the pseudo SNR T'/o? [BZT+04]

Also this TxMMSE Filter would converge to the TxMF for low pseudo SNRs T//o? and
to the TxZF Filter for high pseudo SNRs T'/o2, but does not exactly maximize the SNIR
v as the TxMMSE Filter of (3.30) does. In investigations not included in this thesis,
the author could show that the performance of the heuristic TxMMSE Filter of (3.32) is
comparable to that of the exact TxMMSE Filter of (3.30).

In (3.28) to (3.30) the n'® row ([QT]H)T of D and the n'™ column [M ] of M correspond
to the transmission of the data symbol d,, of d of (3.1). If in the case of the TxMF of
(3.28) or the TxZF Filter of (3.29) the row ([QT]H)T is multiplied by the scalar s,,, then
the column [M | changes by the scalar 1/s, in order to keep (3.28) and (3.29) fulfilled.
Therefore, multiplication of ([QT]H)T by s, means that the transmit energy

1 1
T, = 5 1M1, |4, * = 5 [MM]

— n,n|

d,[’ (3.33)

of the data symbol d, is reduced by the factor 1/|s, |>. Consequently, by a row-wise scaling
of D the invested transmit energy 7, can by symbol-wise adjusted.

In the further course of this thesis we do not consider the TxMMSE Filter but restrict
ourselves to the TxMF and TxZF Filter.
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3.3.3 Singular value decomposition (SVD) of H and representa-
tion of D by the left side singular vectors of H

By performing singular value decomposition (SVD) [Lue96], the Z x @ channel matrix H
of (3.10) can be expressed by two unitary matrices

U= (u,...u,) cC?” (3.34)
and
V=(vi...vy) €C¥° (3.35)
and a Z x () matrix X as
H=UxVT (3.36)

The Z columns u,, z =1...Z, of U of (3.34) and the @ columns v, ¢ =1...Q, of V of
(3.35) are termed left or right side singular vectors of H, respectively. In the case Z > @,
3 in (3.36) has the form

NOY 0

> = 0 \/5 (3.37)

and in the case Z < @), ¥ in (3.36) has the form

VM ... 0 ...0
D T (3.38)
0 o AV Az .00

In the case Z = @, ¥ in (3.36) is a diagonal matrix. The elements /A, of (3.37) or
(3.38) are non-negative and are termed singular values [Lue96] of the channel matrix H.

In general,
G =min(Z, Q) (3.39)

singular values exist. Let us assume that they are sorted so that

VA VA > > /Ag >0 (3.40)

holds. Then /) is termed principal singular value. The singular vectors u, of (3.34) and
v, of (3.35) belonging to \/\; are termed principal singular vectors.

The rank of the channel matrix H is equal to the number of non-zero valued singular
values /A, ¢ =1...G, of H, i.e. with G of (3.39)

rank(H) < & (3.41)

is valid.
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The Gram matrices HIH and H H" of H are hermitian matrices. Their SVDs degenerate
to eigenvalue decompositions (EVD) [Lue96]. With U of (3.34), V of (3.35) and ¥ of
(3.37) or (3.38) we can obtain

H'H=Vv = V" (3.42)

and
HH'-U=="U", (3.43)

respectively.

We now come to the representation of D by the left side singular vectors u,, z=1...7,
of H. With U of (3.34) and the matrix

21,1 gl,Z
G=| : .. 1 |ech™” (3.44)

Ingt 0 Inz

we can express the a priori determined demodulator matrix D, see Subsection 3.3.2, in
the form [Lue96]
D =G U". (3.45)

Without restricting generality we assume that D and, consequently, G fulfill
diag (D D") = diag (G U"U G") = diag (G G") = 1", (3.46)

In order to illustrate (3.36) and (3.45), we present a numerical example in what follows.
For simplicity we assume that all occurring matrices are real. The channel matrix con-
sidered in the example reads

Q=4

A
7 ~\

—0.08 0.64 —0.10  0.00
—-0.69 043 030 0.53
H = 0.08 0.01 —-0.25 0.05 Z =3. (3.47)
0.11 0.16  0.89 —-0.09
—-0.57 0.02 —-0.01 —-0.55

By SVD of H of (3.47) we obtain

-0.29 030 013 —-0.90 0.12
-0.82 031 0.26 040 -0.07
U= 0.15 0.18 0.15 -0.09 -0.96 |, (3.48)
—-0.44 -0.83 —-0.18 —-0.19 -0.23
-0.16 0.32 -0.93 0.01 -0.11

V13 0 0 0
0 V08 0 0
=1 0 0 V0.6 0 (3.49)
0 0 0 0.3
0 0 0 0
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and

0.57 —0.55 043 -—-0.44
—-0.54 0.22 0.19 —-0.79
—-0.56 —0.80 —0.15 0.12
—-0.26 0.08 0.87 0.41

V= (3.50)

Concerning the demodulator matrix D we consider two cases, firstly

—-0.29 -0.82 0.15 —0.44 —-0.16
—-0.29 —-0.82 0.15 —-0.44 —-0.16
-0.29 —-0.82 0.15 —-0.44 —-0.16
—-0.29 —-0.82 0.15 —-0.44 —-0.16

-0.29 -0.82 0.15 —-0.44 -0.16

D =

i 8 8 8 8 0.30 031 018 —0.83 0.3
= 1L 0000l | 013 02 015 018 093 | (351
L0000 ~0.90 040 —0.09 —0.19 0.1
N - >\ 012 —007 —096 —023 —0.11
G ) ~ g

and secondly

—-0.49 -0.27 —-0.69 0.12 043
-0.02 0.86 0.52 —0.04 0.04
-0.53 0.11  0.09 —-0.77  0.33
—-0.59 —0.55 0.06 0.16 —0.56

D =

-0.29 -0.82 0.15 —-0.44 -0.16

061 039 026 0.32 —055 0.30 031 018 —-0.83 0.32

0.36  0.63 —0.20 0.65 —0.01 —821)3 842;3 _8(1)2 :813 _88?1)
0.66 —0.64 028 027 —0.06 : : : : :

N g _ 0.12 —0.07 —0.96 —0.23 —0.11
G T

18]

0.14 —-0.31 —-0.66 0.38  0.55

(3.52)

In the first case all rows of D are equal to g{l. In the second case each row of D is a linear

combination of uj'...u}.

3.3.4 Performance criteria energy efficiency and Tx efficiency

A suitable performance criterion for linear Rx oriented transmission systems concerns the
degree to which the energy T, radiated for a symbol d,,, see (3.33), is transformed into
useful energy R,, at the output of the Rx. In this subsection a quantitative measure for
this energy transfer will be defined based on [Tré03] and on considerations made by the
author and his colleagues in [BQT03].
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Let us first answer the question which signal t of (3.6) with a given energy T of (3.9)
should be radiated into a channel with the channel matrix H in order to produce at the
channel output a signal e of (3.10) with maximum energy. We term this radiated signal
t,. ., and it is given by

_opt )

t

=opt =

max {ee=t"H'Ht}. (3.53)

te CQXI
t"t = T = const
The undisturbed receive signal resulting in t,, of (3.53) is

gopt = H L (354)

opt?

which has maximum energy

1
Ropt = iggptgopt- (355)

According to [BQTT03, QTMJ03], with the principal right side singular vector v, of H
we should choose

toy = V2T v, (3.56)

in order to obtain Ry of (3.55). Then, the corresponding undisturbed receive signal
becomes

€opt :Htopt :EEKH v, = \/2)\1Tﬂl, (357)
and this signal has the maximum possible receive energy [BQT 03, QTMJ03]

Rops = M T. (3.58)

From (3.58) follows that the ratio of the received and transmit energies is equal to

R,
Topt = T"t =\ (3.59)

Next we consider the TxMF. We are interested in the relation between the transmit energy
T, of (3.33) of the data symbol d,, and the corresponding useful receive energy R,,. In the
case of the TxMF we obtain from (3.28) with (3.45) and (3.36)

M=DH"=(cGUuusv!"'=vsrgH (3.60)
and
M'M = (V2'¢")" v £Tc" =g = £TG". (3.61)

From (3.61) follows [Tr603]

G

(3.62)

N2
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Fig. 3.8. Visualization of [M"M] =% 22 |g " of (3.62) for Z = 5,Q =3
and N, = 2



3.3 Linear Rx oriented transmission systems 37

In Fig. 3.8 (3.62) is visualized for an example with Z equal to 5, @ equal to 3 and N;
equal to 2, which implies G equal to 3, see (3.39). With (3.62) we obtain from (3.33) for
the transmit energy of the data symbol d,,

G
|
T = 5ld,* Y A (3.63)

q=1

9

=n,q

Let us now determine the receive energy Ry, , of the data symbol d,,. To this purpose
we resort to the expression

DHM = DH (DH)"=DHH"D"
= gu'uzvivyTu" ugf =g = =TG", (3.64)
—— —— —— —

in which we substitute D according to (3.45) and H according to (3.36). With (3.64) the
receive energy of the data symbol d,, can be expressed as

1 1
Ryp,n = 5ld,[?[DHM], = [d, [ [G = ZTG"] (3.65)

2
n,n "

With (3.61) and (3.62) follows from (3.65)

1 G
_ 2
Rvip,n = §|C—ln| (; Aq

With (3.66) and (3.63) we obtain the ratio

In,q

2) | (3.66)

Pir = 2 _ (@R RG] =30,

3.67
TMF,n ’ ( )

of the transmitted and received energies of the data symbol d,,. (3.67) tells us that this
ratio, which should be as large as possible, depends

e on the one hand on the radio channel, which is described by its G singular values

\/)Tq, and

e on the other hand on the choice of the demodulator matrix D with respect to H,
that is with respect to the Z left side singular vectors u,, z = 1...Z, of the channel
matrix H.

Said choice of D with respect to H is described by the matrix G of (3.44). For given
singular values /), the ratio ryr , of (3.67) would attain the maximum value A, if we
would choose as in the example of Fig. 3.8

1 forq=1
:{ ora=4 (3.68)

J 0 else.

n!q
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However, in this case the receiver could not discern the different data symbols d,,,
1...N;, so that such a choice of D would be futile. The ratio ryr , would become
minimum, if in the case Z > ) we would choose

n —

‘gnq =0forqg <@ (3.69)
and in the case Z < (@)
1 forq=27,
= 3.70
In.q {0 else. ( )

In the case Z > @, the choice of D according to (3.69) would result in zero receive energy

In the case of Rx orientation, no channel knowledge is available at the Rx. Therefore, the
Rx does not have the chance to choose D in such a way that, with respect to the ratio
rumr,n Of (3.67), D best fits to the channel.

In the next step we consider the ratio of the received and transmitted energies observed
in the case of the TxZF Filter. In this case due to (3.29)

-1
DHM=DH (DH)" DH DH)" =1™ (3.71)

[\ J/

-~

M

holds. Therefore, the symbol d,, is represented by the receive energy
1
Rz n = §|C_in|2- (3.72)

Concerning the transmit energy Tyr ,, of (3.33) in the case of TxZF Filter we consider the
Gram matrix M"M. With (3.29), (3.45) and (3.36) this matrix can be written as

MM = ((2 H)" [DH (DH)"] _1>H oH"[DH D]

- (pE@B") =(@z'en) (3.73)

Now, with (3.33) and (3.73), we obtain
1 -1 1 1
Tovn = 3ld,f [(QHHED") | =4, [(BB")|
1 _
= Sldf [(ezeTe") ] | (3.74)
and with Ryp ,, of (3.72) and Typ , of (3.74) we can form the energy ratio
Rzp n 1 1
Tzr,n = T = He~y —1 - o —1
wo  [(DEHE'DYT| (BB
1

- - <[(g > el

[(g - ETQH)A] > : (3.75)

n,n

n,n
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The reciprocal value

tzp,n = Lo [(B BH)_I] (3.76)

T'7F,n
of rzp , of (3.75) is the normalized Tx energy required for the radiation of the data symbol
d,,. According to the considerations made above, rzp ,, of (3.75) similarly to ryr,, of (3.67)
depends on the matrix G of (3.44) and on the singular values \/)\:, g=1...G, of H.
However, whereas this dependence could be expressed in closed form in the case of the
TxMF, see (3.67), such a closed form expression is not possible for rzg ,, of (3.75), because
a matrix inversion is involved. As soon as G ¥ TG is not a diagonal matrix, its inverse
cannot be expressed by the singular values \/)\: and the elements g . of the matrix G
analytically. What, however, can be said based on considerations made in [Pap00] in
the following: For the expression |G £ ETQH]WL occurring in (3.65) and the expression

-1
([(g 2 576H) ] ) holds

GE 2G> ([(g 2 ETQH)I]n) - (3.77)

Therefore,
IMF,n 2 TZF,n (3.78)

is true, that is the energy ratio rzr , of the TxZF Filter is generally lower than the energy
ratio ryr,, of the TxMF, and this is the price to be paid for the elimination of ISI by the
TxZF Filter.

Now we come to the performance measure of the TxZF Filter. As such a measure, the
author proposes in accordance with [BQT*03] the ratio

TZF,n 1 1

Fopt - A [(DHHHDH)*l] - A\ [(g b ETQH)fl]

Tn =

<1 (379

n,n n,n

of rzp, 5, of (3.75) and rop of (3.59) and terms this ratio energy efficiency of the transmission
of symbol d,,. With ry ,, of (3.67), n,, of (3.79) can be rewritten as

I'MF,n TZF,n
M = :
Topt I'MF,n
\ v \ v (380)
NMrx,n < 1 due to mis- Nrx,n < 1 due to
match between D and ISI elimination

H

On the right hand side of (3.80) the first fraction considers the mismatch between D and
H, and the second fraction represents the price to be paid for ISI elimination.
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Table 3.1. Energy ratios and energy efficiencies for G of (3.51)

‘ n TMF,n ‘ T7ZF,n ‘ Mn ‘ NTx,n ‘
1 1.3 0 0 0
2 1.3 0 0 0
3 1.3 0 0 0
4 1.3 0 0 0

Table 3.2. Energy ratios and energy efficiencies for G of (3.52)

‘ n TMF, n ‘ T7ZF,n ‘ Mn ‘ NTx,n ‘
1 0.41 0.13 0.10 0.32
2 0.68 0.07 0.05 0.10
3 0.64 0.38 0.29 0.59
4 0.96 0.13 0.10 0.14
The second fraction
T'zF,n 1
nTx,n = = 1
neo [(DHE'DY)T|  [DHHB'DY,
_ 1 |
(BB [BBT,,
= _— (3.81)
(ezzren | [6nEET

is termed transmission (Tx) efficiency. This quantity characterizes energy-wise the per-
formance of the TxZF Filter relative to the TxMF under the condition that both filters
use the same demodulator matrix.

In order to illustrate the above considerations by numerical examples, we return to the
channel matrix H of (3.47) and to the matrices G of (3.51) and (3.52), respectively. With
3 of (3.49) we obtain

Topt = A1 = 1.3. (3.82)

For the energy ratios rvr,, and rzr , of (3.80), for the energy efficiencies 7, of (3.80) and
for the Tx efficiencies nry,, of (3.81) we obtain the values listed in Tables 3.1 and 3.2.
The numerical results presented in these tables confirm the verbal statements made in
the course of Subsection 3.3.4. Furthermore, from the values ryiy,, and rzp , in Table 3.2
it becomes apparent that a large value rvr, , may correspond to a small value rzp ,, see
the case n equal to 2 in Table 3.2. Obviously, in such cases the price for ISI elimination
is particularly high.



3.3 Linear Rx oriented transmission systems 41

3.3.5 Statistical consideration of the Tx efficiency

In real world situations with time variant channels the channel matrix H in (3.10) can be
assumed to be randomly changing. When we a priori determine the demodulator matrix
D in (3.17), this choice of D can be regarded as a random choice, because the channel
properties are not taken into account. In this subsection we are interested in some general
statements on the Tx efficiencies nry , in the case of randomly varying matrices H and
randomly chosen demodulator matrices D. To be more precise, we are interested in the
mean and variance of the Tx efficiencies 7y ,. The following considerations resort to
an analysis elaborated in [MW(QO04] based on random matrix theory [Meh91] and briefly
recapitulate the results presented in this reference. It should be mentioned that the results
in [MWQO04] are only valid for an approximate assumption made in below. In Chapter 4
these results will be argued and verified by simulation results.

Concerning the randomly varying channel matrix H we assume that the components
H,,2=1...Z,q=1...Q, of H are independent complex Gaussian variables with zero
expectation. Concerning the randomly chosen demodulator matrix, we assume that all
elements D, ., n=1...N;, z=1...Z, of D are independent binary variables. Under
these assumptions the elements of the matrix B in (3.81) are uncorrelated. In addition, as
explained in [MWQO04], these elements can be considered approximately as independent
identically distributed Gaussian variables with zero mean and variance of. Under the

latter assumption and with the function

' P(y) - (x)
B(y,z :/ (1 — ) At = =2—L 3.83
o= [ oy S Ee (3.83)
the probability density function (pdf) of 91y, of (3.81) becomes [MWQ04]
Q—N¢ 1— N¢—2
L LU 3!
B(Q— N, +1,N,—1)

Py (1) & (3.84)

0, else.

From (3.83) we can obtain the m™ moment of ry ,, which reads

my _L(Q—-Ny+m+1) T'(Q)
E{ (1)} = FO_Nt1) TO+m) (3.85)

Using (3.85), the mean

Trx = E{nrsn} = % (3.86)

and the variance

[Q — (Ny — )] (N, — 1)
Q?(Q+1)

var {nTx,n} - E{(nTx,n)Q} - (ﬁTx)2 ~ (387)
of s, n of (3.81) follow.

Obviously, 71, of (3.86) depends on the difference of two quantities, namely
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e the number () of degrees of freedom for the transmit signal design, i.e., the number
of elements of the total transmit signal t of (3.8), and

e the number (N, — 1) of restrictions due to interference avoidance, when designing
the contribution of each data symbol d,,, n =1... N, to t.

If the number @ of degrees of freedom is large compared to (N; — 1), then 7y, tends to
be close to one; otherwise it is between zero and one. For a fixed system load

Ny

=5 (3.88)
(3.86) and (3.87) can be rewritten as
T = 1= (1-1/Q) (3.89)
and
(e
N (390

respectively. (3.89) and (3.90) disclose, if the system load [ is kept constant and () is quite
large, 71y, tends to the asymptotic transmit efficiency n3%, with its mean

My = lm Ty, =1 -1 (3.91)
Qo0
and its variance
var{ny.} = Qlim var (Nryxn) = 0, (3.92)
—00

respectively. Therefore, for large systems with given system load [ the mean of the asymp-
totic transmit efficiency 7T, is only a function of the system load [, while the variance
var (n3%) of nrxn asymptotically goes to zero, resulting in the pdf

Pz, (1) = 0(n — (1 =1)) (3.93)

of the asymptotic transmit efficiency 1.

3.3.6 Statistical consideration of the Tx energy

Let us again assume that the matrices H and D vary stochastically according to the
assumptions made in Subsection 3.3.5. Such variations entail fluctuations of the Tx energy
Tzr n of (3.74) to be radiated for the transmission of the data symbol d,. Following an
argumentation similar to that behind (3.86) and (3.87) [MWQO04], one can obtain with
the variance o? of the elements of B

Ey 1

Torp =E{Typ N~ —S - ———
ZF {Tyzr,n} 20% O—N,

(3.94)
and

F3 1

4oy (Q—N)*(Q— N+ 1)

for the mean and variance of Typ ,, respectively. (3.94) and (3.95) show that

var {TZF,TL} ~ (395)
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e Tyr and var {Tyzp,n} decrease with increasing o2, that is with decreasing channel
attenuation, that

e both these quantities decrease with increasing differences between N; and @), res-
pectively, and that

e in the case N, equal to (), that is for full system load, both these quantities tend to
infinity.

(3.94) and (3.95) are approximations which are valid under the assumption that the
elements of the system matrix B of (3.23) are not only uncorrelated, but also statistically
independent. These approximate results will also be argued and verified by simulations
in Chapter 4.
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Chapter 4

Linear Rx oriented MIMO broadcast
systems with TxZF Filter

4.1 Introduction

In this chapter we consider linear Rx oriented MIMO broadcast systems, in which the BS
has Ky Tx antennas and each of the K MTs has K,y Rx antennas, see Fig. 2.2. For the
generation of the transmit signal t the rationale TxZF Filter introduced in Section 3.3 is
selected. Chapter 4 has two goals:

e Adaptation of the TxZF Filter algorithm and the corresponding performance criteria
developed in Section 3.3 for general linear Rx oriented transmission systems to
MIMO broadcast systems.

e Exemplary quantitative study of the performance of such MIMO broadcast systems
under the assumption of totally uncorrelated or fully correlated channels, see Chap-
ter 2.

4.2 Adaptation of the general system model of Sec-
tion 3.3

As already stated in Section 2.2, see also Fig. 2.2, we consider a downlink situation where
a BS supports K MTs numbered with £ = 1... K. The BS is equipped with Ky Tx
antennas, and each of the K MTs employs Ky Rx antennas. Fig. 4.1 illustrates this
situation by a block diagram, which will be explained and mathematically described in
what follows based on former publications of the author [BQT03].

It is assumed that N data symbols have to be transmitted from the BS to each MT £k,
k=1...K. The N data symbols intended for MT k£ are arranged in the MT specific
data vector

T
a® = (dg’f) . .gl%“) e VNI, (4.1)

The K MT specific data vectors d® of (4.1) are stacked to the total data vector

51:(men.&KﬂjT:(%.niv”dereval (4.2)

of dimension

N, = KN. (4.3)
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Fig. 4.1. Structure of linear MIMO broadcast systems
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d of (4.2) corresponds to d of (3.1) and is assumed to fulfill (3.5). By linear modulation
based on d of (4.2) and the Kp antenna specific modulator matrices

M(kB) c CQt X(KN)’ kB = ]_ . KB7 (44)

Ky transmit antenna specific transmit signals
T
) — (;g’“B) . .;gﬁ) =M®*)d e C¥, kg =1... Kp, (4.5)

are generated for the individual Tx antennas. The Ky transmit signals t*®) of (4.5) can
be stacked to form the signal

t = (£<1>T N ‘§<K3>T)T — (Mu)T 3 _M<KB>T>T d=Md e CFs@x  (4)

i

M ¢ (C(KBQt)Xl

of dimension
Q — KBQU (47)

where () corresponds to the quantity () introduced in the general system model in Sec-
tion 3.3. t is termed total transmit signal and corresponds to t of (3.8). M in (4.6) is
termed total modulator matrix and corresponds to M of (3.8). Via (4.6) the N; com-
ponents of d of (4.2) are mapped on the Kp@; components of t. In what follows we
assume

Q = KBQt > Nta (48)

which can be interpreted as a spreading of the data symbols d,, of (4.2). This spreading
consists of a spatial spreading over the Ky Tx antennas quantified in (4.8) by Ky and a
spectral spreading quantified in (4.8) by Q. To be precise, we have a spectral spreading
by a factor of (), if the transmission period for each data symbol d,, is fixed, and if this
data symbol is then represented by @ successive elements of t*#) of (4.5). If we would
temporally extend the transmission period of d,, by a factor of ()¢, then we would have a
temporal spreading.

The channel between the transmit antenna kg of the BS and the receive antenna ky; of
MT £ is characterized by the channel impulse response h*#8:-F) ¢ CWxL  With this
channel impulse response and the dimension @; of t*#) of (4.5) the MT and antenna
specific channel matrix

F(k kok) (H(k,ks,kM)> e C@AW-1)xQ.

== =1, J ’

Zlet+W_1, ]:]-Qta

k, kg, k . i
(ks ks, ) { BEEE ) <1< W,

0 else,
k:]_K, kB:]_...KB,
kv =1... Ky, (4.9)
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is established, which is a Toeplitz matrix [Lue96]. In total K KKy such matrices exist.
With the Kg matrices H®*2:¥3) obtained from (4.9) for each kg = 1... Kg and for given
values k, ky and with (4.6) the undisturbed signal received by Rx antenna ky of MT k
is termed MT and antenna specific receive signal and can be expressed as

Kg
g(k?,kM) — Z H(k)kB)kM) E(kB) — <H(k71)kM) . .H(k7KB7kM)) E
kB:1 [\ P /
H k0 ¢ Q@+ —1)x(KnQy)
— H(k,kM) t = H(kakM) Mde C@e+W-1)x1 (4.10)

Stacking the Ky signals e®* ky = 1... Ky, of (4.10) received by MT k yields the
space-time receive signal

o® = (e(k,nT e(k,KmT)T

_ E(k) Mg c C[KM(QVFW*I)}XI (411)

_ (H(k,uT - ,H<k,KM>T>T

\
e+

-~

H®) c (C[KM (Qt+W-1)]x(KBQt)

of MT k. €® and H® of (4.11) are termed MT specific undisturbed receive signal and
MT specific channel matrix, respectively. The K signals e®), k = 1... K, of (4.11) can
be arranged in a vector

T
e = (e(l)T...e(K)T>

= (E”T L H<K>T)T t=HMd e CHFEu@FW-1lx1 (4.12)

H e QEEu(QitW-1)]x(KpQt)

e and H of (4.12) are termed total undisturbed receive signal and total channel matrix,
respectively.

In Fig. 4.2 the establishment of the MT specific channel matrix H*®) of (4.11) by the ma-
trices H®#»F3) of (4.9) and the matrices H® ") of (4.10) is visualized. Correspondingly,
Fig. 4.3 shows the establishment of the total channel matrix H of (4.12).

The signal e®#v) of (4.10) is disturbed by the MT and antenna specific noise signal
T
R0 = (w0 nfity) ) e oD (4.13)
which yields the disturbed MT and antenna specific receive signal
plbk) — glkokan) o (kikw) — gkakan) M 4 n(kskn) ¢ QAW =Dx1 (4.14)

The signal e®) of (4.11) is disturbed by the MT specific noise signal

a® — (Qw,l)T N H(k,KM)T)T € ClFu@+W=D]x1. (4.15)
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Fig. 4.2. Visualization of the establishment of the MT specific channel matrix H)
of (4.11)
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Fig. 4.3. Visualization of the establishment of the total channel matrix H of (4.12)
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which yields the disturbed MT specific receive signal
r®) —e® 4+ n® = HOM d + n®. (4.16)

The signal e of (4.12) is disturbed by the total noise signal

n= <g(1)T 3 .Q(K)T>T c C[KKM(QtJrW—l)}M, (4.17)
which yields the disturbed total receive signal
r=e+n=HMd+n e CHM@FW-Dx1, (4.18)

(4.18) mathematically describes the linear transmission model of Fig. 4.1 from the data
input to the Rx antenna outputs. With (4.18) we succeeded to frame the signal trans-
mission from the data input to the Rx antenna outputs in the structure shown in Fig. 4.1
with the formalism of the general linear transmission system considered in Section 3.3.
Now, the next step should be to adapt also data detection correspondingly.

The demodulation process to be performed at the K MTs can be described with r of
(4.18) by a demodulator matrix D similarly to (3.17) in the form

(=P}

=Dr=DH Md+DnecC"* (4.19)

{

Because the dimensions of d of (4.2) and r of (4.18) are N, and
Z = KKu(Q, +W — 1), (4.20)

respectively, again

D e C7*N (4.21)
holds, see (3.17). Therefore, the a priori determination of D requires the choice of the
Z Ny components D, ,, z=1...7Z,n=1... N, of D. With (4.14) and (4.16) r of (4.18)

can be displayed as

r= (£(1,1)T .. .g(l’KM)T, e ,g(K’l)T .. .g(K’KM)T>T . (4.22)

Having this representation in mind, D in (4.19) can be expressed by the K2Kyy MT and
antenna specific demodulator matrices

D(k,k',kM) c VX (@Q+W-1) (4.23)
as
D(171;1) . D(LLKM), , D(I’K71) . D(I’K;KM)
D= : : : : : (4.24)
D(K;I;I) D(K’I;KM) D(K7K71) D(K’K;KM)

e = Y ) —

In Q(k’k,’kM) of (4.23) the superscript k£ designates the MT at which the data estimate
is determined, and the superscript k stands for the MT the receive signal of which is
processed at MT k.
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4.3 Cooperative and non-cooperative MT's

Concerning the K MTs assigned to the BS we have to discern between the two situations
of cooperative and non-cooperative MTs. In the case of co-operative MTs it is assumed
that each of the K MTs k, k = 1... K, has at its disposal not only its own disturbed
MT specific receive signal r®) of (4.16), but also the disturbed MT specific receive signals
g(k,), k # k', from all other K —1 MTs k', ¥ = 1...K, k' # k. This means that
at each MT the total disturbed receive signal r of (4.18) would be available. Such a
cooperation between the MTs would require that communication channels between the
different MTs exist, which allow the transmission of the disturbed MT specific receive
signals r®) between MTs. This would be a very impractical situation which is not feasible
in real world systems. In practical systems each MT k, k = 1... K, disposes only of its
own disturbed MT specific receive signal r®) of (4.16). In this case the MTs are said to
be non-cooperative, and only this case will be considered in detail in this thesis.

In the case of cooperative MTs, where at each MT the disturbed total receive signal r
of (4.18) would be available, and in order to consider all components of r at each MT
when estimating the data, it would be obvious to choose a full demodulator matrix D
of (4.24). The question is now, how D should be chosen in the case of non-cooperative
MTs, where at each MT k only the disturbed MT specific receive signal r*) is available.
The answer is that in such a situation the signals g(’“,), k' = k, not available at MT &
should be multiplied by zero when performing demodulation at MT k. Considering D as
displayed in (4.24), such a multiplication by zero can be effected by setting

D®F k) — 0 for k #£ k. (4.25)
Then, for simplicity, we can write

DK k) — Dk for £k (4.26)

with the elements being Q,(f’,ﬁM), n=1...N,m=1...Q; + W — 1. With these KKy
MT and antenna specific demodulator matrices we can form the MT specific demodulator

matrices
DY = (0. D) € P, o

Now, with these matrices we can write the demodulator matrix for the case of non-
cooperative MTs as a blockdiagonal matrix:

D = blockdiag (Q(U o Q(K)> . (4.28)

In Fig. 4.4 the matrix D of (4.28) is visualized for the case N equal to 2, Q; + W — 1
equal to 3, Ky equal to 2 and K equal to 2. In the case with non-cooperative MTs, the
system matrix B in (4.12) becomes

T
B=DH = <<D(1) ﬂ(1)>T . (D(K) EK))T) = (B<1>T . .B<K>T)T. (4.29)
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Fig. 4.4. Visualization of D of (4.24) for the case N =2, Q;+ W —1 =3, Ky = 2
and K =2

B™ in (4.29) is termed MT specific system matrix.

When a priori determining D, in the case of cooperative MTs KN Ky (Qi + W — 1)
complex elements D, , have to be chosen, whereas in the case of non-cooperative MTs
this number would be only N; Ky (Q + W —1). Of course, also in the case of cooperative
MTs D could be chosen according to (4.28). However, such a choice would mean an
unnecessary restriction when designing the system.

4.4 Energy efficiency and Tx efficiency

In the case of linear Rx oriented MIMO broadcast systems with TxZF Filter the expres-
sion (3.79) for the energy efficiencies 7, could be used in a straightforward manner as
performance measures. However, in the case of non-cooperative MTs these performance
measures would be unfair for the following reason: Rp.x as defined by (3.58) would be
the maximum possible receive energy over all K MTs; however, if the MTs are non-
cooperative, this energy could not be really collected on the receive side. Therefore, the
conception of energy efficiency will be somewhat modified in what follows in order to
arrive at a fair performance criterion.

Let us designate the principal singular value of the MT specific channel matrix H® of
(4.11) as )\gk). If we then would consider only the point-to-point transmission between the
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BS ad MT £, then for this link we would obtain instead of 7., of (3.59) the ratio

®
k k max
r(()p)t = )\g ) = T(k) (430)

of the energy T®*) radiated by the BS for MT k and the maximum possible energy R
received by MT k. If we now introduce r(()lf))t of (4.30) into (3.79), then we obtain the
energy efficiency of the n'" data symbol c_iff) of MT k according to

1
nk) = - ,n=1...N. (4.31)
A (BB

! - (k=1)N+n, (k—=1)N+n

With (3.80) the Tx efficiency of this data symbol becomes

(k)
(k) T7¥,n 1
Mo = = - , v=(k—1)N +n. (4.32)
Aiea  [BBYT] [BBY,,

Intuitively it should be expected that in the case of cooperative MTs the energy efficien-
cies 7" of (4.31) and the Tx efficiencies n(TkX)’n of (4.32) are larger than in the case of
non-cooperative MTs. By means of a simple example it will be demonstrated that this

expectation is plausible. We consider the case
Kg=Ky=1,, K=2,Q;=N,=KN =4, W = 3, (4.33)

and assume the two MT specific channel matrices

—0.2507 0 0 0
—0.9653 —0.2507 0 0
0.0726 —0.9653 —0.2507 0
1 —
HY= 0 0.0726 —0.9653 —0.2507 (4.34)
0 0 0.0726 —0.9653
0 0 0 0.0726
and
0.1714 0 0 0
—0.6833  0.1714 0 0
2) _ 0.7098 —0.6833  0.1714 0
™= 0 07098 —0.6833 0.1714 (4.35)
0 0 0.7098 —0.6833
0 0 0 0.7098
These matrices have the principal singular values
A = 1.2620 (4.36)

and
A = 20848, (4.37)
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Table 4.1. Energy ratios T(sz)n

and energy efficiencies 777(1]9) for cooperative MTs

[ G0

‘ (%)

(k)

"7F.n Mn
1,1 2.7907 2.2112
1,2 2.1761 1.7243
2,1 1.6397 0.7865
2,2 1.3937 0.6685

Table 4.2. Energy ratios T(z];)n

and energy efficiencies ny,

(k)

for non-cooperative MT's

[ G0

(%)
‘ T7ZF.n

(k)

n
1,1 0.1784 0.1414
1,2 0.3783 0.2998
2,1 0.1632 0.0783
2,2 0.0126 0.0060

respectively. The total channel matrix

H(l)
has the principal singular value
AL = 2.7907. (4.39)
In the case of cooperative MTs we choose with the left sided singular vectors u,, n =
1... N, of the total channel matrix H the total demodulator matrix
'I_lH * * * * * *
—11{ Upy Upo Uz Upy Ups Upg
u, ux uk uk uk uk uk
D=1|— — | =21 =22 =23 =24 =25 =26 4.40
o ity Uzy Uy Uzg Uy Uss Usg ( )
ull Wiy Wiy Upg Wiy UWis Upg
In the case of non-cooperative MTs we choose
@T,l HT,2 Qig, 0 0 0
D — Uy Uy Upz 0 0 0 (4.41)
= 0 0 0 wyy uss uzg
0 0 0 w, w, ug

Tables 4.1 and 4.2 show the energy ratios rzp ,

(k)

and the energy efficiencies 777(1]9) for the two

cases, and by comparison we see the superior performance of the system with cooperative
MTs. The choices of D according to (4.40) and (4.41) would require channel knowledge
at the MTs and, therefore, do not comply with the rationale Rx orientation. However,
this does not hamper the comparison being of interest here.
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4.5 Statistical consideration of the Tx efficiency

4.5.1 Introduction

In this Section 4.5 we consider the statistical properties of the Tx efficiencies n(TkX)n of
(4.32) for the scenarios with totally uncorrelated and fully correlated channel impulse
responses h(®#8:k3) a9 described in Section 2.3. The Tx efficiencies characterize energy-
wise the performance of TxZF Filter relative to the TxMF under the condition that both
filters use the same a priori given demodulator matrix. As mentioned in Subsection 3.3.2,
TxMF allows an optimum exploitation of the transmit energy for a given demodulator
matrix. Therefore, Tx efficiencies represent the price to be paid for interference elimina-
tion. The purpose of the statistical considerations made in this Section 4.5 is to show the
effects of the multiple Tx and Rx antennas on the Tx efficiencies n(Tkx)n for the consid-
ered two extreme scenarios, and therefore, to give the impression on these effects for the
scenarios in between of these two extreme scenarios. The statistical properties of n(TkX)n
for the scenarios with totally uncorrelated channel impulse responses are studied in Sub-
section 4.5.2, in which the approximate analysis obtained in Section 3.3.5 are extended
to MIMO broadcast systems introduced in this Chapter 4 and are verified by simulation
results. Some complementarities on the approximate assumption made in Section 3.3.5
are also made. The statistical properties of n&fcx)n for the scenarios with fully correlated
channel impulse responses are only presented by simulation results in Subsection 4.5.3

due to the lack of closed form analysis.

4.5.2 Scenarios with totally uncorrelated channel impulse res-
ponses

We resume and extend the considerations made in Subsection 3.3.5 for the scenarios with
totally uncorrelated channel impulse responses h(ks:kv) a9 described in Subsections 2.3.1

and 2.3.2. Let us assume that the elements hq(ff’kB’kM) of the channel impulse responses

h(#p:kM) are independent Gaussian variables with zero mean and the variance

var {Re {ﬁff’kB’kM)}} = Var{Im {ﬁff’kB’kM)}} =o2,w=1...W, (4.42)

for the real and imaginary parts. Let us further assume that all elements Dg’%M) of the
matrices D®) of (4.27) are independent real binary variables taking the values from the
set

1 1
V= {\/KM(QHLW—I)’ \/KM(Qt+W—1)}' (443)

That means each row of D®) is normalized to have unit energy. Then we obtain in analogy
to (3.86) and (3.87) [MWQO04| approximately the mean

_ KpQ: — (Ny — 1)
L= E{ (k) } ~ 4.44
Uiy nTX,n KBQt ( )
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and the variance

(k) } ~ [KBQt - (Nt - 1)] (Nt - 1) (445)

war (e (K@) (KnQ, + 1)

of the Tx efficiencies n(TkX)’n of (4.32). According to (4.44) and (4.45), if the spreading

factor Q@ = K@ of (4.7) increases, Tj, goes up and var {n(TkX)n} goes down. In the limit

we obtain
im ()~ (4.46)
and
(el )) -
KBlélfioo (Var {nTX,n 0, (4.47)

respectively. Here we see the beneficial effect of the multiple Tx antennas. However, the
influence of the number K\, of Rx antennas cannot be observed by the approximate results
in (4.44) and (4.45), which will be complemented by the simulation results presented later.

As a precondition for the validity of the expressions (4.44) and (4.45), the elements

Ky W
(k) (K, kar) k ks, k)
b , (kB—1)Qt+q Z ZDn w+q— 1 ’
kM 1 w=1

k=1..K, kg=1...Kg,n=1...N,q=1...Q,, (4.48)

of all MT specific system matrix B® in (4.29) should be again statistically independent,
which is not strictly the case and is valid only when the number Ky, of Rx antennas tends
to infinitely large. In the following we will compare the results obtained by these formulas
with simulation results.

In said simulations we set the parameters
K=6, N=1, Ny=KN =6, ; =16 (4.49)

and vary the parameters Ky and Ky. Fig. 4.5 shows the simulated 7, versus Ky with
K\ as the curve parameter. It turns out that

e the analytical result obtained from (4.44) coincides with the simulation result, and
that

e 7)p, virtually does not depend on Ky;.
(k)

Tx,n

Fig. 4.6 shows the simulated var {77 } versus K with Ky, as the curve parameter,

where we also include the closed form result of (4.45) as a dashed curve. It can be stated
that
e var {n(Tkx)n} decreases with increasing number Ky of Rx antennas, and that

e the coincidence of the analytical and simulated curves improves with increasing Ky
and becomes perfect for Ky — oo.

This behavior verifies the effect that statistical independence of the elements of B which
was assumed when deriving (4.44) and (4.45) is fulfilled the better the larger Ky is as
mentioned before.
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<

Ky o= 1,2,4 |
analytical result

Ky

Fig. 4.5. Average Tx efficiency 7y, versus Kgy for the scenarios with totally un-
correlated channel impulse responses; parameters: K = 6, N = 1,
Nt:KN:6,Qt:16

Ky =1,2,4, analytical result

10logy (var {n(Tk\)n }) /dB

Ky

Fig. 4.6. Variance of Tx efficiency n(TkX)n versus Kp for the scenarios with totally
uncorrelated channel impulse responses; parameters: K = 6, N = 1,
Nt:KN:6,Qt:16
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4.5.3 Scenarios with fully correlated channel impulse responses

In the scenarios with fully correlated channel impulse responses h{E ks k) a9 described in

Subsections 2.3.1 and 2.3.3, the components ﬁgi)w, w=1...W, of the reference channel

impulse response hg) of (2.17) are assumed to be i.i.d complex Gaussian variables with
zero mean and the variance

var ¢ Re ﬁg)w = var ¢ Im ﬁgﬂw =02, w=1...W, (4.50)
(R i} = v {Im {0

for the real and imaginary parts. The MTs are assumed to uniformly distributed around
the BS with the corresponding azimuth angles being i.i.d. variables uniformly distributed
within [—7, 7). The antenna arrays at the BS and the MTs are assumed to be ran-
domly rotated around their RP, where the corresponding azimuth angles of any one of
the antenna elements are also assumed to be i.i.d. variables uniformly distributed within
[—m, 7). The same assumption as made in Subsection 4.5.2 is valid for the MT specific
demodulator matrix Q(’“).

For the simulations we set the same parameters in (4.49) and vary the parameters Ky and
(k)

ijn} versus K with Ky as the

K. Figs. 4.7 and 4.8 show the simulated 7, and var {77

curve parameter, respectively. It turns out that the curves obtained for the scenarios with
totally uncorrelated channel impulse responses and for the scenarios with fully correlated
channel impulse responses are very similar and only slight degradations are observed in
the latter case, that is that

® 7p, goes up and var {n(TkX)n} goes down with increasing number Ky of Tx antennas,

that

e 7, again virtually does not depend on K\, however, is slightly smaller than 7y,
for the scenarios with totally uncorrelated channel impulse responses, that

e var {n(Tkx)n} decreases with increasing number Ky of Rx antennas and tends to be

an asymptotic value, and that

o var{n&ﬁzm} for the scenarios with fully correlated channels impulse responses is

()

Tx,n

larger than var {17
responses.

} for the scenarios with totally uncorrelated channel impulse

4.5.4 General conclusions on the Tx efficiency

The results obtained in Subsections 4.5.2 and 4.5.3 give the following impressions on the
Tx efficiencies n&fcx)n for the scenarios in between of the two extreme scenarios:

e Both multiple Tx and Rx antennas show beneficial effects on the Tx efficiencies for
all scenarios with different degree of correlation between channel impulse responses.
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Fig. 4.7. Average Tx efficiency 9, versus Kp for the scenarios with fully correlated
channel impulse responses; parameters: K =6, N =1, Ny = KN = 6,
Qt - ]_6

Ky=1,2,4

_36 | | | | | |
1
Ky
Fig. 4.8. Variance of Tx efficiency n(Tkx)n versus Kp for the scenarios with fully
correlated channel impulse responses; parameters: K =6, N =1, N; =
KN =6, Q; =16
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e With increasing number Kp of Tx antennas, the mean 7y, of Tx efficiencies increases
(k)

Tx, n} decreases.

and its variance var {77

e The multiple Rx antennas show the beneficial effect only on the variance var {n&fcx)n}
of the Tx efficiencies and virtually have no influence on its mean 7.

e When going from the scenarios with totally uncorrelated channel impulse responses
to the scenarios with fully correlated channel impulse responses, i.e. increasing the
correlation degree of the channel impulse responses, the degree of the beneficial
effects of both multiple Tx and Rx antennas tends to go down.

4.6 Statistical consideration of the Tx energy

4.6.1 Introduction

The study on the Tx efficiencies shows the effects of the multiple Tx and Rx antennas on
the price for interference elimination, which is only one aspect with respect to the transmit
energy reduction. Therefore, in this Section 4.6 we consider the statistical properties of the
Tx energies TZ('}?)TL of (3.74) for the scenarios with totally uncorrelated and fully correlated
channel impulse responses h(F#s: k) a9 described in Section 2.3. The purpose of such
considerations is similar to that made in Section 4.5 and is to show the effects of the
multiple Tx and Rx antennas on the Tx energies TZ(];‘)n for the considered two extreme
scenarios, and therefore, to give the impression on the these effects for the scenarios in
between of the two extreme scenarios. The statistical properties of TZ(];)n for the scenarios
with totally uncorrelated channel impulse responses are studied in Subsection 4.6.2, in
which the approximate analysis obtained in Section 3.3.6 are extended to MIMO broadcast
systems introduced in this Chapter 4 and are complemented and verified by simulation
results. The statistical properties of Tz(lé)n for the scenarios with fully correlated channel
impulse responses are presented by simulation results in Subsection 4.6.3.

4.6.2 Scenarios with totally uncorrelated channel impulse res-
ponses

The expressions (3.94) and (3.95) can be extended in order to be applicable to the MIMO
systems studied in this chapter. The same assumptions made in Subsection 4.5.2 are valid
in this subsection. By such an extension we obtain [MWQ04] with the variance

w
2 _ (k) _ 1 2
ot = var {810, e} = a1 (4.51)
w=1
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of the elements b* )(kB @it Of (4.48)
— Eq 1
T =E {T(k) } N — 4.52
yAY 7ZF,n 20,% KBQt o Nt ( )
and
var {1} = ZH . 1 (4.53
A doy  (KpQy — N)*(KpQi — Ny + 1)

According to (4.52) and (4.53) both the mean Tz and the variance var {TZU}?)”} go down
with increasing number Kp of Tx antennas. If we increase Kg more and more, the Tx
energy required to achieve a certain quality of the detected data symbol becomes smaller
and smaller. Again, the approximate results give no observation on the influence of the
number Ky of Rx antennas. In the following we will first study a very simple case, where
a single data symbol is transmitted for a single MT, to give an impression on the influence
of Ky on the Tx energy. Then, simulation results will be presented.

In the case with a single data symbol transmitted for a single MT, we obtain with (3.74)
the corresponding Tx energy

(1) L e Hy —1 Eq4 Gy AN
T =gl (@] =3 () (15
) p:1
———
X

Let us first consider the variable X in (4.54). With the assumptions made for the scenarios
for totally uncorrelated channel impulse responses in Subsection 4.5.2 the mean

E{X}= (QthVBI?t_ 0 Zl (4.55)

and the variance

B 4KBQ; Qi —1
var{X} = oW _1° | &y Zaﬁ) + Z Z ooo (4.56)

of the variable X in (4.54) can be derived as shown in the appendix A.1. It can be seen
from (4.55) that the number Kj; of Rx antennas has no influence on the mean of X.
However, with (4.56), the variance of X decreases with the increasing number Ky of Rx
antennas. When the number Ky; of Rx antennas tends to infinitely large, the variance of
X decreases to an asymptotic value

AKpQy 2 2
var { X }(® (Q - Z Z o (4.57)

w=1,,/ =1

Consequently, with (4.54) increasing the number Ky of Rx antennas decreases the mean

[AS65]
E{TZ(;{I} - E{QE—;} (4.58)
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Kp

Fig. 4.9. Average symbol specific transmit energy Ty versus Kg for the scenarios

with totally uncorrelated channel impulse responses; parameters: K = 6,
N=1,Ny=KN =6, Q; =16

of the symbol specific Tx energy TZ(II;)’1 and also decreases its variance [AS65]

E.
var {TZ(;)’I} = var {ﬁ} (4.59)

When Ky tends to be infinitely large, both the mean E {TZ(RI} of (4.58) and the vari-

ance var {TZ(IF)’I} of (4.59) tend to their asymptotic values. This conclusion is also valid

for Tz(lg)n of the general case. The simulation results in what follows will confirm this
observation.

For the Tx energies TZU}?)H simulations are performed for the parameters given in (4.49).
The results are shown in Figs. 4.9 and 4.10. In these figures also the analytical results of

(4.52) and (4.53), respectively, are included. It can be seen from these curves that

e when increasing the number Kp of Tx antennas both Tz and var {Tz(g)n} go down,
that

e increasing Ky decreases both Tzp and var {Tz(g)n} as expected by the analysis of
the simple case, and that

e the coincidence of the analytical and simulated curves improves with increasing Ky;.
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Ky =1,2,4, analytical result

Fig. 4.10. Variance of the symbol specific transmit energy TZ(];)n versus Ky for the
scenarios with totally uncorrelated channel impulse responses; parame-
ters: K =6, N=1, Ny= KN =6, Q; =16

4.6.3 Scenarios with fully correlated channel impulse responses

Let us again consider the simple case mentioned in Subsection 4.6.2 to gain an impression
of the influence of multiple Rx antennas on the symbol specific transmit energy TZU}?)n
for the scenarios with fully correlated channel impulse responses. With the assumptions
made in Subsection 4.5.3 for the case with fully correlated channel impulse responses, we
can obtain the mean

_ 2KpQy
E{X}= Qt+W—IZ 2 (4.60)

and the variance

AKRQ2 Ky -1 2(Q — W)W = 1) x= ©
var{} = Qi+ W —1)* | KuQ: (1 " Qs ) Z Z T

(KB + KMQt ) wza ] (4.61)

for X in (4.54) as derived in Appendix A.2. It can be seen from (4.60) that the number
Ky of Rx antennas has no influence on the mean of X. However, with (4.61), unlike
for the scenarios with totally uncorrelated channel impulse responses the variance of X
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increases with an increasing number Ky of Rx antennas. When the number Kj; of Rx
antennas tends to be infinitely large, then the variance of X increases to an asymptotic
value

(o) 4KpQ} ( 2(Q — )
v QW 1) Q. b

n
w=1,,""—1

Ky & ot | 4.62
(ko0 2) 2 o

Consequently, increasing the number Ky of Rx antennas increases the mean [AS65]

E{TZ%{I} - E{f—;} (4.63)

of the symbol specific Tx energy TZ(II;)’1 and also increases its variance [AS65]

1
var {TZ(;)’I} = var {}} (4.64)

When Ky tends to be infinitely large, both the mean and the variance tend to their
asymptotic values. This conclusion is also valid for the general case and will be verified
by the simulation results performed in what follows.

The simulations are performed again for the parameters given in (4.49). The results are
shown in Figs. 4.11 and 4.12. It can be stated from these curves that

e both T, and var {TZ(’}?)”} go down with increasing number Ky of Tx antennas, and

e multiple Rx antennas has a slightly detrimental effect on the Tx energies Tz(g)n as
expected by the analysis of the simple case, i.e., increasing the number Kj; of Rx

antennas leads to slight increasing of both Tzp and var {TZ(]I?)“}

4.6.4 General conclusions on the Tx energy

The results obtained in Subsections 4.6.2 and 4.6.3 give the following impressions on the
Tx energies Tz(lg)n for the scenarios in between of the two extreme scenarios:

e Multiple Tx antennas show beneficial effects on the Tx energy for all scenarios with
different degree of correlation between channel impulse responses.

e With increasing number Ky of Tx antennas, both the mean value Tz and the
variance var {Tz(lé)n} of Tx energies decreases.
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Fig. 4.11. Average transmit energy Tzp versus Kpg for the scenarios with fully
correlated channel impulse responses; parameters: K = 6, N = 1,
Nt:KN:6,Qt:].6

Fig. 4.12. Variance of transmit energy Tz(lli)n versus Kg for the scenarios with fully

correlated channel impulse responses; parameters: K =6, N =1, N, =
KN =6, Q=16
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e When going from the scenarios with totally uncorrelated channel impulse responses
to the scenarios with fully correlated channel impulse responses, i.e. increasing the
correlation degree of the channel impulse responses, the degree of the beneficial
effects of multiple Tx antennas tends to go down.

e The multiple Rx antennas do not always show the beneficial effects, these beneficial
effects disappear when the channel impulse responses are highly correlated.
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Chapter 5

Non-linear Rx oriented MIMO broadcast
systems

5.1 Goal minimum required Tx energy

In this chapter we consider Rx oriented MIMO broadcast systems with a structure as
shown in Fig. 5.1. In the receiver we employ an unconventional quantizer, see Figs. 3.5
and 3.6. The considered structure consists of a linear inner part constituted by H, the
noise addition and D, and non-linear parts on the Tx and Rx sides. D and Q(+) are a priori
given, and the Tx operator M {-} is a posteriori determined based on the knowledge of D,
Q(+) and H, see Fig. 5.1. As far as the linear inner part of the structure shown in Fig. 5.1
is concerned, this part can be further displayed quite analogously to the corresponding
parts in Fig. 4.1.

Let us assume that a specific realization d®, R = 1... MM, of d of (4.2) has to be
transmitted. Then, in the case of P-fold connected decision regions, see Section 3.2, one
out of PMt possible signals t() has to be radiated into the channel. Each of these Pt Tx
signals generates a different useful part g in the signal g at the output of the demodulator.
For instance, if the component d, of d of (4.2) has the realization v, , then for the useful
part of the corresponding component of 'gn of g should

9, € Vamifd, =uv, (5.1)

hold.

The issue of Chapter 5 is the minimization of the Tx energy T of (3.9) required for the
transmission of the data vector d of (4.2) with a given receive quality. Each of the P™M
Tx signals t(®) suited for the transmission of the realization Q(R) of d has a different
energy 7. In order to minimize T, one could determine T for all Pt possible Tx signals
t(® and then, finally, use the signal t) with the smallest energy 7. However, such an
exhaustive search would be prohibitively expensive. In the following, the author develops
a cost efficient suboptimum algorithm for reducing the Tx energy by suitably chosen Tx
signals t. This approach is termed Transmit Non-linear Zero Forcing (TxNZF) Filter by
the author.

In Section 5.2 the concept TxNZF Filter will be developed and mathematically described.
In Section 5.3 the performance of TxNZF Filter will be illustrated by computer simu-
lations. In Section 5.4 possibilities to reduce the computational complexity of TxNZF
Filter will be presented. Finally, Section 5.5 generalizes the concept TxNZF Filter.
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Fig. 5.1. Basic structure of the considered non-linear Rx oriented MIMO
broadcast system
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5.2 Description of Transmit Non-linear Zero Forcing
(TxNZF) Filter

5.2.1 Group-wise generation of the transmit signal t under con-
sideration of a multiply connected quantization scheme

The crux of TxNZF Filter consists in a group-wise generation of the transmit signals for
the data symbols d,, n =1...N;. For this reason the set

D={d...dy,} (5.2)

containing all data symbols d,,, » = 1...N;, to be transmitted from the BS to the K’ MTs
is subdivided into G disjoint non-empty subsets D,, g = 1...G, termed data groups so
that D is equal to

D= | D, (5.3)

Fig. 5.2 shows an example for such a subdivision for the case N; equal to 8 and GG equal to
4. In the following all the group specific vectors and matrices are designated by the group
number ¢ as a superscript and by the notation G as a subscript. For each data group g,

g =1...G, a group specific transmit signal Lg) should be generated. By superposition

of all G group specific transmit signals L(é’), g = 1...G, one obtains the total transmit

signal

G
t=> Y. (5.4)
g=1

D

group G, Dg

group 3, D3
group 2, Dy
group 1, 1D,

Fig. 5.2. Exemplary subdivision of set D of all data symbols into disjoint
subsets Dy, g = 1...G, termed data groups for the case Ny = 8
and G =4
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S(l)_ 10000000 2 (00100000

o =100010000]), S5 = 00000100/
00001000

s 4 (01000000

Fig. 5.3. Exemplary selection matrices S(é]), g = 1...4, for the exemplary
subdivision of the data symbols in Fig. 5.2

Now, let us consider the generation of each group specific transmit signal Lg) of (5.4). To
ease the mathematical description of the generation of gg’), we first reorganize the related
vectors and matrices used for TxNZF Filter. The data symbols d,, € I, assigned to one
and the same data group g are combined to the group specific data vector
T
D
df) = (d) .. d)p,) € VP (5.5)
The mapping between the total data vector d of (3.3) and Qg) of (5.5) can be expressed
by a [|D,|| x N;-matrix Sg) as
gg) _ S(é’) d

(5.6)

Sg) of (5.6) is termed group specific selection matrix and has the following properties:

e In each row of Sg) all elements are zero except of exactly one element which is one.

e Each column of S(é’) contains at most only one non-zero element.

Even if a fixed subdivision I, g =1...G, of D of (5.2) is considered, generally different
possibilities exist for the choice of the group specific selection matrix Sg) of (5.6) due
to different sorting orders of the data symbols d, € I,. In Fig. 5.3 an example for
possible group specific selection matrices S(é’), g =1...4, corresponding to the exemplary
subdivision of data symbols in Fig. 5.2 is visualized.

Based on Sg) of (5.6) the group specific system matrices
BY =S¢B.g=1...G, (5.7)

are established which contain all rows of B of (3.23), which are related to the data
symbols d, € D, assigned to group g, ¢ = 1...G. Fig. 5.4 shows an example of the
group specific system matrices B(é}), g=1...G, for the group specific selection matrices
Sg), g =1...4, of Fig. 5.3 corresponding to the exemplary subdivision of Fig. 5.2. The
group specific continuous valued estimate signal gg’) of Qg) of (5.6) and its useful part

gg) follow by
gy =sd'g (5.8)
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7 8
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Fig. 5.4. Exemplary group specific system matrices B(é}), g =1...G, for the group
specific selection matrices Sg), g = 1...4, of Fig. 5.3 corresponding to
the exemplary subdivision of Fig. 5.2
and
gl =5¢g (5.9)

using the continuous valued estimate signal g of the total data vector d of (3.3) and its
useful part g, respectively. We aim at designing the transmit signal t of (5.4) so that in
the noisefree case all the continuous valued estimate signal g is the useful part, i.e.

~

=gforn=0 (5.10)

JoS]

holds. Substitution (5.10) into (5.8) and (5.9) yields

g¥ =g (5.11)

for the noisefree case. Quite generally, each component g(é’)n of gg) of (5.11), which
represents a specific data symbol d,, € ID,, comes about as the sum of an interference

component g'g)n resulting from the transmission of other data symbols and a component

é(é”)n intended for the transmission of this data symbol. Then, we can write
AL =0, —i8m =1 Dy (5.12)
Acn =98, ~lamn Dy ] .

and term é(é”)n as the correction component necessary to obtain gg’)n under the influence

of the interference Zg,)n- In the case with TxZF Filter the interference components gg’}n are

a priori nulled by zero forcing, whereas in the case of TxNZF Filter these components are
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deliberately conceded. As will be shown below, they depend on the representatives [

of the transmit data symbols c_ig’)n and influence the choice of the correction components

é(é}’)n. This way of generating é(é”)n constitutes the non-linear feature of TxNZF Filter.

In the case of P-fold connected decision regions utilized in the case of TxNZF Filter, for

a given value ZE; of the interference and a given symbol alphabet v,, of the data symbol

c_ig)n, according to (5.12) and (5.1) , P options for AG,n exist. With a view to radiate

would be chosen,

minimum energy for c_ig?n, the one with the smallest magnitude ‘ ég}n
that is

(9) _ (9 _ (9 _ (9) _ H _
C—iGa” Uy = gG,n gm,p" éG!” gm,ﬁl LG,n p argper{rilnp} Zm,p ZG n

. (5.13)

Of course, there are other ways to choose é(é}’)n, which will be addressed in Section 5.5.

By stacking zg’)n, n=1...||D,l, and ég’)n, n=1...]|D,|, of (5.13) to the vectors

T
ig) — (gg)l .. -Zg,)umgn) (5.14)

and .
AY = (ég,)l > -ég,)anH) ) (5.15)

respectively, the ||D,|| relations of (5.12) are combined to

AY =g i (5.16)

The basic principle of generating the group specific transmit signal Lg) of (5.4) in TxXNZF
Filter is as follows:

e The group specific transmit signals L(é’), g=1...G, of (5.4) are generated one by

one, starting with Lg). This sorting order implies no lack of generality as any sorting
order could be achieved by appropriately relabeling the groups g, g = 1...G. Later,

we will show that a proper sorting order of the groups could be beneficial.

e The group specific transmit signal L(é]) of (5.4) for a certain group g, g =1...G, is
designed in such a way that ;E;’

— produces no interferences to all data symbols d,, € Dy, ¢’ < g, of the previous
processed groups,

— produces no interferences to all data symbols d,, € I, assigned to that group,
while it generates the corresponding correction components ég’)n of (5.16) at
the demodulator output and

— may produce interferences to all data symbols d, € G,, ¢' > g, of groups to
be processed in the following.
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As a consequence of this procedure, the interference ig) of (5.14) only results from the
transmission of the group specific transmit signals L(é’,), g’ < g, i.e., can be calculated to
be (step 1)
0, 9=1
iy = 1 (5.17)
BY Yt g>1.
g'=1

With ig) of (5.17), following (5.13), the correction component Ag) has to be adjusted
(step 2). Let us designate by [-]; a matrix consisting of columns i to j of the matrix in
brackets. With the cumulative matrices

T T\ T
Bg:(gg) ...BY ),g:1...G, (5.18)

and the a posteriori determined group specific modulator matrices

||G1U...UG9_1||+1
M¢ - |B," (B,B,") | 5.19
=d (B,B,") IG1U..UGy | (5.19)
the group specific transmit signal Lg) of group ¢ can be calculated (step 3) as
t9 = MYAY. (5.20)

Mg) of (5.19) is derived as shown in the Appendix A.3. Repeating the steps 1 to 3 for all

groups ¢, g = 1...G, G group specific transmit signals L(é’) are determined. Then, based

on (5.6) and (5.20) follows the total transmit signal (step 4)

G G
=D - > M Al 521
g=1 g=1

by (5.4).
The energy of the total transmit signal t of (5.4) becomes

¢ 4 H
tht = 25 t (5.22)

T((}a)

wlb—*

Surprisingly, the energy T of the total transmit signal is only the sum of the energies
Tég) of the group specific transmit signals t 9 This results from the fact that due to the
design strategy followed in the case of TXNZF Filter the group specific transmit signals
Lg) and Lg) of two different groups g and ¢', g # ¢', respectively, are orthogonal.

The entire algorithm constituted by the steps 1 to 4 forms the mapping of the total data
vector d on the total transmit signal t in the case of TxNZF Filter. Therefore, these
steps describe the corresponding Tx operator M{-} of (3.7). M{-} is illustrated in a self
explanatory comprehensive form by the Nassi-Shneiderman diagram [NS73] of Fig. 5.5.
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Calculation of Ag]) by (5.13)

Determination of M(Cf) by (5.19)

Fig. 5.5. Nassi-Shneiderman diagram describing the Tx operator M{-} for TxNZF
Filter, i.e., the generation of the transmit signal t in the case of TxNZF
Filter

5.2.2 Benefits and potentials of TxNZF Filter

TxNZF Filter has a high potential with respect to the achievable transmission performance
—, e.g. for a required transmission quality to reduce the necessary transmit energy 71" of
(3.9). This potential mainly results from the reduced constraints while designing the
transmit signal t. When designing the group specific transmit signal Lg’) of group g, for
each data symbol d,, € D, only interferences produced to (||Dy U...UD,|| —1) other data
symbols d,, € Dy, ¢' < g, ' # n, have to be taken into account. That means that the
number of interference constraints for designing of the group specific transmit signal Lg’)

is (||Dy U...UD,|| —1). For these interference constraints of data groups g, g =1...G,

(D) = 1) < < (D1 U...UDg || = 1) < Dy U...UDG|| —1) = Ny — 1 (5.23)
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holds. Therefore, based on the knowledge obtained in Chapters 3 and 4, we can see

_(1 (2 (G
M) > T > - > Ty (5.24)

and can conclude:

e the average Tx efficiency ﬁ(Tg)Z of TxNZF Filter is always larger than or at least equal

to N, of TxZF Filter.

e groups g which are processed first, i.e., which have low group indices g, are processed
with Tx efficiencies ﬁ%’i of almost one.

e groups g which are processed last, i.e., which have rather high group indices close to

G are processed with lower Tx efficiencies ﬁ(Tg)Z. However, ﬁ(Tg)Z is never smaller than

N1y of TXZF Filter.

These conclusions are a strong motivation to have a closer look at a rather usual situation
in typical mobile radio systems, where the channel attenuations for the channels between
the BS and the different MTs k, k = 1... K, differ significantly from each other — some-
times by orders of magnitude —, which is usually the case due to shadowing and/or largely
different distances between the BS and the MTs. In what follows we use as a measure
corresponding to the channel attenuations but being not the channel attenuations the
quantities

Ku K -1
M B 2
0= (82 35 o) o2

kvm=1 kp=1

Let us assume that the K' MTs are labeled in such a way that
at) > o3 >0 > o) (5.26)

is valid. Then, a favorable choice for the subdivision of D would be to introduce G equal

to K groups, where each group g, g = 1...G, corresponds to a single M'T g and combines
the data symbols d,,, n = (k — 1)N ... kN, of that MT g, i.e.,

Dy = {Ql(k—1)N+1 .- -de} . (5.27)

When doing so, in the case of TxNZF Filter there is the tendency that the energies Tég)
of the group specific transmit signals gg), g = 1...G, increase with decreasing g due
to the necessity to overcome the increasing channel attenuations. However, as explained

above, also the Tx efficiencies n(Tg)B,n increase with decreasing g so that the group specific

transmit signals Lg) of basically high energies are endowed with high Tx efficiencies. This
combination of originally high required transmit energies and high Tx efficiencies is one
of the keys to the aspired reduction of the required transmit energy 7" typical of TxNZF
Filter.
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Fig. 5.6. Quadratic multiply connected quantization scheme-

5.3 Performance analysis of TxNZF Filter by simu-
lations

In this section, we will study the performance of TxNZF Filter with the subdivision D, of
(5.27) by simulations for exemplary scenarios with totally uncorrelated channel impulse
responses, see Sections 2.3.1 and 2.3.2. In this way we can illustrate the advantage of
TxNZF Filter over TxZF Filter with respect to the required transmit energy. The system
parameters considered in these simulations are listed in Table 5.1. A large number of
statistically independent snapshots is evaluated according to the following side conditions:

Table 5.1. System parameters for the simulations

M N Q4 K Kpy K w
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e The N(Q, + W —1) elements of D*) of (4.27) are derived from an orthonormal set
of N binary sequences of dimension Q; + W — 1. The N rows of D*) are obtained
by scrambling the N sequences of this set by a random MT specific scrambling code
of dimension @y + W — 1. The elements of this scrambling code have magnitude
one.

e The KKgW elements of the channel impulse responses h** 1 are obtained by
randomly generating independent bivariate Gaussian numbers with zero mean and
identical variance. However, in order to model the different channel attenuations
a®) of (5.25) the generated channel impulse responses h®*¥#:1) are normalized in
such a way that

2
Hh(l”“B’” —1, kpy=1...Kp, (5.28)
and
Hh(k ENTE 0dB (case 1),
10 logy | " | = 3dB (case 2), (5.29)
Hh(kq,kB,n
- 6 dB (case 3),
k=2...K,
hold.

e The multiply connected quantization scheme considered in the simulations is a
quadratic multiply connected quantization scheme as depicted in Fig. 5.6. For the
sake of comparability the considered simply connected quantization scheme corres-
ponds to the modulation scheme QPSK. The multiply connected and the simply
connected quantization schemes are made consistent in the sense that the four rep-
resentatives of the multiply connected quantization scheme closest to the origin and
the four representatives of the simply connected quantization scheme are chosen
identical with the distance

r=1, (5.30)

see Fig. 5.6.

The average required transmit energy of TxZF Filter obtained by averaging over many
snapshots characterized by randomly determined h** 1 and Q(k), see above, is termed
Tryze. Figs. 5.7 to 5.9 show for the three cases of (5.29) the cumulative distribution
functions of the ratio T/TTXzF for the TxZF Filter and the TxNZF Filter, respectively. As
expected, the TxNZF Filter does with significantly lower transmit energies than the TxZF
Filter. This superiority of TxNZF Filter increases with increasing differences between
consecutive channel attenuations a¥), k = 1... K, of (5.25) and (5.26), because, when
proceeding from MT £k to MT k + 1, see the explanation in Subsection 5.2.2, the decrease
of the Tx efficiency n&fcx)n is more and more mitigated by an simultaneously decreasing
channel attenuation.

It is well known [CS85] that in the case of two consistently chosen simply connected and

multiply connected quantization schemes subject to identical noise with the power o2,
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the latter exhibits a somewhat larger error probability, because the demodulator output
signals are more prone to land in a wrong decision region. With the quantity
2

-
nm=— 5.31
52 (5.31)
Fig. 5.10 illustrates the BER loss of the selected unconventional multiply connected quan-
tization scheme over the conventional simply connected quantization scheme.

To a certain degree this effect counteracts the energy advantage of the TxNZF Filter over
the TxZF Filter illustrated in Figs. 5.7 to 5.9 and should be studied. To this purpose we
again consider the cases 1 to 3 of (5.29). We designate the average of the transmit energy
T as T and assume that the total received noise n of (4.17) is white and Gaussian with
zero mean and the variance o2 [BQTT03]. Then, the pseudo SNR, which is defined as the

ratio of the average transmitted bit energy to o2, becomes

_ T/ 1d(M)KN]

2

(5.32)

o

In Figs. 5.11 to 5.13, the bit error rate B, is shown versus v of (5.32) for the cases 1 to 3
of (5.29). From these curves we can conclude the following:
e For sufficiently large values of v of (5.32), TxNZF Filter always outperforms TxZF
Filter.
e As in the case of the required transmit energies, see Figs. 5.7 to 5.9, the superi-
ority of TxNZF Filter increases with increasing differences of consecutive channel

attenuations a® of (5.25) and (5.26).



5.4 Cost efficient implementation of TxNZF Filter 79

0

10 T
10_15 ]
el
ay
10_2? b
|| = = conventional
| = unconventional
10_3 | | | | 1 AW
-20 -15 -10 -5 0 5 10 15

10 log,,(IT)/dB

Fig. 5.10. BER loss of the selected unconventional multiply connected quantization
scheme over the conventional simply connected quantization scheme

e As becoming apparent by Fig. 5.11, at low values of v of (5.32) and low increments
of the channel attenuations a*) of (5.25) and (5.26), TxZF Filter may outperform
TxNZF Filter. However, this occurs only for values of P, so large that they are of
no practical interest.

The results presented above give a first impression on the potential performance gains of
TxNZF Filter over TxZF Filter.

5.4 Cost efficient implementation of TxNZF Filter

In this Section 5.4 we will consider the implementation aspects of the TxNZF Filter. The
goal of this section is not to give a complete implementation algorithm of TxNZF Filter
but to give some hints which could be used to implement TxNZF Filter in a cost efficient
way.

As knowing from Section 5.2 the construction of the transmit signal for TxNZF Filter
consists in

e finding the group specific correction vector A%’) of (5.16) taking the multiply con-
nected quantization scheme into account,
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e a posteriori determining the group specific modulator matrix

111G U. UGy || +1
M¢ = B! (B,B}) | 5.33
=a B, (B,B,) IGLU..UG, | (5.33)
of (5.19) and
e generating the group specific transmit signal
(9 = MY 530

of (5.20)
(9)

iteratively for the group specific data vectors dy’, ¢ = 1...G, of (5.5). Without consi-
deration of the computational complexity for finding the group specific correction vectors
A(é’) in quadratic multiply connected quantization scheme of Fig. 5.6, which is trivial
due to (5.13). The determination of G' group specific modulator matrices Mg), g =
1...G, of (5.33) has the dominant computational complexity for the transmit signal
design of the TxNZF Filter. In the following a cost efficient determination of the group
specific modulator matrices Mg), g=1...G, is proposed, which leads to a low complex
implementation of the TxNZF Filter.

The group specific modulator matrix Mg) of (5.33) is a partial matrix of the pseudo-
inverse of the ||D; U--- U D[] x @ cumulative system matrix B, of (5.18). It is assumed
that

IDyU---UDg|| = N, < Q (5.35)
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holds. Then, B,, g = 1...G, are wide matrices. By applying QR-decomposition B, of
(5.18) can be expressed with a (||D; U---UD,||) x (||Dy U---UD,||) low triangular matrix
R, and a @ x () unitary matrix gg as

Bg — (Eg, OHDIU“'UDQHX(Q*HDIU“'UDQH)) gg_ (5.36)
If we define a ||D; U---UD,|| x @ partial matrix
i Dy U---UD,, Dy U---UD, —||Dy U---UDy
Q= (LIP30, gl -3y D<(@-Ba-0m310) @ | (5.37)

which contains the first [|D; U---UD,|| rows of the matrix gg in (5.37), then, (5.36) can
be equivalently written as
B,=R,Q

9 T T eft, g

(5.38)

which is termed effective QR-decomposition of B, in the following. Substituting (5.38)
into (5.33), we obtain

[ H g —17 PPl
(9 _
MéJ - <ngeﬁ",g) |:Bg geff,g (Eg geff,g> :| ]

) [IDy U---U Dy ||
[ 17 DU U Dy || +1

— H H H H

o 9eff,g Eg (EQ geffyg geffyg Eg ) :| . (539)
3 (D U---U Dy ||

Noticing that Q ;. of (5.37) is a part of the unitary matrix Q, of (5.36) and satisfies the
relation 7

Qeg,ggfﬁ,g — I(HDlu...UDgn), (5.40)

and that R, is a invertible matrix, (5.39) can be further written as

)—1] [IDy Y-+ Uy -1 [|4+1

MY = |Qf R (R, 1P RY

N 9

([Dx U=+ Dy |

Dy U UDyy 141
] . (5.41)

- [Qilff, oRy 1

(D1 U---U Dy ||

With (5.41) the pseudo-inverse necessary to find each M(é}), g=1...G, can be performed
in three steps:

e performing QR-decomposition of B, of (5.18) to obtain the low triangular matrix
R, and the matrix geff .

e determination of the inverse of the low triangular matrix R,, — which can be per-
formed in a quite simple manner due to the triangular structure of R, —, and

.. . H —1
e multiplication of Qeff’g and R
It is not necessary to perform the QR-decompositions separately for all B, g =1...G,

of (5.18) and to determine the inverses of all R, g = 1...G, of (5.36). The reason is as
follows:
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The cumulative system matrix B, of (5.18) can be constructed by the (||D; U---UD, || x

()) cumulative system matrix B,_, and the group specific system matrix Bg) as:

B,
B, = ( g( )1> . (5.42)
Bg

The effective QR-decomposition of B, can be rewritten as

B, - R,Q

—eff, g

GBE] i]ﬁh U"'U]D)glll>T

[RT]HDIU UDy_y 41\ T | —ff:9
D1 U--U Dy ||

(L - 1||>T96ff’9 (5.43)
R

TP VU D1 ||+1
R ]||D1U Uy || gefﬂg

(

T
The upper partial matrix ([RT] ) Q in (5.43) has the dimension (||D; U
IDyU--UDy—1]] )] —eff,g
--UD,_]|) x Q. Comparing (5.42) and (5.43), we obtain

T
T
By ([R ]HD1U Uy 1||> geff,g' (5.44)
Noticing that R, is a low triangular maiirix, the left (||DyU---UD,_1]||)x (||DyU---UD,_4]|)
T T
. . T T :
partial matrix [([R ]HDIU un,. 1”> } of ([R ]”DIU um, 1H) is also a low
1Dy U-+-U Dy |

triangular matrix and the rest part of this matrix contains all zeros. Therefore, (5.44)
can be equivalently written as

B, ., = ({([ﬂg]mw-wgl') ]mu UDy—1 |

1 T
)
—ff, 91Dy U---UDy 4 |
T
|:QT :||]D>1U UDg—1||+1
—eff, g [|Dy U---UDy ||

- {( B,] 1|D1U~~UD91||>T} | ([QZﬂ,g] EDIU___UDQ_”') N (5.45)

(D U---UDg 1 ||

1
, QUPLU--UBy—1 [ (@—IPr U---UDg —1 II)>

Consequently, comparing (5.38) and (5.45) the effective QR-decomposition of B, , is
obtained with the resulting low triangular matrix

1

R, = [([RT]UDIU . 1||)T] (5.46)

Dy U0 |
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Fig. 5.14. Construction of R, (or E;l), g=1...G —1, from Ry, (or RZ")

and the effective matrix

1 T
Qu g1 = ([Qzﬂ,g]mlu___umg_1”> - (5.47)

(5.46) and (5.47) tell us that the effective QR~decompositions of the cumulative system
matrices B, g =1...q, of (5.18) can be obtained from the effective QR-decomposition
of the cumulative system matrix B,. That means that, only the calculation of effective
QR-decomposition of the largest cumulative system matrix B, is necessary, if we want to
find the effective QR-decompositions of all the other cumulative matrices B,, g =1...G.
Fig. 5.14 and Fig. 5.15 show the construction of R, and geﬁ,g, g=1...G —1, based on
R and geﬂ’ @ respectively.

Concerning the inverse of the low triangular matrix R, we have
Eg Eg_l — My U--UDy [[) (548)

Therefore, the first ||D; U---UD, ;|| rows of R, and the first [[D, U---UD, ;|| columns
of E;l satisfy the relation

([®]]] ) R, = [, (5.49)

9|y U0y | g Dy Uy ||
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Again, because the elements in the last @ — ||Dy U -+ U Dy_y|| columns of
T
([EQT] iDIU“'UDg—IH) are all zeros, (5.49) can be equivalently written as
T
1 1
T1! T 171 T
{( [Bg ] Dy U---UDy 1 H) ] ' ( {([Eg ] [y U-+-UDy_1 H) ] >
L Iy U--UD, | Dy UeUDy— |
=Yg_1
_ gDy Dy ) (5.50)

It is clear from (5.50) that

R, = ({([ﬂglﬁm.um_l”)j1 )T (5.51)

[IDy Y-+ UDg —1 ||

holds. (5.51) tell us that once the inverse of Ry, is calculated, the inverses of the matrices
R,, g =1...G —1, can be obtained by picking out the respective parts of the inverse
R, following (5.51), see Fig. 5.14.

In summary, the group specific modulator matrix M(é’) of (5.33) can be find out in a low
complexity way, which is described as follows:

e In a first step, the effective QR-decomposition of B, is performed to get the low

triangular matrix R; and the effective matrix Q ..

e In a second step, each low triangular matrices R, g = 1...G — 1, is obtained by
picking out the respective part of R following (5.44), see Fig. 5.14. The matrices
Q.o 9=1...G —1, are obtained by picking out parts of Q . . following (5.47),

see Pgig. 5.15.
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e In a third step, 351 is calculated in a very effective way based on its triangular
structure, and therefore, B;l, g =1...G — 1, are obtained following (5.51), see
Fig. 5.14.

(9)

e Finally, with (5.41) all the group specific modulator matrices M’, g =1...G, are
obtained by a simple multiplication.

5.5 A general view of the TxNZF Filter

The purpose of this section is to give a general view on the TxNZF Filter and to show that
the TxNZF Filter can be served as a framework of several precoding techniques which
allows free balance between performance and computational complexity. For this purpose,
in this section, the TxNZF Filter introduced in Section 5.2 will be first described in an
alternative way with block diagram of Fig. 5.16, and then, different variants of non-linear
Rx oriented transmission schemes based on this block diagram are discussed in relation to
other well known non-linear schemes combined with unconventional quantization scheme.

The entire algorithm of Fig. 5.5 can be described in an alternative way with block diagram
of Fig. 5.16, and is explained in what follows.

d is the total data vector, c.f. (3.1). Sg is termed permutation matrix and is defined as
T T\ T
Sq = (sg> .8l ) (5.52)

of the combination of all group specific selection matrices Sg), g =1...G, of (5.6).

Multiplying d by S¢ sorts the elements of d into concatenated data groups Qg), g =
1...G, ie.

T ™ T
de = Sad = (gg” . d9 ) € YMex (5.53)

holds. The rest part of the block diagram illustrates an iterative procedure, which is
constructed by three parts: the feedback part with feedback matrix F, the forward
part with forward matrix M and non-linear generation part with group-wise generation
function Vég) {-}, ¢ = 1...G. This procedure consists of G steps with p, p = 1...G,
denoted as the indices of the steps. ig(p) € CM*! and §(p) € CM*! represent the output
vectors of the feedback part and the non-linear generation part of step p, respectively.
Corresponding to the data groups Qg) in (5.53),

T
ig(p) = (&;,1(10) . -ZG,\|D1\|(p) ZG,\|D1umuDG,1\|+1(p) . 'ZG7||D1 u~~~uJD>G||(p) )
o1 - T . Gv T
& ) i (v)

= (" e (5.549)
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and
T
d:(p) = (éG,l(p)"'éG,HDlH(p) éG,H]D)lU---UDG_lHJrl(p)"'éG,H]D)lU---UDGu(p))
8 () 8 ()
T
= (§8)(p)T...§§;G)(p)T> (5.55)

are also subdivided into groups with dimensions of i(é’) (p) and §(é’) (p) equal to the di-
mension of the corresponding data group Q(é’) of (5.5), respectively. In each step p, is(p)
of (5.54) is produced based on the previous output vector 8,(p — 1) of the non-linear
generation part and the feedback matrix F:

ig(p) = Fgdq(p—1). (5.56)

O (p) of (5.55) is group-wise generated. The group specific output vectors
5(9) _ V(g) d(g) -(9) . -1...G 5.57
Ya (p) G =G ?lG (p)aQ() y g ) ( . )

of 8 (p) of the non-linear generation part are the functions of i(é’) (p) in (5.54), gg’) in
(5.53) and the knowledge of the unconventional quantization function Q(-). After G steps
the output vector 8. (G) feeds to the forward matrix M, and generates the transmit
signal

£ = M, 8(G). (5.59)

It is expected by comparing (5.58) and (5.21) that
T ™ T T ™ T
8,(6) = (8(G) ...80(G) ) =(ad ...a¥") (5.59)

should hold. In the following we will describe these three parts in relation to the algorithm
of Fig. 5.5 in detail.

Let us first consider the feedback part. With the group specific modulator matrices Mg),

g=1...G, of (5.60), the forward matrix is defined as

M, = (MY ... M) e e (5.60)
With Mg, of (5.60) and the matrix

B, = (Bg>T .. .B(GG)T)T e CNexQ (5.61)
composed by the group specific system matrices Bg), g=1...G, of (5.7), the feedback

matrix is defined as
Fo=BgMg —Te CVM, (5.62)
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If 8. (p — 1) will be fed into the forward part and the corresponding output
ta(p—1)=Mg d:(p—1) (5.63)
will be transmitted to the MTs. Then, the output vector
ig(p) =F8;(p—1) =B Mgds(p—1) —d¢(p— 1) (5.64)

of the feedback part is the interference to 8, (p — 1) foreseen at the output of MTs after
step p — 1. In this sense we term iy (p) the interference vector of step p. With (5.61),
(5.60) and (5.19), it can be obtained that the feedback matrix

oMz [) . . 0
55? ng o= 1) _ :
F., = . (5.65)
BE;G) M‘é’ o BE;G) M(GG*I) o(Pc II)

is a block-wise low triangular matrix with the diagonal blocks being zero matrices.
Fig. 5.17 illustrates the structure of the feedback matrix F corresponding to the exem-
plary subdivision of the data symbols of Fig. 5.2. Then, by substituting (5.65), (5.54)
and (5.55) in (5.64), we obtain

0, g=1,

i (p) = o) e (6 (5.66)
ZZIZIBéJ M8 ' (p—1), g=1...G.

(5.66) means that the transmission of §g) (p — 1) will only experience the interferences

from the transmissions of §g )(p —1), ¢ < g. This is equivalent to the basic principle
with respect to the interference avoidance in TxNZF Filter as described in Section 5.2.

Now, let us consider the non-linear generation function V((;g) {-}, g =1...G, of (5.57).
The element Qg)n (p) of §g) (p) in (5.55) is determined in analogy to the determination of
AYin (5.13), ie.

(9) (9)

A8 = v = 05(0) = g, — idu(p), ¥ =arg min lg,..,—i&.w)]|.  G67

In this sense §(p) is termed correction vector of step p and §g) (p) of (5.55) is termed
group specific correction vector of step p.

Obtained from (5.66) that 18)(19), p=1...G, are all equal to zero, with (5.55) the group
specific correction vectors §8)(p), p=1...G, are all identity. Comparing the generation
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. non-zero entry zero entry

Fig. 5.17. Structure of the feedback matrix F

of §8)(p) according to (5.67) and the generation of Ag) according to (5.13), it is obvious
that
8 () =AY, g=1...G, (5.68)

hold. 18) (p) depends only on §8)(p— 1), see (5.66). Substitution of (5.68) in (5.66) yields
i (p) =BY MY AL, g=2...G. (5.60)

Then, again comparing the generations of §§’ (p) according to (5.67) and Ag) according
to (5.13) we obtain

87 (n) =AF, g=2...G. (5.70)
Continuing the iterative procedure in an analogue way, generally, after ¢ steps we obtain

! ’

3 =AY, p=4...G. (5.71)

Finally, based on (5.71) follows the interference vector 8 (G) of step G by (5.59). Then,
feeding 8, (G) of (5.59) to the forward part with forward matrix M, of (5.60), the transmit
signal

G G
t=Mid:(G) =Y MYAY ="t (5.72)
g9=1 g=1
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of the TxNZF Filter is generated.

As mentioned at the beginning of this section, TxNZF Filter may serve as a flexible
framework for several techniques for transmit signal design, which allows almost free
balance between performance and required complexity. This flexibility is enabled by
several degrees of freedoms, namely

e the number and sizes of groups,
e the assignment of data symbols d,,, n = 1... N, to the groups,

e the design of the unconventional quantization scheme with quantization function
Q(+) and

e the design of the non-linear group-wise generation functions V((;g) {-}.

In what follows we first present these freedoms with respect to the structure shown in
Fig. 5.16, and then, some examples with consideration of these freedoms will be given to
present the idea that the generalized TxNZF Filter allows almost free balance between
the performance and the required complexity.

As we mentioned in Section 5.2 and alternatively described by Fig. 5.16, the transmit
signal of TxNZF Filter are group-wise generated. Therefore, the data symbols are assigned
to several data groups, the data symbols in the same group could be jointly processed.
Concerning the block diagram of Fig. 5.16, the number and sizes of groups influence the
structure of the feedback matrix F of (5.65). In the case that

G =N, (5.73)

hold, each data group contains only a single data symbol. Then, the feedback matrix F
of (5.62) degenerates to be a low triangular matrix, see Fig. 5.18. With respect to (5.57),
each element of the interference vectors 8(g) has to be separately generated and has no
chance to cooperate with other elements. In the case that

G=1, (5.74)

or

D=D (5.75)

holds, all the data symbols are assigned to a single data group. Then, the feedback
matrix F of (5.62) is equal to 0 and vanishes, see Fig. 5.18. With respect to (5.57) all
the elements of 8 (p) are allowed to be jointly generated. Generally, the number and the
sizes of data groups of TxNZF Filter can be freely adjusted and change the basic structure
of F,.

When the number and sizes of the data groups are fixed, there are still many choices
concerning the sorting order of data symbols and as well as the data groups. These
sorting order could give beneficial effect on the performance, e.g. the sorting order with
respect to the channel attenuations as mentioned in Section 5.2.2.
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Fig. 5.18. Degeneration of the feedback matrix F

Up to now, the available designs of the group-wise non-linear generation functions V((}g ) {-},
g = 1...G, of (5.57) are very limited. Here, we only give two examples. The first
example is the one as already introduced in (5.67), which is a very simply design of
these functions. Another example concerns the optimum design, in which the exhaustive
search is performed to find the best group specific correction vectors §g,)0pt (p) so that the
corresponding transmit energy

2
T (p) = HM&Q) 3 (0

(5.76)

is minimized. The complexity of this optimum solution is very high and increases with
the size of data groups.

Now, let us see some examples. If all data symbols are assigned to a single group, i.e. F
vanishes as mentioned above, and the optimum non-linear generation function is chosen,
then the TxNZF Filter becomes the overall optimum scheme. However, the complexity
is prohibitively high, because the total number N; of data symbols are usually very large
in mobile radio systems. If each data group assigns only a single data symbol, i.e. Fgq
becomes a low triangular matrix as mentioned before, in this case the two exemplary
non-linear generation functions are equivalent, then TxNZF Filter tends to be the well
known THP scheme [Fis02]. THP has very low complexity but also great performance
degradation compared to the overall optimum scheme mentioned above. In between of
these two extreme examples, all data symbols are assigned to several data groups, i.e. F
is a block-wise low triangular matrix. Then, if optimum group-wise non-linear generation
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functions are used for all data groups, the performance of the resulting scheme is expected
to be superior to the performance of THP but worse than that of the overall optimum
scheme. However, because the size of data groups is smaller than the total number N; of
data symbols, the complexity is reduced compared to that of the overall optimum scheme.
That means that a free balance between a high performance and the complexity can be
realized by adjusting the number and sizes of data groups.
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Chapter 6

Summary

6.1 English

In conventional radio communication systems, the system design generally starts from the
transmitter (Tx), i.e. the signal processing algorithm in the transmitter is a priori selected,
and then the signal processing algorithm in the receiver is a posteriori determined to
obtain the corresponding data estimate. Therefore, in these conventional communication
systems, the transmitter can be considered the master and the receiver can be considered
the slave. Consequently, such systems can be termed transmitter (Tx) oriented. In the
case of Tx orientation, the a priori selected transmitter algorithm can be chosen with a
view to arrive at particularly simple transmitter implementations. This advantage has to
be countervailed by a higher implementation complexity of the a posteriori determined
receiver algorithm.

Opposed to the conventional scheme of Tx orientation, the design of communication
systems can alternatively start from the receiver (Rx). Then, the signal processing algo-
rithm in the receiver is a priori determined, and the transmitter algorithm results a pos-
teriori. Such an unconventional approach to system design can be termed receiver (Rx)
oriented. In the case of Rx orientation, the receiver algorithm can be a priori selected
in such a way that the receiver complexity is minimum, and the a posteriori determined
transmitter has to tolerate more implementation complexity.

In practical communication systems the implementation complexity corresponds to the
weight, volume, cost etc of the equipment. Therefore, the complexity is an important as-
pect which should be taken into account, when building practical communication systems.
In mobile radio communication systems, the complexity of the mobile terminals (MTs)
should be as low as possible, whereas more complicated implementations can be tolerated
in the base station (BS). Having in mind the above mentioned complexity features of the
rationales Tx orientation and Rx orientation, this means that in the uplink (UL), i.e. in
the radio link from the MT to the BS, the quasi natural choice would be Tx orientation,
which leads to low cost transmitters at the MTs, whereas in the downlink (DL), i.e. in
the radio link from the BS to the MTs, the rationale Rx orientation would be the favorite
alternative, because this results in simple receivers at the MTs. Mobile radio downlinks
with the rationale Rx orientation are of interests in the thesis.

Modern mobile radio communication systems are cellular systems, in which both the
intracell and intercell interferences exist. These interferences are the limiting factors for
the performance of mobile radio systems. The intracell interference can be eliminated
or at least reduced by joint signal processing with consideration of all the signals in the
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considered cell. However such joint signal processing is not feasible for the elimination
of intercell interference in practical systems. Knowing that the detrimental effect of
intercell interference grows with its average energy, the transmit energy radiated from
the transmitter should be as low as possible to keep the intercell interference low. Low
transmit energy is required also with respect to the growing electro-phobia of the public.

The transmit energy reduction for multi-user mobile radio downlinks by the rationale Rx
orientation is dealt with in the thesis. Among the questions still open in this research
area, two questions of major importance are considered here. MIMO is an important
feature with respect to the transmit power reduction of mobile radio systems. Therefore,
first question concerns the linear Rx oriented transmission schemes combined with MIMO
antenna structures. The investigations of the MIMO benefit on the linear Rx oriented
transmission schemes are studied in the thesis. Utilization of unconventional multiply
connected quantization schemes at the receiver has also great potential to reduce the
transmit energy. Therefore, the second question considers the designing of non-linear Rx
oriented transmission schemes combined with multiply connected quantization schemes.

As just mentioned, MIMO is an important feature with respect to the transmit power
reduction of mobile radio systems. For the purpose of performance evaluation of mobile
radio systems with MIMO antenna structures, MIMO channel models are required. Be-
sides the temporal dimension as in conventional SISO channel modelling, the multiple
antennas introduce additionally the spatial dimension, which should also be considered
in MIMO channel modelling. An important issue concerning the spatial dimension of
MIMO is the degree of correlation of the impulse responses of the channels between dif-
ferent pairs of Tx and Rx antennas. These channel impulse responses are termed antenna
specific. The correlation depends on the configuration of the antenna structures and the
topography and morphography of the propagation area, etc. Although, recently, much
work concerning MIMO channel modelling for different scenarios has been reported. In
this thesis, we do not try to address all these MIMO channel models. Rather, we consider
only two quasi extreme cases, namely on the one side scenarios with spatially totally
uncorrelated and on the other side scenarios with spatially fully correlated antenna spe-
cific channel impulse responses. These two models are introduced in Chapter 2 and are
used for system evaluations of the linear and non-linear Rx oriented transmission schemes
considered in this thesis. Evaluating the performance of mobile radio systems for these
two extreme channel models would give an impression on the performance of mobile radio
systems in the case of other MIMO channel models which cover the scenarios in between
of these two extreme cases.

As mentioned above, both linear and non-linear Rx oriented transmission systems are
considered in this thesis. These considered linear and non-linear systems are first identified
and characterized based on a general structure of a data transmission system. In Rx
oriented transmission systems, for the a priori given Rx operator, there exist a variety
of choices. Focusing on the application of the Rx orientation in mobile radio downlinks,
the receivers are aspired to be as simple as possible. Therefore, in both considered li-
near and non-linear Rx oriented transmission systems the Rx operator is restricted to
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a favorable structure by concatenating a linear Rx operator and a quantizer, where the
latter constitutes the non-linearity of the whole Rx operator. Two types of quantizers
are described in the thesis, namely quantizers with conventional simply connected and
unconventional multiply connected quantization schemes. In the case of conventional
simply connected quantization schemes, each element of the message set corresponds to a
single point, termed representative of this message element, in the complex plane. Each
representative is located in a region termed decision region. All these decision regions
completely tile the complex plane to be non-overlapping. In the case of unconventional
multiply connected quantization schemes, each element of the message set corresponds to,
instead of a single representative as in the case of conventional quantization schemes, now
multiple representatives exist for a certain message element in the complex plane. The
decision regions related to the representatives of a certain message element are termed
partial decision regions of this message element. Again, all these partial decision regions
of all message elements completely tile the complex plane to be non-overlapping. In Rx
oriented transmission systems, the Tx operator is a posteriori determined under consi-
derations of the channel and the a priori given Rx operator. In the case of said linear such
systems considered in the thesis, the Tx operator becomes a linear one and is a posteriori
adapted based on the channel and only the chosen linear Rx operator, whereas non-linear
quatizer is not considered and chosen as the conventional simply connected quantization
scheme. In the case of considered non-linear such systems, the Tx operator is determined
under considerations of the channel, the a priori given linear Rx operator and also the
chosen quantizer with multiply connected quantization scheme.

The designing of the linear Rx oriented transmission schemes based on the rationale
TxMF, TxZF Filter and TxMMSE Filter are well known, therefore, are only briefly
recapitulated. The performance criteria energy efficiency and the related criterion Tx
efficiency are introduced and formulated in detail based on the singular value decompo-
sition of the channel matrix. A large energy efficiency means efficient transmission of the
radiated energy, and, therefore, low transmit energy is required at the transmitter when
a certain useful energy has to be produced at the receiver output. Based on the detailed
formulation of energy efficiency, some hints concerning the choice of the a priori given
linear Rx operator are given in Chapter 3.

One major goal of the thesis is the investigations of the MIMO benefit on the linear
Rx oriented transmission schemes. The investigations are restricted to the linear scheme
with TxZF Filter and based on the linear Rx oriented MIMO broadcast systems, where
one BS employed with K Tx antennas supports simultaneously K MTs and each of the
K MTs has Ky Rx antennas. First, the TxZF Filter algorithm and the corresponding
performance criteria developed for general linear Rx oriented transmission systems are
adapted to the MIMO broadcast systems. In the broadcast systems, the MTs can be
discerned between two situations of cooperative and non-cooperative MTs. In the case
of cooperative MTs, each MT would have the received information of all the other MTs.
Although, the situation with cooperative MTs would lead to superior performance as
shown by the numerical example in Section 4.4, it would be a very impractical situation
which is not feasible in real world systems. In practical systems each MT disposes only
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of its own received information. In this case the MTs are said to be non-cooperative, and
only this case is considered for the performance study in this thesis.

For the performance study, the statistical properties, namely means and variances of the
Tx efficiencies and the Tx energies are considered by analytical and/or numerical results
for the two MIMO channels mentioned before, namely the situations with totally uncor-
related channel impulse responses and with fully correlated channel impulse responses.

First, the study of the Tx efficiency is performed. In the case with totally uncorrelated
channel impulse responses, the closed form analytical results of the Tx efficiency can be
found in literature. These analytical results are only valid for an approximate assump-
tion. From the analytical results, it can be seen that an increasing number of Tx antennas
increases both the mean and the variance of Tx efficiencies, however, the influence of mul-
tiple Rx antennas on Tx efficiency is lack due to the approximate assumption. Therefore,
the validity of the assumption for the analytical results is argued and simulations are
performed. It turns out from the simulation results that basically the analytical results
coincide with the simulated results. However the coincidences of the mean and the vari-
ance are different. The mean of the Tx efficiency obtained by analytical and simulated
results are virtually equal and do not depend on the number of Rx antennas. Whereas,
its variance obtained by simulation results decreases and becomes closer to the analytical
result with increasing number of Rx antennas. In the case with fully correlated channel
impulse responses, the closed form solutions are not available, only the simulation results
are performed. It turns out that the behaviors of the simulation curves obtained for this
case and for the case with totally uncorrelated channel impulse responses are very simi-
lar and only slight degradations are observed in this case. These degradations mean the
decreased mean and the increased variance of the Tx efficiencies. In summary, multiple
Tx and Rx antennas can give beneficial effects on the elimination of intracell interference
and the beneficial effects given by the multiple Tx antennas are more distinguished. The
studies of Tx efficiency for the two extreme cases also give the impression on the Tx
efficiencies for the cases in between of these two extreme cases, i.e., when going from
the case with totally uncorrelated channel impulses to the case with fully uncorrelated
channel impulse response, the degree of the beneficial effects obtained by the multiple Tx
and Rx antennas tends to go down.

The study of Tx efficiency shows the effects of the multiple Tx and Rx antennas on
the elimination of intracell interference, which is only one aspect with respect to the
transmit energy reduction. Therefore, the study of the Tx energy is also performed in
the thesis. In the case with totally uncorrelated channel impulse responses, again the
available analytical results in literature are only valid for an approximate assumption.
These results show that an increasing number of Tx antennas leads to decreased mean
and variance of the Tx energy. Again, the influence of multiply Rx antennas is lack
due to the approximate assumption. First, by the analysis based on a simple case, the
influence of multiple Rx antennas is revealed. Then, the precise of the analytical results
and the influence of multiple Rx antennas are verified by simulation results. It turns
out that both the mean and the variance of the Tx energies go down with an increasing
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number of Rx antennas, and such an increasing improves the coincidences of the analytical
and simulation results. In the case of fully correlated channel impulse responses, by the
analysis based on a simple case and the simulations, it turns out that the multiple Tx
antennas show the similar but slightly degraded beneficial effect on the Tx energy as
that in the case of totally uncorrelated channel impulse responses. However, multiple Rx
antennas give slightly detrimental effect on the Tx energy. l.e., increasing the number of
Rx antennas slightly increases the mean and the variance of the Tx energy. In summary,
when going from the case with totally uncorrelated channel impulse to the case with fully
correlated channel impulse responses, multiple Tx antennas always give beneficial effect on
the Tx energy and the degree of the beneficial effect tends to go down. However, multiple
Rx antennas do not always show the beneficial effect, this beneficial effect disappears
when the channel impulse responses are highly correlated.

Another major goal of the thesis focuses on investigations of non-linear Rx oriented trans-
mission schemes combined with unconventional multiply connected quantization schemes
at the receiver. As mentioned before, in conventional simply connected quantization
schemes, each of the message elements corresponds to a single decision region. For an
error free transmission of a message element carried by a certain data symbol, the esti-
mate at the receiver output should land in the corresponding decision region. In contrast
to the conventional quantization schemes, multiply connected quantization schemes offer
several, or even infinitely many partial decision regions for each of these message ele-
ments. Then, the estimate at the receiver landing in any one of the corresponding partial
decision regions of the transmitted message will lead to an error free transmission. Con-
sequently, if a certain number of data symbols carrying a set of message elements have to
be transmitted, instead of only one, as in the case of conventional quantization schemes,
now many possible transmit signals aiming at different combinations of the corresponding
partial decision regions exist. Each of them requires a different value of the transmit
energy. Now, the crux of the non-linear Rx oriented scheme with multiply connected
quantization schemes consists in finding a specific transmit signal out of all these possible
transmit signals so that the required transmit energy becomes as low as possible. In the
optimum case, one could determine the transmit energies for all possible transmit signals
and then, finally use the signal with smallest transmit energy. However, such an exhaus-
tive search would be exhibitively expensive. In this thesis a less complex suboptimum
solution for finding a superior transmit signal following the group-wise signal processing
is proposed and described. The proposed suboptimum scheme is termed TxNZF Filter.
Simulation results show that the TxNZF Filter outperforms its linear counterpart TxZF
Filter. Particularly, when the channel attenuations between the BS and the different
MTs differ significantly from each other, the superiority of the TxNZF Filter becomes
significant. Some implementation aspects are presented to show that the TxNZF Filter
can be implemented in a very cost efficient way. Generally, as shown in this thesis, the
TxNZF Filter can be served as a framework of several techniques combined with multiply
connected quantization schemes, which allows a free balance between the performance
and the complexity. Some well known schemes, e.g. THP, can be treated as a special case
of TxNZF Filter.
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6.2 Deutsch

Bei konventionellen Funkiibertragungssystemen beginnt man beim Systementwurf mit
dem Sender. Dies bedeutet, dafl man a priori den senderseitig verwendeten Algorith-
mus der Sendesignalerzeugung (Sendeoperator) auswahlt, und dann a posteriori den im
Empfanger zur Datenschitzung verwendeten Algorithmus (Empfangsoperator) festlegt.
Bei dieser herkommlichen Vorgehensweise kann man den Sender als den Meister (engl.
master) und den Empfinger als den Sklaven (engl. slave) ansehen. Man kann deshalb
solche Systeme auch als senderorientiert bezeichnen. Im Fall der Senderorientierung kann
man bei der Wahl des Sendeoperators anstreben, zu moglichst einfachen Senderimple-
mentierungen zu kommen. Dieser Vorteil mufl aufgewogen werden durch eine hohere
Implementierungskomplexitat des a posteriori festzulegenden Empfangsoperators.

Anstelle des herkémmlichen Schemas der Senderorientierung kann man den System-
entwurf auch auf der Empfangerseite beginnen. In diesem Fall werden die empfingerseitig
verwendeten Algorithmen der Signalverarbeitung (Empfangsoperator) a priori fest-
gelegt, und die senderseitig zu einzusetzenden Algorithmen (Sendeoperator) ergeben
sich dann a posteriori. Eine derartige Vorgehensweise ist unkonventionell und kann als
empfangerorientiert bezeichnet werden. Im Fall der Empfangerorientierung kann man bei
der a priori getroffenen Auswahl des Empfangsoperators anstreben, moglichst einfache
Empfianger zu erhalten, und muf} dafiir auf der Sendeseite hohere Komplexitit tolerieren.

In praktischen Ubertragungssystemen steigen Gewicht, Volumen und Kosten der Hard-
ware mit der Implementierungskomplexitat. Deshalb ist das Erzielen moglichst geringer
Implementierungskomplexitdt beim praktischen Systementwurf ein wichtiger Gesichts-
punkt. In Mobilfunksystemen sollte hierbei die Komplexitéit der Mobilstationen (MS)
moglichst gering sein, wihrend die Basisstationen (BS) komplexer sein diirfen. An-
gesichts der oben erwidhnten Komplexitatscharakteristika der Vorgehensweisen Sender-
bzw. Empfingerorientierung bedeutet dies,

e dafl die quasi natiirliche Wahl fiir die Strecken von den MSen zur BS, d.h. fir die
Aufwartsstrecke, die zu einfachen Sendern in den MSen fiihrende Senderorientierung
wére, wahrend

e in den Strecken von der BS zu den MSen, d.h. in der Abwértsstrecke, die zu ein-
fachen Empfiangern in den MSen fiihrende Empfangerorientierung zu wahlen wére.

In dieser Arbeit interessieren Mobilfunk-Abwartsstrecken, die nach dem Schema der
Empfiangerorientierung arbeiten.

Moderne Mobilfunksysteme sind zellulare Systeme, in denen sowohl Intrazell- als auch
Interzellinterferenz auftreten. Diese Interferenzen sind der eigentlich begrenzende Faktor
fiir die Systemperformanz. Intrazellinterferenz kann durch gemeinsame Verarbeitung bzw.
Erzeugung aller in einer Zelle auftretenden Signale eliminiert oder zumindest reduziert
werden. Gegen die Interzellinterferenz kann man dagegen durch eine solche gemein-
same Behandlung in praktischen Systemen nichts ausrichten. Es ist offensichtlich, daf}
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die schidliche Wirkung der Interzellinterferenz um so groffer ist, je héher die von den
Sendern des Systems abgestrahlten Leistungen sind. Im Interesse geringer Interzellinter-
ferenz ist es deshalb erstrebenswert, die abgestrahlten Leistungen moglichst klein zu hal-
ten. Geringe abgestrahlte Leistungen sind im iibrigen auch wiinschenswert im Hinblick
auf die zunehmende Elektrophobie der Bevolkerung.

Anliegen der Dissertation ist die Sendeleistungsreduktion in Mehrteilnehmer-
Abwiértsstrecken des Mobilfunks durch Einsatz des Schemas Empfingerorientierung.
Unter den in diesem Zusammenhang noch offenen Fragen wird zwei bedeutenderen solchen
Fragen nachgegangen:

e MIMO-Antennensysteme sind eine Mdoglichkeit, die erforderlichen Sendeleistun-
gen zu verringern. Deshalb wird in der Arbeit die Kombination von MIMO-
Antennensystemen mit dem Schema Empfiangerorientierung betrachtet; hier-
bei interessieren die durch eine solche Kombination erzielbaren Performanzver-
besserungen.

e Ein zweiter interessanter Gesichtspunkt ist das Verwenden empfingerseitiger De-
tektoren mit mehrfach zusammenhangenden und damit unkonventionellen Entschei-
dungsgebieten, die bekanntlich ebenfalls das Potential einer Sendeleistungsreduktion
beinhalten. In der Arbeit wird untersucht, wie diese Technik vorteilhaft mit dem
Schema der Empfangerorientierung zusammengebracht werden kann.

Wie gerade erwahnt, sind MIMO-Antennenstrukturen ein wichtiger Ansatzpunkt, wenn
es um die Reduzierung der erforderlichen Sendeleistungen geht. Um Mobilfunksy-
steme mit MIMO-Antennenstrukturen untersuchen zu kénnen, benétigt man MIMO-
Kanalmodelle. Neben der zeitlichen Dimension, die bereits bei herkommlichen SISO-
Antennensystemen eine Rolle spielt, erfordern MIMO-Kanalmodelle das Einfiihren einer
zusitzlichen rdumlichen Dimension. Ein wichtiger Aspekt beim Einfiihren einer solchen
raumlichen Dimension ist der Grad der Korrelation der Impulsantworten der Funkkanéle
zwischen den einzelnen Paaren von Sende- und Empfangsantennen. Diese Kanalimpuls-
antworten werden mit dem Attribut ”antennenspezifisch” bezeichnet. Der Grad der Kor-
relation hangt ab von der Konfiguration der Antennenstrukturen, von der Topographie
und Morphologie des Ausbreitungsgebiets usw. In jiingerer Zeit wurde an verschiede-
nen Stellen viel Arbeit in die MIMO-Kanalmodellierung fiir eine Vielfalt von Ausbrei-
tungsgebieten investiert. In der vorliegenden Dissertation werden nicht alle diese MIMO-
Kanalmodelle angesprochen. Wir konzentrieren uns vielmehr auf zwei quasi extreme Fille,
namlich auf den Fall der rdumlich total unkorrelierten und den Fall der rdumlich voll korre-
lierten antennenspezifischen Kanalimpulsantworten. Diese beiden MIMO-Kanalmodelle
werden in Kapitel 2 eingefithrt und dann bei der Evaluation linearer und nichtlinearer
empfingerorientierter Ubertragungssysteme in dieser Arbeit verwendet. Derartige Evalu-
ationen fiir die genannten Extremfalle geben auch einen Eindruck von der Systemperfor-
manz fiir Szenarien, deren MIMO-Kanalmodelle zwischen den beiden genannten Extremen
liegen.

Wie bereits angedeutet, werden in der Arbeit sowohl lineare als auch nichtlineare
empfingerorientierte Ubertragungssysteme betrachtet. Diese linearen bzw. nichtlinearen
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Systeme werden zunachst auf der Basis eines Ubertragungssystems mit einer sehr all-
gemeinen generischen Struktur definiert und charakterisiert. In empfiangerorientierten
Ubertragungssystemen gibt es fiir den a priori zu wihlenden Empfangsoperator eine
grofle Auswahl. Mit Blick auf die Anwendung in Mobilfunkabwartsstrecken sollten
die Empfanger wie oben schon gesagt moglichst aufwandsgiinstig sein. Deshalb wird
sowohl bei den linearen als auch bei den nichtlinearen Systemansitzen dieser Ar-
beit eine Empfangerstruktur gewahlt, die aus der Verkettung eines linearen Empfangs-
operators und eines Quantisierers besteht. Letzterer macht die Nichtlinearitiat des
gesamten Empfangsoperators aus. In der Arbeit werden zwei Quantisierertypen betrach-
tet, namlich solche mit herkémmlichen einfach zusammenhéngenden und solche mit
unkonventionellen, d.h. mehrfach zusammenhdngenden Entscheidungsgebieten. Im
Falle der herkommlichen einfach zusammenhingenden Entscheidungsgebiete entspricht
jede Realisierung eines Nachrichtenelements (Datensymbol) der iibertragenen Nachricht
eindeutig einem einzigen Punkt in der komplexen Ebene, der als Reprasentant des
betreffenden Nachrichtenelements bezeichnet wird. Jeder solche Reprasentant liegt
in einer gewissen, als Entscheidungsgebiet bezeichneten Region der komplexen Ebene.
Alle diese Entscheidungsgebiete pflastern die komplexe Ebene vollstindig und ohne
Uberlappungen. Im Falle unkonventioneller, d.h. mehrfach zusammenhingender
Entscheidungsgebiete entsprechen jeder Realisation eines Nachrichtenelements nicht ein
einziger, sondern mehreren Reprasentanten in der komplexen Ebene, von denen jeder
wieder in einem ihn umgebenden Entscheidungsgebiet liegt. Alle Entscheidungsge-
biete, die einer gewissen Realisierung eines Nachrichtenelements zugeordnet sind, wer-
den Teilentscheidungsgebiete dieser Realsierung genannt. Alle Teilentscheidungsgebie-
te aller moglicher Realisierungen der Nachrichtenelemente pflastern die gesamte kom-
plexe Ebene wieder vollstandig und ohne ﬂberlappungen. In empfingerorientierten
Ubertragungssystemen ist der Sendeoperator unter Beriicksichtigung des a priori fest-
gelegten Empfangsoperators und des Kanals a posteriori festgelegt. Im Falle der in der
Arbeit betrachteten linearen empfingerorientierten ﬂbertragungssysteme ist der Sende-
operator linear, und die durch den Quantisierer eingebrachte Nichtlinearitat bleibt beim
Festlegen des Sendeoperators aufler acht; in diesem Fall werden in der Arbeit ein-
fach zusammenhéngende Quantisierungsgebiete vorausgesetzt. Im Falle der betrachteten
nichtlinearen empfingerorientierten ﬂbertragungssysteme wird der Sendeoperator unter
Beachten des Kanals, des a priori festgelegten Empfangsoperators und auch des Quan-
tisierungsschemas — dieses sei nun mehrfach zusammenhangend — bestimmt.

Der Entwurf linearer empfiingerorientierter Ubertragungssysteme nach den Verfahren
TxMF (Transmit Matched Filter), TxZF (Transmit Zero Forcing) —Filter und TxMMSE
(Transmit Minimum Mean Square Error) —Filter sind aus dem Schrifttum wohlbekannt
und werden in der Arbeit deshalb nur kurz rekapituliert. Als fiir die erforderliche
Sendeleistung relevante Performanzkriterien werden die Energieeffizienz und die mit
dieser zusammenhangende Sendeeffizienz eingefiihrt und erlautert, wobei die Herleitung
dieser Kriterien auf der Singuldrwertzerlegung der MIMO-Kanalmatrix basiert. FEine
hohe Energieeffizienz bedeutet, dafl ein Grofiteil der abgestrahlten Sendeleistung als
nutzbringende Leistung im Empfanger ankommt, so dafl bei einer gewissen geforderten
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Ubertragungsqualitét die Sendeleistung relativ klein gehalten werden kann. Anhand des
Kriteriums Energieeffizienz konnen in Kapitel 3 der Arbeit ein paar Hinweise zur giinstigen
A-priori-Wahl des Empfangsoperators gegeben werden.

Ein Hauptanliegen der vorliegenden Dissertation ist das Herausarbeiten der Vorteile, die
MIMO-Antennensysteme in Kombination mit linearen empfiangerorientierten Mobilfunk-
Abwiértsstrecken bieten. Hierbei werden nur Systeme mit TxZF-Filter betrachtet, bei
denen die BS eine Anzahl von Ky Sendeantennen und jede der K MSen eine Anzahl
von Ky Empfangsantennen hat. Zunéchst werden der Algorithmus des TxZF-Filters und
die entsprechenden Performanzkriterien fiir ein generisches lineares empfangerorientiertes
Ubertragungssystem formuliert und an die Kombination mit MIMO-Antennenstrukturen
angepafit. Bei den dadurch entstehenden Abwartsstrecken kann man unterscheiden zwi-
schen den beiden Situationen der kooperativen bzw. der nicht kooperativen MSen. Im
Fall kooperativer MSen kennt jede einzelne MS auch die Empfangssignale der anderen
K — 1 MSen. Wie in Abschnitt 4.4 der Arbeit an einem numerischen Beispiel gezeigt
wird, hatte man in einer solchen Situation eine besonders giinstige Systemperformanz;
allerdings ware das hierzu erforderliche Verfiigharmachen aller X' Empfangssignale an
allen K MSen nicht praktikabel. In praktischen Systemen verfiigt jede MS nur iiber ihr
eigenes Empfangssignal, und nur dieser Fall der nicht kooperativen MSen wird in der
Arbeit betrachtet.

Bei den Performanzstudien werden die statistischen Eigenschaften, namlich Mittelwert
und Varianz, der Sendeeffizienz und der erforderlichen Sendeleistungen in analytischen
und/oder numerischen Untersuchungen ermittelt. Hierbei werden die beiden Félle der
total unkorrelierten bzw. voll korrelierten Kanale, siche Kapitel 2, betrachtet.

Zunachst wird die Sendeeffizienz untersucht. Fir den Fall total unkorrelierter Kanale
findet man analytische Ergebnisse zur Sendeeffizienz im Schrifttum. Allerdings gel-
ten diese Ergebnisse nur ndherungsweise, weil sie auf der Annahme der statistischen
Unabhéngigkeit gewisser, im Verlauf der Betrachtungen auftretenden Groflen basieren.
Der entsprechende analytische Ausdruck zeigt, daB} mit einer Zunahme der Anzahl
Ky der Sendeantennen sowohl Mittelwert als auch Varianz der Sendeeffizienz steigen.
Allerdings berticksichtigt der analytische Ausdruck nicht den Einflufl der Anzahl Ky
der Empfangsantennen pro MS. Dieses Defizit hangt mit der gerade erwihnten Ver-
nachlassigung des Effekts statistischer Bindungen zusammen. In Simulationen wird un-
tersucht, wie schwerwiegend dieser Effekt ist. Es zeigt sich, dal der analytische Ausdruck
im wesentlichen die richtigen Ergebnisse liefert, Ergebnisse also, die mit den Simulations-
ergebnissen gut libereinstimmen. Allerdings ergeben sich bei der Varianz der Sendeef-
fizienz gewisse, von der Anzahl K\; der Empfangsantennen pro MS abhingige Abwei-
chungen. Mit zunehmendem K, nahern sich die analytischen und simulativen Ergebnisse
auch beziiglich der Varianz der Sendeeffizienz immer mehr aneinander an. Im Falle vollig
korrelierter Kanile ist kein analytischer Ausdruck fiir die Sendeeffizienz verfiigbar. Durch
Simulationen zeigt sich jedoch, dafl der Unterschied der Sendeeffizienz in den beiden Fallen
der total unkorrelierten und der vollig korrelierten Kanale nicht gravierend ist, wobei im
letzteren Fall eine gewisse Degradation im Sinne eines geringeren Mittelwerts und einer
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hoheren Varianz der Sendeeffizienz zu beobachten ist. Zusammenfassend kann man fest-
stellen, dafl sich MIMO-Antennenstrukturen als vorteilhaft fiir die Reduzierung der er-
forderlichen Sendeleistung erweisen, und daf} sich hierbei das Erhohen der Anzahl Ky der
Sendeantennen mehr auszahlt als das Erhéhen der Anzahl K\y; der Empfangsantennen
pro MS. Das Studium der Sendeeffizienz fiir die beiden Extremfélle der total unkorre-
lierten bzw. vollig korrelierten Kanale scheint auch zur Vermutung zu berechtigen, dafl
bei gegebenen Werten Ky und K\ die Sendeeffizienz mit zunehmender Korrelation der
Kanale abnimmt.

Das Untersuchen der Sendeeffizienz zeigt die giinstige Auswirkung einer Erhohung der An-
zahl der Sende- und Empfangsantennen auf die erforderliche Sendeleistung. Das Studium
dieses Effekt wird in der Dissertation weiter vertieft durch das direkte Betrachten der
erforderlichen Sendeleistung. Im Fall total unkorrelierter Kanale gibt es im Schrifttum
wieder einen geschlossenen Naherungsausdruck. Dieser zeigt, dafl mit zunehmender An-
zahl Ky der Sendeantennen Mittelwert und Varianz der erforderlichen Sendeleistung ab-
nehmen. Wieder beriicksichtigt der genannte Naherungsausdruck nicht die Anzahl Ky; an
Empfangsantennen pro MS. Zum geschlossenen Erfassen dieses Effekts wird vom Verfasser
zunachst ein einfaches Beispiel betrachtet. Dann wird durch Simulationen der genannte
analytische Naherungsausdruck verifiziert. Hierbei zeigt sich, dafl beim Erhohen von Ky
im Fall total unkorrelierter Kanale Mittelwert und Varianz der erforderlichen Sendelei-
stung zuriickgehen, und daf} das analytische und das simulative Ergebnis mit wachsen-
dem Ky immer besser iibereinstimmen. Im Falle vollig korrelierter Kanéle zeigen ein
einfaches, geschlossen behandelbares Beispiel sowie die Simulationsergebnisse, dafi ein
Erhohen von Kpg einen dhnlich giinstigen, aber etwas weniger ausgepragten Effekt auf
die erforderliche Sendeleistung haben wie im Fall vollig korrelierter Kanéle. Grofler ist
bei den beiden Kanalmodellen der Unterschied des Einflusses der Anzahl Ky an Emp-
fangsantennen pro MS; im Falle vollig korrelierter Kanale fiihrt ein Erhohen von Ky
sogar zu einer geringfiigigen Zunahme von Mittelwert und Varianz der erforderlichen
Sendeleistung. Zusammenfassend kann man sagen, dafl eine Zunahme von Kpg sich stets
giinstig auf Mittelwert und Varianz der erforderlichen Sendeleistung auswirkt, wahrend
der giinstige Effekt einer Zunahme von K,; mit zunehmender Korrelation der Kanile
abnimmt und sich sogar ins Gegenteil verkehren kann.

Ein wichtiges Ziel der Arbeit ist das Erforschen nichtlinearer empfangerorientierten Mobil-
funkabwartsstrecken mit MIMO-Antennenstrukturen und mehrfach zusammenhangenden
Entscheidungsgebieten in den empfingerseitigen Quantisierern. Wie oben schon be-
merkt, entspricht bei herkommlichen Quantisierern mit einfach zusammenhéngenden
Entscheidungsgebieten jede Realsierung eines Nachrichtenelements einem einfach zusam-
menhangenden Quantisierungsgebiet. Im Fall einer fehlerfreien I"Jbertragung eines
Nachrichtenelements kommt der entsprechende empfangerseitige Schatzwert in das kor-
rekte Entscheidungsgebiet zu liegen. Im Gegensatz zu herkémmlichen Quantisierern
mit einfach zusammenhangenden Entscheidungsgebieten haben unkonventionelle Quan-
tisierer mit mehrfach zusammenhangenden Entscheidungsgebieten fiir jede Realisierung
eines Nachrichtenelements mehrere, u.U. sogar unendlich viele Teilquantisierungsgebiete.
Wenn der empfangerseitig gewonnene Schatzwert in irgendeinem dieser Gebiete liegt, wird
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er fehlerfrei detektiert. Hat man nun eine Folge zu iibertragenden Nachrichtenelemente,
so gibt es demnach nicht nur ein einziges mogliches Sendesignal, sondern vielmehr ein
ganzes Sortiment solcher Signale. Jedes dieser moglichen Sendesignale hat hierbei i.a.
eine andere Energie. Der springende Punkt der in der vorliegenden Dissertation betrach-
teten nichtlinearen empfiangerorientierten Mobilfunkabwirtsstrecken besteht nun darin,
daB man von den vielen moglichen Sendesignalen genau dasjenige der geringsten En-
ergie sendet. Zum Ermitteln dieses optimalen Sendesignals ist im bis dato verfiigharen
Schrifttum nur das Vorgehen einer erschopfenden Suche durch alle moglichen Sendesignale
bekannt, eine prohibitiv aufwendige Methode. In der vorliegenden Dissertation wird nun
ein weniger aufwendiger Weg zur Auswahl des Sendesignals vorgestellt. Dieser fiihrt zwar
nicht zum optimalen Sendesignal, d.h. zum Sendesignal der absolut geringstmdglichen
Energie, ergibt jedoch trotzdem ein energiemaflig recht attraktives Sendesignal. Bei dem
vorgeschlagenen Verfahren wird das gesamte Sendesignal aus iterativ gebildeten Sende-
signalen fiir die einzelnen MSen zusammengesetzt, wobei die MSen in der Ordnung ab-
nehmender Kanaldampfung abgehandelt werden. Das Verfahren wird in der Dissertation
als TxNZF (Transmit Non-linear Zero Forcing) Filter bezeichnet. Simulationen zeigen,
daBl das TxNZF-Filter zu wesentlich geringeren erforderlicher Sendeleistungen fiihrt als das
TxZF-Filter, und zwar insbesondere dann, wenn die Kanaldidmpfungen von der BS zu den
einzelnen MSen sich stark voneinander unterscheiden. Die Untersuchungen zum TxNZF-
Filter werden erganzt durch Betrachtungen zu dessen aufwandgiinstiger Implementierung.
Abschlieflend stellt der Autor das neue Konzept des TxNZF-Filters in einen allgemeinen
Rahmen verschiedener ﬂbertragungstechniken, bei denen in den empfiangerseitigen Quan-
tisierern mehrfach zusammenhangende Entscheidungsgebiete verwendet werden, und bei
denen giinstige Balancen zwischen Implementierungskomplexitit und Performanz ge-
funden werden konnen. Eines dieser Konzepte ist unter der Bezeichnung Tomlinson-
Harashima-Precoding bekannt.
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6.3 H
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Forcing) &K1 R200;
o LT Rl £ B AL 8% (multiply connected quantizer) (1) AE &k MRSV BT
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Appendix A

Derivations

A.1 Derivations of mean and variance of a Tx energy
related variable for scenarios with totally uncor-
related channel impulse responses

Substitution (4.48) into X in (4.54) yields

Kv W 2

DY e

k:lel

-y

k)B 1(]1

(A.1)

For the sake of brevity, we neglect some indices of all quantities, which indicate the
numbering of MTs and the numbering of rows of matrices when deriving the mean and
the variance of X in the following. Then, (A.1) is expressed as

Kv W 2

Z ZDerq lh R

]CMIUII

-y

]CB lql

(A.2)

(A.2) can be rewritten as

Qt Ky W

Kp H
X = ZZ ZZDerq 1% kB,kM Z ZDerq 1— kB’k)

k)B 1(]1 k)M 1 w=1 7111)71

W W K Qi Ku Ku H

SO 030 3 Db DI AN e

=14 =1 k=1 q=1 kmy= lk =1

We first consider the mean value

W W Kp Qi Kum Ku H

E{X} - Z Z Z Z Z Z Dw+q 1 lﬁq(fB’kM)hff/B’k;w)

w=1 ’71143]3 1 q= lkM lk =1

W W K Qt Ku Ku , .
:zzzzzz{wmmﬁwwwq&@

w=1y' =1 kp=1 ¢=1 ku=1}/

of X of (A.3). As assumed in Subsection 4.5.2, Dgch)_l, kv = 1... Ky, are i.i.d. binary
variables, for these variables

- (A.5)

else,



A.1 Derivations of mean and variance of a Tx energy related variable for scenarios with totally
uncorrelated channel impulse responses 107

(kB, k)

holds. The channel impulse responses h are i.i.d. complex Gaussian variables, for

which the relation

w2 =) N =K.
E{@%mkmﬁ ¥ }:: (A.6)
0 else,

is valid. D) of (A.5) and hke:ks) of (A 6) are independently distributed. Now, with

w+q—1

(A.5) and (A.6), the mean value E {X} of (A.4) can be written as

W W K Qi Ku Ku
{w+q1

B = 20000 2T
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Finally, with (A.5) and (A.6) we obtain the mean value

Qt W Kwu

B = 23S Y ey

kB lq 1 w= lk

W

2K
Ot ;?t_ 5 Zl (A.8)
of X of (A.2).
Noticing that for the variance of X
var {X} = E{X?} — (B{X})’ (A.9)

is valid, only the calculation of the 2" moment E { X?} of X is necessary. Substituting
(A.3) into the 2°! moment E {X?}, and then, expanding it, we can obtain

2
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Kp Qs
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k=1 q=1
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1

W= w 11w g -1 0" g -

r H ’ " m H
B {ﬁjB’kM)hiﬁB’kM) ) b ) } (A.10)

—w
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(A.10) contains a lot of terms, we classify all the terms to simplify the calculation of (A.10).
m H

r H ’ "
Let us first look at all the means E {@ng’kM)ﬁgf,B’kM) ﬁiﬁ?’kM)ﬁgju ) } in (A.10). With

(A.6) only the terms with the indices classified into the following four cases are not equal

to zero:
(1 (= E) N = ) (ke = F) A = ) (K = K)
N [(w, k) # () kyp)]
. (ks )
9% 2 O T, k) # (] K] (A11)
case 3: (kg =kp)N(w=w" =w" =w")(kx = by = kyy = kyp),

" n n

(case 4 (kg # k) N(w = w') Nk = ky) N(w" = w”) N(kyy = ky)-

n

Now, let us take E {Dfu +q) 1D$“fr)q_ lfo,Vqu,_ 1D$M}rq’— 1} into account. With the indices

! " nr

belonging to case 1, the terms E {warq) qu(jil\i)qlez(jM:qllez(uli%J)rq’fl

} are also not equal
to zero, therefore, we can obtain the sum

no_n
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DHHH NI o (a2
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of all the terms with the indices belonging to case 1. In the case 2, only when

g=q (A.13)

holds, the terms E D(qu) ID(kM) D(k,l,"[) , D(k,?f) , } do not vanish, therefore, the sum
w +q9-1 w 4+q -1 w +q —1

of all the terms with the indices belonging to case 2 becomes

Qe W W Ku Ku (w, kng)#(w' kyg)

Sen = XYYV Y {10}
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Qi W W Ky Ku (w,kM);é(w,kM) 40_2 2

= >33 N> KM2(Qti;)V_1)2. (A.14)
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Similarly, we can obtain the sum

Kg W Q¢ Qt Ky

Yeases = ZZZZ Z

kp=1w=1 g=1 ¢/ —1 ky=1

k k k k 4
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of the terms with indices belonging to case 3 and the sum
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= A.16
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of the terms with the indices belonging to case 4. Consequently, with (A.12), (A.14),
(A.15) and (A.16), (A.10) becomes

1KRQ woow w
E{XQ} = K (Qt+W—1)2 KM(KBQt+ 1)22030314—(6}5—1)20’3} .(A.17)

w=1,,"—1 w=1
Substitution (A.17) and (A.8) in (A.9) yields
var{X} = E{X?} - (E{X})

B 4KpQy _ 2 2
= SO =1 (Q — 1) Za +KM;ZIU . (A.18)

A.2 Derivations of mean and variance of a Tx energy
related variable for scenarios with fully corre-
lated channel impulse responses

As presented in Section 2.3.3, the channel impulse responses for the considered scenarios

can be written as

B0 ) ) ) - 900 ) A1)



110 A: Derivations

¢F-km k) in (A.19) depends on the geometrical configurations of the corresponding Tx
antenna, Rx antenna and MT. Again, we neglect the indices for the numbering of MTs

and the rows of matrices as done in A.1.

Under the assumptions made in Section 4.5.3, the elements hy ,, of reference channel
impulse responses hp of (A.19) are i.i.d. complex Gaussian variables, for which the

relation

B { o hfl o} = (A.20)
0 else,

is valid. fof;ﬁl follows the relation of (A.5). ¢*®#v) are random variables uniformly

distributed within [—, ), therefore,
E {eW““B”“M)} —0 (A.21)

is valid. Although ¢*®*v) are not independently distributed, to simplify the derivation
made in what follows, we assume that the independencies exist among them. Because
we are only interested in the basic behavior revealed by the analysis, this approximate
assumption is not so bad. @FB:Fv), Dz(ffq)q and h¥2F3) are independently distributed.

Substitution (4.48) and (A.19) into (4.54) yields
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(A.22)

Expanding (A.22) we obtain

K @t Ky W
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Let us first consider the mean
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of X of (A.23). It is obvious from (A.5), (A.20) and (A.21) that only these terms in
(A.24) with the indices satisfying

w=uw (A.25)
and
ko = ky (A.26)

do not vanish. Consequently, we obtain
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As mentioned in Appendix A.1, only the 2*¢ moment
Kg Q¢ | Km W 2
s (kg k
E{X*} =B [ D3| D0 Yoo e i, (A.28)

kBZI g=1 kMZI w=1

of X of (A.22) is necessary to be calculated to obtain the variance of X. Because ¢*8*v),
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fofq)fl and @ng’kM) are independently distributed, (A.28) can be written as

Kg K Q Q Ky W Ky W Ku W Ku

B{x’} ZZZZZZZZZZZZ

kp=1gp=19=1 ¢'=1 ku=1w=1 g 1w =1 k=1 w" =1k =1w"" =1
! " nr
E {Dw+q1le+q1Dw//+qlI-Dw///+
j(¢(kB,kM),d)(kB,k;,[>+¢(k§3,kM>,¢(kB,k'M))
‘Ede
H H
B { hg B B b o} (A.29)

(A.29) contains a lot of terms, we try to classify all the terms to simplify the calculation of

(A.29). Let us first look at all the expectations E {ej< ) )

E{@R’w@g w’ﬁR,w”ﬁg wm}. With (A.20) and (A.21) only the terms with the indices
classified into the following six cases are not equal to zero:

(Case 1: (kp = k;B),,ﬂ(w =w)N(w" =w") (ks = ky) N(kyg = k)
Nw#w"),

case 2. (= k) (w =) ((w" = w") Nl = k) Nk = k)
N(w #w )k # kyp)

case 35 (kp = ky) Nw = w") (' = ") (k= Kye) ki = ki)
(ke = Ky) N = ") (' = ") Nk = Kp) Nk = k)
Nk # Ky)
case 51 (kn # ky) (w = w') (" = w”) (kw = Kyy) (ki = ki)
e 6 (b # Kp) N(w =w") (' = ") (k= Ky) N = Ky
\ Nw #w) .

The calculations of each partial sum of the terms with the indices within the six cases are
listed in the following, which are obvious with respect to (A.5), (A.20) and (A.21) and
self-explained by the calculations.

case 4:
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Case 1:

Ecasel

Case 2:

Ecase?

Kg Ku Ku W %% Qt  Qt (wiw )

2.2 22220,

k=1 k=1 k;\l/lzl w=1y" =1 ¢=1 ¢'=1

(kw) k) () (kny)
E{DwiﬂqlDwfqlDw'MJrq'lDw'l'VIJrq'1}E{ER,wh w}E{ Rw”h ,w”}

Kg Ku Ku Qt Q

2,222

kp=lkm=1f! =1 ¢=1 ¢'=1

w=1,," — w=1 M

4KpQ} B - 4
(Qt+W—1 ZZU UJX:I% '

1 II

Kg Ky Ky W W Qi Q (ww' ) N(km#kyy)

2.2 22220,

k=1 ky=1 k;\/lzl w=1 " =1 ¢=1 ¢’ =1

wHq—1"w+q—1""y, +q¢' -1

40202,, W
ZZ 2(Qu+W —1)° ZK2Qt+W—1)

(A.31)

(kn) ) ) (kn)
E{D w) pl) ) Dw,?ﬁrq,_l}E{ﬁR,wﬁ w}E{ Rw"h }

Ko K Ka W W Qo @ (@ +¢=wra)N(wre") ke

)IDIDIDIS IS

k=1 kpm=1 k;\/lzl w=1y" =1 ¢=1 ¢'=1

(k) k) oy (Ry) (k) H H
E {DwJI\rAqlDle\r/[qlDw’l’vzrq’1Dw’l’v[+q’ 1 }E {hR,th,w }E {ER,’W”ER, w' }

Kn Ku Ku W W @ @ 1 0=wt)Nww’) k)

3D IDIDI IS
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402 a "
v (Q + W — 1)
AKg(Ky — 1)

w W
o (O W = 1)22(Qt —WYW =1)> > onol.

w:1 w//:1

(A.32)
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Case 3:

case3 =

Case 4:

E(:ase4 =

Kg Ku EKu W W Qt Q
)IDIDIDIDI IS
kn=1kn=1g! =1 w=1y'=1 ¢=1 ¢'=1
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Kg Ku K w Qt Qs
)IDIDID MDD
kp=1kn=1 g =1 w=w'=1 4=1 ¢'=1
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Kg Ky Ku Qt Q¢ W

S I ID 3D 9) 9) L

kB lkM lk”flq 1 ’ =1 W= 1

8KpQ}
w1y Z ol (A.33)
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Kg Ku Ku W W Qi (kv
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= = I :1
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woW 40202, W 40?
> TR e e T
w=1 4 — KM (Qt+W_ 1) w=1 KM (Qt+W_ 1)
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Kl\(d(gt+%/i?)2 DD ouo Y o] (A.34)
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Case 5:
Kg K Kvy Ku W W Qi Q (kB;ék%)
DI IDID I IS IS
kp=1p =1 ku=1g =1 w=ly"=1¢=1 ¢'=1
(k) (k) (k) (kng) H H
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Kn Kp Ku Ku Q @ (F87#k)
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Qe |25 27
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Ks K Ku Ku W W Qi Qi (kp#kg) N(ww')
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() k) pyka) (k) H H
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k= lk —1 km= lk —1w=ly'=1¢=1 4=
0-F {hp uhfl b o B0}
= 0. (A.36)

Then, with (A.31), (A.32), (A.33), (A.34), (A.35), (A.36) and (A.27), the variance
var {X} = E{X?} - (E{X})?

B 4KpQ? KM—1< 2(Qt—W)(W—1)> wow -
N (Qu+W —1)* | K@, b Qs ZZUU}UU}I

<KB + KMQt ) Za ] (A.37)

w=1

of X of (A.22) is obtained.
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A.3 Derivation of the group specific modulator ma-
trix for the TxNZF Filter

As mentioned in Subsection 5.2.1, the group specific transmit signal Lg) of group ¢ should

produce no interferences to all data symbols d,, € D, g < g, of the previous processed
groups, i.e.,

BYtYW =04¢=1...9-1, (A.38)

have to be fulfilled. L(é’) should also produce no interferences to all data symbols d,, € Dy

assigned to that group, then,
BY 1 = AY (139

has to be satisfied. Stacking all the equations of (A.38) and (A.39), we obtain

B 0
: (9) _ :
19 = . A.40
B AY

With (5.18), (A.40) can be written as

0
Bt = | o | (A.41)
A¢

Following the rationale TxZF [BMWTO00], the solution of (A.41) becomes

0
t = By (B,BY)"
A¢
171161 UGg—1 | +1
_ [B" (B B" 1] NG A.42
By (B,B)) ] Al (A.42)

Then, we obtain the group specific modulator matrix
1 IG1UGy—1 ][ +1
M = [BY (B,BY) | (A.43)

=9=9
GGl

for group g¢.



117

Appendix B

Frequently used abbreviations and symbols

B.1 Abbreviations

BS
CDMA
DL
FDD
FDMA
FEC
EVD
IS
JD
JT
LOS
MAI
MIMO
MT
QPSK
RAE
RP
SNR
SNIR
SISO
SVD
TDD
TDMA
THP
TAE
TxMF
TxMMSE
TxZF
TxNZF
UL

Base Station

Code Division Multiple Access
Downlink

Frequency Division Duplexing
Frequency Division Multiple Access
Forward Error Correction
Eigenvalue Decomposition
Intersymbol Interference

Joint Detection

Joint Transmission

Line-of-Sight

Multiple Access Interference
Multiple Input Multiple Output
Mobile Terminal

Quadrature Phase Shift Keying
Receive Antenna Element
Reference Point

Signal-to—-Noise Ratio
Signal-to—Noise—plus—Interference Ratio
Single Input Single Output
Singular Value Decomposition
Time Division Duplexing

Time Division Multiple Access
Tomlinson-Harashima Precoding
Transmit Antenna Element
Transmit Matched Filter

Transmit Minimum Mean Square Error
Transmit Zero Forcing

Transmit Non-linear Zero Forcing
Uplink
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B.2 Symbols

=0 O =
~ sz

> 12 W W @ I

I
=z

S

[EYEA<

g9

o o
=

|®

opt

!
Q

9

=m,p

Gm,p

G,
h(k7 kB;kM)

h(k,kB,kM)
by
hy)
F kR

H(k)
H

total system matrix

MT specific system matrix

group specific system matrix
permutated total system matrix B
MT specific data vector

element of MT specific data vector 4
total data vector

element of the total data vector d
realization of the total data vector d
group specific data vector

permutated total data vector of d
total continuous valued data estimate
element of total continuous valued data estimate vector a

MT specific continuous valued data estimate

total discrete valued data estimate

element of the total discrete valued data estimate adis

Rx operator

MT specific demodulator matrix

total demodulator matrix

set of all data symbols d, ...dy, to be transmitted from BS to K’ MTs
data group

total undisturbed receive signal

MT specific undisturbed receive signal

undisturbed receive signal resulting in £,

forward matrix

representative of data realization v,, in multiply connected decision
regions

partial decision region of data realization v,, corresponding

to representative Iy

decision region of data realization v,,

MT and antenna specific channel impulse response

element of MT and antenna specific channel impulse response h(k> ke )
MT specific reference channel impulse response

element of MT specific reference channel impulse response hg )
MT and antenna specific channel matrix

MT specific channel matrix

total channel matrix
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IV N; x N; identity matrix

ig) group specific interference vector

Z(é’)n element of group specific interference vector 15;’)

183 (p) group specific interference vector of step p

iz (p) total interference vector of step p

K number of MTs

Ky number of transmit antennas

Ky number of receive antennas

M{} Tx operator

M total modulator matrix

Mg) group specific modulator matrix

Mg permutated total modulator matrix M

N number of data symbols to be transmitted per MT

N total number of data symbols to be transmitted

n total noise vector

n, element of total noise vector n

n®) MT specific noise vector

By bit error rate

Q{} quantization function

Q: temporal spreading factor

Q total spreading factor

r total disturbed receive signal

r® MT specific disturbed receive signal

R, covariance matrix of total noise vector n

Ry covariance matrix of total data vector d

Ropt maximum possible receive energy

Ry, n, receive energy of the data symbol d, in the case of TxMF

Rz n receive energy of the data symbol d,, in the case of TxZF Filter

TMF,n energy ratio of receive energy Ry, and transmit energy Ty, ,,
of the data symbol d,, in the case of TxMF

T7F,n energy ratio of receive energy Rzp , and transmit energy Tzp ,
of the data symbol d,, in the case of TxZF Filter

Topt maximum energy ratio

Sg) group specific selection matrix

Sq permutation matrix

t total transmit signal

Lg ) group specific transmit signal

Lopt optimum transmit signal

T total transmit energy
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T, data symbol specific transmit energy

Tvie,n transmit energy of the data symbol d,, in the case of TxMF

Tyzr n transmit energy of the data symbol d,, in the case of TxZF Filter
tzr n normalized transmit energy of the data symbol d,, in the case of

TxZF Filter
data symbol realization

U,
\Y set of data symbol realizations

Vq, m data symbol realization specific set

w number of taps of channel impulse response

A(é’ ) group specific correction vector

§g) (p) group specific correction vector of step p

d:(p) total correction vector of step p

Mn energy efficiency of data symbol d,,

MRx,n Rx efficiency of data symbol d,,

NTx,n Tx efficiency of data symbol d,

o2 variance of real and imaginary parts of the data symbol d,,

o? variance of real and imaginary parts of the noise element n,

o2 variance of real and imaginary parts of channel impulse response

h(kka,kM) or hgf)
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