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#### Abstract

In this paper a known orthonormal system of time- and space-dependent functions, that were derived out of the Cauchy-Navier equation for elastodynamic phenomena, is used to construct reproducing kernel Hilbert spaces. After choosing one of the spaces the corresponding kernel is used to define a function system that serves as a basis for a spline space. We show that under certain conditions there exists a unique interpolating or approximating, respectively, spline in this space with respect to given samples of an unknown function. The name "spline" here refers to its property of minimising a norm among all interpolating functions. Moreover, a convergence theorem and an error estimate relative to the point grid density are derived. As numerical example we investigate the propagation of seismic waves.
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## 1 Introduction

The use of reproducing kernels for generating interpolating or approximating structures has been investigated by a series of authors in the past (see, for example, $[3,8,9,10,11,12,13,19,20]$ ). Our interpolation and approximation method introduced here is motivated by the harmonic spline method introduced by W. Freeden (see [8, 9, 12, 14]) where certain Hilbert spaces $\mathcal{H}$ of functions on the unit sphere $\Omega$ in $\mathbb{R}^{3}$ are introduced that have a reproducing kernel $K_{\mathcal{H}}$. For interpolating or approximating a (harmonic) function $F: \Omega \rightarrow \mathbb{R}$ based on given values $\left\{F\left(\eta_{k}\right)\right\}_{k=1, \ldots, N}$ a spline basis system $\left\{K_{\mathcal{H}}\left(\eta_{k}, \cdot\right)\right\}_{k=1, \ldots, N}$ is constructed out of the reproducing kernel. Finally, a linear combination $S=\sum_{k=1}^{N} a_{k} K_{\mathcal{H}}\left(\eta_{k}, \cdot\right)$ is determined that satisfies the interpolation conditions or
minimises a certain functional in the approximation case. Due to smoothness and best approximation properties that can be proved for the solution $S$ it is called (harmonic spherical) spline in a generalised abstract sense.
Some further developments of this approach have been realised in the meantime. In [11] the interpolation conditions $S\left(\eta_{k}\right)=F\left(\eta_{k}\right)$ are generalised to applications of functionals in the sense of $\mathcal{F}_{k} S=\mathcal{F}_{k} F$. This improvement then motivated the introduction of a corresponding spline method for harmonic functions on the ball in $\mathbb{R}^{3}$ instead of the sphere ( $[7,24]$ ). The discussed application is the recovery of the Earth's mass density distribution out of various satellite measurements of the gravitational field. Finally, in [13] the interpolation or approximation of functions on regular surfaces instead of spheres is treated.
We will show here that a similar spline method can be established for the Cauchy-Navier equation (in the isotropic, (layerwise) homogeneous case). For this purpose the time- and space-dependent function system derived in [16] is used to construct Sobolev-like Hilbert spaces that possess reproducing kernels. Based on this, spline basis functions are defined and existence and uniqueness results for the corresponding interpolation and approximation problem, respectively, are proved. Furthermore, minimum properties concerning the smoothness of the interpoland and its characterisation as best approximation can be shown. Moreover, a convergence theorem shows that by appropriately densifying the data grid the obtained sequence of splines (one spline per finite subgrid) converges to the function that has to be interpolated.
The introduced method contains several new features: First, it includes time-dependent modelling. Second, instead of the Laplace equation for harmonic functions it treats the more complicated Cauchy-Navier equation of elastodynamic phenomena. Note that a spline approach for the steady, i.e. time-independent, equation is derived in [22] and applied to the water load induced deformation of the ground surrounding an artificial lake. Third, the involved basis functions for the construction of the spaces are complex-valued. Due to those new constellations the transfer of the theorems and, in particular, their proofs to the modified situation turned out to be non-trivial. Nevertheless, corresponding results to the known spherical, time-independent, harmonic case can be derived.
In the numerical part of this paper we study waves that propagate through a 3-dimensional ball and that are sampled at its surface. First, we use two Gaussian bell functions, where one moves with the compressional wave speed and the other one with the shear wave speed. The advantage of this test is the fact that we globally know the wave function and are, thus, able to prove numerically the good approximation to the original function achieved by the spline. Due to those encouraging results we apply the method to realistic seismograms that are artificially generated by the software GEMINI (see [5]). In view of the intricate structure of seismic waves we obtain a very good visualisation of the propagating wave front.

## 2 Preliminaries

The letters $\mathbb{N}, \mathbb{N}_{0}, \mathbb{R}, \mathbb{R}^{+}$and $\mathbb{C}$ denote the set of positive integers, non-negative integers, real numbers, positive real numbers and complex numbers, respectively, $\bar{z}$ represents the complex conjugate of $z \in \mathbb{C}$. The vector space $\mathbb{R}^{3}$ is equipped with the Euclidean scalar product $x \cdot y:=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}, x=\left(x_{1}, x_{2}, x_{3}\right)^{\mathrm{T}}, y=\left(y_{1}, y_{2}, y_{3}\right)^{\mathrm{T}} \in \mathbb{R}^{3}$, and the corresponding norm $|x|:=\sqrt{x \cdot x}$. The vector product is defined by $x \wedge y=\left(x_{2} y_{3}-x_{3} y_{2}, x_{3} y_{1}-x_{1} y_{3}, x_{1} y_{2}-x_{2} y_{1}\right)^{\mathrm{T}}$, $x, y \in \mathbb{R}^{3}$.
$\mathrm{C}^{(k)}\left(D, \mathbb{R}^{n}\right), D \subset \mathbb{R}^{m}, k \in \mathbb{N}_{0} \cup\{\infty\}, n, m \in \mathbb{N}$, denotes the set of all functions $f: D \rightarrow \mathbb{R}^{n}$ which are $k$-times continuously differentiable. The space $\mathrm{L}^{2}\left(D, \mathbb{C}^{n}\right), D \subset \mathbb{R}^{m}$ (Lebesgue) measurable, $n, m \in \mathbb{N}$, of all equivalence classes of almost everywhere identical square-integrable functions
$f: D \rightarrow \mathbb{C}^{n}$ equipped with the scalar product

$$
\begin{gathered}
(f, g)_{2}:=(f, g)_{\mathrm{L}^{2}\left(D, \mathbb{C}^{n}\right)}:=\int_{D} \sum_{i=1}^{n} F_{i}(x) \overline{G_{i}(x)} d x \\
f, g \in \mathrm{~L}^{2}\left(D, \mathbb{C}^{n}\right), f=\left(F_{1}, \ldots, F_{n}\right)^{\mathrm{T}}, g=\left(G_{1}, \ldots, G_{n}\right)^{\mathrm{T}},
\end{gathered}
$$

is a Hilbert space. The corresponding norm is given by

$$
\|f\|_{2}:=\|f\|_{\mathrm{L}^{2}\left(D, \mathbb{C}^{n}\right)}:=\sqrt{(f, f)_{\mathrm{L}^{2}\left(D, \mathbb{C}^{n}\right)}} .
$$

To simplify notations we will write $\mathrm{C}(D):=\mathrm{C}(D, \mathbb{R}), \mathrm{c}(D):=\mathrm{C}\left(D, \mathbb{R}^{3}\right), \mathrm{L}^{2}(D):=\mathrm{L}^{2}(D, \mathbb{C})$, $l^{2}(D):=\mathrm{L}^{2}\left(D, \mathbb{C}^{3}\right)$ etc. for $D \subset \mathbb{R}^{m}$. Analogously, we will denote scalar functions by capital letters and vectorial functions by lower-case letters.
We will restrict our attention to a spherical model of the Earth denoted by $\overline{\Omega_{r}^{\mathrm{int}}}$ which is the closed inner space of the sphere with radius $r \in \mathbb{R}^{+}, \Omega_{r}=\left\{x \in \mathbb{R}^{3}:|x|=r\right\} . \Omega:=\Omega_{1}$ denotes the unit sphere.
As usual, the gradient operator is denoted by $\nabla$ or grad and the Laplace operator by $\Delta$. The gradient can be decomposed into a radial part and an angular part:

$$
\nabla_{r \xi}=\xi \frac{\partial}{\partial r}+\frac{1}{r} \nabla_{\xi}^{*}, \quad r \in \mathbb{R}^{+}, \xi \in \Omega .
$$

where $\nabla^{*}$ is the surface gradient on the unit sphere $\Omega$. The surface curl gradient $L^{*}$ is defined by

$$
L_{\xi}^{*} F(\xi):=\xi \wedge \nabla_{\xi}^{*} F(\xi), \quad \xi \in \Omega, F \in \mathrm{C}^{(1)}(\Omega)
$$

The divergence of a vector field $f \in \mathrm{c}^{(1)}(D), D \subset \mathbb{R}^{3}$, is defined by

$$
\operatorname{div} f:=\nabla \cdot f:=\sum_{j=1}^{3} \frac{\partial F_{j}}{\partial x_{j}}, \quad f=\left(F_{1}, F_{2}, F_{3}\right)^{\mathrm{T}} .
$$

An important role in the theory of functions on the sphere plays the space $\operatorname{Harm}_{n}(\Omega)$ of spherical harmonics, i.e. homogeneous harmonic polynomials of degree $n \in \mathbb{N}_{0}$ restricted to the unit sphere $\Omega$. This space has the dimension $2 n+1$ such that we are able to assume that a complete $\mathrm{L}^{2}(\Omega)-$ orthonormal system $\left\{Y_{n, j}\right\}_{j=1, \ldots, 2 n+1}$ in $\operatorname{Harm}_{n}(\Omega)$ is given. Since two spherical harmonics $Y_{n} \in$ $\operatorname{Harm}_{n}(\Omega), Y_{m} \in \operatorname{Harm}_{m}(\Omega)$ of different degrees $n \neq m$ are always orthogonal the whole system $\left\{Y_{n, j}\right\}_{n \in \mathbb{N}_{0}, j=1, \ldots, 2 n+1}$ is automatically an orthonormal system in $\mathrm{L}^{2}(\Omega)$. Moreover, one can prove that such a system is also complete.
Using the scalar system $\left\{Y_{n, j}\right\}_{n \in \mathbb{N}_{0}, j=1, \ldots, 2 n+1}$ we obtain a complete orthonormal vectorial system $\left\{y_{n, j}^{(i)}\right\}_{i=1,2,3, n \geq 0_{i}, j=1, \ldots, 2 n+1}$ in $l^{2}(\Omega)$, given by

$$
y_{n, j}^{(i)}:=\left(\mu_{n}^{(i)}\right)^{-1 / 2} o^{(i)} Y_{n, j}, \quad j=1, \ldots, 2 n+1, n \geq 0_{i}:= \begin{cases}0 & \text { if } i=1 \\ 1 & \text { if } i=2,3\end{cases}
$$

where the operators $o^{(i)}, i=1,2,3$, are defined by

$$
\begin{aligned}
o_{\xi}^{(1)} F(\xi) & =\xi F(\xi) \\
o_{\xi}^{(2)} F(\xi) & =\nabla_{\xi}^{*} F(\xi) \\
o_{\xi}^{(3)} F(\xi) & =L_{\xi}^{*} F(\xi), \quad \xi \in \Omega, F \in \mathrm{C}^{(1)}(\Omega)
\end{aligned}
$$

and the normalising constants $\left(\mu_{n}^{(i)}\right)^{-1 / 2}, i=1,2,3, n \geq 0_{i}$, are given by

$$
\mu_{n}^{(i)}:=\left\|o^{(i)} Y_{n, j}\right\|_{l^{2}(\Omega)}^{2}=\left\{\begin{array}{ll}
1 & \text { if } i=1 \\
n(n+1) & \text { if } i=2,3
\end{array} .\right.
$$

There exists one and only one system of polynomials $\left\{P_{n}\right\}_{n \in \mathbb{N}_{0}}$ which satisfies the following properties for all $n \in \mathbb{N}_{0}$ :
(i) $P_{n}$ is a polynomial of degree n , defined on $[-1,1]$,
(ii) $\int_{-1}^{1} P_{n}(t) P_{m}(t) d t=0 \quad$ for all $m \in \mathbb{N}_{0} \backslash\{n\}$,
(iii) $P_{n}(1)=1$.

These polynomials $P_{n}, n \in \mathbb{N}_{0}$, are called Legendre polynomials. Their $\mathrm{L}^{2}([-1,1])$-norm is given by

$$
\left\|P_{n}\right\|_{L^{2}([-1,1])}=\left(\int_{-1}^{1}\left(P_{n}(t)\right)^{2} d t\right)^{1 / 2}=\sqrt{\frac{2}{2 n+1}}, n \in \mathbb{N}_{0}
$$

## 3 A Function System for the Cauchy-Navier Equation

The Cauchy-Navier equation for an isotropic, homogeneous ball without body forces is given by

$$
\begin{equation*}
\varrho \frac{\partial^{2} u}{\partial t^{2}}=(\lambda+\mu) \operatorname{grad}_{x} \operatorname{div}_{x} u+\mu \Delta_{x} u \tag{1}
\end{equation*}
$$

where $\varrho$ is the scalar density and $\lambda, \mu>0$ are the so-called Lamé parameters, which are here constant since we consider the homogeneous case. The unknown quantity $u: \mathbb{R} \times \overline{\Omega_{r}^{\mathrm{int}}} \rightarrow \mathbb{R}^{3}$ is a small displacement depending on time $t \in \mathbb{R}$ and position $x \in \overline{\Omega_{r}^{\mathrm{int}}}, r \in \mathbb{R}^{+}$.

A fundamental system for the Fourier-transformed, i.e. frequency-dependent, form is given by the so-called Hansen vectors (see e.g. [2]). We use here inverse Fourier transforms of those functions derived in [16]:

$$
\begin{aligned}
\hat{\mathfrak{h}}_{n, j}(t, r \xi)= & \left(-\frac{1}{2}\left(\frac{\alpha}{r}\right)^{2}(-i)^{n+1} t P_{n}\left(-\frac{\alpha}{r} t\right) y_{n, j}^{(1)}(\xi)\right. \\
& \left.+(-1)^{n} \frac{\alpha}{2 r} i^{n-1} P_{n}\left(-\frac{\alpha}{r} t\right) \sqrt{n(n+1)} y_{n, j}^{(2)}(\xi)\right) \chi_{]-\frac{r}{\alpha}, \frac{r}{\alpha}[ }(t), \\
& |t| \neq \frac{r}{\alpha}, \xi \in \Omega, n \in \mathbb{N}_{0}, j \in\{1, \ldots, 2 n+1\}, \\
\hat{\mathfrak{m}}_{n, j}(t, r \xi)= & \frac{\beta}{2 r}(-i)^{n} P_{n}\left(-\frac{\beta}{r} t\right) y_{n, j}^{(3)}(\xi) \chi_{]-\frac{r}{\beta}, \frac{r}{\beta}[ }(t), \\
& |t| \neq \frac{r}{\beta}, \xi \in \Omega, n \in \mathbb{N}, j \in\{1, \ldots, 2 n+1\}, \\
\hat{\mathfrak{n}}_{n, j}(t, r \xi)= & \left(\frac{(-i)^{n-1} \beta}{(2 n+1) 2 r}\left((n+1) P_{n-1}\left(-\frac{\beta}{r} t\right)+n P_{n+1}\left(-\frac{\beta}{r} t\right)\right) \sqrt{n(n+1)} y_{n, j}^{(2)}(\xi)\right. \\
& \left.+\frac{1}{2}(-1)^{n} n(n+1) \frac{\beta}{r} i^{n-1} P_{n}\left(-\frac{\beta}{r} t\right) y_{n, j}^{(1)}(\xi)\right) \chi_{]-\frac{r}{\beta}, \frac{r}{\beta}[ }(t), \\
& |t| \neq \frac{r}{\beta}, \xi \in \Omega, n \in \mathbb{N}, j \in\{1, \ldots, 2 n+1\},
\end{aligned}
$$

where $\chi_{D}: \mathbb{R} \rightarrow \mathbb{R}$ is the characteristic function, defined by

$$
\chi_{D}(t):=\left\{\begin{array}{l}
1, t \in D \\
0, t \notin D
\end{array}\right.
$$

and $i$ is the imaginary unit. The constants $\alpha>\beta>0$ denote the velocities of compressional and shear body waves, respectively, given by $\alpha=\sqrt{(\lambda+2 \mu) / \varrho}$ and $\beta=\sqrt{\mu / \varrho}$.
From [16] we know that the obtained functions are orthogonal in $l^{2}\left(\mathbb{R} \times \overline{\Omega_{r}^{\mathrm{int}}}\right)$. In the following we will consider only the normal parts of the functions and restrict them to $]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$. Therefore, the solutions are projected on $\xi \in \Omega$ and we obtain the functions $L_{n, j}, M_{n, j}$, and $N_{n, j}$ which are elements of $\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ :

$$
\begin{aligned}
L_{n, j}(t, r \xi) & :=\xi \cdot \hat{\mathfrak{l}}_{n, j}(t, r \xi) \\
& \left.=-\frac{1}{2}\left(\frac{\alpha}{r}\right)^{2}(-i)^{n+1} t P_{n}\left(-\frac{\alpha}{r} t\right) Y_{n, j}(\xi) \chi\right]-\frac{r}{\alpha}, \frac{r}{\alpha}[(t), \\
M_{n, j}(t, r \xi) & :=\xi \cdot \hat{\mathfrak{m}}_{n, j}(t, r \xi)=0, \\
N_{n, j}(t, r \xi) & :=\xi \cdot \hat{\mathfrak{n}}_{n, j}(t, r \xi) \\
& =(-1)^{n} \frac{1}{2} n(n+1) \frac{\beta}{r} i^{n-1} P_{n}\left(-\frac{\beta}{r} t\right) Y_{n, j}(\xi),
\end{aligned}
$$

$j \in\{1, \ldots, 2 n+1\}$, where $n \in \mathbb{N}_{0}$ in case of $L_{n, j}$ and $n \in \mathbb{N}$ in case of $M_{n, j}$ and $N_{n, j}$. Note that the functions $\hat{\mathfrak{m}}_{n, j}$ do not have normal parts.
To prove that the remaining functions are still orthogonal in $\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$, we have the following theorem.

Theorem 1 The function system $\left\{L_{n, j}\right\}_{n \in \mathbb{N}_{0}, j=1, \ldots, 2 n+1} \cup\left\{N_{n, j}\right\}_{n \in \mathbb{N}, j=1, \ldots, 2 n+1}$ is orthogonal with respect to $\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$.

Proof. Obviously,

$$
\begin{aligned}
\left(L_{n, j}, L_{m, k}\right)_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)} & =\left(N_{n, j}, N_{m, k}\right)_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)} \\
& =\left(L_{n, j}, N_{m, k}\right)_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}=0
\end{aligned}
$$

for $n \neq m$ or $j \neq k$, due to the $\mathrm{L}^{2}\left(\Omega_{r}\right)$-orthogonality of $\left\{Y_{n, j}\right\}_{n \in \mathbb{N}_{0}, j=1, \ldots, 2 n+1}$. It remains to show that

$$
\left(L_{n, j}, N_{n, j}\right)_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}=0,
$$

which is fulfilled since

$$
\int_{-r / \alpha}^{r / \alpha} t P_{n}\left(-\frac{\alpha}{r} t\right) P_{n}\left(-\frac{\beta}{r} t\right) d t=0
$$

(see [16], p. 538).
To provide orthonormality we need the norms of the ansatz functions.
Theorem 2 The $\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$-norms of $L_{n, j}$ and $N_{n, j}$ have the following properties:

$$
\begin{aligned}
\left\|L_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{2}= & \frac{r \alpha}{4}\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right), \\
& n \in \mathbb{N}_{0}, j \in\{1, \ldots, 2 n+1\} \\
\left\|N_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{2}= & \frac{r \beta n^{2}(n+1)^{2}}{2(2 n+1)}, n \in \mathbb{N}, j \in\{1, \ldots, 2 n+1\}
\end{aligned}
$$

Proof. We have

$$
\begin{aligned}
\left\|L_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{2} & =\int_{-r / \beta}^{r / \beta} \int_{\Omega_{r}}\left|L_{n, j}(t, x)\right|^{2} d \omega_{r}(x) d t \\
& =\frac{\alpha^{4}}{4 r^{4}} \int_{-r / \alpha}^{r / \alpha}\left(t P_{n}\left(-\frac{\alpha}{r} t\right)\right)^{2} \int_{\Omega_{r}}\left(Y_{n, j}\left(\frac{x}{|x|}\right)\right)^{2} d \omega_{r}(x) d t \\
& =r^{2} \frac{\alpha^{4}}{4 r^{4}} \int_{-r / \alpha}^{r / \alpha}\left(t P_{n}\left(-\frac{\alpha}{r} t\right)\right)^{2} d t
\end{aligned}
$$

From [16], p. 537, we obtain

$$
\int_{-r / \alpha}^{r / \alpha}\left(t P_{n}\left(-\frac{\alpha}{r} t\right)\right)^{2} d t=\frac{r^{3}}{\alpha^{3}}\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)
$$

Thus, we receive

$$
\left\|L_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{2}=\frac{r \alpha}{4}\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)
$$

Similarly, we obtain for $N_{n, j}$

$$
\begin{aligned}
& \left\|N_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{2}=\int_{-r / \beta}^{r / \beta} \int_{\Omega_{r}}\left|N_{n, j}(t, x)\right|^{2} d \omega_{r}(x) d t \\
& \quad=\frac{\beta^{2}}{4 r^{2}} n^{2}(n+1)^{2} \int_{-r / \beta}^{r / \beta}\left(P_{n}\left(-\frac{\beta}{r} t\right)\right)^{2} \int_{\Omega_{r}}\left(Y_{n, j}\left(\frac{x}{|x|}\right)\right)^{2} d \omega_{r}(x) d t \\
& \\
& =r^{2} \frac{\beta^{2}}{4 r^{2}} n^{2}(n+1)^{2} \int_{-r / \beta}^{r / \beta}\left(P_{n}\left(-\frac{\beta}{r} t\right)\right)^{2} d t \\
& \\
& =\frac{r \beta}{4} n^{2}(n+1)^{2} \int_{-1}^{1}\left(P_{n}(\tau)\right)^{2} d \tau \\
& \\
& =\frac{r \beta n^{2}(n+1)^{2}}{2(2 n+1)}
\end{aligned}
$$

Finally, we normalise the orthogonal system under consideration.
Definition 3 We define the following functions in $\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ :

$$
\begin{aligned}
& U_{n, j}^{(1)}:=\left\|L_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{-1} L_{n, j}, \quad n \in \mathbb{N}_{0}, j \in\{1, \ldots, 2 n+1\} \\
& U_{n, j}^{(2)}:=\left\|N_{n, j}\right\|_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}^{-1} N_{n, j}, \quad n \in \mathbb{N}, j \in\{1, \ldots, 2 n+1\}
\end{aligned}
$$

We additionally define

$$
U_{0,1}^{(2)}(t, r \xi):=\left(\frac{\beta}{2 r^{3}}\right)^{1 / 2} \frac{1}{i \sqrt{4 \pi}}
$$

The space CN is defined by

$$
\mathrm{CN}:=\overline{\operatorname{span}\left\{U_{n, j}^{(i)}\right\}_{i=1,2, n \in \mathbb{N}_{0}, j=1, \ldots 2 n+1}}\|\cdot\|_{\mathrm{L}^{2}}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right) .
$$

Note that the functions $U_{n, j}^{(1)}(t, x), n \in \mathbb{N}_{0}, j=1, \ldots 2 n+1$, are discontinuous for $t \in\left\{-\frac{r}{\alpha}, \frac{r}{\alpha}\right\}$.

## 4 Sobolev Spaces

We will now introduce so-called Sobolev spaces which are certain Hilbert spaces possessing a reproducing kernel. The following derivation is motivated by an approach for the Laplace equation in $[8,9,12,14]$. We start our considerations with the linear space $\mathcal{A}$ consisting of all sequences $\left\{A_{n}\right\}_{n \in \mathbb{N}_{0}}$ of real numbers $A_{n}, n \in \mathbb{N}_{0}$ :

$$
\mathcal{A}=\left\{\left\{A_{n}\right\}_{n \in \mathbb{N}_{0}} \mid A_{n} \in \mathbb{R}\right\}
$$

Let $\left\{A_{n}\right\}:=\left\{A_{n}\right\}_{n \in \mathbb{N}_{0}}$ be a sequence in $\mathcal{A}$. We split $\mathbb{N}_{0}$ into two parts such that $\mathbb{N}_{0}=\mathcal{N} \cup \mathcal{N}_{0}$, $\mathcal{N} \cap \mathcal{N}_{0}=\emptyset$, where

$$
\begin{aligned}
\mathcal{N} & =\left\{n \in \mathbb{N}_{0} \mid A_{n} \neq 0\right\} \\
\mathcal{N}_{0} & =\left\{n \in \mathbb{N}_{0} \mid A_{n}=0\right\}
\end{aligned}
$$

Consider the set $\mathcal{E}=\mathcal{E}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ of all functions $F \in \mathrm{CN}$, i.e. $F:]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r} \rightarrow \mathbb{C}\right.$ of the form

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} \sum_{j=1}^{2 n+1}\left(F^{\wedge}(n, j, 1) U_{n, j}^{(1)}+F^{\wedge}(n, j, 2) U_{n, j}^{(2)}\right) \tag{2}
\end{equation*}
$$

with

$$
F^{\wedge}(n, j, i)=\left(F, U_{n, j}^{(i)}\right)_{\mathrm{L}^{2}(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}
$$

satisfying

$$
F^{\wedge}(n, j, i)=0 \quad \text { for all } n \in \mathcal{N}_{0}
$$

and

$$
\sum_{n \in \mathcal{N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} A_{n}^{2}\left|F^{\wedge}(n, j, i)\right|^{2}<+\infty
$$

We can define an inner product $(\cdot, \cdot)_{\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}$ on $\mathcal{E}$ by

$$
(F, G)_{\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}:=\sum_{n \in \mathcal{N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} A_{n}^{2} F^{\wedge}(n, j, i) \overline{G^{\wedge}(n, j, i)},
$$

where the Cauchy-Schwarz inequality gives us the finiteness of the right hand series (see e.g. [12]). The associated norm is given by

$$
\|F\|_{\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}=\left((F, F)_{\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}\right)^{1 / 2}
$$

Definition 4 Let $\left\{A_{n}\right\} \in \mathcal{A}$. The Sobolev space $\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ is defined as the completion of $\mathcal{E}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ with respect to $(\cdot, \cdot)_{\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}$.
$\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ equipped with the inner product $(\cdot, \cdot)_{\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)}$ is a Hilbert space. Further on we write $\mathcal{H}$ instead of $\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ if no confusion is likely to arise.

A lemma related to a fundamental result due to Sobolev (see e.g. [23]) says that under certain circumstances the series expansion (2) converges uniformly to a function in ordinary sense.

Definition $5 A$ sequence $\left\{A_{n}\right\} \in \mathcal{A}$ is said to be summable if

$$
\begin{aligned}
& \sum\left(\left\{A_{n}\right\}\right):=\sum_{n \in \mathcal{N}} \frac{2 n+1}{4 \pi} A_{n}^{-2} r^{-2} \\
& \quad \times\left[\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)^{-1} \frac{\alpha}{r}+\frac{1}{2}(2 n+1) \frac{\beta}{r}\right]<+\infty .
\end{aligned}
$$

Note that $\left\{A_{n}\right\}$ is summable if and only if

$$
\sum_{n \in \mathcal{N}} n^{2} A_{n}^{-2}<+\infty
$$

Lemma 6 (Sobolev Lemma) Let $\left\{A_{n}\right\} \in \mathcal{A}$ be summable. Then each $F \in \mathcal{H}$ corresponds to $a$ function on $]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$, which is continuous on (]$-\frac{r}{\beta}, \frac{r}{\beta}\left[\backslash\left\{-\frac{r}{\alpha}, \frac{r}{\alpha}\right\}\right) \times \Omega_{r}$.

Proof. Let $t \in]-\frac{r}{\beta}, \frac{r}{\beta}$ [and $x=r \xi \in \Omega_{r}$. Application of the Cauchy-Schwarz inequality yields for $F \in \mathcal{H}, N \in \mathbb{N}$ the estimate

$$
\begin{aligned}
&\left|\sum_{\substack{n \in \mathcal{N} \\
n \geq N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} F^{\wedge}(n, j, i) U_{n, j}^{(i)}(t, x)\right|^{2}=\left|\sum_{\substack{n \in \mathcal{N} \\
n \geq N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} A_{n}^{-1} U_{n, j}^{(i)}(t, x) A_{n} F^{\wedge}(n, j, i)\right|^{2} \\
& \leq\left(\sum_{\substack{n \in \mathcal{N} \\
n \geq N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} A_{n}^{-2}\left|U_{n, j}^{(i)}(t, x)\right|^{2}\right)\left(\sum_{\substack{n \in \mathcal{N} \\
n \geq N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} A_{n}^{2}\left|F^{\wedge}(n, j, i)\right|^{2}\right)^{2} \\
& \leq\left(\sum _ { \substack { n \in \mathcal { N } \\
n \geq N } } A _ { n } ^ { - 2 } \frac { 2 n + 1 } { 4 \pi } P _ { n } ( \xi ^ { 2 } ) \frac { 1 } { r ^ { 2 } } \left[\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)^{-1}\right.\right. \\
&\left.\left.\times\left(\frac{\alpha}{r}\right)^{3} t^{2} P_{n}^{2}\left(-\frac{\alpha}{r} t\right) \chi^{2}\right]-\frac{r}{\alpha}, \frac{r}{\alpha}\left[(t)+\frac{1}{2}(2 n+1) \frac{\beta}{r} P_{n}^{2}\left(-\frac{\beta}{r} t\right)\right]\right)\|F\|_{\mathcal{H}}^{2} \\
& \leq\left(\sum _ { \substack { n \in \mathcal { N } \\
n \geq N } } A _ { n } ^ { - 2 } \frac { 2 n + 1 } { 4 \pi } \frac { 1 } { r ^ { 2 } } \left[\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)^{-1} \frac{\alpha}{r}\right.\right. \\
&\left.\left.+\frac{1}{2}(2 n+1) \frac{\beta}{r}\right]\right)\|F\|_{\mathcal{H}}^{2} \rightarrow 0 \text { for } N \rightarrow \infty,
\end{aligned}
$$

where the series converges uniformly with respect to $(t, x) \in]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$ due to the summability condition. Therefore, $F$ is necessarily continuous where the functions $U_{n, j}^{(i)}$ are continuous, i.e. on (]$-\frac{r}{\beta}, \frac{r}{\beta}\left[\backslash\left\{-\frac{r}{\alpha}, \frac{r}{\alpha}\right\}\right) \times \Omega_{r}$.

Furthermore, with summable sequences we can introduce reproducing kernels for Sobolev spaces.
Theorem 7 Let $\left\{A_{n}\right\} \in \mathcal{A}$ be summable. Then the space $\mathcal{H}$ has a unique reproducing kernel $K_{\mathcal{H}}:(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right) \times(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right) \rightarrow \mathbb{R}$ satisfying
(i) $K_{\mathcal{H}}((t, x), \cdot), K_{\mathcal{H}}(\cdot,(t, x)) \in \mathcal{H}$ for all $\left.(t, x) \in\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$,
(ii) $\left(F, K_{\mathcal{H}}((t, x), \cdot)\right)_{\mathcal{H}}=\left(F, K_{\mathcal{H}}(\cdot,(t, x))\right)_{\mathcal{H}}=F(t, x)$ for all $F \in \mathcal{H}$ and $\left.(t, x) \in\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$. This kernel is given by

$$
\begin{align*}
& K_{\mathcal{H}}((t, x),(s, y))=\sum_{n \in \mathcal{N}} \sum_{j=1}^{2 n+1} \sum_{i=1}^{2} A_{n}^{-2} \overline{U_{n, j}^{(i)}(t, x)} U_{n, j}^{(i)}(s, y)  \tag{3}\\
& =\sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi} P_{n}(\xi \cdot \eta) \frac{1}{r^{2}}\left[\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)^{-1}\left(\frac{\alpha}{r}\right)^{3} t s\right. \\
& \left.\quad \times P_{n}\left(-\frac{\alpha}{r} t\right) P_{n}\left(-\frac{\alpha}{r} s\right) \chi_{]-\frac{r}{\alpha}, \frac{r}{\alpha}[ }[t) \chi_{]-\frac{r}{\alpha}, \frac{r}{\alpha}[ }(s)+\frac{1}{2}(2 n+1) \frac{\beta}{r} P_{n}\left(-\frac{\beta}{r} t\right) P_{n}\left(-\frac{\beta}{r} s\right)\right],
\end{align*}
$$

$t, s \in]-\frac{r}{\beta}, \frac{r}{\beta}\left[, x=r \xi, y=r \eta \in \Omega_{r}\right.$.
Proof. From the Sobolev Lemma we see that the evaluation functional

$$
\begin{aligned}
L_{(t, x)}: \mathcal{H} & \rightarrow \mathbb{C} \\
F & \mapsto F(t, x)
\end{aligned}
$$

is bounded. From Aronszajn's Theorem it is known that this is equivalent to the existence of a reproducing kernel, which is automatically unique. From the theory of reproducing kernels it is also known that the kernel can be written as in (3) if a countable orthonormal basis is known. For further details we refer to $[1,6]$.

Note that $K_{\mathcal{H}}$ is real-valued and $K_{\mathcal{H}}((t, x),(s, y))=K_{\mathcal{H}}((s, y),(t, x))$.

## 5 Examples of Reproducing Kernels

We will now give three examples of reproducing kernels $K_{\mathcal{H}}$. As before, $\mathcal{H}$ denotes the space $\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$, hence we will choose certain sequences $\left\{A_{n}\right\}_{n \in \mathbb{N}_{0}} \in \mathcal{A}$ to see what $K_{\mathcal{H}}$ looks like in these special cases.

### 5.1 Cubic Polynomial Kernel

Let $\left\{A_{n}\right\} \in \mathcal{A}$ be defined by

$$
A_{n}:=\left\{\begin{array}{cc}
\left(1-\frac{n}{N}\right)^{-1}\left(1+2 \frac{n}{N}\right)^{-1 / 2} & , n<N \\
0 & , n \geq N
\end{array}\right.
$$

where $N \in \mathbb{N}_{0}$ can be chosen arbitrarily. Thus, $\mathcal{N}=\left\{n \in \mathbb{N}_{0} \mid n<N\right\}, A_{n}^{-2}=\left(1-\frac{n}{N}\right)^{2}\left(1+2 \frac{n}{N}\right)$ for $n \in \mathcal{N}$ and $\left\{A_{n}\right\}$ is summable since $\sum\left(\left\{A_{n}\right\}\right)$ is a finite sum.

### 5.2 Abel-Poisson Kernel

Let $\left\{A_{n}\right\} \in \mathcal{A}$ be defined by $\left.A_{n}:=h^{-n / 2}, h \in\right] 0,1\left[\right.$, for all $n \in \mathbb{N}_{0}$, i.e. $\mathcal{N}=\mathbb{N}_{0}$. Then $\left\{A_{n}\right\}$ is summable since

$$
\sum_{n \in \mathbb{N}_{0}} n^{2} A_{n}^{-2}=\sum_{n \in \mathbb{N}_{0}} n^{2} h^{n}<+\infty
$$

### 5.3 Truncated Abel-Poisson Kernel

Let $\left\{A_{n}\right\} \in \mathcal{A}$ be defined by

$$
A_{n}:=\left\{\begin{array}{cc}
h^{-n / 2} & , n \leq N \\
0 & , n>N
\end{array},\right.
$$

where $h \in] 0,1\left[\right.$ and $N \in \mathbb{N}_{0}$. Here, $\mathcal{N}=\left\{n \in \mathbb{N}_{0} \mid n \leq N\right\}$ and $\left\{A_{n}\right\}$ is summable. In the following, we will always choose $h=1-2^{-J}$ and $N=2 \cdot 2^{J}$ with $J \in \mathbb{R}^{+}$such that $\left\{A_{n}\right\}$ only depends on $J$.

Figure 1 shows the truncated Abel-Poisson kernel (AP-kernel) for $J=3$ and $J=4.5 . K_{\mathcal{H}}$ has been continuously extended to $[-R / \alpha, R / \alpha]$ from inside the interval, where $r=R$ is here the Earth's radius, $R=6371 \mathrm{~km}$, and $\alpha=5.8 \mathrm{~km} / \mathrm{s}$. Note the increasing time and space localising character of the kernel as the parameter $J$ increases.
For $s=-R / \alpha$ we have a high peak at the same time $t=-R / \alpha$ and the same position $(\xi \cdot \eta=1)$. Hence, the kernel concentrates on the effects near the observed position during a small time window. We can think of a wave travelling through a ball of radius $R$. At the end of the time interval $(t=R / \alpha)$, the waves are focussed at the antipode $(\xi \cdot \eta=-1)$. This is an explanation for the peak at the opposite of the diagram. If we choose $s=0$ we observe a concentration around this time. Finally, at time $s=R / \alpha$ the concentration of the kernel has moved to the time $t=R / \alpha$ for points in the neighbourhood $(\xi \cdot \eta \approx 1)$, whereas a high peak is also found for the origin of the motion $(t=-R / \alpha)$ at the antipode $(\xi \cdot \eta \approx-1)$.

## 6 Cauchy-Navier Splines

Each modelling process interpreting a real situation handles sets of discrete data, consisting of position, time and corresponding value. Often it is necessary to interpolate this data to obtain results at intermediate positions. Here, the solution of the interpolation problem is determined in a particular finite-dimensional spline space. The terminology "spline" is in accordance with the fact that the interpolant minimises some norm which may be interpreted as an energy norm. Hence, it minimises something like a bending energy as known from one-dimensional cubic spline interpolation.
Similar definitions and results can be found in [12] where the Laplace equation is considered instead of the Cauchy-Navier equation.

Let $\left\{A_{n}\right\} \in \mathcal{A}$ be a summable sequence corresponding to the Sobolev space

$$
\mathcal{H}:=\mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)
$$

possessing the reproducing kernel $K_{\mathcal{H}}$. Let further $N$ data points $\left(\left(t_{1}, x_{1}\right), y_{1}\right), \ldots,\left(\left(t_{N}, x_{N}\right), y_{N}\right) \in$ (]$-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right) \times \mathbb{R}$ be given, corresponding to a system $\left.X_{N}=\left\{\left(t_{1}, x_{1}\right), \ldots,\left(t_{N}, x_{N}\right)\right\} \subset\right]-$ $\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$ with $\left(t_{i}, x_{i}\right) \neq\left(t_{k}, x_{k}\right)$ for $i \neq k$. Let $\mathcal{I}_{N}(y)$ be the space of all functions $F \in \mathcal{H}$ fulfilling the interpolation condition $F\left(t_{i}, x_{i}\right)=y_{i}$ for $i=1, \ldots, N$, i.e. let

$$
\mathcal{I}_{N}(y)=\left\{F \in \mathcal{H} \mid F\left(t_{i}, x_{i}\right)=y_{i}, i=1, \ldots, N\right\} .
$$

Then we can consider the interpolation problem of finding the $\mathcal{H}$-smallest norm interpolant to the prescribed data, i.e.

$$
\inf _{F \in \mathcal{I}_{N}(y)}\|F\|_{\mathcal{H}}
$$



Figure 1: AP-kernel $K_{\mathcal{H}}((t, r \xi),(s, r \eta))$ for $s=-r / \alpha, 0, r / \alpha$ (top to bottom) with $J=3$ (left) and $J=4.5$ (right). The vertical axis refers to $\alpha / r \cdot t$.

Let us start with the following definition of splines in $\mathcal{H}$. We will call them Cauchy-Navier splines, since the derivation of their basis functions $U_{n, j}^{(i)}, n \in \mathbb{N}_{0}, j=1, \ldots, 2 n+1, i=1,2$, is based on the Cauchy-Navier equation. Note that in [4] and [22] Cauchy-Navier splines without timedependence are developed.

Definition 8 Any function $S \in \mathcal{H}$ of the form

$$
\left.S(s, y)=\sum_{i=1}^{N} a_{i} K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),(s, y)\right), \quad a_{i} \in \mathbb{R},(s, y) \in\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.
$$

is called a Cauchy-Navier spline in $\mathcal{H}$ relative to $X_{N}=\left\{\left(t_{1}, x_{1}\right), \ldots,\left(t_{N}, x_{N}\right)\right\}$ in $]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$. The set of all Cauchy-Navier splines is denoted by $\operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right)$.

For later conclusions we need the following lemma.
Lemma 9 If $F \in \mathcal{H}$ and $S \in \operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right)$ is of the form

$$
S=\sum_{i=1}^{N} a_{i} K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right)
$$

then

$$
(F, S)_{\mathcal{H}}=\sum_{i=1}^{N} a_{i} F\left(t_{i}, x_{i}\right)
$$

Proof. Due to the reproducing kernel structure of $K_{\mathcal{H}}(\cdot, \cdot)$ in $\mathcal{H}$ we obtain

$$
(F, S)_{\mathcal{H}}=\sum_{i=1}^{N} a_{i}\left(F, K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right)\right)_{\mathcal{H}}=\sum_{i=1}^{N} a_{i} F\left(t_{i}, x_{i}\right)
$$

Theorem 10 (uniqueness of interpolation) Let $\left(\left(t_{i}, x_{i}\right), y_{i}\right) \in(]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right) \times \mathbb{R}, i=$ $1, \ldots, N$, be $N$ given data points corresponding to $\left.X_{N} \subset\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$, with the property that $K\left(\left(t_{i}, x_{i}\right), \cdot\right), i=1, \ldots, N$, are linearly independent in $\mathcal{H}$. Then there exists a unique $S \in \operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right) \cap \mathcal{I}_{N}(y)$, denoted by $S_{N}$.

Proof. As a spline, $S \in \operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right)$ contains $N$ unknown coefficients $a_{i}$ :

$$
\left.S(s, y)=\sum_{i=1}^{N} a_{i} K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),(s, y)\right), \quad(s, y) \in\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.
$$

Since $S$ is an element of $\mathcal{I}_{N}(y)$ we receive a system of linear equations

$$
\sum_{i=1}^{N} a_{i} K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{k}, x_{k}\right)\right)=y_{k}, k=1, \ldots, N
$$

The coefficient matrix with the entries

$$
K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{k}, x_{k}\right)\right)=\left(K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right), K_{\mathcal{H}}\left(\left(t_{k}, x_{k}\right), \cdot\right)\right)_{\mathcal{H}}, i, k=1, \ldots, N
$$

is a Gram matrix. As the nodal points $\left.\left(t_{i}, x_{i}\right) \in\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}, i=1, \ldots, N\right.$, have been chosen such that $K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right)$ are linearly independent in $\mathcal{H}$, the Gram matrix is positive definite and the system is uniquely solvable.

Since we are interested in having unique solutions, we will from now on assume that $X_{N} \subset$ $]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right.$ is chosen such that $K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right), i=1, \ldots, N$, are linearly independent in $\mathcal{H}$. In the following, we will prove some important properties of our solution $S_{N}$ in analogy to [12].

Theorem 11 (first minimum property) Let $F \in \mathcal{I}_{N}(y)$. Then

$$
\|F\|_{\mathcal{H}}^{2}=\left\|S_{N}\right\|_{\mathcal{H}}^{2}+\left\|S_{N}-F\right\|_{\mathcal{H}}^{2} .
$$

Proof. From Lemma 9 we have

$$
\left(S_{N}-F, S_{N}\right)_{\mathcal{H}}=0 .
$$

Consequently,

$$
\begin{aligned}
\|F\|_{\mathcal{H}}^{2} & =(F, F)_{\mathcal{H}}=\left(S_{N}-\left(S_{N}-F\right), S_{N}-\left(S_{N}-F\right)\right)_{\mathcal{H}} \\
& =\left(S_{N}, S_{N}\right)_{\mathcal{H}}-2 \operatorname{Re}\left(S_{N}-F, S_{N}\right)_{\mathcal{H}}+\left(S_{N}-F, S_{N}-F\right)_{\mathcal{H}} \\
& =\left\|S_{N}\right\|_{\mathcal{H}}^{2}+\left\|S_{N}-F\right\|_{\mathcal{H}}^{2} .
\end{aligned}
$$

Theorem 11 says that among all interpolating functions in $\mathcal{H}$ there is one and only one function with minimal Sobolev norm $\|\cdot\|_{\mathcal{H}}$. The minimising function is the unique interpolating spline $S_{N}$. This property is the justification of the name "spline".

Theorem 12 (second minimum property) Let $F \in \mathcal{I}_{N}(y)$ and $S \in \operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right)$. Then

$$
\|S-F\|_{\mathcal{H}}^{2}=\left\|S_{N}-F\right\|_{\mathcal{H}}^{2}+\left\|S-S_{N}\right\|_{\mathcal{H}}^{2} .
$$

Proof. With Lemma 9 we find

$$
\left(S_{N}-F, S-S_{N}\right)_{\mathcal{H}}=\left(S_{N}-F, S\right)_{\mathcal{H}}-\left(S_{N}-F, S_{N}\right)_{\mathcal{H}}=0 .
$$

Hence,

$$
\begin{aligned}
\|S-F\|_{\mathcal{H}}^{2} & =\left\|S-S_{N}+S_{N}-F\right\|_{\mathcal{H}}^{2} \\
& =\left(S-S_{N}+S_{N}-F, S-S_{N}+S_{N}-F\right)_{\mathcal{H}} \\
& =\left(S-S_{N}, S-S_{N}\right)_{\mathcal{H}}+2 \operatorname{Re}\left(S_{N}-F, S-S_{N}\right)_{\mathcal{H}}+\left(S_{N}-F, S_{N}-F\right)_{\mathcal{H}} \\
& =\left\|S-S_{N}\right\|_{\mathcal{H}}^{2}+\left\|S_{N}-F\right\|_{\mathcal{H}}^{2} .
\end{aligned}
$$

Theorem 12 tells us that in the space $\operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right)$ of all splines in $\mathcal{H}$ relative to $X_{N}$, there is one and only one spline $S_{N}$ which is closest (in the $\|\cdot\|_{\mathcal{H}}$-sense) to a given function $F$. This so-called best approximation is the spline which is given by the interpolation conditions $S\left(t_{i}, x_{i}\right)=F\left(t_{i}, x_{i}\right)=y_{i}, i=1, \ldots, N$.

In the following, we will derive an error estimate and a convergence proof based on a kind of Lipschitz continuity of the reproducing kernels. Since the numerical calculations presented here are restricted to the smaller time interval ] $-r / \alpha, r / \alpha[$ we will also only restrict our considerations to this subinterval. We start with the following lemma.

Lemma 13 Let $\left\{A_{n}\right\}$ be chosen such that

$$
\sum_{n \in \mathcal{N}} A_{n}^{-2} n^{4}<+\infty
$$

Then there exists a constant $C\left(\left\{A_{n}\right\}\right)$ such that

$$
\left|K_{\mathcal{H}}((t, x),(s, y))-K_{\mathcal{H}}((t, x),(u, z))\right| \leq C\left(\left\{A_{n}\right\}\right)\left(\left|\frac{y}{r}-\frac{z}{r}\right|+|s-u|\right)
$$

for all $s, t, u \in]-r / \alpha, r / \alpha\left[\right.$ and all $x, y, z \in \Omega_{r}$.
Proof. We use the representations $x=r \xi, y=r \eta$, and $z=r \zeta$ and the abbreviation

$$
\gamma_{n}:=\left(\left(\frac{n+1}{2 n+1}\right)^{2} \frac{2}{2 n+3}+\left(\frac{n}{2 n+1}\right)^{2} \frac{2}{2 n-1}\right)^{-1}\left(\frac{\alpha}{r}\right)^{3}
$$

Note that $\gamma_{n}=\mathrm{O}(n)$ as $n \rightarrow \infty$. Using the derived formula for the reproducing kernel we obtain

$$
\begin{align*}
& \left|K_{\mathcal{H}}((t, x),(s, y))-K_{\mathcal{H}}((t, x),(u, z))\right| \\
& \begin{array}{l}
=\left\lvert\, \sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi r^{2}}\left(\gamma_{n} t P_{n}\left(-\frac{\alpha}{r} t\right)\left(P_{n}(\xi \cdot \eta) s P_{n}\left(-\frac{\alpha}{r} s\right)-P_{n}(\xi \cdot \zeta) u P_{n}\left(-\frac{\alpha}{r} u\right)\right)\right.\right. \\
\left.\quad+\frac{1}{2}(2 n+1) \frac{\beta}{r} P_{n}\left(-\frac{\beta}{r} t\right)\left(P_{n}(\xi \cdot \eta) P_{n}\left(-\frac{\beta}{r} s\right)-P_{n}(\xi \cdot \zeta) P_{n}\left(-\frac{\beta}{r} u\right)\right)\right) \mid \\
\leq \sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi r^{2}} \gamma_{n} \frac{r}{\alpha}\left(\left|P_{n}(\xi \cdot \eta) s P_{n}\left(-\frac{\alpha}{r} s\right)-P_{n}(\xi \cdot \zeta) s P_{n}\left(-\frac{\alpha}{r} s\right)\right|\right. \\
\left.\quad+\left|P_{n}(\xi \cdot \zeta) s P_{n}\left(-\frac{\alpha}{r} s\right)-P_{n}(\xi \cdot \zeta) u P_{n}\left(-\frac{\alpha}{r} u\right)\right|\right) \\
\quad+\sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi r^{2}} \frac{1}{2}(2 n+1) \frac{\beta}{r}\left(\left|P_{n}(\xi \cdot \eta) P_{n}\left(-\frac{\beta}{r} s\right)-P_{n}(\xi \cdot \zeta) P_{n}\left(-\frac{\beta}{r} s\right)\right|\right.
\end{array} \\
& \left.\quad+\left|P_{n}(\xi \cdot \zeta) P_{n}\left(-\frac{\beta}{r} s\right)-P_{n}(\xi \cdot \zeta) P_{n}\left(-\frac{\beta}{r} u\right)\right|\right)
\end{align*}
$$

where we used that $\left|P_{n}(w)\right| \leq 1$ for all $n \in \mathbb{N}_{0}$ and all $w \in[-1,1]$. The mean value theorem of differentiation now implies the existence of constants $\tau \in]-1,1\left[\right.$ and $\left.\varrho_{j} \in\right]-r / \alpha, r / \alpha[$ such that

$$
\begin{aligned}
& \left|K_{\mathcal{H}}((t, x),(s, y))-K_{\mathcal{H}}((t, x),(u, z))\right| \\
& \leq \sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi r^{2}} \gamma_{n} \frac{r}{\alpha}\left(\left|P_{n}^{\prime}(\tau)\right||\xi \cdot \eta-\xi \cdot \zeta|\left|s P_{n}\left(-\frac{\alpha}{r} s\right)\right|\right. \\
& \left.\quad+\left|P_{n}(\xi \cdot \zeta)\right|\left|P_{n}\left(-\frac{\alpha}{r} \varrho_{1}\right)+\varrho_{1}\left(-\frac{\alpha}{r}\right) P_{n}^{\prime}\left(-\frac{\alpha}{r} \varrho_{1}\right)\right||s-u|\right) \\
& +\sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{(2 n+1)^{2}}{8 \pi r^{2}} \frac{\beta}{r}\left(\left|P_{n}^{\prime}(\tau)\right||\xi \cdot \eta-\xi \cdot \zeta|\left|P_{n}\left(-\frac{\beta}{r} s\right)\right|\right. \\
& \left.\quad+\left|P_{n}(\xi \cdot \zeta)\right| \frac{\beta}{r}\left|P_{n}^{\prime}\left(-\frac{\beta}{r} \varrho_{2}\right)\right||s-u|\right)
\end{aligned}
$$

$$
\begin{align*}
\leq & \sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi r^{2}} \gamma_{n} \frac{r}{\alpha}\left(\frac{n(n+1)}{2}|\xi \cdot(\eta-\zeta)| \frac{r}{\alpha}+\left(1+\frac{n(n+1)}{2}\right)|s-u|\right) \\
& +\sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{(2 n+1)^{2}}{8 \pi r^{2}} \frac{\beta}{r}\left(\frac{n(n+1)}{2}|\xi \cdot(\eta-\zeta)|+\frac{\beta}{r} \frac{n(n+1)}{2}|s-u|\right) \\
\leq & \left(\sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{2 n+1}{4 \pi r^{2}} \gamma_{n} \frac{r}{\alpha} \max \left(\frac{r}{\alpha} \frac{n(n+1)}{2}, 1+\frac{n(n+1)}{2}\right)\right)(|\eta-\zeta|+|s-u|) \\
& +\left(\sum_{n \in \mathcal{N}} A_{n}^{-2} \frac{(2 n+1)^{2}}{8 \pi r^{2}} \frac{\beta}{r} \max \left(1, \frac{\beta}{r}\right) \frac{n(n+1)}{2}\right)(|\eta-\zeta|+|s-u|) \tag{5}
\end{align*}
$$

since $\left|P_{n}^{\prime}(w)\right| \leq P_{n}^{\prime}(1)=n(n+1) / 2$ for all $w \in[-1,1]$ and all $n \in \mathbb{N}_{0}$ (see, for example, [17]).
For formulating an error estimate we need a tool to measure gaps in the point grid.
Definition 14 Let $X_{N}=\left\{\left(t_{j}, x_{j}\right)\right\}_{j=1, \ldots, N}$ be a given set of mutually distinct pairs $\left(t_{j}, x_{j}\right) \in$ $]-r / \alpha, r / \alpha\left[\times \Omega_{r}\right.$. Then we define the width of this grid by

$$
\Theta_{X_{N}}:=\max _{(s, y) \in]-r / \alpha, r / \alpha\left[\times \Omega_{r}(t, x) \in X_{N}\right.} \min \left(\left|\frac{y}{r}-\frac{x}{r}\right|+|s-t|\right) .
$$

$\Theta_{X_{N}}$ measures a kind of radius of the largest gap in the spatio-temporal point grid. We can now derive a convergence result in correspondence to a result for the Laplace equation in [12].
Theorem 15 Let $F \in \mathcal{H}\left(\left\{A_{n}\right\} ;\right]-\frac{r}{\beta}, \frac{r}{\beta}\left[\times \Omega_{r}\right)$ where $\left\{A_{n}\right\}$ satisfies

$$
\sum_{n=0}^{\infty} A_{n}^{-2} n^{4}<+\infty
$$

Moreover, let $X_{N}=\left\{\left(t_{j}^{(N)}, x_{j}^{(N)}\right)\right\}_{j=1, \ldots, N}$ be a set of $N$ time-space-pairs for each $N \in \mathbb{N}$ such that for every $N \in \mathbb{N}$ the $N$ functions $\left\{K_{\mathcal{H}}(t, x)\right\}_{(t, x) \in X_{N}}$ are linearly independent. If $\left(S_{N}\right)$ is the sequence of splines which are determined uniquely by

$$
\begin{align*}
S_{N} & \in \operatorname{Spline}_{\mathrm{CN}}\left(\left\{A_{n}\right\} ; X_{N}\right) \\
S_{N}\left(t_{j}^{(N)}, x_{j}^{(N)}\right) & =F\left(t_{j}^{(N)}, x_{j}^{(N)}\right) \quad \text { for all } j=1, \ldots, N, \tag{6}
\end{align*}
$$

then there exists a constant $\tilde{C}\left(\left\{A_{n}\right\}\right)$, independent of $F$, such that

$$
\max _{(t, x) \in]-r / \alpha, r / \alpha\left[\times \Omega_{r}\right.}\left|S_{N}(t, x)-F(t, x)\right| \leq \tilde{C}\left(\left\{A_{n}\right\}\right) \Theta_{X_{N}}^{1 / 2}\|F\|_{\mathcal{H}}
$$

In particular, if $\lim _{N \rightarrow \infty} \Theta_{X_{N}}=0$ then

$$
\lim _{N \rightarrow \infty} \max _{(t, x) \in]-r / \alpha, r / \alpha\left[\times \Omega_{r}\right.}\left|S_{N}(t, x)-F(t, x)\right|=0
$$

Proof. Let $N \in \mathbb{N}$ and $(t, x) \in]-r / \alpha, r / \alpha\left[\times \Omega_{r}\right.$ be fixed. For this pair there exists $\left(t_{j}^{(N)}, x_{j}^{(N)}\right) \in$ $X_{N}$ such that

$$
r^{-1}\left|x-x_{j}^{(N)}\right|+\left|t-t_{j}^{(N)}\right| \leq \Theta_{X_{N}}
$$

One can now derive due to Equation (6), the property of a reproducing kernel, Theorem 11, and the Cauchy-Schwarz inequality that

$$
\begin{aligned}
&\left|S_{N}(t, x)-F(t, x)\right| \leq\left|S_{N}(t, x)-S_{N}\left(t_{j}^{(N)}, x_{j}^{(N)}\right)+S_{N}\left(t_{j}^{(N)}, x_{j}^{(N)}\right)-F(t, x)\right| \\
&=\left|S_{N}(t, x)-S_{N}\left(t_{j}^{(N)}, x_{j}^{(N)}\right)+F\left(t_{j}^{(N)}, x_{j}^{(N)}\right)-F(t, x)\right| \\
&=\left|\left(K_{\mathcal{H}}((t, x), \cdot)-K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right), \cdot\right), S_{N}-F\right)_{\mathcal{H}}\right| \\
& \leq\left(K_{\mathcal{H}}((t, x), \cdot)-K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right), \cdot\right), K_{\mathcal{H}}((t, x), \cdot)-K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right), \cdot\right)\right)_{\mathcal{H}}^{1 / 2} \\
& \times\left(\left\|S_{N}\right\|_{\mathcal{H}}+\|F\|_{\mathcal{H}}\right) \\
& \leq\left(K_{\mathcal{H}}((t, x),(t, x))+K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right),\left(t_{j}^{(N)}, x_{j}^{(N)}\right)\right)-2 K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right),(t, x)\right)\right)^{1 / 2} \\
& \times 2\|F\|_{\mathcal{H}} .
\end{aligned}
$$

Using Lemma 13 and the symmetry of the reproducing kernel we obtain

$$
\left|K_{\mathcal{H}}((t, x),(t, x))-K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right),(t, x)\right)\right| \leq C\left(\left\{A_{n}\right\}\right)\left(r^{-1}\left|x-x_{j}^{(N)}\right|+\left|t-t_{j}^{(N)}\right|\right)
$$

and

$$
\begin{aligned}
& \left|K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right),\left(t_{j}^{(N)}, x_{j}^{(N)}\right)\right)-K_{\mathcal{H}}\left(\left(t_{j}^{(N)}, x_{j}^{(N)}\right),(t, x)\right)\right| \\
& \quad \leq C\left(\left\{A_{n}\right\}\right)\left(r^{-1}\left|x-x_{j}^{(N)}\right|+\left|t-t_{j}^{(N)}\right|\right)
\end{aligned}
$$

such that, finally,

$$
\left|S_{N}(t, x)-F(t, x)\right| \leq 2\left(2 C\left(\left\{A_{n}\right\}\right)\right)^{1 / 2} \Theta_{X_{N}}^{1 / 2}\|F\|_{\mathcal{H}} .
$$

## 7 Numerical Results

In this chapter we will apply the Cauchy-Navier splines developed in the previous chapter to artificial earthquake data and present the numerical results of our computations. Earthquake data is usually given at fixed gauging stations on the Earth's surface at certain times. Section 7.1 is dedicated to test our method with a synthetic wave function known at any time everywhere on the Earth. In Section 7.2 we will use synthetic earthquake data generated by the program GEMINI (see [5]). This program provides us with realistic displacement data. Moreover, we are able to choose the position of the gauging stations ourselves, which is advantageous for numerical tests. The gained experiences could then be used for further research into real earthquakes.

Since we want to study the Earth's surface, $R$ will from now on always denote the Earth's radius, $R=6371 \mathrm{~km}$. The Earth's surface is approximated by the sphere $\Omega_{R} . \alpha=5.8 \mathrm{~km} / \mathrm{s}$ and $\beta=3.2$ $\mathrm{km} / \mathrm{s}$ are the velocities of compressional and shear body waves, respectively.
For numerical purposes we will restrict our attention to $]-r / \alpha, r / \alpha[$ since all basis functions differ from zero almost everywhere in this subinterval.

### 7.1 Synthetic Waves

For our first numerical tests we consider a simple synthetic wave function in form of two Gaussians which move through the Earth with different velocities. Therefore, we define $\tilde{W}:] 0,2 \frac{R}{\alpha}\left[\times \Omega_{R} \rightarrow \mathbb{R}\right.$ in the following way:

$$
\begin{equation*}
\tilde{W}(s, x)=\frac{\exp \left(-\gamma(-|x-y|+\alpha s+\delta)^{2}\right)+\exp \left(-\gamma(-|x-y|+\beta s+\delta)^{2}\right)}{|x-y|} \tag{8}
\end{equation*}
$$

$s \in] 0,2 \frac{R}{\alpha}\left[, x \in \Omega_{R}\right.$, where $y \in \overline{\Omega_{R}^{\mathrm{int}}}$ denotes the focus, $\gamma, \delta \in \mathbb{R}$ are parameters and $\alpha, \beta \in \mathbb{R}$ the velocities of the waves. We choose here the hypocentre to be located $1 \%$ o $R$ under the north pole, i.e. $y=(0,0, R-0.001 R)^{\mathrm{T}}$, and $\gamma=50, \delta=0, \alpha=5.8$ and $\beta=3.2$. Since we want the earthquake to start at $t=-R / \alpha$ we set $s(t):=t+R / \alpha$ with $t \in]-\frac{R}{\alpha}, \frac{R}{\alpha}[$ and consider $W(t, x):=\tilde{W}(s(t), x)$. W is a wave that propagates through the whole Earth but is only sampled at the surface. Figure 2 illustrates the real wave function $W(t, x)$ for $\varphi(x), \vartheta(x) \in\left[0, \frac{\pi}{2}\right]$ and some fixed times $\left.t \in\right]-\frac{R}{\alpha}, \frac{R}{\alpha}[$. For better comparability of the pictures among each other and especially with corresponding subsequent results the colourbars are adjusted. The maximal values of W can be found in Table 1.

Our intention is to reconstruct the wave $W$ from given values on a point grid in $]-\frac{R}{\alpha}, \frac{R}{\alpha}\left[\times \Omega_{R}\right.$ by spline approximation in $\mathcal{H}$. Thus, we start our considerations by constructing a point grid $\left.\left\{\left(t_{1}, x_{1}\right), \ldots,\left(t_{N}, x_{N}\right)\right\} \subset\right]-\frac{R}{\alpha}, \frac{R}{\alpha}\left[\times \Omega_{R}\right.$. Then we calculate observables $y_{k}:=W\left(t_{k}, x_{k}\right), k=$ $1, \ldots, N$ for the point grid and finally solve the linear equation system

$$
\sum_{i=1}^{N} a_{i} K_{i k}=y_{k}, k=1, \ldots, N
$$

where

$$
K=\left(K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{k}, x_{k}\right)\right)\right)_{i, k=1, \ldots, N}
$$

When we try to solve this system numerically we observe that the matrix $K$ is very ill-conditioned. As a method of regularisation, the condition can be improved by weighting the main diagonal.

Theorem 16 Let $\lambda>0, y_{i} \in \mathbb{R}$ and $\gamma_{i}:=K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{i}, x_{i}\right)\right) \neq 0, i=1, \ldots, N$. The matrix

$$
K^{\prime}:=\left(K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{k}, x_{k}\right)\right)\right)_{i, k=1, \ldots, N}+\lambda\left(K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{k}, x_{k}\right)\right) \delta_{i k}\right)_{i, k=1, \ldots, N}
$$

is assumed to be non-singular. Then the function $S \in \mathcal{H}$ of the form

$$
\begin{equation*}
\left.S(t, x)=\sum_{i=1}^{N} a_{i} K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),(t, x)\right), \quad(t, x) \in\right]-\frac{r}{\alpha}, \frac{r}{\alpha}\left[\times \Omega_{r},\right. \tag{9}
\end{equation*}
$$

with coefficients $a_{i} \in \mathbb{R}, i=1, \ldots, N$, uniquely determined by the linear equations

$$
\begin{equation*}
S\left(t_{i}, x_{i}\right)+\lambda \gamma_{i} a_{i}=y_{i}, i=1, \ldots, N, \tag{10}
\end{equation*}
$$

represents the only element of $\mathcal{H}$ satisfying

$$
\begin{equation*}
\sum_{i=1}^{N} \frac{\left(S\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda\|S\|_{\mathcal{H}}^{2} \leq \sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda\|F\|_{\mathcal{H}}^{2} \tag{11}
\end{equation*}
$$

for all real-valued functions $F \in \mathcal{H}$.


Figure 2: Original wave function $W$ for $t=(-1+(n-1) 0.005) R / \alpha$.

Proof. Inserting the representation (9) into the equations (10) results in a linear system with the unknowns $a_{i}$ and the matrix $K^{\prime}$. Since $K^{\prime}$ is assumed to be non-singular, the coefficients are uniquely determined.
Let $F$ be an arbitrary real-valued function in $\mathcal{H}$. Our purpose is to show that the function $S$ determined by condition (10) satisfies the property (11). Solving (10) for $a_{i}$, multiplying by $F\left(t_{i}, x_{i}\right)$, and summing over $i=1, \ldots, N$ gives

$$
\sum_{i=1}^{N} a_{i} F\left(t_{i}, x_{i}\right)=\frac{1}{\lambda} \sum_{i=1}^{N} F\left(t_{i}, x_{i}\right) \frac{y_{i}-S\left(t_{i}, x_{i}\right)}{\gamma_{i}} .
$$

With Lemma 9 we obtain

$$
\begin{equation*}
\lambda(F, S)_{\mathcal{H}}=\sum_{i=1}^{N} F\left(t_{i}, x_{i}\right) \frac{y_{i}-S\left(t_{i}, x_{i}\right)}{\gamma_{i}} . \tag{12}
\end{equation*}
$$

Note that the scalar product $(F, S)_{\mathcal{H}}$ is symmetric due to Lemma 9 since $F$ and $S$ are real-valued functions.
Now an elementary calculation shows us that

$$
\begin{aligned}
& \sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda(F, F)_{\mathcal{H}} \\
&= \sum_{i=1}^{N} \frac{\left(S\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda(S, S)_{\mathcal{H}}+\sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-S\left(t_{i}, x_{i}\right)\right)^{2}}{\gamma_{i}} \\
& \quad+2 \sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-S\left(t_{i}, x_{i}\right)\right)\left(S\left(t_{i}, x_{i}\right)-y_{i}\right)}{\gamma_{i}}+2 \lambda(F-S, S)_{\mathcal{H}}+\lambda(F-S, F-S)_{\mathcal{H}}
\end{aligned}
$$

According to (12) it follows that

$$
2 \sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-S\left(t_{i}, x_{i}\right)\right)\left(S\left(t_{i}, x_{i}\right)-y_{i}\right)}{\gamma_{i}}+2 \lambda(F-S, S)_{\mathcal{H}}=0
$$

Therefore, we have

$$
\begin{align*}
& \sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda\|F\|_{\mathcal{H}}^{2} \\
& \quad=\sum_{i=1}^{N} \frac{\left(S\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda\|S\|_{\mathcal{H}}^{2}+\sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-S\left(t_{i}, x_{i}\right)\right)^{2}}{\gamma_{i}}+\lambda\|F-S\|_{\mathcal{H}}^{2} \tag{13}
\end{align*}
$$

Since

$$
\gamma_{i}=K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right),\left(t_{i}, x_{i}\right)\right)=\left(K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right), K_{\mathcal{H}}\left(\left(t_{i}, x_{i}\right), \cdot\right)\right)_{\mathcal{H}}>0,
$$

(13) implies that

$$
\sum_{i=1}^{N} \frac{\left(S\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda\|S\|_{\mathcal{H}}^{2} \leq \sum_{i=1}^{N} \frac{\left(F\left(t_{i}, x_{i}\right)-y_{i}\right)^{2}}{\gamma_{i}}+\lambda\|F\|_{\mathcal{H}}^{2}
$$

where equality holds if and only if $S=F$.

The resulting spline is called smoothing spline. For increasing $\lambda$ the condition of $K^{\prime}$ gets better and the spline becomes smoother. However, the larger $\lambda$ gets, the more our spline may differ from the measurements. Hence, we have to choose the smoothing parameter $\lambda$ in a way that the equation system is well-conditioned and the resulting spline is close enough to our measurements.

With respect to the time we consider 50 points in the interval $]-\frac{R}{\alpha}, \frac{R}{\alpha}[\subset \mathbb{R}$. It is well known that, usually, interpolating functions tend to oscillate at the boundaries if one uses equidistant nodes. These oscillations can be reduced by using Chebyshev nodes, which are the roots of the Chebyshev polynomials on $[-1,1]$ (see e.g. [21]):

$$
x_{k}=\cos \left(\frac{2 k-1}{n} \frac{\pi}{2}\right), \quad k=1, \ldots, n
$$

where $n \in \mathbb{N}$ is the degree of the considered polynomial.
Therefore, we use the point grid

$$
t_{k}=x_{k} \cdot R / \alpha=\cos \left(\frac{2 k-1}{50} \frac{\pi}{2}\right) \cdot R / \alpha, \quad k=1, \ldots, 50 .
$$

Moreover, we have to construct a point grid on the spatial domain $\Omega_{R}$.
Definition 17 A Reuter grid on the unit sphere, dependent on the choice of a control parameter $\gamma \in \mathbb{N}$, is given by the points $\left(\varphi_{i j}, \vartheta_{i}\right)$ as follows:
(i) $\vartheta_{0}:=0, \varphi_{01}:=0 \quad$ (North Pole),
(ii) $\triangle \vartheta:=\pi / \gamma$,
(iii) $\vartheta_{i}:=i \triangle \vartheta, \quad 1 \leq i \leq \gamma-1$,
(iv) $\gamma_{i}:=\left[2 \pi / \arccos \left(\left(\cos \triangle \vartheta-\cos ^{2} \vartheta_{i}\right) / \sin ^{2} \vartheta_{i}\right)\right]$, where the Gauß bracket $[x]$ denotes the largest integer less than or equal to $x$,
(v) $\varphi_{i j}:=(j-1 / 2)\left(2 \pi / \gamma_{i}\right), \quad 1 \leq j \leq \gamma_{i}$,
(vi) $\vartheta_{\gamma}:=\pi, \varphi_{\gamma 1}=0 \quad$ (South Pole).

The definition of this and other point grids on the sphere can be found in [12, 18]. The parameter $\gamma+1$ gives the number of latitudes which are equidistributed. On each latitude, the points are constructed such that two adjacent points have the same spherical distance as two adjacent latitudes. Reuter grids are, therefore, more equidistributed on the sphere than the equiangular grids used above. Here, we set $\gamma=17$ and select all points with $\varphi, \vartheta \in] 0, \frac{\pi}{2}[$. In this manner we obtain 43 points $x(R, \varphi, \vartheta)$ which are displayed in Figure 3.

Numerical tests and comparisons of the splines with the original wave function $W$ show that for this point grid the best results are achieved with a truncated Abel-Poisson kernel $(J=2.8)$ and smoothing parameter $\lambda=10^{-2.5}$. Figure 4 displays the corresponding spline $S$ and the function $W$ on the whole time interval at one gauging station, $(\varphi, \vartheta)=(0.814,0.924) \hat{=}\left(43.4^{\circ} \mathrm{N}, 52.9^{\circ}\right.$ E ), which is a station in the centre of the observed spatial domain, and at three other points with increasing distance to the station. The distances are chosen smaller than the grid width. Despite of the approximation instead of an interpolation the positions of the wavefront are very well represented.


Figure 3: 43 stations on a Reuter grid.

a. $\varphi=\varphi_{0}:=0.814, \vartheta=\vartheta_{0}:=0.924$

c. $\varphi=\varphi_{0}+0.01, \vartheta=\pi / 5+0.01$

b. $\varphi=\varphi_{0}+0.001, \vartheta=\vartheta_{0}+0.001$

d. $\varphi=\varphi_{0}+0.1, \vartheta=\pi / 5+0.1$

Figure 4: $S\left(t, x(R, \varphi, \vartheta)\right.$, truncated AP-kernel, $J=2.8, \lambda=10^{-2.5}$.

To examine the quality of the approximation both at the sampling points and between them we evaluate the spline $S$ on a grid of 1600 points $\left.\left(t_{i}, x_{j}\right) \in\right]-\frac{R}{\alpha}, \frac{R}{\alpha}\left[\times \Omega_{R}\right.$, where $x_{j} \in \Omega_{R}, j=1, \ldots, 4$, are the 4 points mentioned above and $t_{i}, i=1, \ldots, 400$ are equidistant points in $]-\frac{R}{\alpha}, \frac{R}{\alpha}[$. Then we compare the values with the wave function $W$ at these points by calculating the rooted mean square error

$$
\varepsilon_{\mathrm{rms}}=\sqrt{\frac{1}{1600} \sum_{i=1}^{400} \sum_{j=1}^{4}\left|S\left(t_{i}, x_{j}\right)-W\left(t_{i}, x_{j}\right)\right|^{2}}=0.1588
$$

In Figure 5 we see the spline $S$ on the complete octant at some fixed points $t \in]-\frac{R}{\alpha}, \frac{R}{\alpha}[$. In comparison to the original wave the only obvious difference is that the first Gaussian is not as distinct. Figure 6 shows the logarithm of the absolute error between the spline and the original wave, i.e. $\log (|S(t, x)-W(t, x)|)$, confirming that the error is very small. Additionally, we calculate for each point $t$ the rooted mean square error over 2500 spatial grid points:

$$
\varepsilon_{\mathrm{rms}}(t)=\sqrt{\frac{1}{2500} \sum_{i=1}^{2500}\left|S\left(t, x_{i}\right)-W\left(t, x_{i}\right)\right|^{2}}
$$

The results are listed in Table 1. We notice that we have very high errors at the beginning of the time interval, but we have to compare these errors to the maximal values of the wave function $W$. $W$ has a very high peak at the northpole which is not sampled since we have no gauging station near this point. One advantage of the spline method is that such local errors do not spread over the whole domain.

| $n$ | 10 | 50 | 110 | 160 | 210 | 260 | 310 | 360 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon_{\text {rms }}(t)$ | 265.79 | 37.855 | 1.1753 | 0.3646 | 0.1904 | 0.1837 | 0.1637 | 0.2173 |
| $\max _{x}(W(t))$ | 1879.7 | 283.56 | 11.213 | 2.3355 | 1.7615 | 1.4108 | 1.1748 | 1.0097 |

Table 1: Rooted mean square errors and maximal values of $W$ and $S$ for $t=(-1+(n-$ 1) 0.005$) R / \alpha$.

From these results we can conclude that the applied method works successfully. Thus, in the following section, we will investigate realistic earthquake data.


Figure 5: $S(t, x)$, truncated AP-kernel, $J=2.8, \lambda=10^{-2.5}, t=(-1+(n-1) 0.005) R / \alpha$.


Figure 6: $\log (|S(t, x)-W(t, x)|)$, truncated AP-kernel, $J=2.8, \lambda=10^{-2.5}$, $t=(-1+(n-1) 0.005) R / \alpha$.

### 7.2 GEMINI

In the following section, we will use synthetic seismograms of an earthquake in Hokkaido, Japan $\left(42.02^{\circ} \mathrm{N}, 142.55^{\circ} \mathrm{E}\right)$, which occurred on 26 November 1991. The seismograms were computed by the program system GEMINI written by Jörg Dalkolmo and Wolfgang Friederich (see [5]).

Following the procedure of the previous section, our first task is to construct an appropriate point grid in $]-\frac{R}{\alpha}, \frac{R}{\alpha}\left[\times \Omega_{R}\right.$. We consider the time interval $\left[t_{0}, t_{0}+1400 \mathrm{~s}\right]$, where $t_{0}:=-R / \alpha$ is the starting time of the earthquake and $t_{0}+1400 \mathrm{~s}<R / \alpha$. GEMINI divides the time interval automatically into 180 equidistant samples. For our point grid every third point is chosen such that we obtain 60 separated points at intervals of about $23,5 \mathrm{~s}$.
We will now introduce another equidistributed point grid on the sphere, the so-called Brand grid (see [12]). Then we combine a Brand grid and a Reuter grid around the epicentre in order to receive a less evenly distributed point grid, which gives us a more realistic situation.

Definition 18 A Brand grid on the unit sphere, dependent on the choice of a control parameter $\gamma \in \mathbb{N}$, is given by the points $\left(\varphi_{i j}, \vartheta_{i}\right)$ as follows:
(i) $\vartheta_{0}:=0, \varphi_{01}:=0 \quad$ (North Pole),
(ii) $\triangle \vartheta:=\pi / \gamma$,
(iii) $\vartheta_{i}:=i \triangle \vartheta, \quad 1 \leq i \leq \gamma-1$,
(iv) $\gamma_{i}:=4 i, \quad i \leq \gamma / 2$, $\gamma_{i}:=4(\gamma-i), \quad i>\gamma / 2$,
(v) $\varphi_{i j}:=(j-1)\left(2 \pi / \gamma_{i}\right), \quad 1 \leq j \leq \gamma_{i}$,
(vi) $\vartheta_{\gamma}:=\pi, \varphi_{\gamma 1}:=0 \quad$ (South Pole).

Now we set $\gamma_{\text {Reuter }}=25$ and $\gamma_{\text {Brand }}=20$ and extract all points with $\left.\vartheta \in\right] 0, \pi / 6[$. In this manner we obtain a Reuter grid of 59 points and a Brand grid of 24 points, both around the North Pole. Then the points are combined to one grid of 83 points and rotated in such a way that the centre of the grid is the epicentre $(\varphi, \vartheta)=(0.84,2.5)$, which is equivalent to $\left(42.02^{\circ} \mathrm{N}, 142.55^{\circ} \mathrm{E}\right)$. The resulting grid is shown in Figure 7.

For the following investigations we focus always on four certain gauging stations, which are located in increasing distance to the epicentre (see also Figure 8):

- station 1: $(\varphi, \vartheta)=(0.94,2.59) \hat{=}\left(35.9^{\circ} \mathrm{N}, 148.4^{\circ} \mathrm{E}\right)$,
- station 2: $(\varphi, \vartheta)=(0.80,2.16) \hat{=}\left(43.9^{\circ} \mathrm{N}, 123.7^{\circ} \mathrm{E}\right)$,
- station 3: $(\varphi, \vartheta)=(1.01,2.92) \hat{=}\left(31.7^{\circ} \mathrm{N}, 167.2^{\circ} \mathrm{E}\right)$,
- station 4: $(\varphi, \vartheta)=(0.70,1.84) \hat{=}\left(49.7^{\circ} \mathrm{N}, 105.7^{\circ} \mathrm{E}\right)$.


Figure 7: Reuter grid (triangles) and Brand grid (circles) around the epicentre (star).


Figure 8: Epicentre (star) and stations 1-4 (circles).

At first we will fix $\lambda=0.01$, i.e. we use little smoothing. Figure 9 shows the resulting spline obtained for $J=7$. We observe that the wave is approximated rather well, but there are many oscillations in the whole time interval. This is due to the fact that a high $J$ implies high polynomial degrees of the used basis functions, involving that one gets good interpolation, but also many oscillations.
Figure 10 describes the resulting spline for $J=7$ and $\lambda=1$. In comparison with Figure 9 we can see that the oscillations are much smaller now. In return, we have to accept that the wave amplitude is smaller, too, but it has not decreased as much as the oscillations.

Up to now we only involved the results at the gauging stations. If we plot the spline on the spatial domain we notice immediately that for $J=7$ there are too many oscillations between the stations. Even with high smoothing there is no wave propagation recognisable. Therefore, we have to decrease the parameter $J$.
Further numerical tests yield that the best results in the spatial domain are obtained for $J=4.5$. Moreover, we find out that $\lambda=1$ is still too small and we have to set $\lambda=2$ in order to get satisfactory results. Figure 11 shows the computed spline on the spatial domain for some fixed times. Here we can clearly see the propagation of the wave. Hence, we are able to determine the position of the wave front at an arbitrary time, although the spline does not give us the real amplitudes of the displacement. That was the primary intention of this work. Note that the typical structure of the wave front related to the NNE-SSW orientation of the tectonic fault is also visible. For further numerical results and comparison to other methods we refer to [15].


Figure 9: $S(t, x(R, \varphi, \vartheta))$, truncated AP-kernel, $J=7, \lambda=0.01$


Figure 10: $S(t, x(R, \varphi, \vartheta))$, truncated AP-kernel, $J=7, \lambda=1$


Figure 11: $S(t, x), t=4(n-1) \mathrm{s}$, truncated AP-kernel, $J=4.5, \lambda=2$.

## 8 Conclusions and Outlook

A spline method for the interpolation and approximation, respectively, of time- and space-dependent functions was introduced where the spatial part was assumed to be spherical in view of geoscientific, in particular seismic, applications. The background of this derivation is the CauchyNavier equation for isotropic, (layerwise) homogeneous media. Existence and uniqueness results as well as minimum properties and a convergence theorem were proved. Numerical tests with a known original wave function for a quantitative validation of the method and with realistic seismograms for a verification of the applicability to more intricate functions show good results including the ability of the approach to visualise the propagation of wave fronts.
The obtained results motivate further research in this field. The treatment of heterogeneous media as well as the inclusion of a priori information or boundary conditions, if known, in the modelling process are expected to be improvements.
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