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Zusammenfassung

Diese Arbeit stellt einen Beitrag zur Theorie und Numerik nicht klassischer Thermoelastizität
dar. Thermoelastizität beschäftigt sich allgemein mit der Verbindung mechanischer und ther-
mischer Feldprobleme. Gewöhnlich ist diese Verbindung durch eine Kopplung in beide Rich-
tungen charakterisiert. Es treten sowohl thermisch induzierte Spannungen als auch Temper-
aturveränderungen, die durch Deformationen hervorgerufen werden, auf.
Oft wird Wärmeleitung in Festkörpern durch das Fouriersche Gesetz beschrieben. Es nimmt
an, dass der Wärmefluss proportional zum Temperaturgradienten ist. Dieser Ansatz wird in
dieser Arbeit sowohl als Fouriersche als auch als klassische Theorie bezeichnet. In dieser Arbeit
bezieht sich der Begriff “nicht klassisch” auf die Tatsache, dass die Konstitutivgleichung für
den Wärmefluss vom Fourierschen Gesetz abweicht. Die aus dem Fourierschen Gesetz folgende
parabolische Wärmeleitungsgleichung beschreibt Wärmeleitung durch Diffusion. Dabei wer-
den, aufgrund der Parabolizität der Gleichung, Teile von lokalen Wärmeimpulsen mit einer un-
endlichen Ausbreitungsgeschwindigkeit simuliert. Diese Anteile werden bei Zimmertemperatur
stark gedämpft, so dass die meisten ingenieurwissenschaftlichen Anwendungen ausreichend gut
durch die klassische Theorie beschrieben werden. Zusätzlich zu der unphysikalischen möglichen
unendlichen Ausbreitungsgeschwindigkeit versagt das Fouriersche Gesetz jedoch noch bei eini-
gen anderen Phänomenen.

Eines dieser Phänomene existiert bei tiefen Temperaturen nahe dem absoluten Nullpunkt.
Hier wurde in der Mitte des 20. Jahrhunderts das sogenannte Phänomen des Zweiten Schalls
(engl. second sound phenomenon) entdeckt.
Der Zweite Schall tritt im allgemeinen in sehr reinen Kristallen bei tiefen Temperaturen auf.
Bisher wurde er in kristallinen 3He, 4He, NaF und Bi experimentell nachgewiesen1. Anstelle
einer diffusiven Wärmeausbreitung breitet sich in den oben genannten Materialien Wärme in
Wellenform mit der charakteristischen Ausbreitungsgeschwindigkeit des Zweiten Schalls aus.
Es entstehen zwei thermische Wellen: eine schnellere mit einer kleineren Amplitude sowie
eine zweite langsamere mit einer größeren Amplitude. Erstere wird durch die Kopplung mit
dem mechanischen Problem induziert und breitet sich mit der Geschwindigkeit von Schall
aus. Letztere, der sogenannte Zweite Schall, ist rein thermischen Ursprungs. Mit steigenden
Temperaturen geht der Zweite Schall in einen diffusen Prozess über.

Aufgrund der Entdeckung des Zweiten Schalls musste eine erweiterte thermoelastische The-
orie entwickelt werden, die zum einen den klassischen Fall konsistent beinhaltet und zum
anderen in der Lage ist, das neu entdeckte physikalische Phänomen zu modellieren. Zur
Beschreibung dieser Effekte wurden in den letzten Jahrzehnten viele nicht klassische thermo-
elastische Theorien entwickelt. Im Laufe dieser Forschungen wurde die parabolische Fouriersche

1Zweiter Schall wurde außerdem in suprafluiden 2He und 6Li entdeckt.
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Zusammenfassung

Wärmeleitungsgleichung meistens durch eine hyperbolische ersetzt. Die Kopplung letzterer mit
Elastizität führt auf nicht klassische thermomechanische Theorien, die Zweiten Schall model-
lieren können, den klassischen Ansatz beinhalten und zusätzlich das Paradoxon der unendlichen
Ausbreitungsgeschwindigkeit bewältigen.

In dieser Arbeit wird der vielversprechende Vorschlag von Green und Naghdi [51] verfolgt. Er
ist in der Lage, thermische Impulse in einer sehr logischen und konsistenten Art und Weise
abzubilden. Dieser Ansatz ist phänomenologisch, d.h. er beschreibt makroskopisches Materi-
alverhalten und vernachlässigt die mikroskopische Materialstruktur. Des Weiteren ist er in das
Feld der rationalen Thermodynamik eingebettet. Die Basis der Theorie von Green und Naghdi
bildet die Einführung einer neuen Variablen, der sogenannten thermischen Verschiebung α, die
dem Zeitintegral über die empirische Temperatur T entspricht.

Zunächst wird in Kapitel 2 ein kurzer Überblick über den Zweiten Schall sowie ein Einblick in
den Stand der theoretischen Forschung in der nicht klassischen Thermoelastizität gegeben.
Der anschließende theoretische Teil dieser Arbeit befasst sich mit der Einbettung der Green–
Naghdi Theorie in das Gebiet der rationalen Thermodynamik sowie der Aufarbeitung ihrer
Grundzüge. Hierbei werden in Kapitel 3 die allgemeinen Bilanzgleichungen, die die Basis zur
Beschreibung des thermodynamischen Verhaltens eines jeden Körpers bilden, zusammenge-
fasst. Da diese per Konstruktion materialunabhängig sind, werden ergänzend individuelle,
konstitutive Materialgleichungen benötigt. Die Grundzüge der Materialmodellierung werden
daher in Kapitel 3.3 kurz skizziert.

Von den Bilanzgleichungen besitzt die Entropiebilanz in Verbindung mit dem 2. Hauptsatz
der Thermodynamik eine besondere Bedeutung, der besagt, dass die Entropieproduktion für
alle Lösungen der Bilanzgleichungen zu allen Zeiten an allen Orten nicht negativ ist. Ihre
Auswertung führt zu Restriktionen an die konstitutiven Materialgleichungen. In dieser Arbeit
wird die Entropiebilanz in Kapitel 4 nach dem Prinzip von Müller–Liu ausgewertet, da dieses
allgemeiner als der Ansatz von Clausius–Duhem ist.

Im Anschluss daran wird in Kapitel 5 die thermische Green–Naghdi Theorie vorgestellt. Sie ist
unterteilt in drei Teiltheorien, die als Typ I, II und III bezeichnet werden. Die linearisierte Theo-
rie “Typ I” entspricht der Theorie nach Fourier, d.h. die klassische Theorie ist vollständig in der
Green–Naghdi Theorie enthalten. Sowohl Typ II als auch III können thermische Wellenaus-
breitung abbilden und sind somit für die Modellierung des Phänomens des Zweiten Schalls
geeignet. Zusätzlich ist die Ausbreitungsgeschwindigkeit von Typ II immer endlich. Die
Konstitutivgleichungen für Typ II werden üblicherweise so gewählt, dass die resultierende
Theorie dissipationsfrei ist. Dies bedeutet, dass nun Thermoelastizität nicht mehr notwendi-
gerweise mit Energiedissipation einhergeht. Typ III hingegen ist der allgemeinste der drei
Fälle. Er beinhaltet sowohl Typ I als auch II als Grenzfälle. Damit erreicht man, dass, neben
der klassischen Theorie, nun auch thermische Wellen modelliert werden können. Zusätzlich
wird (bei entsprechender Parameterwahl) das Paradoxon der unendlichen Wellenausbreitungs-
geschwindigkeit vermieden.
Darauf aufbauend wird in Kapitel 6 eine nicht klassische thermoelastodynamische Theorie
hergeleitet, die den Deformationsprozess und das thermische Problem koppelt.

Das im theoretischen Teil dieser Arbeit vorgestellte mathematische Modell besteht aus par-

2
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tiellen Differentialgleichungen, die neben der üblichen Raumabhängigkeit auch von der Zeit
abhängig sind. Aufgrund der Komplexität der Gleichungen kann nur in den seltensten Fällen
eine analytische Lösung bestimmt werden, so dass numerische Methoden diese Lösung approx-
imieren müssen.
Basierend auf den theoretischen Grundlagen wird in den Kapiteln 5.2 und 6.2 also eine
geeignete Berechnungsmethode für die Wärmeleitung bzw. die gekoppelte Thermoelastizität
entwickelt. Eine Hauptaufgabe des numerischen Teils dieser Arbeit ist folglich, die Imple-
mentierung des entwickelten Ansatzes zu realisieren und diesen anhand von verschiedenen
Beispielen zu verifizieren. Der in dieser Arbeit vorgestellte Ansatz verwendet sowohl im räum-
lichen als auch für die Zeitintegration Finite-Elemente-Methoden für die Diskretisierung der
zugrunde liegenden partiellen Differentialgleichungen.
Im Rahmen von Finite-Element-Methoden bildet die schwache Form der partiellen Differential-
gleichungen die Basis. Zur numerischen Lösung der schwachen Form wird in dieser Arbeit eine
Semi-Diskretisierungstechnik eingesetzt. Dabei wird zunächst die Diskretisierung im Raum
mit einem Standard-Bubnov–Galerkin-Verfahren realisiert. Anschließend werden für die Zeit-
integration kontinuierliche und diskontinuierliche Galerkin-Verfahren verwendet.

Die Ansätze werden in den Kapiteln 5.3 und 6.4 anhand von Beispielen aus dem Bereich
der Wärmeleitung sowie Problemstellungen der gekoppelten Thermomechanik diskutiert. Es
wird sowohl auf eine geometrisch lineare und nichtlineare Beschreibung als auch lineares und
nichtlineares Materialverhalten eingegangen. Dabei wird u.a. gezeigt, dass sich die Theorie von
Green und Naghdi zur Modellierung des Zweiten Schalls hervorragend eignet. Nennenswert ist
dabei die Eigenschaft des sogenannten Typs II, dass sich die thermische Welle energieerhaltend,
d.h. dissipationslos, ausbreitet.

Abschließend wird in Kapitel 7 eine inkrementelle Variationsformulierung für gekoppelte Ther-
mohyperelastizität vorgestellt. Hierbei wird sowohl auf den klassischen Typ I als auch auf
den dissipationsfreien Typ II eingegangen. Motivation ist die Tatsache, dass der Entropiefluss
von Typ II im Fall von Thermohyperelastizität durch das gleiche Potential, hier die freie En-
ergiefunktion, bestimmt wird wie die mechanischen Spannungen. Dies ist für den klassischen
Typ I nicht möglich. An dieser Stelle wird dann eine algorithmische Formulierung des klas-
sischen Entropieflusses hergeleitet, die durch die freie Energie, die als Funktional fungiert,
bestimmt ist.
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1. Introduction

Wissenschaft ist mitunter eine Reise
an die Grenzen des Machbaren und
des Erfaßbaren. In der Tieftemper-
aturphysik strebt diese Reise dem ab-
soluten Nullpunkt zu. [. . . ] Der
alltäglichen Erfahrung zum Trotz, die
Kälte mit Unbehagen und Erstarren
gleichsetzt, offenbart die kondensierte
Materie bei tiefen Temperaturen im-
mer neue faszinierende Eigenschaften.
C. Enss

Thermoelasticity represents the fusion of the fields of heat conduction and elasticity in solids
and is usually characterized by a twofold coupling. Thermally induced stresses can be deter-
mined as well as temperature changes caused by deformations. Studying the mutual influence
is subject of thermoelasticity. Usually, heat conduction in solids is based on Fourier’s law which
describes a diffusive process. It predicts unnatural infinite transmission speed for parts of local
heat pulses. At room temperature, for example, these parts are strongly damped. Thus, in
these cases most engineering applications are described satisfactorily by the classical theory.
However, in some situations the predictions according to Fourier’s law fail miserable. One of
these situations occurs at temperatures near absolute zero, where the phenomenon of second
sound1 was discovered in the 20th century.
Consequently, non-classical theories experienced great research interest during the recent
decades. Throughout this thesis, the expression “non-classical” refers to the fact that the
constitutive equation of the heat flux is not based on Fourier’s law. Fourier’s classical theory
hypothesizes that the heat flux is proportional to the temperature gradient. A new thermoelas-
tic theory, on the one hand, needs to be consistent with classical thermoelastodynamics and,
on the other hand, needs to describe second sound accurately. Hence, during the second half
of the last century the traditional parabolic heat equation was replaced by a hyperbolic one.
Its coupling with elasticity leads to non-classical thermomechanics which allows the modeling
of second sound, provides a passage to the classical theory and additionally overcomes the
paradox of infinite wave speed.
Although much effort is put into non-classical theories, the thermoelastodynamic community
has not yet agreed on one approach and a systematic research is going on worldwide.

1Second sound refers to a wave-like heat propagation which can be found in very pure crystalline solids
at cryogenic temperatures, see also Chapter 2.
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Computational methods play an important role for solving thermoelastic problems in engineer-
ing sciences. Usually this is due to the complex structure of the equations at hand. This thesis
aims at establishing a basic theory and numerical treatment of non-classical thermoelasticity
(rather than dealing with special cases). The finite element method is already widely accepted
in the field of structural solid mechanics and enjoys a growing significance in thermal analyses.
This approach resorts to a finite element method in space as well as in time.

1.1. The theory of Green and Naghdi

In this thesis, the very promising approach introduced in 1991 by Green and Naghdi [51] is
followed because it is capable of accounting thermal pulse transmission in a very logical and
consistent manner. Their approach is phenomenological - it describes the macroscopic nature
and ignores the microscopic structure - and is embedded into rational thermodynamics.

The entire theory is subdivided into three types, labeled type I, II and III. A wide range of
heat flow problems can be modeled and the classical theory (type I) is fully embedded. The
novelty of their approach is the introduction of the so-called thermal displacement α, a field
whose time derivative is the empirical temperature, i.e. α̇ = T . Three varying state spaces are
skilfully defined and partly take the thermal displacement α (and its gradients) directly into
account. This leads to the three types of heat conduction I, II and III. The linearized version
of type I is equivalent to Fourier’s diffusive, parabolic heat equation.
The non-classical type II exhibits the outstanding property of being non-dissipative. In other
words, heat conduction does no longer necessarily imply energy dissipation. The resulting
heat equation is hyperbolic and corresponds to the well-known wave equation. In particular,
thermal wave propagation at finite speed is incorporated. Furthermore, the entropy flux vector
is determined in terms of the same potential as the mechanical stress and the theory does not
necessarily involve energy dissipation.
Type III is a general extension and contains type I and II as limiting cases. Both, type II and
III, cope with the disadvantages of classical heat conduction as they allow the transmission of
heat as thermal waves and are able to overcome the paradox of infinite wave speed in Fourier’s
approach. Moreover, they are capable of modeling the second sound phenomenon.

1.2. Structure of the present work

The present work is divided into 9 chapters. Introductorily, a short state of the art is presented
in Chapter 2. The second sound phenomenon and its historical detection is summarized as
well as the development of non-classical thermoelastic theories.

Subsequently, in Chapter 3 the underlying framework of thermoelasticity is established. First,
the basic kinematics are reiterated within the spatial as well as the material motion problem.
Next, different local formats of the fundamental thermodynamic balance equations for mass,
linear momentum, angular momentum, energy and entropy are stated. The chapter is closed
by reviewing the basic ideas of thermo-hyperelasticity.
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Chapter 4 deals with material modeling, in particular with entropy principles. There exist
several forms of the second law of thermodynamics and, consequently, several forms of its
exploitation. This thesis begins with the most general approach, the one of Müller [112], by
introducing the entropy as a primary variable. Following the way of Müller to which later Liu
[97] added the mathematical framework, further balance equations are included with the help
of Lagrange multipliers. The exploitation gives rise to the so-called Liu equations being a first
restriction to the structure of the constitutive equations. Then further restrictions are obtained
by the subsequent application of an entropy exploitation suggested by Green and Naghdi [50].

With these general derivations at hand, the Green–Naghdi theory of non-classical heat con-
duction is introduced in Chapter 5. Three varying temperature equations are derived. A
consequent algorithmic elaborateness and numerical implementation of their theory had not
been accomplished. Therefore, the aim of this thesis is, besides a spatial finite element method,
the derivation of a temporal finite element method for the modeling and computation of non-
classical heat conduction and later on of the coupled thermoelastic problem. At the end of
the chapter, numerical examples are presented. Among others, the original second sound ex-
periments in which the phenomenon was first observed are modeled. Analytical findings are
supported by an example and used as a benchmark.

In Chapter 6 the extension to geometrically nonlinear, coupled thermoelasticity is developed.
The theoretical part is followed by the elaboration of a suitable finite element discretization.
The performance of the implemented method is illustrated by means of numerical examples.
Here, the original second sound experiments are used once more as a benchmark. Moreover,
non-classical thermoelasticity is examined in context of the material force method. This
Chapter is closed by the introduction of an energy consistent algorithmic stress tensor method
which leads to an energy conserving discretization procedure. It is applied to the theory without
energy dissipation of type II.

A total potential formulation cannot be established for the entire theory. Therefore, an incre-
mental algorithmic variational formulation is derived in Chapter 7. Starting with the definition
of an incremental Lagrangian function, the algorithmic balance of entropy and balance of lin-
ear momentum follow from a variational principle. On that occasion, an incremental potential
for the entropy flux vector is established. Based on this considerations, the formulation of
incremental material balance laws gives rise to incremental material forces in non-classical
thermoelasticity.

Finally, the wave speed of Green–Naghdi heat conduction is investigated further in Chapter 8.
Some analytical findings are presented in order to show that the Green–Naghdi theory of type
III predicts an infinite speed of heat conduction.

Concluding, Chapter 9 summarizes and discusses this thesis and gives an outlook for possible
future research work.
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2. State of the art

Classical heat conduction is based on Fourier’s law which leads to the well-known diffusive
temperature equation. Most engineering applications are described accurately by this parabolic
equation, but at cryogenic temperatures material behavior can completely differ from that at
room temperature. For example, one of the properties that might change is the way heat
propagates. Predictions of the classical theory may diverge conspicuously from experimental
data.

In metals, thermal energy can be transmitted by free electrons, by lattice vibrations (phonons)
and by electron-phonon and phonon-electron interaction, respectively. In the second case a
wave like transport, the so-called second sound phenomenon, occurs, if phonons travel through
crystals, interact with each other and conserve the momentum (cf. [39]). Two independent
modes of wave propagation can be observed: classical first sound and the thermal second
sound. The latter refers to the propagation of sound waves in phonon gas causing thermal
waves and its name is due to collective excitations in the phonon gas which are similar to the
propagation of sound waves in ordinary gases.
In metals, for example, heat is mainly conducted by free electrons. Until now, second sound has
been observed in very pure crystals in the vicinity of the local thermal conductivity maximum at
cryogenic temperatures. Outside of this temperature interval, the wave like heat propagation
merges into a diffusive character. Furthermore, a wave nature of heat propagation has also
been detected in superfluids, nonhomogeneous materials like sand and processed meat. The
speed of second sound depends on the temperature and is smaller than that of first sound. As
the temperature increases, the velocity decreases due to the increasing heat capacity.
Furthermore, experiments exhibit the existence of an additional longitudinal elastic wave which
propagates at a finite speed higher than second sound. Therefore, the thermal problem has to
be coupled with a deformation process.

The existence of second sound is first proposed by Tisza [163] in 1938 and supported by
Landau [94] in 1941 when investigating theoretical aspects of heat propagation in suprafluid
4He. Their theories are experimentally proven by Peshkov [123] in 1944 whose results are in
good agreement with Tisza’s as well as Landau’s theoretical predictions.
Since the theories assume the existence of phonon gas which also exists in solids, Peshkov
suggests the possibility of second sound in solids in 1946. Based on his considerations various
theoretical contributions are published. Ward and Wilks’s investigations [170] lead to the
supposition that second sound would be first observed in dielectric crystals. Although intensive
effort is devoted to experiments, it lasts until 1966 when Ackermann and his research group
[1] observe second sound in solids for the first time. Experiments are undertaken with 4He
between 0.54 K and 0.71 K and yield a second sound velocity of 160 m/s. In 1969, Ackermann
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2. State of the art

et al. [2] also prove second sound in solid 3He in the temperature range of 0.42 K < T < 0.58 K
at a velocity of 125 ± 7 m/s. Subsequently, second sound is detected in NaF by McNelly et
al. [108] who also investigate NaI and LiF for which second sound is not accounted. In NaF
the phenomenon is observed in a temperature range around 15 K. Jackson et al. [72], Rogers
[143] and Pohl and Irniger [125] corroborate the existence of second sound in NaF and its
velocity is constituted in [61] to be 1953.1 m/s. Second sound waves in Bi are measured two
years later in 1972 by Narayanamurti and Dynes [119] around 3 K and at a wave speed of
78 ± 5 m/s. Although Bi is elastically a very anisotropic solid, the second sound velocity is
found to be independent of orientation.

Fourier’s law implies the unphysical property that temperature perturbations propagate at
infinite speed. In order to overcome this drawback intensive research activities lead to modified
theories of heat conduction which in general are hyperbolic. The detection of second sound
has intensified the development of non-classical heat conduction theories.

First approaches addressing to finite propagation speed are published by Maxwell [107], Cat-
taneo [24] and Vernotte [168]. The introduction of a relaxation time gives rise to finite
propagation speed and results in a telegraph equation. Based on these derivations various
modifications of Fourier’s law and the corresponding thermal theories have been published.
An extensive review of the research development and the state of the art in the field of heat
transmission until 1990 is given by Joseph and Preziosi [80, 81], where an abundant number
of publications are cited in chronological order. Dreyer and Struchtrup [39] narrow their ex-
cellent review to heat conduction in dielectric solids at low temperatures. In their paper, the
second sound phenomenon is looked at from the theoretical and the experimental point of view.
Coupled classical and non-classical thermomechanical problems are reviewed in detail by Tamma
and Namburu [160]. Early and important investigations on thermodynamical aspects of non-
classical thermoelasticity can be found in the works of Bogy and Naghdi [21], Müller [112],
Green and Lindsay [48], Green and Laws [49] as well as Green and Naghdi [50].

Later, in 1991, Green and Naghdi develop a very promising non-classical model [51]. A similar
idea to the thermal displacement introduced by Green and Naghdi is tracked by Kosinski,
Cimmelli and Frischmuth [34, 47] who define a semi-empirical temperature. Contrary to
the traditional Fourier case, the heat flux is related to the gradient of the semi-empirical
temperature rather than to the temperature gradient.
A further attempt, published by Chandrasekharaiah [30] and Tzou [165], is based on two
different time translations for the temperature gradient as well as for the heat flux. Their
ideas lead to a dual-phase-lag-thermoelasticity.
Hetnarski and Ignaczak [64] present an approach in which both, an energy function and a
heat flux, do not only depend on the temperature and the strain tensor but additionally on an
elastic heat flow. A further paper [65] gives an overview of transient thermoelastic theories.

The Green–Naghdi theory, on which this thesis is based, enjoys great research interest as it is
developed in a rational and very consistent way. The aspect of non-dissipative heat conduction
is also attractive in view of a variational formulation of the balance equations. A Hamiltonian
formulation for Green–Naghdi thermoelasticity is derived by Maugin and Kalpakides in [105]
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and in [84, 106] they formulate the balance laws on the material manifold.
Quintanilla and co-authors present an extensive mathematical analysis of the Green–Naghdi
theory in a series of papers. Uniqueness results are derived in [132], stability properties are
studied in [133, 135, 136].
As mentioned above, the Green–Naghdi theory of type II does not necessarily involve energy
dissipation. Consequently, several publications dealing with this part of the theory can be
found in literature. Quintanilla also contributes to the analysis of type II. He investigates
the thermoelastic theory for materials with microstructure in [138]. The spatial behavior of
thermoelasticity without energy dissipation is subject of [131] whereas in [139] it is derived for
nonsimple materials. The spatial behavior is also treated by Nappa [117] who derives spatial
decay estimates for the evolution equations in linear thermoelasticity by establishing a dynamic
Saint–Venant’s principle. Kumar and Deswal [92] study surface waves in a micropolar type
II thermoelastic solid in a half-space. The micropolar theory is also subject of Ciarletta [33]
and Svanadze et al. [156], whereas Iesan and Nappa [71] investigate micromorphic Green–
Naghdi bodies. A quasi-static uncoupled thermoelastic problem is dealt with in [128] using
a superposition of both the classical and the theory without energy dissipation. Sharma
and Pathania’s contribution [145] about generalized thermoelastic waves in anisotropic plates
includes an investigation of the type II theory. Thermoelastic waves are also subject of Verma
and Hasebe [167] who investigate the propagation in an infinite homogeneous isotropic plate.
Green and Naghdi themselves investigate the behavior of one-dimensional waves [52]. Their
work is complemented by the studies of Chandrasekharaiah [25, 26, 28, 29, 31] and Iesan [70]
who also address to the linear theory without energy dissipation. These contributions provide
some of the very few analytical solutions to special non-classical thermoelastic problems.
Song and Zhang [149] couple the thermoelastic theory of Green and Naghdi with a magnetic
theory and investigate the effect of the magnetic field.

Using energy methods Zhang and Zuazua [174] analyze the long time behavior of type-III
thermoelasticity and receive decay results in two- and three-dimensional domains. In contrast,
Reissig and Wang [142] examine solution properties of linear type-III thermoelasticity problems
without resorting to energy methods and the well-posedness of the Cauchy problem, the
propagation of singularities as well as estimates for the decay of solutions are studied.
Puri and Jordan [130] examine the propagation of plane waves in a type-III-thermoelastic
continuum. Dispersion relation solutions are determined analytically. The influence of the
model parameters is examined using Mathematica R©’s computational tools. The harmonic
type-III thermal stress distributions for a body with a circular cylindrical hole are derived and
discussed by Allam et al. [3]. Analytical solutions for thermal shock problems are presented
by Li and Dhaliwal [96] applying the theory of type III.

Contrary to the extensive theoretical studies, only few papers concerning numerical simu-
lations applying the Green–Naghdi theory have been published. Bargmann and Steinmann
[7, 8, 10, 11, 12] aim at establishing a consistent and fundamental numerical implementation
of the non-classical heat conduction and linear thermostatics. The discretization process is
based on Galerkin finite elements in space as well as in time. The applicability of the Green–
Naghdi approach for modeling second sound is shown.
Thermoelasticity in a layer, applying the theory of type II and III, is treated by Bagri et al.
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[6] and Taheri et al. [159]. In order to obtain the temperature, displacement and stress fields,
the governing equations are Laplace transformed. In the transformed space the solutions are
derived analytically and a numerical inversion of the Laplace transform method is applied sub-
sequently.
Thermoelastic interactions are studied by Misra [110], Mukhopadhyay [115] as well as Chan-
drasekharaiah and Srinath [27]. Misra examines an elastic half-space applying the thermal
theory of type III. Mukhopadhyay investigates the behavior of a type-II-thermoelastic body
with a spherical cavity, whereas Chandrasekharaiah and Srinath devote themselves to cylindri-
cal cavities.

The search for an all-embracing non-classical theory of thermoelasticity is not yet finished.
Only a detailed investigation of the most promising approaches can judge the significance.
Due to the above mentioned properties and aspects the Green–Naghdi theory possesses, it is
the most promising approach, in the author’s conviction, and thus it is preferred for the basis
of the mathematical model in this thesis.
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3. Continuum mechanics

This Chapter focuses on the framework of modeling thermoelasticity in solids. The underlying
kinematics are introduced for the general nonlinear case and form the basis for the mechanical
balance equations. Finally, the fundamental ideas of material modeling are introduced, i.e. the
principles of constitutive theory of materials.

3.1. Kinematics

3.1.1. Spatial motion problem

A body B is considered to be a collection of physical particles. Let X denote the fixed position
of a particular particle in the undeformed and stress-free configuration B0, the region the body
B occupies at the initial time t0. X and B0 are called the particle’s material position and the
material configuration, respectively. Then the deformation of this configuration is described
by the time-dependent vector field of the nonlinear spatial deformation map

ϕ : B0 × R+ → Bt with ϕ (X, t) := x, (3.1.1)

where x denotes the spatial position of the particle X in the deformed (spatial) configuration
Bt at time t. This is also referred to as the Lagrangian viewpoint.The vector field ϕ is assumed
to be unique, continuously differentiable and to have a continuous inverse. Mathematically
speaking, ϕ is required to be a diffeomorphism. The motion of a body is characterized by the
displacement u, a time-dependent vector field,

u : B0 × R+ → R
n with u (X, t) := ϕ (X, t) − X. (3.1.2)

Furthermore, n denotes the spatial dimension of the body and typically n ∈ {1, 2, 3}.
The deformation gradient F of the spatial deformation map, i.e. the linear tangent map from
the material tangent space T B0 to the spatial tangent space T Bt, is defined by

F : T B0 → T Bt with F := ∇Xϕ (X, t) , i.e. FiA =
∂ϕi

∂XA
. (3.1.3)

The small index i and the capital index A indicate the spatial and the material configuration,
respectively. Thus, F is a second order two-field tensor and (in general) non-symmetric. In
continuum mechanics, F is the most important measure of deformation and basis for strain
measures. One strain measure used throughout this thesis is the right Cauchy–Green strain
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B0 Bt

X x

ϕ

F

Figure 3.1.: Spatial motion problem: Kinematics

tensor. It is defined by C := F t · F , with CAB = FAiFiB, where (FiA)t = FAi denotes
transposition. C is symmetric and positive definite.

The Jacobian J of the deformation gradient F is given by

J := det F > 0, (3.1.4)

where the claim of a positive Jacobian J prevents the body from self-penetration. Moreover,
the spatial velocity v is introduced as the material time derivative of the spatial motion map

v := Dtϕ (X, t) = ∂tϕ|X fixed = ẋ. (3.1.5)

A particle’s velocity is the time rate of change of the particle’s position.

The thermal state in the current configuration Bt is defined by the empirical temperature T
and the thermal displacement α which is first introduced by Green and Naghdi [51]1

T : B0 × R+ → R with T := T (X, t) ,

α : B0 × R+ → R with α := α (X , t) =

∫ t

t0

T (X, τ) dτ + α0. (3.1.6)

Here, α0 denotes the initial value of α at the reference time t0. α is assumed to be at least
twice continuously differentiable in X and t and, obviously,

α̇ = T (3.1.7)

holds. The empirical temperature is a parameter ∈ R which is based on the observed behavior
of some arbitrary material. Thus, as opposed to the later introduced terminology of the
absolute temperature, the value assigned to the empirical temperature is dependent of the
characteristics of the chosen comparative material.

1The definition of the thermal displacement α is motivated by the definition of the empirical temperature
T in statistical and molecular dynamics [51]. There, T is regarded as a macroscopic measure for a
mean kinetic energy or a mean velocity of the atoms. Thus, Green and Naghdi define a thermal
variable which is related to the temperature in the same way the mechanical displacement u is related
to the mechanical velocity v and can consequently be regarded as the macroscopic measure of a mean
displacement magnitude on the microscale: the thermal displacement α.
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3.1.2. Material motion problem

The material deformation map Φ, within which physical particles are followed through the
material at fixed spatial coordinates x, is given by

Φ : Bt → B0 with Φ (x, t) := X (3.1.8)

which is also referred to as the Eulerian viewpoint [90, 153]. Both motion problems are related
via the identity maps in B0 and Bt:

idB0 = Φ ◦ ϕ (X, t) , idBt = ϕ ◦ Φ (x, t) . (3.1.9)

In complete analogy to the spatial motion case, the deformation gradient of the material
motion map f and its Jacobian j are defined by

f : T Bt → T B0 with f := ∇xΦ (x, t) and j := det f > 0 (3.1.10)

and, consequently, are related to the spatial quantities via inversion:

F−1 = f , J−1 = j. (3.1.11)

B0 Bt

X x

Φ

f

Figure 3.2.: Material motion problem: Kinematics

Furthermore, the material analogues of the thermal displacement and the empirical tempera-
ture, i.e. ᾱ and T̄ , are related to their spatial counterparts via

α = ᾱ ◦ ϕ, ᾱ = α ◦ Φ,

T = T̄ ◦ ϕ, T̄ = T ◦ Φ. (3.1.12)

The spatial and the material time derivative, i.e. Dt and dt{•} = ∂t{•}|x fixed, of a scalar- or
vector-valued function {•} are related by

Dt{•} = dt{•} + ∇x{•} · v, dt{•} = Dt{•} + ∇X{•} · V . (3.1.13)

This relationship is also know as the Euler theorem [90]. The material velocity V is calculated
via

V := dtΦ (x, t) = ∂tΦ|x fixed. (3.1.14)
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Following the way of Steinmann [153, 154] and Kuhl et al. [89, 90], the terminology of
description, parametrization and reference is introduced:
A tensor-valued quantity in spatial (material) description is an element of the tangent or
cotangent space of Bt (B0). If a tensor-valued quantity is in two-point description, it has basic
vectors in both, a tangent or cotangent space of Bt and B0.
The spatial parametrization of a quantity {•} is given, if {•} is formulated in terms of the
spatial coordinates x as {•}(x, t). Analogously, the material parametrization is formulated in
terms of the material coordinates X as {•}(X, t).
Furthermore, the spatial reference {•}t of a volume specific quantity {•} relating the quantity
to the spatial domain Bt is introduced, while the material reference is denoted by {•}0.

3.2. Mechanical balance equations

Thermodynamics is concerned with the determination of the object of interest’s mechanical
and thermal quantities. The unknown fields, such as e.g. the material’s density ρ, the velocity
v or the temperature T , are usually described by differential equations. These so-called balance
equations form a system of equations characterizing the cause of motion of any body and are
independent of the material properties. A balance equation is called conservation law if it has
vanishing sources.

A general integral balance equation for a closed system (for definition see Appendix A.2) in
the spatial motion problem describes the evolution of a physical quantity Γ in a body B0. The
physical properties of B0 are defined by densities per unit mass of the physical variable. These
densities are assumed to be additive, i.e. their values are determined by integration over the
volume of its values over the infinitesimal volume elements. It reads

Dt

∫
B0

Γ dV = −
∫

∂B0

φb dA +

∫
B0

ς dV +

∫
B0

γ dV, (3.2.1)

where ς denotes the corresponding source density, γ the production in the body. The non-
convective flux density vector φb through the surface ∂B0 into B0 is usually assumed to depend
on the position x, the outward unit normal vector n (being normal to the surface element dA)
and the time t: φb = φb(x, t, n). This relation is also known as the Cauchy postulate and
leads to the Cauchy fundamental theorem which states that if the Cauchy postulate holds,
then there exists a unique tensor φ such that

φb(x, t, n) = φ(x, t) · n. (3.2.2)

In other words, the dependence on the outward unit normal n of the flux density vector φb is
linear. The proof of this theorem can be found in [55], for example.
Thus, Eq. (3.2.1) can be written in the following form:

Dt

∫
B0

Γ dV = −
∫

∂B0

φ · n dA +

∫
B0

ς dV +

∫
B0

γ dV. (3.2.3)
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The integral form has to hold for all volume elements B0, even for infinitesimal small ones.
Moreover, the assumption of sufficient smoothness of the flux density vector enables the
application of the divergence theorem (A.5.2) relating a surface integral to a volume integral.
Consequently, one obtains the local form

DtΓ = −divφ + ς + γ. (3.2.4)

Thermoelasticity according to the Green–Naghdi approach [8, 51] is based on the balance of
entropy and the conservation laws for mass, linear momentum, angular momentum and total
energy, being introduced in the following for the spatial as well as for the material motion
problem. A detailed description of classical thermoelasticity with many varying formulations
in both settings can be found in [153] underlining the duality between the spatial and the
material motion problem and containing a large number of relations between them.
A complete and clearly arranged list of the balance equations for open systems with respect
to both motion problems, both references and both parameterizations can be found in [90].
The restriction to closed systems can easily be derived. The following section focuses on those
playing a role in this work’s further considerations and those providing the transition from one
to the other.

3.2.1. Spatial motion problem

The balance of mass states that if there exist no mass sources within the body and no mass
exchange through the surface occurs, i.e. mass is neither produced nor supplied, then the
mass of the body is conserved. Thus, if the density ρ0 is substituted into Eq. (3.2.4) for the
balanced quantity Γ and the flux, the production and the source densities φ, γ and ς are set
equal to zero, one obtains:

Dtρ0 = 0. (3.2.5)

The spatial material’s density is related to the material one via the Jacobian J : ρ0 = Jρt.
The continuum version of Newton’s second law for particle mechanics renders the balance of
momentum expressing that the change of the total momentum ρ0v equals the sum over all
forces acting on the body, i.e. the sum of the surface forces T C and the volume forces b.
Application of Cauchy’s stress theorem (A.7) stating that T C = P ·N and of the divergence
theorem (A.5.2) leads to

Dt (ρ0v) = DivP + ρ0b

⇒ ρ0Dtv = DivP + ρ0b, (3.2.6)

as the balance of mass holds. Here, P denotes the first Piola–Kirchhoff stress tensor relating
spatial forces to material area elements. It is related to the well-known Cauchy stress tensor
σ via a push forward to the spatial configuration

P = Jσ · F−t. (3.2.7)
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3. Continuum mechanics

In continuum mechanics, relating spatial quantities via the Jacobian J and tensorial quantities
via J and subsequent multiplication of F t is referred to as Piola transform.

The spatial balance of angular momentum is only given for the sake of completeness at this
point as for a Boltzmann continuum it merely implies symmetry conditions for the stress
tensors, rather than yielding further differential equations, cf. [55]. It can be reduced to

P · F t =
[
P · F t

]t
(3.2.8)

revealing that the first Piola–Kirchhoff stress tensor P is not symmetric, but, its counterpart,
the Cauchy stress tensor σ, is symmetric:

σt = σ. (3.2.9)

The first law of thermodynamics states the conservation of total energy, in terms of balance
equations this is also referred to as the balance of energy. The balance of energy does not
provide any information about the direction of a thermodynamic process. It reduces to the
balance of internal energy in its conservative form

ρ0Dtε = −Div Q + S :
1

2
Ċ + ρ0r, (3.2.10)

see e.g. [55, 66]. The mass specific internal energy density is denoted by ε, whereas Q is
the material heat flux vector and r is the external heat supply per unit mass. The symmetric
second Piola–Kirchhoff stress tensor S is related to the first Piola–Kirchhoff stress tensor P
via

S = F−1 · P . (3.2.11)

Containing mechanical and thermal quantities, the balance of internal energy represents the
interconvertibility of heat and mechanical work. The internal energy is not conserved as it
possesses a production term, the internal mechanical energy S : 1

2
Ċ, which it exchanges with

the kinetic energy.

The second law of thermodynamics states that the internal entropy production per unit mass
ξ is non-negative implying the direction of a thermodynamical process, meaning that heat can
only flow from a warmer to a cooler region and not vice versa. ξ equals the change of the
entropy density η plus the divergence of the entropy flux h minus the external entropy supply
s. This can be represented as the balance of entropy

ρ0Dtη = −DivH + ρ0[s + ξ]. (3.2.12)

The spatial counterparts of the material heat and entropy flux vectors, i.e. the spatial heat
flux q and the spatial entropy flux h, are derived via the Piola transform Q = Jq · F−t and
H = Jh · F−t.
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3.3. Material modeling

3.2.2. Material motion problem

The counterpart of the spatial balance of mass in the material motion problem reads

dtρt = 0. (3.2.13)

The material motion problem’s balance of linear momentum is often called balance of pseu-
domomentum [102] and establishes the so-called material (or configurational) forces. It is
defined as a projection of the spatial balance of linear momentum onto the material manifold,
i.e. by a premultiplication of −jF t:

ρtDt (C · V ) = divp + ρtB. (3.2.14)

Thus, the balance of pseudomomentum is postulated analogously to (3.2.6). For information
on the relation between the material two-point stress measure of first Piola–Kirchhoff type
p and the two-point stress tensor P as well as for a more detailed definition of the material
volume force ρtB the reader is referred to the remark at the end of Section 4.2.3.

The scalar-valued material balance of internal energy with respect to a spatial reference is
obtained via the Piola transform, i.e. by multiplying Eq. (3.2.10) with the material Jacobian j

ρtDtε = −jDiv Q + jS :
1

2
Ċ + ρtr. (3.2.15)

Analogously, the material balance of entropy yields

ρtDtη = −jDivH + ρt [s + ξ] . (3.2.16)

3.3. Material modeling

The fundamental ideas of material modeling are introduced in the following. The kinematics
(cf. Section 3.1) and the balance equations (cf. Section 3.2) form a general basis for charac-
terizing the thermomechanical behavior of a continuum body. So far, no distinction between
different materials is made and therefore, they are complemented by the so-called constitutive
equations in order to describe the thermodynamic behavior of the material of interest. Math-
ematically, they are necessitated by the fact that the balance equations are under-determined
as there are more unknowns than equations.

Furthermore, the constitutive equations, which are regarded as the mathematical description
of the body’s physical behavior, have to fulfill principles of the constitutive theory of materials
in order not to contradict general physical observations. In the following, these principles are
summarized, for further details see e.g. [35, 55, 66, 99, 164]:

• Equipresence: Every constitutive equation is a priori a function of all independent vari-
ables.
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3. Continuum mechanics

• Determinism: The present state at a particle is determined by the present and the past
states (and not by any state in the future).

• Local action: The present state at a particle is determined by a small neighborhood of
that particle. Distant particles do not have any influence.

• Material frame-indifference (also: material objectivity): The response of a material is
independent of the observer. This means that a constitutive function must be invariant
with respect to frame changes.

• Material symmetry (also: material invariance): Constitutive equations are consistent
with the forms of isotropy that can exist in materials. If a material’s configuration B1

cannot be distinguished from another configuration B2 (e.g. at a later moment) due to
symmetry properties, the response of the material with respect to the first configuration
must be the same as with respect to the second configuration.

• Admissibility: The constitutive equations do not contradict the balance equations and
the second law of thermodynamics.

In thermo-hyperelasticity, the material modeling (i.e. the choice of the constitutive equations) is
based on a potential. The existence of a scalar-valued, positive, polyconvex, objective, material
specific and path independent free energy density ψ is postulated [66]. Moreover, thermo-
hyperelasticity has a conservative structure implying that ψ plays the role of a potential for
some of the constitutive equations, e.g. for the stress. ψ describes the amount of energy being
required to achieve a particular deformation. Per convention, the free energy density ψ vanishes
in the stress-free reference configuration (where F = I) at thermodynamic equilibrium for
elastic materials, i.e. it attains its global minimum at this stage. Additionally, ψ has to satisfy
that an infinite amount of strain energy is needed in case of infinite expansion or compression,
i.e.

ψ → ∞ as J → ∞,
ψ → ∞ as J → 0.

(3.3.1)
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4. Thermodynamic principles

Engineering simulations of thermodynamic processes aim at determining unknown quantities
such as velocity, stress and temperature, for example. These simulations are based on the bal-
ance equations complemented by the constitutive equations and possibly others like evolution
or constraining equations, for example. Constitutive equations have to be established obeying
the rules listed in Section 3.3. In rational thermodynamics the second law imposes restric-
tions on constitutive equations and not on a body’s processes, cf. [35, 116, 164]. Although
thermodynamic processes have to satisfy all balance equations, the entropy balance (3.2.12)
plays a special role as its exploitation reveals the restrictions on the material’s constitutive
relations. In the following, this is done with respect to the spatial balance laws. Whereas
there exists a unified opinion about the balance laws, this is not the case for the second law
of thermodynamics. Exploitations of the entropy inequality are based on distinctive mathe-
matical procedures with the help of which conditions for a given class of constitutive material
behaviors are derived in order to be compatible with the entropy inequality. Probably the
best-known principle is that of Clausius and Duhem in the framework established by Coleman
and Noll [35], which unfortunately can be inappropriate for complex theories such as gradient
theories or mixtures, for example. Green and Naghdi [51] establish a theory based on, among
others, the gradient of the history variable α and take over the Clausius–Duhem approach
nevertheless. The possible inappropriateness of the Clausius–Duhem approach in the case of
mixtures, polar continua, structured continua and coupled field gradient theories is mentioned
in the works of e.g. Hutter and Wang [69], Kirchner [87] and Svendsen [157] who suggest
exploiting the entropy principle according to Müller and Liu [97, 112] as it is the most general
approach.
Thus, in the following the thermodynamic analysis is done applying the entropy principle of
Müller and Liu. Usually, it is applied to balance laws formulated with respect to the spatial ref-
erence (cf. [87, 157, 158]). However, as this thesis considers solid bodies, it is more reasonable
to exploit Müller–Liu’s entropy principle with respect to the material description.

4.1. Entropy principle of Müller and Liu

Müller [112] suggests to regard the balances of mass, linear momentum, angular momentum
and internal energy as side conditions to the entropy balance. He multiplies the four balance
equations with Lagrange multipliers, subtracts them from the entropy balance and takes the
non-negativity of the entropy density η into account. His ideas are improved by Liu [97] who
embeds Müller’s ideas in a mathematical framework by reformulating the so-called Farka’s
Lemma (cf. Appendix A.8 and [62]).
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4. Thermodynamic principles

Müller’s theory postulates the existence of a scalar, additive and objective quantity called
entropy density η and introduces the following quantities as additional constitutive quantities:
the free energy density ψ, the second Piola–Kirchhoff stress S, the material entropy flux H ,
the material heat flux Q and the internal entropy production ξ. As opposed to the Clausius–
Duhem approach, a relationship is neither stated between the entropy flux vector H and the
heat flux vector Q nor between the entropy supply s and the heat supply r. For a long time,
the a priori assumption θH = Q (made by Clausius and Duhem), θ denoting the absolute
temperature, was used for all thermodynamic theories. In the course of time, it became
apparent that this relationship is simply wrong for some materials as shown in e.g. [87, 113].
Moreover, if theories including internal variables are considered as in [87], the use of θH = Q
must be verified as it might be inappropriate. Green and Naghdi are aware of this fact [51],
but apply the assumption nevertheless without further calculations.
In the Müller–Liu approach, the absolute temperature and the relation between the entropy
flux and the heat flux vector are derived statements for isotropic solids - as opposed to the
postulations of Coleman and Noll.

The constitutive quantities are functions of a state space S, consisting of the independent
variables, and are assumed to be smooth and at least once differentiable in B0 with respect to
all elements of S. Following the way of Green and Naghdi [51], three state spaces Si=I, II, III

are specified

SI := {α̇,∇Xα̇, C},
SII := {α, α̇,∇Xα, C},
SIII := {α, α̇,∇Xα,∇Xα̇, C}.

Note that compared to Green and Naghdi the material (instead of the spatial) temperature
gradient is taken. This choice makes Green and Naghdi’s theory more consistent since now
only material gradients appear in the state spaces. Furthermore, C rather than F is included
into the state spaces because the principle of material frame indifference (cf. Section 3.3) has
to be obeyed. The three different state spaces give rise to three varying theories, labeled type
I, II and III.

Due to the principle of equipresence the independent variables a priori appear in each of
the constitutive relationships, but these dependences are restricted by the entropy principle.
All solutions of the balances of mass (3.2.5), linear momentum (3.2.6), angular momentum
(3.2.9) and internal energy (3.2.10) have to satisfy the second law of thermodynamics. One
possibility of ensuring this is suggested by Liu [97] who multiplies these balances with Lagrange
multipliers and subtracts them from the entropy balance (3.2.12), see also Section (A.8). Thus,
the exploitation of the thermodynamic problem is treated as an algebraic one1. Consequently,

1The aim of this thesis is to develop a theory modeling existing physical processes. Therefore it is rea-
sonable to assume that the problem at hand, i.e. the balance equations combined with the constitutive
equations, is well-posed. This implies that for finite time t ∈ [t0, te] and for appropriate initial and
boundary conditions there exist unique solutions. Inequality (4.1.1) is not an algebraic equation, but
a finite system of partial differential equations (PDEs). Furthermore, it changes its class depending
on the constitutive equations’ nature and can be elliptic, parabolic or hyperbolic. PDEs do not always
possess solutions in Rn. Therefore, the turning of the thermodynamic problem into an algebraic one
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4.1. Entropy principle of Müller and Liu

one obtains

ρ0ξ = ρ0η̇ + DivH − ρ0s

−λm · [ρ0v̇ − DivP − ρ0b]

−λe

[
ρ0ε̇ + Div Q − S :

1

2
Ċ − ρ0r

]
−λρρ̇0

≥ 0. (4.1.1)

Mathematically speaking, the four mentioned balance equations are considered as constraints2

by using the vector-valued Lagrange multiplier λm as well as the scalar-valued λe and λρ.
Lemma (A.8) states that at least one of the Lagrange multipliers does not vanish. In general,
all multipliers depend on Si as well as on v, b, r and s [97]. Hence, the additionally introduced
unknowns λm, λe and λρ add an inconvenient complexity to the elaboration because they are
functionals and not constants. Note that no relationship is stated between the entropy flux
H and the heat flux Q.
Moreover, contrary to Coleman and Noll and thus to Green and Naghdi, no a priori known
relationship between the entropy supply s and the heat supply r is assumed. Instead, a
postulate from Müller [112], stating that the entropy supply s is caused by the momentum
source b and the heat supply r,

s = λm · b + λer, (4.1.2)

is assumed to hold in order to facilitate the evaluation of (4.1.1). Note that Eq. (4.1.2) is
weaker than any other supposition commonly used in thermodynamic theories and is motivated
by the assumption that the material’s constitutive behavior does not depend on external
sources.

4.1.1. Thermodynamical analysis of Green–Naghdi type I

The analysis starts with carrying out the differentiations in Eq. (4.1.1) with respect to the state
space SI = {α̇,∇Xα̇, C} and applying the chain rule of differentiation. Then the terms are
sorted into those depending on state space variables and those depending on higher gradients

and the existence of a solution has to be justified. For certain (but not for all) PDEs this can be
done by using the Theorem of Cauchy–Kowalevski (also Cauchy–Kovalevskaya), cf. [68, 87]. From
the physical point of view, one can argue that if such a solution does not exist, no thermodynamical
process fulfills the second law and thus the entropy balance would be an empty statement.

2The balance of angular momentum needs not to be included due to the assumption of a Boltzmann
continuum.
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4. Thermodynamic principles

which leads to

ρ0ξ = ρ0

[
∂η

∂α̇
α̈ +

∂η

∂∇Xα̇
· ∇Xα̈ +

∂η

∂C
: Ċ

]

+

[
∂H

∂α̇
· ∇Xα̇ +

∂H

∂∇Xα̇
: ∇X(∇Xα̇) +

∂H

∂C

...∇XC

]

−ρ0λ
m · v̇ + λm ·

[
∂P

∂α̇
· ∇Xα̇ +

∂P

∂∇Xα̇
: ∇X(∇Xα̇) +

∂P

∂C

...∇XC

]

−ρ0λ
e

[
∂ε

∂α̇
α̈ +

∂ε

∂∇Xα̇
· ∇Xα̈ +

∂ε

∂C
: Ċ

]

−λe

[
∂Q

∂α̇
· ∇Xα̇ +

∂Q

∂∇Xα̇
: ∇X(∇Xα̇) +

∂Q

∂C

...∇XC

]

+λeS :
1

2
Ċ

= ρ0

[
∂η

∂α̇
− λe ∂ε

∂α̇

]
α̈ +

[
∂H

∂α̇
+ λm · ∂P

∂α̇
− λe ∂Q

∂α̇

]
· ∇Xα̇

+ρ0

[
∂η

∂∇Xα̇
− λe ∂ε

∂∇Xα̇

]
· ∇Xα̈ +

[
∂H

∂∇Xα̇
+ λm · ∂P

∂∇Xα̇
− λe ∂Q

∂∇Xα̇

]
: ∇X(∇Xα̇)

+

[
∂H

∂C
+λm · ∂P

∂C
− λe ∂Q

∂C

]
...∇XC +

[
ρ0

∂η

∂C
− λeρ0

∂ε

∂C
+ λe 1

2
S

]
: Ċ

≥ 0. (4.1.3)

Thereby
... denotes a triple contraction (cf. Appendix A.1). The term λρρ̇0 vanishes due to the

mass balance (3.2.5). This inequality holds for all thermodynamic processes and thus for all
higher derivatives of the variables of the state space, i.e. for all values of α̈, ∇Xα̈, ∇X(∇Xα̇),
∇XC, Ċ and v̇. Additionally, inequality (4.1.3) is linear in this list of higher derivatives and,
consequently, their preceding coefficients have to vanish, as otherwise the inequality could be
violated. This demand leads to the so-called Liu-equations (the terminology is adopted from
Muschik and Ehrentraut [116]):

1. λm = 0,

2.
∂η

∂α̇
− λe ∂ε

∂α̇
= 0,

3.
∂η

∂∇Xα̇
− λe ∂ε

∂∇Xα̇
= 0,
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4.1. Entropy principle of Müller and Liu

4. ρ0

[
∂η

∂C
− λe ∂ε

∂C

]
+ λe 1

2
S = 0,

5. sym

(
∂H

∂∇Xα̇
− λe ∂Q

∂∇Xα̇

)
= 0,

6. sym(ij)

(
∂H

∂C
− λe ∂Q

∂C

)
= 0. (4.1.4)

Here, sym(ij) refers to symmetry with respect to the first two indices of the third order tensor(
∂H
∂C

− λe ∂Q
∂C

)
ijk

. Hence, equation (4.1.3) reduces to the residual inequality

ρ0ξ =

[
∂H

∂α̇
− λe ∂Q

∂α̇

]
· ∇Xα̇ ≥ 0. (4.1.5)

Due to the symmetry of the right Cauchy–Green tensor C, ∇XC is symmetric with respect to
the last two indices. Therefore, Liu Eq. (4.1.4)6 implies that the part of ∂H/∂C−λe∂Q/∂C
which is symmetric with respect to the first two indices vanishes. Due to the symmetry of C,
the skew-symmetric part with respect to those two indices equals zero, thus

∂H

∂C
− λe ∂Q

∂C
= 0. (4.1.6)

Further information in order to constrain the Lagrange multiplier λe and thus to state the
relation between the entropy flux H and the heat flux Q is received by examining another
principle of material modeling: the principle of material symmetry (cf. Section 3.3). This
states that the constitutive equations have to be consistent with the forms of isotropy that
exist in materials. Mathematically speaking, symmetry-group properties are explored.
As stated in Section 3.3, the constitutive equations have to obey material invariance properties.
Mathematically speaking, material symmetries are described by the set of orthogonal trans-
formations SO(3). SO(3) is called the material’s symmetry group and Q ·Qt = Qt ·Q = I
as well as det Q = 1 holds for all Q ∈ SO(3). Thus, a vector-valued quantity j has to fulfill
j(a) = j(Q · a) for all a ∈ SI and for all Q ∈ SO(3).
Multiplying a vector-valued quantity j by a rotation Q(τ) ∈ SO(3), where τ ∈ R≥0 can be
interpreted as an observer time, leads to

Q(τ) · j(SI) = j(α̇(X, t), Q(τ) · ∇Xα̇(X, t), Q(τ) · C(X, t) · Qt(τ))

∀Q(τ) ∈ SO(3). (4.1.7)

Differentiating (4.1.7) with respect to τ (denoted by ′) yields

Q′ · j =
∂j

∂(Q · ∇Xα̇)
· (Q · ∇Xα̇)′ +

∂j

∂(Q · C · Qt)
: (Q · C · Qt)′ (4.1.8)

=
∂j

∂(Q · ∇Xα̇)
· Q′ ·∇Xα̇+

∂j

∂(Q·C ·Qt)
:
[Q′ ·C ·Qt

]
+

∂j

∂(Q·C ·Qt)
:
[Q·C ·Qt′] .
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4. Thermodynamic principles

Furthermore, Q′ can be replaced by Q′ = S · Q due to the orthogonality of Q where S
denotes the skew-symmetric matrix defined by S = Q′ · Qt. Thus, one obtains

S · Q · j =
∂j

∂(Q · ∇Xα̇)
· S · Q · ∇Xα̇ +

∂j

∂(Q · C · Qt)
:
[S · Q · C · Qt

]
+

∂j

∂(Q · C · Qt)
:
[Q · C · Qt · St

]
(4.1.9)

which holds for all Q and for all vector-valued quantities j. Thus, if one chooses Q = I and
successively j = H and j = Q, the consideration of material symmetry of the expression3

H − λeQ leads to

S · H − λeS · Q =

[
∂H

∂∇Xα̇
− λe ∂Q

∂∇Xα̇

]
︸ ︷︷ ︸

=:P∇X α̇

·S · ∇Xα̇ +

[
∂H

∂C
− λe ∂Q

∂C

]
︸ ︷︷ ︸

=0 due to (4.1.6)

: S · C

−
[
∂H

∂C
− λe ∂Q

∂C

]
︸ ︷︷ ︸

=0 due to (4.1.6)

: C · S

= P∇X α̇ · S · ∇Xα̇ (4.1.10)

due to the skew-symmetry of S.

Moreover, the skew-symmetric tensor S can be uniquely expressed in terms of an axial vector
ω, see (A.4). Consequently, Eq. (4.1.10) can be rewritten in the following way

ω × H − λeω × Q = P∇X α̇ · [ω ×∇Xα̇] (4.1.11)

which holds for all ω as Eq. (4.1.10) holds for all S. First choosing ω = ex, then ω = ey and
ω = ez (ex, ey, ez being the Cartesian basis vectors) and finally comparing the coefficients
of both sides in Eq. (4.1.11) leads to⎛

⎝ 0 P∇X α̇13 P∇X α̇21

P∇X α̇32 0 P∇X α̇21

P∇X α̇32 P∇X α̇13 0

⎞
⎠

︸ ︷︷ ︸
=:A1

·

⎛
⎝ ∇Xα̇1

∇Xα̇2

∇Xα̇3

⎞
⎠ =

⎛
⎝ 0

0
0

⎞
⎠ . (4.1.12)

Thereby, the subscripts 13, 21 and 32 denote the indices of the corresponding tensor P∇X α̇.
Eq. (4.1.12) has to hold for every ∇Xα̇, also for those in which each component is non-zero.
Thus, A1 = 0 - a result which is not trivial because A1 might depend on ∇Xα̇ and needs to
be proven as done in a similar case in [87, 158]. Turning back to Eq. (4.1.10) this implies

S · H − λeS · Q = 0. (4.1.13)

3The expression H − λeQ is often referred to as the extra entropy flux, cf. e.g. [69, 87, 90, 157, 158].

26



4.1. Entropy principle of Müller and Liu

As a consequence, H − λeQ = 0 due to S 
= 0. Thus, the entropy flux H is proportional to
the heat flux Q - remember that this was not assumed in advance! In order to determine the
factor of proportionality λe, the differential of the entropy flux vector is related to that of the
heat flux vector which yields

dH =
∂H

∂α̇
dα̇ +

∂H

∂∇Xα̇
· d∇Xα̇ +

∂H

∂C
: dC

=
∂H

∂α̇
dα̇ + λe ∂Q

∂∇Xα̇
· d∇Xα̇ + λe ∂Q

∂C
: dC

= λe dQ +

[
∂H

∂α̇
− λe∂Q

∂α̇

]
dα̇

=: λe dQ + R, (4.1.14)

where the second transformation is due to Liu equations (4.1.4)5, (4.1.4)6 and Eq. (4.1.13).
The one-form R from Eq. (4.1.14) (see Appendix A.2 for definition) can apparently also be
written as

R = dH − λe dQ

= dH − λe dQ − [ dλe] Q + [ dλe]Q

= d [H − λeQ] + [ dλe]Q

= [ dλe] Q. (4.1.15)

Recall that

R =

[
∂H

∂α̇
− λe ∂Q

∂α̇

]
dα̇. (4.1.16)

Comparing the coefficients of (4.1.15) and (4.1.16) leads to the fundamental result

λe = λ̄e(α̇), (4.1.17)

stating that the Lagrange multiplier λe depends only on the empirical temperature T = α̇.
Thus, the entropy flux vector H and the heat flux vector Q are related via the empirical
temperature only. Moreover, the differential of the entropy is related to that of the internal
energy which yields the so-called Gibbs relation

dη =
∂η

∂α̇
dα̇ +

∂η

∂∇Xα̇
· d∇Xα̇ +

∂η

∂C
: dC

= λe ∂ε

∂α̇
dα̇ + λe ∂ε

∂∇Xα̇
· d∇Xα̇ + λe ∂ε

∂C
: dC − λe 1

2ρ0
S

= λe dε − λe 1

2ρ0

S, (4.1.18)

where the Liu equations (4.1.4)2, (4.1.4)3 and (4.1.4)4 are inserted.

Further restrictions on λe are obtained by applying a so-called ideal–wall argument which is
introduced by Müller [112]. It is based on the following postulate: There exists a material
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singular surface (cf. Appendix A.2 for a definition), called ideal wall, between a thermoelastic
continuum of Green–Naghdi type (denoted by +) and another continuum (that will later be
specified as an ideal gas and is denoted by - ) across which the empirical temperature is
continuous, i.e. the jump vanishes (cf. Appendix A.2 for a definition).
The continuity of the heat flux vector on the ideal wall in direction N s is postulated (cf. also
A.3), where N s is the unit normal vector on the material’s wall pointing into the volume
occupied by the Green–Naghdi continuum,

[[Q · N s]] = 0. (4.1.19)

Here, [[Q·N s]] = 0 denotes the vanishing of the jump of Q·N s (cf. Appendix A.2). Moreover,
the jump of entropy flux in normal direction is postulated to vanish and H = λeQ and Q 
= 0
hold, one obtains

[[H · N s]] = [[λeQ · N s]] = [[λe]]Q · N s = 0 (4.1.20)

at the ideal wall, implying

[[λe(α̇)]] = 0 =⇒ λe-(α̇) = λe+(α̇) . (4.1.21)

Müller [114] shows that if the Gibbs relation (4.1.18) holds as in this case, one can identify
λe as the coldness function Θ = 1/θ (cf. e.g. [112]). Furthermore, λe is determined to be
a universal function meaning that it is independent of material and its inverse value is the
absolute temperature θ [112]

1

λe(α̇)
= θ ⇔ λe(α̇) =

1

θ
. (4.1.22)

Thus,

θH = Q (4.1.23)

holds for type I, i.e. the heat flux vector Q and the entropy flux vector H are collinear. The
absolute temperature θ is the absolute measure of temperature (as opposed to the empirical
temperature T , cf. Definition 3.1.6). It is an absolute scale since its zero point, absolute
zero, is the lowest possible temperature, i.e. θ ∈ R≥0.4 Whereas the approach of Clausius
and Duhem postulates the existence of the absolute temperature, this is a derived result in
the theory of Müller and Liu. Furthermore, this implies that the classical relationship θs = r
is also a derived statement by applying the Müller–Liu approach (as opposed to an a priori
assumption in the Clausius–Duhem theory).

4.1.2. Thermodynamical analysis of Green–Naghdi type II

Analogously to type I, the differentiations in (4.1.1) are carried out with respect to the corre-
sponding state space, i.e. SII = {α, α̇,∇Xα, C}. Application of the chain rule yields

4In an ideal gas, statistical mechanics tells us that kBθ ∝ v2, where kB is the Boltzmann constant.
Since v2 ≥ 0, the absolute temperature has to be non-negative.

28
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ρ0ξ = ρ0

[
∂η

∂α
− λe ∂ε

∂α

]
α̇ + ρ0

[
∂η

∂α̇
− λe ∂ε

∂α̇

]
α̈ +

[
∂H

∂α
+ λm · ∂P

∂α
− λe∂Q

∂α

]
· ∇Xα

+

[
∂H

∂α̇
+ λm · ∂P

∂α̇
− λe∂Q

∂α̇
+ ρ0

∂η

∂∇Xα
− ρ0λ

e ∂ε

∂∇Xα

]
· ∇Xα̇

+

[
∂H

∂∇Xα
+ λm · ∂P

∂∇Xα
− λe ∂Q

∂∇Xα

]
: ∇X(∇Xα) − ρ0λ

m · v̇

+

[
∂H

∂C
+ λm · ∂P

∂C
− λe ∂Q

∂C

]
...∇XC +

[
ρ0

∂η

∂C
− λeρ0

∂ε

∂C
+ λe1

2
S

]
: Ċ

≥ 0.

(4.1.24)

Again, the inequality has to hold for all thermodynamic processes and thus coefficients which
precede the higher gradients, i.e. in case of type II: α̈, ∇Xα̇, ∇X(∇Xα), ∇XC, Ċ and v̇, have
to vanish. The Liu-equations for type II read:

1. λm = 0,

2.
∂η

∂α̇
− λe ∂ε

∂α̇
= 0,

3. ρ0

[
∂η

∂C
− λe ∂ε

∂C

]
+ λe1

2
S = 0,

4. sym

(
∂H

∂∇Xα
− λe ∂Q

∂∇Xα

)
= 0,

5. sym(ij)

(
∂H

∂C
− λe ∂Q

∂C

)
= 0,

6.
∂H

∂α̇
− λe ∂Q

∂α̇
+ ρ0

∂η

∂∇Xα
− ρ0λ

e ∂ε

∂∇Xα
= 0. (4.1.25)

Analogously to type I, symmetry-group properties are considered by multiplying a vector-valued
quantity j by a rotation Q(τ) ∈ SO(3). Due to isotropy one obtains

Q(τ) · j(SII) = j(α(X, t), α̇(X, t), Q(τ) · ∇Xα(X, t), Q(τ) · C(X, t) · QT (τ))

∀Q(τ) ∈ SO(3), (4.1.26)

and differentiating (4.1.26) with respect to τ yields

S · Q · j =
∂j

∂(Q · ∇Xα)
· S · Q · ∇Xα +

∂j

∂(Q · C · Qt)
:
[S · Q · C · Qt

]
+

∂j

∂(Q · C · Qt)
:
[Q · C · Qt · S t

]
(4.1.27)
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where S again denotes the skew-symmetric matrix defined by S = Q′ · Qt. This is valid for
all Q ∈ SO(3) and for all vector-valued quantities j. Analogously to type I, Q = I and
successively j = H and j = Q are chosen , revealing that

S · H − λeS · Q =

[
∂H

∂∇Xα
− λe ∂Q

∂∇Xα

]
︸ ︷︷ ︸

=:P∇X α

·S · ∇Xα +

[
∂H

∂C
− λe ∂Q

∂C

]
︸ ︷︷ ︸
=0 due to (4.1.25)5

: S · C

−
[
∂H

∂C
− λe ∂Q

∂C

]
︸ ︷︷ ︸
=0 due to (4.1.25)5

: C · S

= P∇X α · S · ∇Xα. (4.1.28)

Once more, Liu Eq. (4.1.25)5 requires the symmetric part of ∂H
∂C

− λe ∂Q
∂C

to vanish and the
symmetry of C forces the skew-symmetric part to also do so.

As mentioned above, the skew-symmetric tensor S can be uniquely expressed in terms of an
axial vector ω, see (A.4). Consequently, we can rewrite Eq. (4.1.28) in the following way

ω × H − λeω × Q = P∇X α · [ω ×∇Xα] (4.1.29)

which holds for all ω. By first choosing ω = ex, then ω = ey and ω = ez and comparing the
coefficients of both sides in Eq. (4.1.29), one finally obtains⎛

⎝ 0 P∇X α13 P∇X α21

P∇X α32 0 P∇X α21

P∇X α32 P∇X α13 0

⎞
⎠

︸ ︷︷ ︸
=:A2

·

⎛
⎝ ∇Xα1

∇Xα2

∇Xα3

⎞
⎠ =

⎛
⎝ 0

0
0

⎞
⎠ . (4.1.30)

As Eq. (4.1.30) holds for every ∇Xα, A2 = 0 is implied. Thus, Eq. (4.1.28) turns to

S · H − λeS · Q = 0. (4.1.31)

As apparently S 
= 0, H − λeQ has to vanish. Thus the entropy flux H is proportional to
the heat flux Q with the factor of proportionality λe. Following the line of argumentation of
type I, the differential of the entropy flux H is equivalent to

dH =
∂H

∂α
dα +

∂H

∂α̇
dα̇ +

∂H

∂∇Xα
· d∇Xα +

∂H

∂C
: dC

=
∂H

∂α
dα +

∂H

∂α̇
dα̇ + λe ∂Q

∂∇Xα
· d∇Xα + λe ∂Q

∂C
: dC

= λe dQ +

[
∂H

∂α
− λe∂Q

∂α

]
dα +

[
∂H

∂α̇
− λe∂Q

∂α̇

]
dα̇

=: λe dQ + R, (4.1.32)
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4.1. Entropy principle of Müller and Liu

inserting Liu equations (4.1.25)5, (4.1.25)6 and Eq. (4.1.31). The one-form R is also equiva-
lent to

R = dH − λe dQ

= dH − λe dQ − [ dλe] Q + [ dλe]Q

= d [H − λeQ] + [ dλe]Q

= [ dλe] Q. (4.1.33)

Thus, in case of type II one obtains

λe = λ̄e(α, α̇) (4.1.34)

which follows from the comparison of the coefficients of Eq. (4.1.32) and Eq. (4.1.33). At this
point, the Lagrange multiplier λe does not only depend on the empirical temperature T = α̇
but also on the thermal displacement α.

The generalized Gibbs relation of type II read

dη =
∂η

∂α
dα +

∂η

∂α̇
dα̇ +

∂η

∂∇Xα
· d∇Xα +

∂η

∂C
: dC

=
∂η

∂α
dα + λe ∂ε

∂α̇
dα̇ +

∂η

∂∇Xα
· d∇Xα + λe ∂ε

∂C
: dC − λe 1

2ρ0

S

= λe dε+

[
∂η

∂α
−λe ∂ε

∂α

]
dα+

[
∂η

∂∇Xα
− λe ∂ε

∂∇Xα

]
· d∇Xα −λe 1

2ρ0

S, (4.1.35)

where Liu equations (4.1.25)2 and (4.1.25)3 are inserted5.

Analogously to type I, the ideal-wall argument leads to

[[λe(α, α̇)]] = 0 =⇒ λe-(α, α̇) = λe+(α, α̇) . (4.1.36)

Once more, the material on the positive side is a Green–Naghdi continuum while it is an ideal
gas on the negative side. This implies

λe+(α, T = α̇) = λe-(α, T ) = λe-(T ) ⇒ λe+ = λe+(T ) , (4.1.37)

because λe = λe(T ) for an ideal gas [112]. Hence, also the proportionality factor of type
II λe is only a function of the empirical temperature T and the generalized Gibbs relation
(4.1.35) holds. As a consequence, λe can be identified as the coldness function [112] which is
independent of the material

λe(α̇) =
1

θ
. (4.1.38)

Consequently, θH = Q and θs = r also hold for a Green–Naghdi continuum of type II and θ
is the absolute temperature [112].

5 dη is an exact differential implying that the entropy density η is path-independent - a necessary
condition in order not to contradict the basic assumptions of thermodynamics. The fact that dH
and dη are exact differentials is not a priori clear (as it is not clear whether dα and d∇Xα are exact
differentials) and has to be proven which can be done by straightforward, but long winded calculation,
cf. e.g. [87].
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4. Thermodynamic principles

4.1.3. Thermodynamical analysis of Green–Naghdi type III

Parts of this section are published by Bargmann and Steinmann in [9].
The same strategy as in the previous cases is applied to type III, meaning that the differenti-
ations in (4.1.1) are carried out with respect to the state space SIII = {α, α̇,∇Xα,∇Xα̇, C}

ρ0ξ = ρ0

[
∂η

∂α
− λe ∂ε

∂α

]
α̇ + ρ0

[
∂η

∂α̇
− λe ∂ε

∂α̇

]
α̈ +

[
∂H

∂α
+ λm · ∂P

∂α
− λe ∂Q

∂α

]
· ∇Xα

+

[
∂H

∂α̇
+ λm · ∂P

∂α̇
− λe ∂Q

∂α̇
+ ρ0

∂η

∂∇Xα
− ρ0λ

e ∂ε

∂∇Xα

]
· ∇Xα̇

+ρ0

[
∂η

∂∇Xα̇
− λe ∂ε

∂∇Xα̇

]
· ∇Xα̈ +

[
∂H

∂∇Xα
+ λm · ∂P

∂∇Xα
− λe ∂Q

∂∇Xα

]
: ∇X(∇Xα)

+

[
∂H

∂∇Xα̇
+ λm · ∂P

∂∇Xα̇
− λe ∂Q

∂∇Xα̇

]
: ∇X(∇Xα̇)

+

[
∂H

∂C
+ λm · ∂P

∂C
− λe ∂Q

∂C

]
...∇XC +

[
ρ0

∂η

∂C
− λeρ0

∂ε

∂C
+ λe 1

2
S

]
: Ċ

−ρ0λ
m · v̇

≥ 0. (4.1.39)

Inequality (4.1.39) has to hold for all values of α̈, ∇Xα̈, ∇X(∇Xα), ∇X(∇Xα̇) , ∇XC, Ċ and
v̇, giving rise to the Liu-equations for type III:

1. λm = 0,

2.
∂η

∂α̇
− λe ∂ε

∂α̇
= 0,

3.
∂η

∂∇Xα̇
− λe ∂ε

∂∇Xα̇
= 0,

4. ρ0

[
∂η

∂C
− λe ∂ε

∂C

]
+ λe1

2
S = 0,

5. sym

(
∂H

∂∇Xα
− λe ∂Q

∂∇Xα

)
= 0,

6. sym

(
∂H

∂∇Xα̇
− λe ∂Q

∂∇Xα̇

)
= 0,

7. sym(ij)

(
∂H

∂C
− λe ∂Q

∂C

)
= 0. (4.1.40)

Subsequently, symmetry-group properties are exploited. Following the line of argumentation
as in the previous cases I and II, one obtains

S · H − λeS · Q = P∇X α · S · ∇Xα + P∇X α̇ · S · ∇Xα̇. (4.1.41)
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4.1. Entropy principle of Müller and Liu

Expressing the skew-symmetric tensor S in terms of its axial vector ω leads to

ω × H − λeω × Q = P∇X α · [ω ×∇Xα] + P∇X α̇ · [ω ×∇Xα̇] ∀ω (4.1.42)

implying⎛
⎝0 P∇X α13 P∇X α21

P∇X α32 0 P∇X α21

P∇X α32 P∇X α13 0

⎞
⎠ ·

⎛
⎝∇Xα1

∇Xα2

∇Xα3

⎞
⎠+

⎛
⎝0 P∇X α̇13 P∇X α̇21

P∇X α̇32 0 P∇X α̇21

P∇X α̇32 P∇X α̇13 0

⎞
⎠ ·

⎛
⎝∇Xα̇1

∇Xα̇2

∇Xα̇3

⎞
⎠

= A2 ·

⎛
⎝∇Xα1

∇Xα2

∇Xα3

⎞
⎠+ A1 ·

⎛
⎝∇Xα̇1

∇Xα̇2

∇Xα̇3

⎞
⎠ =

⎛
⎝0

0
0

⎞
⎠. (4.1.43)

Eq. (4.1.43) has to hold for every ∇Xα and every ∇Xα̇. At this point, a result like for type I
and II, i.e. that both matrices have to vanish, can unfortunately not be proven. Nevertheless,
it is reasonable to assume that A2 = 0 and A1 = 0 because (i) the disappearance of one
implies that of the other and (ii) if at least one of the matrices is independent of ∇Xα and
∇Xα̇ the other one vanishes, too (cf. [87]).6 Thus Eq. (4.1.41) becomes

S · H − λeS · Q = 0. (4.1.44)

Due to S 
= 0, H − λeQ has to vanish. Consequently, the entropy flux H is proportional to
the heat flux Q for type III as well. The differential of the entropy flux H is equivalent to

dH =
∂H

∂α
dα +

∂H

∂α̇
dα̇ +

∂H

∂∇Xα
· d∇Xα +

∂H

∂∇Xα̇
· d∇Xα̇ +

∂H

∂C
: dC

=
∂H

∂α
dα +

∂H

∂α̇
dα̇ + λe ∂Q

∂∇Xα
· d∇Xα + λe ∂Q

∂∇Xα̇
· d∇Xα̇ + λe ∂Q

∂C
: dC

= λe dQ +

[
∂H

∂α
− λe∂Q

∂α

]
dα +

[
∂H

∂α̇
− λe∂Q

∂α̇

]
dα̇

=: λe dQ + R, (4.1.45)

where the second transformation is due to Liu equations (4.1.40)5, (4.1.40)6, (4.1.40)7 and
Eq. (4.1.44). The one-form R can also be written as

R = dH − λe dQ

= dH − λe dQ − [ dλe] Q + [ dλe]Q

= d [H − λeQ] + [ dλe]Q

= [ dλe] Q. (4.1.46)

6In case of the Green–Naghdi theory of type I, only A1 appears in Eq. (4.1.43) for which it is easily
proven in [158] that A1 = 0 has to hold. Moreover, in case of type II, only A2 exists in Eq. (4.1.43) for
which it can be proven analogously to the proofs in [87, 158] that A2 = 0 has to hold. A similar case
like the one which arises for type III is dealt with in [87]. As mentioned above, it cannot be proven for
the entire constitutive class that A1 = A2 = 0. Recalling that A1 = A2 = 0 for some cases, this will
from now on be assumed as also done in [87]. Physically, this assumption means that the dependence
of the entropy flux and the heat flux on the thermal displacement and on the temperature gradient
are related via the Lagrange multiplier λe. For all materials obeying the classical Fourier law of heat
conduction, this is inevitably the case. For materials obeying a non-classical law of heat conduction, a
final statement cannot be made. Thus, at the moment, the assumption A1 = A2 = 0 is a restriction
of the constitutive class of type III.
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4. Thermodynamic principles

Comparing the coefficients of (4.1.45) and (4.1.46) reveals

λe = λ̄e(α, α̇). (4.1.47)

Thus, the Lagrange multiplier λe can only depend on the thermal displacement α and on the
empirical temperature T = α̇.

The generalized Gibbs relations of type III are given by

dη =
∂η

∂α
dα +

∂η

∂α̇
dα̇ +

∂η

∂∇Xα
· d∇Xα +

∂η

∂∇Xα̇
· d∇Xα̇ +

∂η

∂C
dC

=
∂η

∂α
dα + λe ∂ε

∂α̇
dα̇ +

∂η

∂∇Xα
· d∇Xα + λe ∂ε

∂∇Xα̇
· d∇Xα̇

+λe ∂ε

∂C
: dC − λe 1

2ρ0

S

= λe dε +

[
∂η

∂α
− λe ∂ε

∂α

]
dα +

[
∂η

∂∇Xα
− λe ∂ε

∂∇Xα

]
· d∇Xα − λe 1

2ρ0

S,

(4.1.48)

applying Liu equations (4.1.40)2, (4.1.40)3 and (4.1.40)4
7.

The application of the ideal-wall argument implies

λe+(α, T = α̇) = λe-(α, T ) = λe-(T ) =⇒ λe+ = λe+(T ) , (4.1.49)

where the Green–Naghdi continuum is denoted by + and the ideal gas by −. As the generalized
Gibbs relation (4.1.48) holds, λe is the universal function called the coldness function [112]

λe =
1

θ
. (4.1.50)

Thus, θH = Q and θs = r hold and θ is the absolute temperature for all three types.

4.2. Entropy exploitation according to Green and Naghdi

In the preceding Section 4.1 a relation between the heat flux vector Q and the entropy flux
vector H is derived. Therefore, the set of constitutive quantities reduces to ψ, η, S, Q and
ξ and is extended by the absolute temperature θ. The reduction θ = θ(α̇), compared to
θ = θ(Si), is not contradictory to the principle of equipresence as θ arises from the Lagrange
multiplier λe which, in the beginning, depends on Si.
In the following, further restrictions to the dependences of the constitutive equations are
obtained by applying the entropy exploitation approach introduced by Green and Naghdi in
[50].
The entropy balance (3.2.12) is multiplied by the absolute temperature θ, leading to

ρ0θη̇ = −Div(θH) + H · ∇Xθ + ρ0θ [s + ξ] . (4.2.1)

7 dη is an exact differential, cf. type II.
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Subsequently, the well-known definition of the internal energy ε, i.e. ε = ψ + ηθ, is inserted
into Eq. (4.2.1), viz

ρ0ε̇ − ρ0ψ̇ − ρ0ηθ̇ + Div(θH) − H · ∇Xθ − ρ0θ [s + ξ] = 0. (4.2.2)

In a next step, the balance of energy (3.2.10) is substituted into Eq. (4.2.2):

S :
1

2
Ċ − ρ0ψ̇ − ρ0ηθ̇ + Div(θH) − Div Q − H · ∇Xθ + ρ0r − ρ0θ [s + ξ] = 0. (4.2.3)

Finally, relations (4.1.50) and θs = r are exploited which yields

S :
1

2
Ċ − ρ0ψ̇ − ρ0ηθ̇ − H · ∇Xθ − ρ0θξ = 0. (4.2.4)

All thermodynamic processes have to fulfill Eq. (4.2.4) and, of course, the non-negativity of
the entropy production ξ has to be taken into account.

Remark: The line of argumentation is changed compared to [50] for the following reason: In
[50] Green and Naghdi state that “no assumption has been made which involves an entropy
inequality”, a similar statement is repeated in [53]. This is not true. They regard Eq. (4.2.4)
as written above and then argue that it has to hold for every choice of the appearing higher
gradients. Subsequently, they conclude that, therefore, the coefficients which precede the
higher gradients have to vanish. At this point, they hypothesize that the internal rate of
entropy production ξ is non-negative: If no restriction is placed on ξ, one could identify a ξ
for every combination of the higher gradients such that Eq. (4.2.4) would still be fulfilled -
but ξ might be negative then. By assuming a non-negative entropy production ξ, Green and
Naghdi apply the second law of thermodynamics, i.e. an entropy inequality.
A difference also arises concerning the existence of an absolute temperature θ. Clausius
and Duhem postulate the existence, whereas Müller and therefore also in this approach the
existence is derived through the exploitation of the entropy principle. Green and Naghdi
[51] choose a third way: They introduce, i.e. postulate the existence of θ as a positive,
monotonously increasing scalar-valued function of a hotness measure T ∗. T ∗ itself depends on
the empirical temperature T and variables characterizing material properties. At that stage,
θ cannot be identified as the absolute temperature since it is defined to only be positive and
monotonously increasing but not to be unique. In the course of their considerations, the
constitutive equations are chosen in such a way that θ is an absolute temperature, but not
necessarily for all materials.

4.2.1. Type I

The following dependences characterize the constitutive quantities for type I

ψ = ψ(α̇,∇Xα̇, C), η = η(α̇,∇Xα̇, C),

Q =Q(α̇,∇Xα̇, C), ξ = ξ(α̇,∇Xα̇, C),

S = S(α̇,∇Xα̇, C), θ = θ(α̇). (4.2.5)
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Substituting the dependences (4.2.5) into Eq. (4.2.4) and applying the chain rule yields

0 = S :
1

2
Ċ − ρ0

[
∂ψ

∂α̇
α̈ +

∂ψ

∂∇Xα̇
· ∇Xα̈ +

∂ψ

∂C
: Ċ

]
− ρ0η

[
∂θ

∂α̇
α̈

]

−H ·
[

∂θ

∂α̇
∇Xα̇

]
− ρ0θξ

= −ρ0

[
∂ψ

∂α̇
+ η

∂θ

∂α̇

]
α̈ − H ·

[
∂θ

∂α̇
∇Xα̇

]
− ρ0

∂ψ

∂∇Xα̇
· ∇Xα̈

+

[
1

2
S − ρ0

∂ψ

∂C

]
: Ċ − ρ0θξ. (4.2.6)

Utilizing the argument that Eq. (4.2.6) has to hold for all thermodynamic processes, thus for
all values of α̈, ∇Xα̈ and Ċ, implies once more that the preceding coefficients have to vanish
as ξ is non-negative due to the second law of thermodynamics.

Looking at the coefficient of ∇Xα̈,

ρ0
∂ψ

∂∇Xα̇
= 0, (4.2.7)

leads to the conclusion that the free energy density ψ can not depend on the temperature
gradient ∇Xα̇ = ∇XT - a result also implied by Liu Eq. (4.1.4)3. Furthermore,

ρ0

[
∂ψ

∂α̇
+ η

∂θ

∂α̇

]
= 0 (4.2.8)

has to hold which is equivalent to Liu Eq. (4.1.4)2. Therefore, the relationship between the
free energy density ψ and the entropy density η is given by

η = − 1
∂θ
∂α̇

∂ψ

∂α̇
= − 1

∂θ
∂α̇

∂ψ

∂T
. (4.2.9)

If the absolute temperature θ is chosen to be equal to the empirical temperature T , i.e. θ = T ,
this relation agrees with the classical case in which η = −∂ψ/∂T .

The examination of the coefficient preceding the rate of the deformation gradient leads to the
conclusion that

S = 2ρ0
∂ψ

∂C
. (4.2.10)

Thus the classical relationship that the second Piola–Kirchhoff stress S is energetically con-
jugated to the right Cauchy–Green tensor C holds also for thermoelasticity of type I.

Finally, having a look at the remaining terms of Eq. (4.2.6) reveals

ρ0θξ = −H ·
[

∂θ

∂α̇
∇Xα̇

]
= −H · ∇Xθ (4.2.11)

for the entropy production. Thus, the dissipation for heat conduction of type I is given by the
classical relation −H · ∇Xθ.

36



4.2. Entropy exploitation according to Green and Naghdi

4.2.2. Type II

The same procedure is applied to type II where the dependences are given by

ψ = ψ(α, α̇,∇Xα, C), η = η(α, α̇,∇Xα, C),

Q =Q(α, α̇,∇Xα, C), ξ = ξ(α, α̇,∇Xα, C),

S = S(α, α̇,∇Xα, C), θ = θ(α̇). (4.2.12)

Consequently, in case of type II Eq. (4.2.4) yields

0 = S :
1

2
Ċ − ρ0

[
∂ψ

∂α
α̇ +

∂ψ

∂α̇
α̈ +

∂ψ

∂∇Xα
· ∇Xα̇ +

∂ψ

∂C
: Ċ

]
− ρ0η

[
∂θ

∂α̇
α̈

]

−H ·
[

∂θ

∂α̇
∇Xα̇

]
− ρ0θξ

= −ρ0
∂ψ

∂α
α̇ − ρ0

[
∂ψ

∂α̇
+ η

∂θ

∂α̇

]
α̈ −

[
ρ0

∂ψ

∂∇Xα
+ H

∂θ

∂α̇

]
· ∇Xα̇

+

[
1

2
S − ρ0

∂ψ

∂C

]
: Ċ − ρ0θξ (4.2.13)

which has to hold for all values of α̈, ∇Xα̇ and Ċ.

As for type I, the free energy density ψ and the entropy density η are related via

η = − 1
∂θ
∂α̇

∂ψ

∂α̇
(4.2.14)

as the coefficient of α̈ has to vanish. The investigation of the coefficient preceding Ċ reveals
that the classical relation for the second Piola–Kirchhoff stress holds:

S = 2ρ0
∂ψ

∂C
. (4.2.15)

Taking a look at the coefficient of ∇Xα̇ leads to the astonishing characteristic of type II that
the entropy flux vector is determined by means of the potential ψ

H = − ρ0

∂θ
∂α̇

∂ψ

∂∇Xα
. (4.2.16)

The residual equality of type II, leading to the relationship for ξ, reads

ρ0θξ = −ρ0
∂ψ

∂α
α̇. (4.2.17)

Thus, the entropy production ξ, the entropy flux vector H and the second Piola–Kirchhoff
stresses S are determined by means of the same potential, the free energy density ψ. This
leads to the outstanding property that by defining the free energy density ψ and the absolute
temperature θ all other constitutive relations follow immediately. The potential ψ is a scalar-
valued isotropic function which only depends on the arguments of the state space SII and on
the scalar invariants generated by combinations of elements of SII . A list of isotropic scalar
invariants for some general state spaces can be found in [99, 171], for example.
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4.2.3. Type III

Inserting the dependences

ψ = ψ(α, α̇,∇Xα,∇Xα̇, C), η = η(α, α̇,∇Xα,∇Xα̇, C),

Q =Q(α, α̇,∇Xα,∇Xα̇, C), ξ = ξ(α, α̇,∇Xα,∇Xα̇, C),

S = S(α, α̇,∇Xα,∇Xα̇, C), θ = θ(α̇) (4.2.18)

into Eq. (4.2.4) and straightforward calculation yields

0 = S :
1

2
Ċ − ρ0

[
∂ψ

∂α
α̇ +

∂ψ

∂∇Xα
· ∇Xα̇ +

∂ψ

∂α̇
α̈ +

∂ψ

∂∇Xα̇
· ∇Xα̈ +

∂ψ

∂C
: Ċ

]

−ρ0η

[
∂θ

∂α̇
α̈

]
− H ·

[
∂θ

∂α̇
∇Xα̇

]
− ρ0θξ

= −ρ0
∂ψ

∂α
α̇ − ρ0

[
∂ψ

∂α̇
+ η

∂θ

∂α̇

]
α̈ −

[
ρ0

∂ψ

∂∇Xα
+ H

∂θ

∂α̇

]
· ∇Xα̇

−ρ0
∂ψ

∂∇Xα̇
· ∇Xα̈ +

[
1

2
S − ρ0

∂ψ

∂C

]
· Ċ − ρ0θξ (4.2.19)

which has to hold for all values of α̈, ∇Xα̈ and Ċ. Therefore, the coefficients which precede
the higher gradients have to vanish once more.

In a first step, looking at the coefficient preceding ∇Xα̈,

ρ0
∂ψ

∂∇Xα̇
= 0, (4.2.20)

leads to the conclusion that the free energy density ψ is not depending on the temperature
gradient ∇Xα̇. Once more, the consideration of α̈ yields the following relationship between
the free energy density ψ and the entropy density η which thus holds for all three types

η = − 1
∂θ
∂α̇

∂ψ

∂α̇
. (4.2.21)

Analogously to type II, the investigation of the coefficient preceding the rate of the deformation
gradient leads to

S = 2ρ0
∂ψ

∂C
. (4.2.22)

Finally, the residual equation reads

ρ0θξ = −
[
H

∂θ

∂α̇
+ ρ0

∂ψ

∂∇Xα

]
· ∇Xα̇ − ρ0

∂ψ

∂α
α̇, (4.2.23)

giving the relation for the entropy production ξ and thus for the dissipation.
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4.2. Entropy exploitation according to Green and Naghdi

Remark (First Piola–Kirchhoff stress tensor):

The first and the second Piola–Kirchhoff stress tensors P and S are related via Eq. (3.2.11).
Since the classical relation S = 2ρ0∂ψ/∂C holds for all three cases, one obtains (cf. e.g. [66])

P = ρ02F
∂ψ

∂C
= ρ0

∂ψ(F )

∂F
(4.2.24)

for type I, II and III.

Remark (spatial versus material quantities):

After having derived the possible dependences of the primary variables on the thermodynamic
potential ψ, relations between the material and the spatial quantities introduced in Section
3.1 can be stated at this point.
Due to the vector-valued nature of the balance of linear momentum, its material formulation
differs more from the spatial one than in case of the scalar-valued balance of mass. The
two-point stress measure of first Piola–Kirchhoff type p can be divided into a classical statical
stress measure and an additional contribution originating from the kinetic energy density (see
[89] for the classical case). In case of type I and III this reads

p =
[
−jF t · P · F t + jρ0ψF t

]
+
[
ρ0V · C · V F t/2

]
(4.2.25)

whereas for type II p yields

p =
[
−jF t · P · F t + jρ0ψF t − j∇Xα ⊗ H · F t

]
+
[
ρ0V · C · V F t/2

]
(4.2.26)

since the entropy flux vector H and the thermal displacement gradient ∇Xα are additionally
thermodynamically conjugated (cf. Eq. (4.2.16)).

The Eshelby stress tensor Σ is obtained from the statical stress measure which leads to

Σ = J
[
−jF t · P · F t + jρ0ψF t

]
· f t = ρ0ψI − F t · P (4.2.27)

for type I and III and to

Σt = ρ0ψI − F t · P −∇Xα ⊗ H (4.2.28)

for type II.

The classical spatial volume force b only consists of an external part and, furthermore, does
not contain any contribution from the kinetic energy. Contrarily, the material volume force
ρ0B can be expressed as

ρ0B = ρ0Bext + ρ0Bint + ∂X

(
ρ0V · C · V F t/2

)
, (4.2.29)

where the internal force ρ0Bint can be interpreted as a measure of the material’s inhomogeneity
in the material motion context [89] and reads for all three types

ρ0Bint = −ρ0F
t · b + ρ0

∂θT

∂T θ
η∇XT − ρ0∂Xψ. (4.2.30)
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5. Theory of non-classical heat
conduction

This section is restricted to the thermal aspect of the Green-Naghdi theory in order to inves-
tigate and compare the three types of heat conduction based on the Green–Naghdi approach
[51]. Constitutive equations are introduced for each type. The linearized theory of type I
corresponds to Fourier’s law, consequently, the classical theory is fully embedded. Both, type
II and III, allow heat transmission at finite wave speed and therefore are able to overcome the
paradox of infinite wave speed in Fourier’s approach. Furthermore, the applicability of type
II and III for modeling the second sound phenomenon is shown. First, the basic ideas and
equations of [51] are reiterated. Then, for the numerical treatment, a solution method fully
based on finite elements is suggested and evaluated by means of numerical examples. First
results are published by Bargmann and Steinmann in [7].

5.1. Governing constitutive equations

Heat conduction in an isotropic, stationary rigid solid Bt = B0 =: B ⊂ Rn, n ∈ {1, 2, 3}, is
considered. In a rigid body, the distance between any two particles remains unchanged. Thus,
X = x and no distinction is made between the spatial and the material motion problem in this
section. This implies ρ0 = ρt =: ρ for the material’s mass density. In a first step, appropriate
constitutive laws are suggested for each of the three types. This process is referred to as
constitutive modeling.

5.1.1. Type I

As mentioned above, the linearized theory of type I corresponds to the classical theory based on
Fourier’s law of heat conduction. For the theory of type I the following constitutive assumptions
are suggested

θ := T,

ρψ := −ρc

T0

[T − T0]
2

2
− [T − T0] S0,

q := −κ1∇T. (5.1.1)

Thereby, c, T0 and κ1 denote the non-negative specific heat, the reference temperature and
the thermal conductivity, respectively. The absolute entropy density S0 is introduced into the
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5. Theory of non-classical heat conduction

free energy density ψ in order to scale the entropy η (cf. Appendix A.6). Otherwise η would
represent the change of entropy and not the entropy itself.

Regarding relations (4.2.9) and (4.2.11) this leads to

ρθξ = −h · ∇T = −q

T
· ∇T,

ρη =
ρc

T0
[T − T0] + S0. (5.1.2)

Note that the introduced constitutive equations are mainly in agreement with Green and
Naghdi’s ideas, but not fully. This is the case for all three types and for the thermal as well
as for the coupled thermoelastic theory. Deviations are due to (i) consistency reasons and (ii)
the different treatment of the absolute temperature θ (cf. Section 4.1).

Inserting these assumptions into the entropy equation multiplied by the absolute temperature
θ, cf. Eq. (4.2.1), yields the following linearized temperature equation:

ρcṪ = div (κ1∇T ) + ρr. (5.1.3)

Since its discriminant equals zero, Eq. (5.1.3) is parabolic for all points x and all time instances
t, cf. also Appendix A.2 for the classification of second-order partial differential equations. The
temperature Eq. (5.1.3) describes classical Fourier, i.e. diffusive, heat conduction.

One drawback of the classical temperature equation is the unphysical behavior of perturba-
tions propagating at infinite wave speed. Herrera and Pavón [63], for example, calculate the
temperature profile for an infinite one-dimensional bar which is initially set at equilibrium, i.e.
the temperature T is zero for t < 0 and for all x > x0. A perturbation is initiated by a heat
source at x = x0 and t = 0. Then, for constant κ1, the temperature profile reads

T =
1√
t
exp

(
−ρc [x − x0]

2

4κ1t

)
.

One can easily see that T > 0 for all x > x0 for t > 0. Figure 5.1 depicts the temperature
profile for the bar very shortly after the temperature perturbation was initiated at x0.

5.1.2. Type II

Now, let’s take a look at type II which distinguishes from the classical theory by the introduction
of the thermal displacement and allows thermal waves to propagate at finite speed.
The following constitutive equations relate the absolute temperature θ and the free energy
density ψ to the independent variables α̇ and ∇Xα:

θ := T,

ρψ := −ρc

T0

[T − T0]
2

2
− [T − T0]S0 +

κ2

2
∇α · ∇α. (5.1.4)
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T

xx0

t > 0

Figure 5.1.: Qualitative temperature profile according to [63]. The heat flux vector q
responds immediately to the temperature gradient ∇T , thus a perturbation
is instantly felt everywhere in the infinite one dimensional medium leading to
a global temperature rise.

The dependent material quantities follow from equations (4.2.14), (4.2.16) and (4.2.17):

h = −κ2∇α,

ξ = 0,

ρη =
ρc

T0

[T − T0] + S0. (5.1.5)

Here, ξ = 0 stems from the choice of ψ being independent of α. This signifies that the theory
of type II does not involve any energy dissipation which is the only known non-diffusive thermal
theory so far. In literature, type II is referred to as the theory without energy dissipation and
usually it is overseen that this is not intrinsically the case as the right hand side of Eq. (4.2.17)
is not zero. Thus one has to choose the free energy density ψ independent of the thermal
displacement α in order to receive a non-dissipative theory.
The constitutive assumptions of type II are substituted into Eq. (4.2.1) (multiplied by the
absolute temperature θ) and subsequent linearization yields

ρcṪ = div (κ2∇α) + ρr. (5.1.6)

The discriminant δ = −ρcκ2 of the temperature equation of type II is negative1, thus the heat
equation of type II (5.1.6) is hyperbolic for all points x and all times t, cf. Appendix A.2.
Differentiating it with respect to time reveals that, if ṙ = 0 and constant κ2 > 0, the hyperbolic
temperature equation is a standard wave equation describing heat propagating undamped at

1The material’s density ρ, the specific heat c and the thermal conductivity κ2 are always defined positive
in physics.
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5. Theory of non-classical heat conduction

a finite wave speed of

v =

√
κ2

ρc
. (5.1.7)

5.1.3. Type III

The main feature of the theory of type III is that a dissipative heat flux of the Fourier type is
added to type II. Type III is the most general of the three approaches as contains type I and
II as special cases. A heat conductor of type III is described by

θ := T,

ρψ := −ρc

T0

[T − T0]
2

2
− [T − T0] S0,

q := −[κ3∇α + κ4∇T ], (5.1.8)

leading to

ρθξ = −h · ∇T,

ρη =
ρc

T0

[T − T0] + S0. (5.1.9)

The non-negative thermal conductivities κ3 and κ4 are allowed to become 0, in order to obtain
both, type I and II, as limiting cases of type III. Nevertheless, κ3 and κ4 are restricted such
that for all positions x and all time instances t at least one of them must be positive, i.e.
κ3 > 0 ∨ κ4 > 0 ∀x, t. The constitutive assumptions (5.1.8) are inserted into Eq. (4.2.1).
Subsequent linearization results in

ρcṪ = div (κ3∇α + κ4∇T ) + ρr. (5.1.10)

Depending on the values of the thermal conductivities κ3 and κ4, the heat equation of type III
(5.1.10) might, but does not necessarily, involve energy dissipation. Only in case that κ3 = 0
or κ4 = 0, Eq. (5.1.10) can be classified as parabolic (κ3 = 0) or hyperbolic (κ4 = 0). If both
parameters, κ3 and κ4, are positive, Eq. (5.1.10) is a third order partial differential equation.
Thus, such a classification can no longer be made.

5.2. Finite element discretization

The solution of the temperature equations of a particular process can usually only be calculated
by using numerical methods. One powerful approach is the finite element method of which the
first roots go back to the 1940s and which earnest triumphant progress started in the 1950s.
It is based on the idea that the domain under consideration can be decomposed into a finite
number of disjoint subsets. Today, the finite element method is one of the most powerful
numerical methods for solving mathematical models describing engineering problems.
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In thermoelasticity, the governing partial differential equations are often first discretized in
space applying the finite element method (cf. e.g. [160]). This is referred to as a semi-
discretization technique because it reduces the partial differential equations to a system of
ordinary differential equations in time. Second, the resulting semi-discrete equations are in-
tegrated in time in order to obtain the transient temperature response. Often, this time
integration is realized with finite difference schemes.
In this contribution, the finite element method is applied for the spatial as well as the tem-
poral discretization to numerically solve the temperature equations in order to transfer the
consistency of the theory to the numerical framework. It is resorted to a semi-discretization
technique based on spatial and temporal Galerkin finite element methods.

For general literature on the spatial finite element method, the reader is referred to the text-
books of Hughes [67] or Zienkiewicz and Taylor [175], for example. General information on
the temporal finite element methods used in this thesis can be found in the book of Eriksson
et al. [42].

5.2.1. Spatial finite element discretization

The weak form of the temperature equations (5.1.3), (5.1.6) and (5.1.10) forms the prereq-
uisite for the standard Bubnov–Galerkin finite element method. Therefore, the mentioned
equations are weighted by a test function δT ∈ C∞

0 (B) and integrated over the domain B:

Type I ∫
B

δTρcṪ dV +

∫
B
∇δT · [κ1∇T ] dV =

∫
B

δTρr dV −
∫

∂B
δTq · n dA, (5.2.1)

Type II ∫
B

δTρcṪ dV +

∫
B
∇δT · [κ2∇α] dV =

∫
B

δTρr dV −
∫

∂B
δTq · n dA, (5.2.2)

Type III∫
B
δTρcṪ dV+

∫
B
∇δT ·[κ3∇α +κ4∇T ] dV =

∫
B

δTρr dV −
∫

∂B
δTq · n dA, (5.2.3)

where n denotes the outward normal vector on the boundary ∂B and the divergence theorem
(A.5.2) is applied. Furthermore, the relation (3.1.7) between the thermal displacement α and
the empirical temperature T is weighted by a test function δα and also integrated over the
domain B: ∫

B
δαα̇ dV −

∫
B

δαT dV = 0. (5.2.4)

Subsequently, the domain B is discretized into nel disjoint spatial elements Be, cf. Figure 5.2,
and the geometry X is interpolated elementwise by shape functions N i at the i = 1, . . . , nen

local node point positions:

B =

nel⋃
e=1

Be, Bi ∩ Bj = ∅ for i 
= j, Xh |Be=

nen∑
i=1

N iX i. (5.2.5)
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Be

∂B

B

Be

x

y

η

ξ
x(ξ, η); y(ξ, η)

ξ(x, y); η(x, y)

Bref

Figure 5.2.: Spatial discretization of a body B: The domain B is subdivided into a finite
number of subdomains Be. Each element Be is transferred onto the spatial
reference element Bref.

Following the isoparametric concept, the unknowns, i.e. the thermal displacement α and the
temperature T , are interpolated with the same shape functions N i as the element geometry
X. Moreover, according to the Bubnov–Galerkin method, the test functions δα and δT are
discretized with the same shape functions N i, i.e.:

αh|Be =
nen∑
i=1

N iαi, T h|Be =
nen∑
i=1

N iTi ∈ H1(B)

δαh|Be =

nen∑
i=1

N iδαi, δT h|Be =

nen∑
i=1

N iδTi ∈ H1
0(B). (5.2.6)

Thus, in each spatial finite element Be the unknowns α and T are approximated by a linear
combination of algebraic polynomials and the unknown nodal values.2 The discrete gradients
of the unknowns ∇α, ∇T and of the test functions ∇δα and ∇δT can, therefore, be written
as

∇αh|Be =

nen∑
i=1

αi∇N i, ∇T h|Be =

nen∑
i=1

Ti∇N i,

∇δαh|Be =
nen∑
i=1

δαi∇N i, ∇δT h|Be =
nen∑
i=1

δTi∇N i. (5.2.7)

Consequently, the following semi-discretized temperature equations are obtained:

Type I
C · Ṫ (t) + Kκ1 · T (t) = f vol − f surI , (5.2.8)

Type II
C · Ṫ (t) + Kκ2 · α (t) = f vol − f surII , (5.2.9)

2H1(B) = {f : Df ∈ L2(B)} = {f and the first weak derivative Df belong to L2(B)} and H1
0(B) = {f :

Df ∈ L2(B) and f(∂B) = 0} are called Sobolev spaces. Both are Hilbert spaces, i.e. complete inner
product spaces.
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Type III
C · Ṫ (t) + Kκ3 · α (t) + Kκ4 · T (t) = f vol − f surIII , (5.2.10)

The semi-discretized relation between α and T reads

α̇ − T = 0. (5.2.11)

Here, α = {αi} and T = {Ti} denote the global node vectors of the thermal displacement
and the temperature, respectively. α, T ∈ Rndof , ndof denoting the number of spatial global
degrees of freedom.

Furthermore, the capacitance and conductance matrices take the format

C =

nel

A
e=1

nen∑
i,j=1

∫
Be

N iρcN j dV, K• =

nel

A
e=1

nen∑
i,j=1

∫
Be

∇N i • ∇N j dV (5.2.12)

in the sense that e.g.

Kκ1 :=

nel

A
e=1

nen∑
i,j=1

∫
Be

N iκ1N
j dV. (5.2.13)

The operator A
nel

e=1 denotes the assembly over all element contributions at the element nodes.

On the right-hand side of Eqs. (5.2.8)-(5.2.10), the heat load vector due to external heat bulk
source f vol and those due to specified nodal temperatures f sur

f vol =

nel

A
e=1

nen∑
i=1

∫
Be

N iρre dV, f surI =

nel

A
e=1

nen∑
i=1

∫
∂Be

N iqe · ne dA,

f surII =

nel

A
e=1

nen∑
i=1

∫
∂Be

N iqe · ne dA, f surIII =

nel

A
e=1

nen∑
i=1

∫
∂Be

N iqe · ne dA (5.2.14)

are obtained.

5.2.2. Temporal finite element discretization

The temporal discretization is done with Galerkin finite element time integration schemes.
Analogous to spatial finite element methods, the time interval under consideration I = [t0, te]
is divided into a finite number nt of elements such that∫ te

t0

[. . .] dt =

nt∑
i=1

∫ ti

ti−1

[. . .] dt (5.2.15)

and t0 < t1 < . . . < tnt = te. Each t ∈ In = [tn−1, tn] is transformed to τ ∈ Iτ = [0, 1] via
the mapping τ (t) = t−tn−1

tn−tn−1
, cf. Figure 5.3.
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time t

I1

. . .

. . .

. . .

. . .

. . .

In

Iτ

Int

time τ

1 2

τ(t)t(τ)

k k + 1
τ =0 τ = 1

t0 t1 tn−1 tn tnt−1 tnt

Figure 5.3.: Temporal discretization: Each time interval In = [tn−1; tn] is transferred onto
the reference time interval Iτ = [0; 1] via the transformation map τ(t).

The length of a time interval is denoted by hn = tn − tn−1. Contrary to the spatial procedure,
the weak form is formed for each subinterval and the discrete system of equations is subse-
quently solved for one subinterval after the other.
At each timestep, the primary variables (in this case: α and T ) are calculated at time tn
for given values at time tn−1. The primary variables have to be continuous across the time
element boundaries, i.e. [[T n]] = T +

n − T−
n = 0.

One distinguishes between discontinuous and continuous Galerkin methods. Retaining the
terminology of Eriksson in [42] the expression “dG(k) method” refers to the discontinuous
method of degree k, whereas the continuous method of degree k is called “cG(k) method”
throughout this thesis. The temporal polynomial degree k ≥ 1 can, of course, be arbitrarily
chosen. Therefore, the order of accuracy is not restricted: cG(k) is of the order 2k and dG(k)
of the order 2k + 1 accurate (cf. [57]). Thus, the local temporal error can be controlled by
the user which is especially important in long-term simulations.
The dG(k) and the cG(k) methods differ in the treatment of the assumption that the primary
variables have to be continuous across the time element boundaries. cG(k) methods meet the
continuity condition strong, whereas it is taken into account weakly in dG(k) methods, cf.
Figure 5.4.

Moreover, the discontinuous Galerkin time integration leads to numerical dissipation in the
time discretization, see for instance [14, 57, 76]. On the contrary, the continuous Galerkin
time integration can be energy conserving. Betsch and Steinmann [17, 18, 19, 20] publish a
series of papers addressing the conservation properties of the cG(k) method. Therefore, the
cG(k) method is of particular interest for heat conduction without energy dissipation (type II).

In the following, both approaches are introduced and applied. The dG(k) method has proven
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to suit well for parabolic problems, consequently, it is applied to the semi-discrete temperature
equation of type I (5.2.8). Those of type II and III, i.e. (5.2.9) and (5.2.10), are discretized
with a cG(k) method which works well for hyperbolic equations. Note that the temperature
equation of type III (5.1.10) is a third order partial differential equation and therefore cannot
be classified as hyperbolic. Nevertheless, since κ3 >> κ4 is chosen in all numerical examples
presented in this thesis, the cG(k) method has proven to be the better choice for the temporal
discretization of Eq. (5.1.10), see [7].
Both approaches are based on formulating the temporal weak form of the ordinary differential
equations and the subsequent finite element approximations

T 1
n−1

T 0
n−1

T k+1
n−1 = T 0

n

T 1
n[[T n−1]]

[[T n]]

tn−1 tn

t

T 1
n−1 T k+1

n−1

tn−1 tn
t

Figure 5.4.: The approximation of the primary variables differs in the dG(k)- and the
cG(k)-method, here the approximation of the temperature T is exemplarily
illustrated in the time subinterval In = [tn−1; tn]. The dG(k)-method (upper)
fulfills the continuity assumption weakly and allows for a jump [[T n]]. The
cG(k)-method (lower) fulfills the continuity assumption strongly, thus [[T n]] =
0.

5.2.2.1. Discontinuous finite element method

The trial function T (τ) and the test function δtT (τ) are elements of the same space, i.e. the
set of ndof-dimensional polynomials of degree at most k on the interval (0, 1): Pk(0, 1)ndof.
They are approximated on each subinterval In by smooth Lagrange polynomials of degree k

T h (τ) |In =

k+1∑
i=1

Mi (τ) T i, δtT h (τ) |In =

k+1∑
i=1

Mi (τ) δtT i (5.2.16)
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5. Theory of non-classical heat conduction

which are discontinuous across the time element boundaries and given by

Mi (τ) =

k+1∏
j=1;j �=i

τ − τj

τi − τj
, 1 ≤ i ≤ k + 1. (5.2.17)

As the trial and the test functions are approximated identically, the dG(k) method belongs to
the Bubnov–Galerkin methods. The identical function spaces are advantageous in the error
analysis and yield improved stability properties for parabolic problems [42].

The time derivatives take the format

Ṫ
h
(τ) |In =

1

hn

k+1∑
i=1

M ′
i (τ) T i, (5.2.18)

where the prime ′ denotes the derivation with respect to τ and the superimposed dot ˙ is

the derivation with respect to t, i.e. M ′
i (τ) = dMi/dτ and Ṫ

h
(τ) = dT h (τ) /dt. As

mentioned above, a discontinuity in the master element Iτ has to be admitted in order to
prevent that the trial functions are over-determined at the boundary nodal values, cf. Figure
5.5. [[T h]] = T 1 − T 0 denotes the jump of T at τ = 0. T 0 is the known value at the local
node τ = 0 from the previous time step.

τ = 0 τ = 1
τ

T 1

T 0

T 2
[[T h]]

Figure 5.5.: A discontinuity [[T h]] = T 1 − T 0 is admitted. The picture shows the discon-
tinuity on a linear master element Iτ . T 0 denotes the value at the local node
τ = 0 which is known from the previous time step. T 1 and T 2 have to be
calculated.

This discontinuity is added to the temporal element weak form of (5.2.8) as follows

hn

∫ 1

0

δtT h ·
[
C · Ṫ (t) + Kκ1 · T (t) − f vol + f surI

]
dτ + δT 1 · [[T h]] = 0. (5.2.19)

The discrete algebraic set of equations is obtained by substituting the finite element approxi-
mation (5.2.16) into (5.2.19) and exploiting the arbitrariness of the test function:

k+1∑
j=1

∫ 1

0

MiCM ′
j dτT j+ hn

∫ 1

0

MiKκ1Mj dτT j+ δi1[[T
h]] = hn

k+1∑
j=1

∫ 1

0

Mi [f vol − f surI ] dτ

(5.2.20)
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5.2. Finite element discretization

for i = 1, . . . , k + 1. δi1 denotes Kronecker’s Delta.

5.2.2.2. Continuous finite element method

The cG(k) method suits well for hyperbolic equations, therefore it is applied to discretize the
temperature equations of type II, Eq. (5.2.9). It is also applied to the temperature equation
of type III, Eq. (5.2.10). It approximates trial functions piecewise and continuously with
polynomials of degree k and test functions piecewise and discontinuously across the element
boundaries with polynomials of degree k− 1. Consequently, it belongs to the Petrov–Galerkin
methods.

The approximations of the test functions δtα and δtT are elements of Pk−1(0, 1)ndof and fulfill

δtαh (τ) |In =
k∑

j=1

M̃jδ
tαj, δtT h (τ) |In =

k∑
j=1

M̃jδ
tT j, (5.2.21)

whereas those of the trial functions αh and T h are elements of Pk(0, 1)ndof and take the form

αh (τ) |In =

k+1∑
j=1

Mjα
j, T h (τ) |In =

k+1∑
j=1

MjT
j. (5.2.22)

The reduced nodal shape functions M̃j of order k − 1 are defined by

M̃i (τ) =

k∏
j=1;j �=i

τ − τj

τi − τj
, 1 ≤ i ≤ k (5.2.23)

and related to the shape functions Mi via

α̇h (τ) =
1

hn

k+1∑
i=1

M ′
i (τ) αi =

1

hn

k∑
i=1

M̃i (τ) α̃i, (5.2.24)

where the α̃is are linear combinations of the αis (see also Tab. 5.1).

Eventually, the cG(k) approximation of type-II heat conduction is obtained by multiplication
with the temporal test functions and integration over the time interval of interest

hn

∫ 1

0

δtT h ·
[
C · Ṫ h

+ Kκ2 · αh − f vol + f surII

]
dτ = 0

and hn

∫ 1

0

δtαh ·
[
α̇h − T h

]
dτ = 0.

(5.2.25)
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5.3. Numerical results

The fully discrete system of equations of type II can be expressed as

k+1∑
j=1

∫ 1

0

M̃iCM ′
j dτ T j + hn

∫ 1

0

M̃iKκ2Mj dτ αj = hn

∫ 1

0

M̃i [f vol − f surII ] dτ

and
k+1∑
j=1

∫ 1

0

M̃iM
′
j dτ αj − hn

∫ 1

0

M̃iMj dτ T j = 0. (5.2.26)

Analogously, the cG(k) approximation of type III can be written as

hn

∫ 1

0

δtT h ·
[
C · Ṫ h

+ Kκ3 · αh + Kκ4 · T h − f vol + f surIII

]
dτ = 0

and hn

∫ 1

0

δtαh ·
[
α̇h − T h

]
dτ = 0.

(5.2.27)

The fully discrete system of equations of type III reads

k+1∑
j=1

∫ 1

0

M̃iCM ′
j dτT j + hn

∫ 1

0

M̃iKκ3Mj dταj + hn

∫ 1

0

M̃iKκ4Mj dτT j

= hn

∫ 1

0

M̃i [f vol − f surIII ] dτ

and
k+1∑
j=1

∫ 1

0

M̃iM
′
j dταj − hn

∫ 1

0

M̃iMj dτT j = 0. (5.2.28)

5.3. Numerical results

In the following, numerical examples are presented to underline the performance of the method.
Isotropic and homogeneous rigid heat conductors of sodium fluoride (NaF) and bismuth (Bi)
are studied.

Bismuth is a silver-white metal with a pinkish tinge and a multi-colored iridescent tarnish, see
Figure 5.6. In the periodic system, the symbol “Bi” is used and its atomic number is 83. This
brittle metal is one of the few non-toxic heavy metals and possesses a rhombohedral crystal
structure. Bismuth has many outstanding properties. It is the metal with the highest natural
diamagnetism, the strongest Hall effect and the second lowest thermal conductivity. Moreover,
it is very slightly radioactive with an exceptional long half-life of 1.9 · 1019 years [101] and one
of the few substances which is denser in its liquid than in its solid phase.
At cryogenic temperatures below 3.5 K, phonons are the dominant mechanism for thermal
conduction in bismuth [119]. Although it is elastically a very anisotropic solid, the second
sound velocity is independent of the orientation and stated to be 7.8 · 10−4m/μs [119].
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5. Theory of non-classical heat conduction

Figure 5.6.: Synthetic bismuth crystal with a multi-colored iridescent tarnish. The bottom
front edge has a length of about 3.5cm. Picture credit: Wikipedia.

Sodium fluoride is a transparent-white ionic fluoride with chemical formula “NaF”. It is brittle,
very toxic and possesses a face-centered cubic crystal structure, see Figure 5.7 (left). Second
sound was detected in a temperature range around 15 K [108] and its velocity is stated to be
1.9531 · 10−3m/μs [61].
The material parameters of NaF and Bi are listed in Table 5.2.

Table 5.2.: Material parameters for heat conduction in NaF and Bi

NaF Bi

material’s density ρ 2886
[

kg
m3

]
9780

[
kg
m3

]
specific heat c 2.774

[
W

kgK

]
0.052

[
W

kgK

]
thermal conductivity κ1 20500

[
W
mK

]
875

[
W
mK

]
absolute entropy density S0 0.9247

[
N

m2K

]
0.0173

[
N

m2K

]
reference temperature T0 15 [K] 3 [K]

length l 10 [mm] 9 [mm]

external heat source r 0 0
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5.3. Numerical results

Figure 5.7.: Left: Face-centered cubic crystal structure of NaF. Na atoms are indicated in
green, F atoms in purple. Picture credit: Wikipedia.
Right: In nature, NaF is found in form of the mineral villiaumite. It is
often colored red, orange or pink. Villiaumite is transparent to translucent.
Moreover, it is soft and soluble in water. Picture credit: Amethyst Galleries,
Inc. [4].

The thermal conductivity κ1 is a material parameter which is determined experimentally pre-
suming Fourier’s law of heat conduction. Thus, it is reasonable to recalculate the value of
the thermal conductivity at the temperatures where second sound occurs and Fourier’s law
fails. This leads to the following values of κ2, κ3 and κ4: Instead of Fourier’s law, the Green–
Naghdi-type-II approach is used as a basis for the calculation of κ2, κ3 and κ4. Thus, one
obtains κ2 = 20500 W

mK
· 14897 1

s2
= 305388500 W

s2mK
for NaF and κ2 = 875 W

mK
· 353609 1

s2
=

309407875 W
s2mK

for Bi. Moreover, κ3 = κ2 and κ4 = κ3/1000s2 are chosen. Due to only small
changes in temperatures, the thermal conductivities are assumed to be constant.

First, the applicability of the Green–Naghdi approach for modeling the second sound phe-
nomenon is investigated. Numerical results proving the suitability for modeling the NaF-second
sound experiments of Jackson and Walker [72, 73] are published in the work of Bargmann and
Steinmann [7].

In a first example, the thermal behavior in bismuth is studied. In 1972, Narayanamurti and
Dynes [119] detected second sound in a 9 mm-long-bar of Bi. The velocity of second sound
in Bi, 7.8 · 10−4 m

μs
, leads to a wave front arrival at the opposed end after 11.5 μs. Initially,

the specimen (cf. Figure 5.8) has a homogeneous temperature distribution at a value of 3 K.
A short heat pulse increases the temperature from 3 K to 4 K at the left end. The thermal
displacement α is initiated at zero everywhere in the bar.

Type I
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5. Theory of non-classical heat conduction

T = 4 K T = 3 K

9 mm

Figure 5.8.: Set-up of second sound model. A 9 mm-long one-dimensional bar of Bi with
initial temperature 3 K is heated by a short heat pulse from 3 K to 4 K at
the left end.

As expected, Fourier’s law is inapplicable to model the second sound phenomenon. Figure 5.9
(left) shows the numerical solution according to Fourier’s law, i.e. according to type I. The
heat does not propagate as a thermal wave, thus type I is not applicable for modeling second
sound. This result is also stated in [7]. However, the comparison of the numerical (Figure 5.9
(left)) with the analytical (Figure 5.9 (right)) solution clearly monitors that the discretization
approach suggested in Section 5.2 works well for the classical theory. Furthermore, the internal
energy ε is studied in order to show the different behavior of type I, II and III. Figure 5.10 shows
the evolution of the internal energy ε in case of heat conduction of type I. The dissipation in
the beginning of the simulation and the subsequent equilibration are visible.
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Figure 5.9.: Numerical (left) and analytical (right) solution of heat conduction in Bi ac-
cording to Fourier’s law, i.e. type I. The temperature is plotted versus space
and time. The numerical solution corresponds to the analytical solution. How-
ever, the governing heat equation of type I (5.1.3) is not suitable for modeling
heat conduction in Bi at cryogenic temperatures, i.e. where the second sound
phenomenon occurs. The mathematical formulation of the analytical solution
for this initial value problem is given in the appendix A.9. The analytical
solution of the classical heat equation of type I in general, i.e. Eq. (5.1.3), is
given by expression (5.1.4).
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Figure 5.10.: Numerical simulation of the second sound experiments in Bi. The internal
energy ε is plotted in the course of time. The increase in energy at the
beginning is due to fact that the heat pulse of 1 K is applied piecewise
during the first 0.5 μs. The classical Fourier case, i.e. type I, is strongly
dissipative.
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5. Theory of non-classical heat conduction

Type II

Figures 5.11 and 5.12 prove the applicability of Green and Naghdi’s theory of type II and the
discretization approach suggested above for modeling the second sound phenomenon. Heat
propagates as a thermal wave at finite speed and without energy dissipation (see also Figure
5.13 for the conservation of the internal energy ε). The wave’s arrival point at the bar’s
right end is in very good agreement to the experimental data of Narayanamurti and Dynes
[119], see Figure 5.12. Comparing the numerical and the analytical solutions (Figure 5.11
(left) respectively (right)) also reveals that the discretization method derived in Section 5.2 is
suitable for heat conduction of type II.

As expected, the energy is conserved, see Figure 5.13. Whether or not second sound in
solids involves energy dissipation is not resolved. However, second sound was also detected in
superfluids - a state in which it is known that energy is not dissipated.
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Figure 5.11.: Numerical (left) and analytical (right) solution of heat conduction in Bi ac-
cording to type II. Again, temperature is plotted versus space and time. The
constitutive equations (5.1.1) are chosen such that energy is not dissipated.
The wave runs without stopping between the two ends of the bar. See Ap-
pendix A.9 for the mathematical formulation of the analytical solution.
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Figure 5.12.: Numerical (left) and analytical (right) solution of heat conduction in Bi ac-
cording to type II. The temperature is plotted versus time at the right end of
the specimen (x = 9 mm). The arrival time of the thermal wave is perfectly
met.
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Figure 5.13.: Numerical simulation of the second sound experiments in Bi. The internal
energy ε is plotted in the course of time. The increase in energy at the
beginning is due to fact that the heat pulse of 1 K is applied piecewise
during the first 0.5 μs. As expected, type II conserves the internal energy.
Due to the continuous Galerkin temporal finite element discretization, not
only the theory is energy conserving but also the numerical discretization.
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5. Theory of non-classical heat conduction

Type III

Also, type III is suitable for modeling the second sound phenomenon, see Figures 5.14 and
5.15. In contrast to type II, type III does involve energy dissipation due to an additional heat
flux of the Fourier type. The later adds dissipation being clearly visible because the wave’s
amplitude decreases with time (Figures 5.14 and 5.15). This fact is also supported by the
behavior of the energy shown in Figure 5.16. Like type II, type III also allows thermal waves
to propagate at finite speed. The comparison of the numerical and the analytical solution
(Figure 5.12 (left) respectively (right)) underlines the suitability of the discretization method
suggested in Section 5.2 for heat conduction of type III.
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Figure 5.14.: Numerical (left) and analytical (right) solution of heat conduction in Bi ac-
cording to type III. The temperature is plotted versus space and time. A
dissipative heat flux of the Fourier type is added compared to type II. The
amplitude of the wave decreases, thus the energy dissipation is clearly vis-
ible. See Appendix A.9 for the mathematical formulation of the analytical
solution.
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Figure 5.15.: Numerical (left) and analytical (right) solution of heat conduction in Bi ac-
cording to type III. The temperature is plotted versus time at the right end
of the specimen (x = 9 mm). The arrival time of the thermal wave is per-
fectly met. Furthermore, the energy dissipation leads to a decreasing wave
amplitude: the initial heat pulse of 1 K leads to an arriving heat pulse of
about 0.8 K.
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Figure 5.16.: The internal energy ε is plotted versus time during the simulation of the
second sound experiments in Bi. The increase in energy at the beginning is
due to fact that the heat pulse of 1K is applied piecewise during the first
0.5 μs. Type III is slightly dissipative because of the additional dissipative
heat flux of the Fourier type.
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5. Theory of non-classical heat conduction

In the second example, a disc of NaF is analyzed. The disc’s radius is 10 mm, see Figure
5.17. Further material parameters are listed in Table 5.2. At the boundary, the temperature
is initiated at 16 K, whereas in the inside it is set at 15 K. The specimen is observed for
5.12 μs. Figure 5.18 depicts the temperature solution of type I and shows its strongly dissi-
pative behavior. The corresponding temperature solutions of type II and III are illustrated in
Figures 5.19 and 5.20, respectively. It is obvious that both admit a wavelike heat propagation.
The influence of the additive dissipative heat flux in type III is clearly visible compared to the
solution of type II.

x [mm]

y
[m

m
]

Figure 5.17.: The NaF disc has a radius of 10 mm. It is discretized in space with 24
elements along the circumference and 12 elements along the ligament. Thus,
in total there are 288 spatial elements. For the temporal discretization 1000
time steps were chosen. Initially, the temperature of the circle’s inside is set
at 15 K. At the boundary, the temperature is initiated at 16 K.
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Figure 5.18.: Heat conduction in a two-dimensional disc of NaF according to type I. A
heat pulse of 1 K is initiated at the circle’s boundary. The temperature
distribution is plotted at times t = 0 μs, t = 0.64 μs, t = 1.28 μs, t = 2.56 μs,
t = 3.84 μs and t = 5.12 μs.
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Figure 5.19.: Heat conduction in a two-dimensional disc of NaF according to type II. A
heat pulse of 1 K is initiated at the circle’s boundary. The temperature
distribution is plotted at times t = 0 μs, t = 0.64 μs, t = 1.28 μs, t = 2.56 μs,
t = 3.84 μs and t = 5.12 μs. Note that here, the temperature range is plotted
from 15 K to 19 K.
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Figure 5.20.: Heat conduction in a two-dimensional disc of NaF according to type III. A
heat pulse of 1 K is initiated at the circle’s boundary. The temperature
distribution is plotted at times t = 0 μs, t = 0.64 μs, t = 1.28 μs, t = 2.56 μs,
t = 3.84 μs and t = 5.12 μs.
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5. Theory of non-classical heat conduction
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6. Theory of non-classical
thermo-hyperelasticity

In the previous Chapter 5 the Green–Naghdi approach is applied to the pure thermal problem.
Now the thermal problem is coupled with the deformation process since the experiments clearly
revealed the existence of additional elastic waves. In detail, a longitudinal elastic, a slower
transverse elastic and a separate temperature wave have been observed. The quasistatic linear
and the dynamic linear coupled problems are accounted for by Bargmann and Steinmann in [8]
and in [10], respectively. These acquirements form the basis for the extension to non-classical,
(geometrically and constitutively) nonlinear thermoelasticity being treated in this chapter. The
extension to the nonlinear case is reasonable due to the fact that many real-world engineering
applications need nonlinear approximations for an adequate simulation.

Each of the three types is coupled with the balance of linear momentum (3.2.6) and the inertia
terms are fully taken into consideration. The discretization methods already designed for the
thermal problem are extended to the coupled problem and again the comparison of the results
to experimental data proves the applicability of the suggested non-classical thermoelasticity
model.

6.1. Governing constitutive equations

In the following, a finite, isotropic, geometrically nonlinear and elastic deformable solid B ⊂ Rn,
n ∈ {1, 2, 3}, is considered. The basic ideas and equations of Chapters 3 and 4 hold.
The governing equations will be formulated within the spatial motion problem with respect
to the material reference, see Section 3.2. The constitutive equations are inserted into corre-
sponding balance of entropy (3.2.12) multiplied by the absolute temperature θ

ρ0θDtη = −θDivH + ρ0θ [s + ξ]

= −Div Q + H · ∇Xθ + ρ0θ [s + ξ] . (6.1.1)

6.1.1. Type I

The absolute temperature θ and the empirical temperature T are equivalent, as in the pure
thermal case

θ := T.
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6. Theory of non-classical thermo-hyperelasticity

The free energy density ψ of the Neo–Hooke type is assumed to be

ρ0ψ :=
μ

2
[C − I] : I +

λ

2
ln2 J − μ lnJ + ρ0c

[
T − T0 − T ln

T

T0

]
−3wK [T − T0]

ln J

J
− [T − T0]S0, (6.1.2)

with λ and μ denoting the Lamé constants and w and K are the thermal expansion coefficient
and the bulk modulus. The Jacobideterminant J can be calculated via J =

√
detC = detF .

The heat flux vector is assumed to be isotropic in the reference configuration B0 in order to
obtain a clearer analysis in the context of material forces given in Section 6.4.3, thus

Q := −κ1∇XT. (6.1.3)

Consequently, the spatial heat flux vector represents an anisotropic behavior q = −jκ1F ·F t ·
∇xT . The internal dissipation ρ0θξ, the entropy density η and the first Piola–Kirchhoff stress
tensor P with respect to the material reference read

ρ0θξ = −H · ∇XT,

ρ0η = − 1
∂θ
∂T

∂(ρ0ψ)

∂T
= 3wK

ln J

J
+ ρ0c ln

T

T0
+ S0

P =
∂ (ρ0ψ)

∂F
= [λ lnJ − μ] F−t + μF − 3wK

J
[T − T0] [1 − ln J ] F−t. (6.1.4)

The time derivative of the entropy density η renders

ρ0η̇ = ρ0
∂η

∂T
Ṫ + ρ0

∂η

∂F
: Ḟ = ρ0

∂η

∂T
Ṫ − ∂P

∂T
: Ḟ (6.1.5)

since η is thermodynamically conjugated to the empirical temperature T in the same way the
first Piola–Kirchhoff stress P is conjugated to the deformation gradient F , see Section 4.2.1.
Inserting relation (6.1.5) and the constitutive equations into Eq. (6.1.1) yields

ρ0cṪ = −Div Q + ρ0r + T
∂P

∂T
: Ḟ (6.1.6)

The thermomechanical coupling term Qmech
0 = T∂P /∂T : Ḟ is responsible for the Gough–Joule

effect, i.e. when deformations lead to structural heating. An investigation of a type I-material
in the context of the material force method can be found in Kuhl et al. [89].

6.1.2. Type II

In the following, the constitutive laws determining the material response for a Green–Naghdi
continuum of type II are suggested

θ := T,

ρ0ψ :=
μ

2
[C − I] : I +

λ

2
ln2 J − μ lnJ + ρ0c

[
T − T0 − T ln

T

T0

]
−3wK [T − T0]

ln J

J
− [T − T0]S0 +

κ2

2
∇Xα · ∇Xα. (6.1.7)
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6.1. Governing constitutive equations

Application of the relations derived in Section 4.2.2 yields

H = −κ2∇Xα,

ξ = 0,

ρ0η = 3wK
lnJ

J
+ cρ0 ln

T

T0
+ S0,

P =
∂ [ρ0ψ]

∂F

= [λ ln J − μ]F−t + μF − 3wK

J
[T − T0] [1 − ln J ]F−t. (6.1.8)

As in the thermal case (cf. Section 5.1.2), the free energy density ψ is chosen to be independent
of the thermal displacement α leading to a theory without energy dissipation. Furthermore,
this choice of ψ leads to an entropy density η = η(T, F ) only depending on T and F . Thus,
the time derivative of the entropy density η yields

η̇ =
∂η

∂T
Ṫ +

∂η

∂F
: Ḟ =

∂η

∂T
Ṫ − ∂P

∂T
: Ḟ =

∂η

∂T
Ṫ − ∂P

∂T
: Ḟ . (6.1.9)

Analogously to type I, the constitutive equations are inserted into Eq. (3.2.12)

ρ0cṪ = −TDivH + ρ0r + T
∂P

∂T
: Ḟ . (6.1.10)

6.1.3. Type III

As mentioned before, the heat conduction theory of type III is a combination of the the classical
Fourier theory (type I) and the theory without energy dissipation (type II). It contains both,
type I and II, as special cases. In the following, it is coupled with the classical theory of
mechanics. The free energy density ψ and the heat flux Q are assumed to be functions of the
thermal displacement α, its gradient ∇Xα, the temperature α̇ = T , the right Cauchy–Green
tensor C and additionally on the temperature gradient ∇Xα̇ = ∇XT :

θ := T,

ρ0ψ :=
μ

2
[C − I] : I +

λ

2
ln2 J − μ lnJ + ρ0c

[
T − T0 − T ln

T

T0

]
−3wK [T − T0]

ln J

J
− [T − T0]S0,

Q := −1

b
[κ3∇Xα + κ4∇XT ] . (6.1.11)

Once more the absolute temperature is assumed to be equal to the empirical temperature,
i.e. θ = T . Note that, analogously to the thermal theory of type III (cf. Section 5.1.3), the
thermal conductivities κ3 and κ4 are admitted to be positive or zero in order to include type
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6. Theory of non-classical thermo-hyperelasticity

I and II as limiting cases of type III. However, for no position X and no time t both, κ3 and
κ4, can be zero, i.e. κ3 > 0 ∨ κ4 > 0 ∀X , t.
Green and Naghdi [51] suggest a spatial heat flux vector based on the material thermal
displacement gradient and the spatial temperature gradient. This relation is changed in
this contribution for consistency reasons. Thus the spatial counterpart of Q reads q =
−j/bF · F t · [κ3∇xα + κ4∇xT ]. The remaining quantities are expressed as

ρ0θξ = −H · ∇XT,

ρ0η = 3wK
lnJ

J
+ ρ0c ln

T

T0
+ S0,

P = [λ ln J − μ]F−t + μF − 3wK

J
[T − T0] [1 − ln J ]F−t. (6.1.12)

Thus, one obtains the temperature equation

ρ0cṪ = −Div Q + ρ0r + T
∂P

∂T
: Ḟ . (6.1.13)

6.2. Finite element discretization

Like in the pure thermal case (cf. Section 5.2), the numerical discretization is done with
Galerkin finite element methods. Again, the equations are first discretized in space with a
Bubnov–Galerkin finite element approach and subsequently the temporal discretization, apply-
ing a temporal Galerkin time finite element method, is carried out.

6.2.1. Spatial discretization

First, the spatial weak forms of the balance of linear momentum and the temperature equa-
tion are stated as this is a prerequisite for the classical Bubnov–Galerkin finite element method.

Spatial motion problem

The balance of linear momentum (3.2.6) and the temperature equations (which, for brevity,
are summarized in one general temperature equation without inserting the constitutive as-
sumptions for the heat flux) are supplemented by appropriate boundary conditions for the me-
chanical and the thermal fields. For the deformation problem, the boundary ∂B0 is subdivided
into disjoint contributions, such that ∂Bϕ

0 ∩ ∂Bt
0 = ∅ and ∂Bϕ

0 ∪ ∂Bt
0 = ∂B0. Correspond-

ingly, for the thermal problem, the boundary ∂B0 is decomposed into disjoint parts, such that
∂Bα

0 ∩ ∂Bθ
0 = ∅, ∂Bα

0 ∩ ∂BQ
0 = ∅, ∂Bθ

0 ∩ ∂BQ
0 = ∅ and ∂Bα

0 ∪ ∂Bθ
0 ∪ ∂BQ

0 = ∂B0.

After integrating both equations and relation (3.1.7) over the material configuration B0, they
are weighted with the vector- and scalar-valued test functions δϕ ∈ H1

0 (B0), δα ∈ H1
0 (B0)
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6.2. Finite element discretization

and δT ∈ H1
0 (B0) and the divergence theorem is applied. Thus, the weak form of the spatial

balance of momentum reads∫
B0

δϕ · ρ0v̇ dV+

∫
B0

∇Xδϕ : P dV−
∫
B0

δϕ ·[ρ0b] dV−
∫

∂Bϕ
0

δϕ · P ·N dA = 0, (6.2.1)

Moreover, the weak form of the temperature equation and the relation between the thermal
displacement α and the temperature T yield∫

B0

δTρ0cṪ dV −
∫
B0

∇XδT · Q dV−
∫
B0

δT [H · ∇Xθ + ρ0θξ] dV

−
∫
B0

δT [ρ0θs + Qmech
0 ] dV +

∫
∂BQ

0

δTQ · N dA = 0, (6.2.2)

and ∫
B0

δα[α̇ − T ] dV = 0. (6.2.3)

Material motion problem

Likewise, the boundary ∂Bt of the current configuration Bt is splitted such that ∂Bϕ
t ∩∂Bt

t = ∅
and ∂Bϕ

t ∪ ∂Bt
0 = ∂Bt for the mechanical problem and ∂Bα

t ∩ ∂Bθ
t = ∅, ∂Bα

t ∩ ∂Bq
t = ∅,

∂Bθ
t ∩ ∂Bq

t = ∅ and ∂Bα
t ∪ ∂Bθ

t ∪ ∂Bq
t = ∂Bt for the thermal problem.

In complete analogy to the spatial motion problem, the balance of linear momentum, i.e. Eq.
(3.2.14), and the general temperature equation of the material motion problem are integrated
over the current domain Bt and weighted by test functions δΦ ∈ H1

0 (Bt), δα ∈ H1
0 (Bt) and

δT ∈ H1
0 (Bt). Consequently, one obtains∫

Bt

δΦ · Dt(ρtC · V ) dv +

∫
Bt

∇xδΦ :

[
πt − ρtV · C · V

2
F t

]
dv (6.2.4)

−
∫
Bt

δΦ · [ρtB +
∂ρtV · C ·V

2∂Φ
] dv−

∫
∂BΦ

t

δΦ ·
[
πt − ρtV · C ·V

2

]
· n da = 0.

Remember, πt is the two-point static material motion flux given by πt = ρt∂ψ/∂f and the
material velocity V is related to the spatial velocity v by V = −F−1 · v (see Chapter 3.1).
Furthermore, one gets

∫
Bt

δTρtcṪ dv −
∫
Bt

∇xδT · q dv −
∫
Bt

δT [h · ∇xθ + ρtθξ] dv

−
∫
Bt

δT [ρtθs + Qt mech] dv +

∫
∂Bq

t

δTq · n da = 0, (6.2.5)
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6. Theory of non-classical thermo-hyperelasticity

∫
Bt

δα[α̇ − T ] dv = 0. (6.2.6)

Remark: Note that the scalar-valued test functions δα and δT testing relation (3.1.7) and
the temperature equation are identical for the spatial and the material motion problem. The
mechanical test functions δϕ and δΦ are related via δϕ = −δΦ · F t.

6.2.1.1. Spatial discretization

Spatial motion problem

In complete analogy to the thermal case, the reference domain B0 is discretized into nel finite
elements Be

0 with B0 =
⋃nel

e=1 Be
0. Applying the isoparametric concept, the unknows ϕ, the

thermal displacement α and the temperature T as well as the test functions δϕ, δα and δT
are interpolated with shape functions N i

ϕ and N i
θ. Thus, they are approximated as follows

ϕh|Be
0

=

nen∑
i=1

N i
ϕϕi, δϕh|Be

0
=

nen∑
i=1

N i
ϕδϕi,

αh|Be
0

=

nen∑
i=1

N i
θαi, δαh|Be

0
=

nen∑
i=1

N i
θδαi,

T h|Be
0

=
nen∑
i=1

N i
θTi, δT h|Be

0
=

nen∑
i=1

N i
θδTi. (6.2.7)

The expressions for the discrete gradients of the primary unknowns ∇Xϕ, ∇Xα, ∇XT and
those of the test functions ∇Xδu, ∇Xδα, ∇XδT yield

∇Xϕh|Be =
nen∑
i=1

ϕi ⊗∇XN i, ∇Xδϕh|Be =
nen∑
i=1

δϕi ⊗∇XN i,

∇Xαh|Be =
nen∑
i=1

αi∇XN i, ∇Xδαh|Be =
nen∑
i=1

δαi∇XN i,

∇XT h|Be =

nen∑
i=1

Ti∇XN i, ∇XδT h|Be =

nen∑
i=1

δTi∇XN i. (6.2.8)

The discrete gradient of the spatial motion ∇Xϕh|Be corresponds to the discrete spatial de-
formation gradient F h|Be = ∇Xϕh|Be .

Thus, the following semi-discretized system of equations is received:

fϕh
dyn + fϕh

int − fϕh
sur − fϕh

vol = 0,

f θh
dyn + f θh

int + f θh
con − f θh

sur − f θh
vol = 0,

α̇ − T = 0. (6.2.9)
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6.2. Finite element discretization

Again, α = {αi} and T = {Ti} denote the global node vectors of the thermal displacement
and the temperature, respectively.

Considering the arbitrariness of the test functions δϕ, δα and δT , the semi-discrete inertia
forces, the internal forces, the surface forces and the volume forces of the balance of linear
momentum are computed as

fϕh
dyn =

nel

A
e=1

nen∑
i=1

∫
Be

0

N i
ϕρ0v̇ dV, fϕh

int =

nel

A
e=1

nen∑
i=1

∫
Be

0

P · ∇XN i
ϕ dV,

fϕh
sur =

nel

A
e=1

nen∑
i=1

∫
∂Bϕ,e

0

N i
ϕP · N dA, fϕh

vol =

nel

A
e=1

nen∑
i=1

∫
Be

0

N i
ϕρ0b dV. (6.2.10)

The dynamic, the internal, the surface and the volume contribution of the thermal problem
read

f θh
dyn =

nel

A
e=1

nen∑
i,j=1

∫
Be

0

N i
θρ0cN

j
θ dV Ṫj , f θh

int = −
nel

A
e=1

nen∑
i=1

∫
Be

0

∇XN i
θ · Q dV,

f θh
sur = −

nel

A
e=1

nen∑
i=1

∫
∂BQ,e

0

N i
θQ · N dA, f θh

vol =

nel

A
e=1

nen∑
i=1

∫
Be

0

N i
θ

[
ρ0θs+ρ0θξ+Qmech

0

]
dV,

f θh
con = −

nel

A
e=1

nen∑
i=1

∫
Be

0

N i
θH · ∇Xθ dV. (6.2.11)

Material motion problem

The current solution domain Bt is likewise discretized into nel finite elements Be
t . Again

following the way of Bubnov–Galerkin methods, the unknowns Φ, the thermal displacement
α and the temperature T as well as the test functions δΦ, δα and δT are interpolated with
shape functions N i

Φ and N i
θ.

Φh|Be
t

=
nen∑
i=1

N i
ΦΦi, δΦh|Be

t
=

nen∑
i=1

N i
ΦδΦi,

αh|Be
t

=

nen∑
i=1

N i
θαi, δαh|Be

t
=

nen∑
i=1

N i
θδαi,

T h|Be
t

=
nen∑
i=1

N i
θTi, δT h|Be

t
=

nen∑
i=1

N i
θδTi. (6.2.12)

The semi-discrete balance of pseudomomentum and the semi-discrete temperature equation
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6. Theory of non-classical thermo-hyperelasticity

of the material motion problem can be expressed as

F ϕh
dyn + F ϕh

int − F ϕh
sur − F ϕh

vol = 0,

F θh
dyn + F θh

int + F θh
con − F θh

sur − F θh
vol = 0,

α̇ − T = 0. (6.2.13)

Herein, the semi-discrete inertia forces, the internal forces, the surface forces and the volume
forces of the balance of linear momentum take the expression

F Φh
dyn =

nel

A
e=1

nen∑
i=1

∫
Be

t

N i
ΦρtDt(C · V ) dv,

F Φh
int =

nel

A
e=1

nen∑
i=1

∫
Be

t

[πt − ρtV · C · V
2

F t] · ∇xN i
Φ dv,

F Φh
sur =

nel

A
e=1

nen∑
i=1

∫
∂BΦ,e

t

N i
Φ[πt − ρtV · C · V

2
F t] · n da,

F Φh
vol =

nel

A
e=1

nen∑
i=1

∫
Be

t

N i
Φ[ρtB +

∂ρtV · C · V
2∂Φ

] dv. (6.2.14)

whereas the dynamic, the internal, the surface and the volume contribution of the thermal
problem are given by

F θh
dyn =

nel

A
e=1

nen∑
i,j=1

∫
Be

t

N i
θρtcN

j
θ dv Ṫj, F θh

int = −
nel

A
e=1

nen∑
i=1

∫
Be

t

∇xN i
θ · q dv,

F θh
sur = −

nel

A
e=1

nen∑
i=1

∫
∂Bq,e

t

N i
θq · n da, F θh

vol =

nel

A
e=1

nen∑
i=1

∫
Be

t

N i
θ

[
ρtθs + ρtθξ+Qmech

t

]
dv,

F θh
con = −

nel

A
e=1

nen∑
i=1

∫
Be

t

N i
θh · ∇xθ dv. (6.2.15)

As opposed to the spatial motion problem, in the material motion problem the Neumann
boundary conditions are usually not given as input data. Therefore, the material forces are
generally computed in a postprocessing step, see Section 6.4.3.

6.2.2. Temporal discretization

In a next step, the governing equations are discretized in time. As in the thermal case, it
is resorted to Galerkin finite element methods in time as well. For general information on
and basic relations in Galerkin temporal finite element methods, the reader is referred to the
Section 5.2.2.
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6.2. Finite element discretization

Analogously to the spatial finite element method, the weak form is constructed by multiplying
with test functions δT �, δα�, δΦ� and δϕ� and integrating over the time domain I = [t0, te].
Therefore, the time element weak form of the governing semi-discrete system of equations
(6.2.9) and (6.2.13) can be expressed by:

hn

∫ 1

0

δϕ� ·
[
fϕh

dyn + fϕh
int − fϕh

sur − fϕh
vol

]
dτ = 0, (6.2.16)

hn

∫ 1

0

δT � ·
[
f θh

dyn + f θh
int + f θh

con − f θh
sur − f θh

vol

]
dτ = 0, (6.2.17)

hn

∫ 1

0

δα� · [α̇ − T ] dτ = 0, (6.2.18)

hn

∫ 1

0

δΦ� ·
[
F Φh

dyn + F Φh
int − F Φh

sur − F Φh
vol

]
dτ = 0, (6.2.19)

hn

∫ 1

0

δT � ·
[
F θh

dyn + F θh
int + F θh

con − F θh
sur − F θh

vol

]
dτ = 0. (6.2.20)

Each of the equations is discretized with a temporal Galerkin finite element method. The test
functions are approximated piecewise by polynomial shape functions M̃i, see Definition 5.2.23.
Thus, the temporal test functions δα�, δT �, δϕ� and δΦ� are of the format:

δαh
� (τ) |In =

k∑
i=1

M̃iδα
i, δT h

� (τ) |In =

k∑
i=1

M̃iδT
i,

δϕh
� (τ) |In =

k∑
i=1

M̃iδϕ
i, δΦh

� (τ) |In =

k∑
i=1

M̃iδΦ
i. (6.2.21)

Inserting (6.2.21) into Eqs. (6.2.16)-(6.2.20) leads to the fully discretized systems of equations:

rϕ
i = hn

∫ 1

0

M̃i

[
fϕh

dyn + fϕh
int − fϕh

sur − fϕh
vol

]
dτ = 0, (6.2.22)

rθ
i = hn

∫ 1

0

M̃i

[
f θh

dyn + f θh
int + f θh

con − f θh
sur − f θh

vol

]
dτ = 0, (6.2.23)

rα
i = hn

∫ 1

0

M̃i [α̇ − T ] dτ = 0, (6.2.24)

RΦ
i = hn

∫ 1

0

M̃i

[
F Φh

dyn + F Φh
int − F Φh

sur − F Φh
vol

]
dτ = 0, (6.2.25)

Rθ
i = hn

∫ 1

0

M̃i

[
F θh

dyn + F θh
int + F θh

con − F θh
sur − F θh

vol

]
dτ = 0, (6.2.26)

for all i = 1, . . . , k. Eqs. (6.2.22), (6.2.23) and (6.2.24), resp. Eqs. (6.2.24), (6.2.25) and
(6.2.26), represent fully discretized coupled nonlinear systems of equations which govern the
spatial resp. the material motion problem of Green–Naghdi thermoelasticity.
Now, the constitutive assumptions for the heat fluxes of type I, II and III are inserted. As
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already mentioned in Chapter 5, the resulting heat equation of type I (Eq. (6.1.6)) is parabolic,
the one of type II (Eq. (6.1.10)) is hyperbolic and the mathematical property of the one
of type III (Eq. (6.1.13)) depends on the values of κ3 and κ4. For all three types, the
balance of momentum is hyperbolic. Therefore, a different treatment concerning the temporal
discretization is reasonable, see also Section 5.2.2. A mixed Galerkin finite element method in
time for the governing equations of type I as it has proven to suit well for mixed parabolic and
hyperbolic problems. The problems of type II and III are discretized with continuous Galerkin
finite elements in time.

6.2.2.1. Mixed Galerkin time finite element method

The mixed Galerkin time finite element method of order k is based on the idea that the test
functions are approximated piecewise by polynomials of degree k − 1. The trial function ϕ
of the hyperbolic balance of linear momentum is approximated piecewise and continuously by
polynomials of order k, whereas the trial function T of the parabolic equation is discretized
piecewise with polynomials of degree k−1 which are discontinuous across the element bound-
aries. Consequently, the trial functions can be written in the following format:

T h (τ) |In =

k∑
i=1

M̃i (τ) T i ϕ̄h (τ) |In =

k+1∑
i=1

Mi (τ) ϕ̄i. (6.2.27)

The global node vectors of the spatial placement is denoted by ϕ̄ = {ϕi}. In other words, the
mG(k)-discretization of the coupled thermoelastic problem of type I is based on the idea of a
cG(k)-discretized balance of momentum and a dG(k)-discretized heat equation.

In order to prevent that the trial functions of the temperature are over-determined at the
boundary nodal values, once more a discontinuity is admitted (cf. Figure 5.5). Again, [[T h]] =
T 1 − T 0 denotes the amount of the jump at the local time node τ = 0. T 0 is the known
value at local time node τ = 0 from the previous time step, whereas T 1 is the unknown value
at τ = 0 from the present time step. Thus, those terms which are linear in the empirical
temperature T and the spatial positions ϕ can be discretized further:

hn

∫ 1

0

M̃if
ϕh
dyn dτ = hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

Nm
ϕ ρ0INn

ϕ dV

]
M ′′

j dτ · ϕ̄j,

hn

∫ 1

0

M̃if
θh
dyn dτ = hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

Nm
θ ρ0cINn

θ dV

]
M̃ ′

j dτ · T j , (6.2.28)

hn

∫ 1

0

M̃if
θh
int dτ = hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

∇XNm
θ · κ1I · ∇XNn

θ dV

]
M̃j dτ · T j .

6.2.2.2. Continuous Galerkin time finite element method

As mentioned above, the continuous Galerkin method of order k is applied to the coupled
thermoelastic problems of type II and III. The piecewise, continuously approximation of trial
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functions consists of polynomials of degree k whereas the test functions are approximated
piecewise by polynomials of degree k−1 which are discontinuous across the element boundaries.
The shape functions Mi are defined in Eq. (5.2.17), approximate the trial functions αh, T h

and ϕ̄h continuously across the element boundaries

αh (τ) |In =
k+1∑
i=1

Miα
i, T h (τ) |In =

k+1∑
i=1

MiT
i, ϕ̄h (τ) |In =

k+1∑
i=1

Miϕ̄
i. (6.2.29)

Again, those terms which are linear in the thermal displacement α, the empirical temperature
T and the spatial placement ϕ can be discretized further. For type II and III, one obtains

hn

∫ 1

0

M̃if
ϕh
dyn dτ = hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

Nm
ϕ ρ0INn

ϕ dV

]
M ′′

j dτ · ϕ̄j,

hn

∫ 1

0

M̃if
θh
dyn dτ = hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

Nm
θ ρ0cINn

θ dV

]
M ′

j dτ · T j ,

hn

∫ 1

0

M̃i [α̇ − T ] dτ =

k+1∑
j=1

∫ 1

0

M̃iM
′
j dτ αj + hn

k+1∑
j=1

∫ 1

0

M̃iMj dτ T j , (6.2.30)

for all i = 1, . . . , k. Furthermore, for type III, one additionally has

hn

∫ 1

0

M̃if
θh
int dτ = hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

∇XNm
θ ·κ3

b
I ·∇XNn

θ dV

]
Mj dτ · αj

+ hn

k+1∑
j=1

∫ 1

0

M̃i

[ nel

A
e=1

nen∑
m,n=1

∫
Be

0

∇XNm
θ ·κ4

b
I ·∇XNn

θ dV

]
Mj dτ · T j , (6.2.31)

for all i = 1, . . . , k.

6.3. Newton–Raphson solution method

In the following, the more natural spatial motion problem is considered for the numerical
simulations. In order to take the two-folded coupling fully into account, we solve the system
of equations monolithically. The zeros of the residua rϕ, rα and rθ are found with the help
of the Newton–Raphson algorithm. To find the solution at time tn, one starts with an initial
guess which is reasonable close to the supposed solution. The initial guess, resp. the k-th
iterate, is then updated in an incremental iterative way, see Eq. (6.3.4). The k-th iterate of
the Newton–Raphson iteration reads:

rϕk
n = rϕk−1

n + drϕ .
= 0,

rαk
n = rαk−1

n + drα .
= 0,

rθk
n = rθk−1

n + drθ .
= 0. (6.3.1)
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Here, drϕ, drα and drθ denote the iterative residua and take the following format⎡
⎢⎢⎢⎢⎢⎢⎣

drrrrrrrrr ϕ

drrrrrrrrr α

drrrrrrrrr θ

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

Kϕϕ Kϕα KϕT

Kαϕ Kαα KαT

Kθϕ Kθα KθT

⎤
⎥⎥⎥⎥⎥⎥⎦ ·

⎡
⎢⎢⎢⎢⎢⎢⎣

dϕ

dα

dT

⎤
⎥⎥⎥⎥⎥⎥⎦ (6.3.2)

dϕ, dα and dT are the incremental changes of the vectors of the unknown spatial placement,
the unknown thermal displacement and the unknown temperature. The tangential stiffness
matrices Kϕϕ, Kϕα, KϕT , Kαϕ, Kαα, KαT , Kθϕ, Kθα and KθT are calculated via

Kϕϕ=
∂rrrrrrrrr ϕ

∂ϕ
, Kϕα =

∂rrrrrrrrr ϕ

∂α
, KϕT =

∂rrrrrrrrr ϕ

∂T
,

Kαϕ=
∂rrrrrrrrr α

∂ϕ
, Kαα =

∂rrrrrrrrr α

∂α
, KαT =

∂rrrrrrrrr α

∂T
,

Kθϕ =
∂rrrrrrrrr θ

∂ϕ
, Kθα =

∂rrrrrrrrr θ

∂α
, KθT =

∂rrrrrrrrr θ

∂T
.

(6.3.3)

As mentioned above, the iterative update for the increments of the global unknowns ϕ, α and
T is defined by the solution of the linearized system of equations (6.3.1):

Δ ϕk
n = Δ ϕk−1

n + d ϕ,

Δαk
n = Δαk−1

n + dα,

ΔT k
n = ΔT k−1

n + dT .

(6.3.4)

6.4. Numerical examples

In the following, several numerical examples are presented. First, a closer look at the simulation
of the second sound experiments is taken. Herein, the fully coupled problem is considered for
the geometrically linear and nonlinear case. Bismuth as well as sodium fluoride is treated.
Second, cryovolcanism, i.e. the icy counterpart of volcanism on Earth, on Saturn’s moon
Enceladus is simulated. It is followed by the application of the material force method with
respect to an example in the field of fracture mechanics. This Section is closed by the
introduction of an energy-conserving discretization scheme applied to a geometrically nonlinear
example in fracture mechanics.

6.4.1. Second sound phenomenon

Thermal wave propagation is due to second sound (cf. Chapter 2 for further information on this
phenomenon). Here, two independent modes of wave propagation can be observed: classical
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first sound and the thermal second sound. The application of the Green-Naghdi theory for
modeling pure second sound has already been discussed in Section 5.3. It has been evident
that the classical theory of type I is inapplicable, whereas type II and III are capable of modeling
thermal waves. Now, the pure thermal case is coupled with elasticity. In the first example,
the second sound experiments of Narayanamurti and Dynes [119], who proved the existence
of second sound in Bi for the first time, are simulated for geometrically linear behavior, i.e.
only small deformations and strains are assumed. These results are published in the work of
Bargmann and Steinmann [10]. Second, second sound in sodium fluoride is modeled with an
underlying geometrical nonlinear theory, i.e. large deformations are allowed.

6.4.1.1. Bismuth (Bi)

For information on the material Bi itself, the reader is referred to Section 5.3. In order to
avoid unnecessary repetitions, only the material parameters applied during the simulations are
listed:

Table 6.1.: Material parameters for coupled thermoelasticity in Bi

Bi

density ρ 9780
[

kg
m3

]
specific heat c 0.052

[
W

kgK

]
thermal expansion coefficient w 6.75 · 10−6

[
1
K

]
thermal conductivities κ2, κ3 309407875

[
W

s2mK

]
Young’s modulus E 40 · 109

[
N
m2

]
reference temperature T0 3 [K]

Moreover, κ4 = κ3/ (5000 1/s2) = 61881.575
[

W
mK

]
is set. Initially, a one-dimensional speci-

men of length 9 mm is set at equilibrium with reference temperature 3 K. Then, a temperature
perturbation of height 1 K is added at the left end of the specimen. The thermal displacement
α is initiated to be zero everywhere in the bar. The specimen is fixed at both ends, cf. Figure
6.1. The external sources are assumed to be non-existing, i.e. r = 0 and b = 0. The temper-
ature development is simulated for 11.5 μs. A discretization of 250 spatial and 800 temporal
elements is applied for type II as well as III.

Figure 6.2 depicts the temperature solution according to type II. The faster but smaller wave
is driven by the mechanical problem and propagates with the speed of first sound, whereas the

79



6. Theory of non-classical thermo-hyperelasticity

T = 4 K T = 3 K

9 mm

Figure 6.1.: Set-up of second sound model. A 9 mm-long one-dimensional bar of Bi with
initial temperature 3 K is heated by a short heat pulse from 3 K to 4 K at
the left end. The specimen is fixed at both ends.

second sound wave is slower and due to the hyperbolic nature of the temperature equation
(6.1.10). There is no energy dissipation involved, thus the thermal waves propagate without
damping through the bar.

Figure 6.3 depicts the temperature solution according to Green-Naghdi thermoelasticity of
type III. In comparison to type II, a diffusive heat flux of the Fourier type is added to the
heat equation (6.1.13). Although only 0.02% diffusion is added, the diffusive behavior of the
second sound wave is clearly visible.
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11.5

5.75

0
9

0

4.5

3

3.5

4

Figure 6.2.: Type II. Temperature is plotted vs. space and time. One can clearly see
the existence of two temperature waves. The inertia term of the balance of
linear momentum is fully considered, thus a smaller but faster first sound wave
exists. The bigger but slower one is the second sound. Due to small numerical
oscillations a streamline-upwind stabilization is added (cf. [7, 169]).

81



6. Theory of non-classical thermo-hyperelasticity

Figure 6.3.: Type III. Temperature is plotted vs. space and time. Once more, both waves
are clearly visible. Compared to type II, a Fourier type heat flux is added.
This induces the diffusive behavior of the second sound wave.
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Two-dimensional square

The second sound velocity of 7.8·10−4m/μs corresponds to an arrival time of 11.5μs at the right
end of the 9 mm-bar. Type II as well as type III perfectly meet this arrival time. The elastic wave
is smaller and faster than the thermal one. Its velocity reads vmech =

√
E/ρ = 2.02 ·105cm/s.

In order to have a closer look at the different velocities and its impact on the temperature
waves, a two-dimensional square with an edge length of 10 mm is looked at from above. The
material is once more chosen to be bismuth and the material parameters are given in Table 6.1.
Poisson’s ratio ν is set to zero, i.e. ν = 0. The square posseses a homogeneous temperature
distribution of 0 K which is disturbed in the middle with a short heat pulse of 10 K. The
development of the temperature is observed for 3.9μs. The plate is discretized with 20x20
elements, whereas 400 elements are used for the temporal discretization.

X

10
m

m

10 mm

Figure 6.4.: Set-up of second sound model. A 9 mm-long one-dimensional bar of Bi with
initial temperature 3 K is heated by a short heat pulse from 3 K to 4 K at
the left end. The specimen is fixed at both ends.

Figure 6.5 illustrates the solution of the temperature solution according to the more general
type III. Only a very small dissipation is admitted. The isolines are plotted at 0.005 K and 0.05
K in order to show the different velocities of the first and the second sound. At first, cf. Figure
6.51, only the temperature difference in the middle can be seen. Figure 6.52 already illustrates
the development of two circles. The outer circle indicates the smaller but faster thermal wave
induced by the first sound. The inner circle represents the bigger but slower thermal wave,
the second sound. The outer circle moves faster than the inner and, in the course of time, it
detaches from the inner one.

A radialsymmetric example is chosen in which the temperature disturbance is initiated in the
middle - in only one node. Consequently, only the first sound wave (the longitudinal mechanical

83



6. Theory of non-classical thermo-hyperelasticity

wave) and the second sound wave (the temperature wave) occur. When the first sound wave
meets the plate’s edges a transversal wave would develop. However, this is not considered here
as this example is intended to clarify the different propagation speeds of the first and second
sound further.

6.4.1.2. Sodium Fluoride (NaF)

Another example for a solid in which the existence of second sound has been verified is NaF.
Experimental data is available in the publications of Jackson and Walker [72, 73], for example.
The thermal aspect and the thermoelastostatic aspect of the second sound phenomenon in
NaF is investigated by Bargmann and Steinmann [7, 9]. Here, the fully coupled geometrically
nonlinear theory is used for the underlying model. Thus, the inertia term of the balance of
momentum is taken into account and large deformations are allowed. Exemplarily, the theory
of type III is studied.
A one-dimensional bar of NaF with fixed bearings at both ends initially has a homogeneous
temperature distribution of 15 K. At the beginning of the simulation, a short heat pulse of 1 K
is applied. The bar is observed for 5 μs and the set-up of the model is depicted in Figure 6.6.
For the spatial discretization 50 linear finite elements are applied. Moreover, the time interval
is discretized with 250 finite elements and a cG(1)-discretization is applied. The material
parameters are given in Table 6.2.

Figure 6.7 depicts the temperature solution in case of geometrically nonlinear thermoelasticity
of type III. Two waves are clearly seen. The bigger but slower wave is the second sound wave.
Its arrival time of 4.1 μs is perfectly met. Also the arrival time of the smaller but faster first
sound wave is met. Consequently, a very good correspondence with arrival times is found and
the numerical results agree well with the experimental data of [72, 73]. The model of type III
involves energy dissipation. Thus the wave amplitude decreases and the second sound wave
becomes diffusive.
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Table 6.2.: Material parameters for coupled thermoelasticity in NaF

material’s density ρ 2886
[

kg
m3

]
specific heat c 2.774

[
W

kgK

]
thermal conductivity κ3 20500

[
W

s2mK

]
thermal conductivity κ4 2.05

[
W
mK

]
absolute entropy density S0 0.9247

[
N

m2K

]
reference temperature T0 15 [K]

thermal expansion coefficient w 18.5 · 10−6
[

1
K

]
Young’s modulus E 85.97 · 109

[
N
m2

]
length l 8 [mm]

external heat source r 0

volume force b 0
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Figure 6.5.: Temperature solution according to type III. A heat pulse of 10 K is initiated at
the square’s middle. The temperature isolines are depicted at times t = 0 μs,
t = 0.56 μs, t = 1.11 μs, t = 1.67 μs, t = 2.22 μs, t = 2.78 μs, t = 3.34 μs and
t = 3.83 μs. The isolines are plotted at values 0.005 K and 0.05 K.
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T = 16 K T = 15 K

8 mm

Figure 6.6.: A 8 mm-long one-dimensional bar of NaF with initial temperature 15 K is
heated by a short heat pulse from 15 K to 16 K at the left end. The specimen
is fixed at both ends.
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Figure 6.7.: Simulation of second sound experiments of [72, 73] in a one-dimensional bar
of NaF with initial temperature 15 K. At the left end a short heat pulse of 1
K is initiated. The temperature distribution is plotted vs. time and position.
Two waves are clearly seen. The bigger but slower wave is the second sound
wave. Its arrival time of 4.1 μs is perfectly met. Also the arrival time of the
smaller but faster first sound wave is met.
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6.4.2. Cryovolcanism on Enceladus

In 2005, the Cassini spacecraft proved the existence of cryovolcanism, i.e. the icy counterpart of
volcanism on Earth, on Saturn’s moon Enceladus during its close fly-bys. In particular, water-
rich plume venting was discovered in the south polar region. Thus, Enceladus was found to be
one out of three outer solar bodies being geologically active. This section is concerned with
the modeling and computation of this phenomenon. For the underlying thermoelastic theory,
it is resorted to the Green–Naghdi theory of type III. However, since only small deformations
are expected, it is resorted to geometrically linear thermoelasticity. This section is based on
the results published in [11].

Figure 6.8.: Left: This picture of Saturn’s moon Enceladus was taken by the Voyager 2
mission in the early 1980s. Enceladus has only a diameter of ca. 500 km. With
an albedo of 0.99, its icy surface is the most reflecting in the solar system.
Despite the cryovolcanoes existing in Enceladus south polar region, several
more geologic terrains have been discovered. For example, the north polar
region is heavily cratered whereas there are also terrains which are relatively
smooth. Picture credit: NASA/JPL.
Right: This graphic illustrates the interior of Enceladus: a rocky core (brown,
red) and an icy shell (yellow). Picture credit: NASA/JPL.

Enceladus (see Figure 6.8) is one of Saturn’s inner satellites. It was discovered in 1789 and
orbits Saturn in an almost circular orbit with a semi-major axis of 237,948 km and a period
of 1.37 days. Enceladus has the shape of a flattened ellipsoid with a mean diameter of 504
km, which makes it the sixth largest Saturnian moon. It consists of a rocky core and an icy
mantle and surface, see Figure 6.8 (right). The mean surface temperature is at a value of 77
K. In many ways, the general properties of Enceladus are very different from those of other
satellites, and thus, it is a very active research topic. With an albedo of 0.99, it has the most
reflective surface of any body in the solar system. Scientists assume that one explanation
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for this high reflectivity is the continuous surface renovation by icy particles originating from
cryovolcanoes.

Of particular interest is Enceladus’ south polar region. In 2005, active cryovolcanism was
found there during a close fly-by of the Cassini spacecraft [127], which makes Enceladus the
fourth body in the solar system (along with the Earth, Jupiter’s moon Io and Neptune’s moon
Triton) where volcanic eruptions have been observed, see Figure 6.9. This finding goes along
with the spectrometric detection of a distinctive warm spot centered on the south pole with a
temperature of approximately 85 K, which is 15 K more than expected from a simple radiation
balance [150]. Figure 6.10 compares the predicted with the observed surface temperatures on
Enceladus.

Figure 6.9.: The plumes on Enceladus’ south polar region are the source of the material
from Saturn’s E ring. A mixture of water and water vapor is erupted from
pressurized subsurface water champers in Enceladus’ interior. The left picture
shows Enceladus backlit by the sun. On the right, a monochrome view of its
cold geysers from January, 16th 2005 is shown along with a color-coded image.
Picture credit: NASA/JPL/Space Science Institute.

Cryovolcanoes are icy equivalents of the well-known terrestrial volcanoes. Their main features
are illustrated in Figure 6.11. Instead of magma Enceladus’ cryovolcanoes erupt water which
has its source in pressurized subsurface water chambers [127]. No ammonia (which would lower
the melting point) was found [22], suggesting that the cryomagma is pure H2O. Cryovolcanoes
on other icy moons may also erupt a mixture of water and, for example, ammonia or methane.
The heat source powering Enceladus cryovolcanoes is tidal heating induced by Enceladus’
orbital motion around Saturn [122].
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Figure 6.10.: Predicted (radiation balance) vs. observed (composite infrared spectrometer
CIRS onboard the Cassini spacecraft) surface temperatures of Enceladus.
The south polar region shows a warm spot due to active cryovolcanism.
Picture credit: NASA/JPL/GSFC.

Figure 6.11.: “Cold geyser model” for cryovolcanism on Enceladus: Pressurized sub-
surface water erupts through a volcanic pipe (vent) into the atmosphere. The
black box on the left shows the area investigated during the numerical sim-
ulations, see Section 6.4.2.2. Picture (modified) credit: NASA/JPL/Space
Science Institute/Cassini–Huygens.
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6.4.2.1. Set-up for modeling cryovolcanism on Enceladus

Model parameters for cryogenic ice

According to Powell et al. [129], Slack [147] and Greve [56], the thermal conductivity κ, the
thermal expansion coefficient w and the specific heat c of ice are

κ(T ) =
615

T

W

mK
,

w(T ) = [56.5 + 0.25[T − 273]] × 10−6 1

K
, (6.4.1)

c(T ) = 146.3 + 7.253 T
J

kgK
,

where the temperature T is taken in units of [K]. Natural ice is composed of a large number
of individual crystals. Here, it is assumed that the orientation distribution is random, following
the way of [56]. Thus, its macroscopic mechanical behavior is isotropic, and the elasticity
tensor E is fully determined by the Young’s modulus, Eice = 10 GPa, and the Poisson’s ratio,
ν = 0.33. Both quantities are assumed to be independent of temperature. For the ice density,
the standard value ρice = 910 kg m−3 is employed, and the acceleration due to gravity on
Enceladus is g = 0.079 m s−2.

The Green–Naghdi theory of type III includes the two thermal conductivities κ3 and κ4 of
which the ratio is not narrowed. Although no experimental data exists on energy dissipation
during the eruption of a cryovolcano on Enceladus, one can certainly conclude that the model
should include energy dissipation due to the experiences on Earth, and due to the fact that
so far a pure thermal wave propagation has only been proven below 20 K. No data on the
propagation speed of heat in Enceladus’ ice is available, thus, an ad hoc assumption of the
values of the thermal conductivities κ3 and κ4 cannot be given. Therefore, the classical thermal
conductivity κ4 is identified with the measured temperature-dependent thermal conductivity
given in Eq. (6.4.1)1,

κ4(T ) =
615

T

W

mK
. (6.4.2)

For the non-classical thermal conductivity κ3, it is assumed that it is proportional to κ4,

κ3(T ) =
κ4(T )

tproc
× f, (6.4.3)

where tproc is a time-scale for the modeled process and f is an adjustable, dimensionless factor.
It is clear that for small values of f the Fourier-type (diffusive) heat flux will be dominant,
while for large values of f , heat transport will be governed mainly by the non-classical ∇α-type
flux.

91



6. Theory of non-classical thermo-hyperelasticity

For materials with confirmed second sound, the velocity of the thermal waves was found to
be typically about

√
3 times smaller than the velocity of the elastic waves (“first sound”), cf.

Section 6.4.1. If this approximation is applied to ice, an independent estimate for the value
of κ3 can be obtained. For example, at 100 K, this yields κ3 = 2.9 × 1012 W m−1 s−1 K−1,
while κ4 = 6.15 W m−1 K−1. If the process time-scale is chosen to be tproc = 1 d = 86400 s
(see below), a factor f as large as f = 4 × 1016 is obtained. However, since it is not likely
that ice shows fully developed second-sound phenomena (otherwise it would most likely have
been observed already), reasonable values for f must be at least several orders of magnitude
smaller.

Computational domain, initial and boundary conditions

As a simplified representation of a cryovolcano and its environment on Enceladus, a two-
dimensional domain of 50 km (approx. 10 degrees of latitude) length and 500 m thickness is
considered, with the volcanic pipe at the right edge. The problem is supposed to be symmetric
around the pipe and the curvature of the surface is neglected. The water chamber is 1 km
long and over-pressurized by a factor of 10 compared to the hydrostatic pressure of the ice.
The set-up is depicted in Figure 6.12.

Figure 6.12.: Model of the cryovolcano. The adjacent ice layer is 50 km long and 500 m
thick. The dashed square marks the 500 m× 500 m area next to the volcanic
vent for which the evolution of the temperature T is plotted in Figures 6.13–
6.16.

As initial conditions at the time t0 = 0, the surface temperature is set to 85 K (see the observed
surface temperatures in south polar region in Figure 6.10) and the bottom temperature to 273
K, i.e. the melting point of ice. The reference temperature T0 is set to the initial surface
temperature, that is, T0 = 85 K. The simulated eruption starts abruptly at this time and lasts
for 1 day. During the eruption period, the temperature over the entire depth of the volcanic
vent is set to 273 K, and the pressure in the pipe falls linearly from the over-pressurized water
chamber at the bottom to the zero value at the surface. The melting point of terristical ice is
pressure dependent. Due to the low gravity on Enceladus, this effect is negligible for simulating
its volcanic eruptions. At t = 1 day, the eruption is “switched off”, and the computation is
continued until tf = 10 days. For the process time-scale tproc in Eq. (6.4.3) is chosen to be
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the duration of the eruption, that is tproc = 1 day.

There is no data available on the duration of a real eruption, thus the choice of one day is
arbitrary. However, the general development of the heat propagation will not be affected by
the eruption time. Here, the effect of the non-classical Green–Naghdi model is discussed, and
therefore, details of the temporal evolution are set aside.

Furthermore, the boundary condition at the surface has to be considered: Here, the radiation
balance, which takes into account the incoming solar radiation, the black-body radiation from
the ice surface and the geothermal heat flux approaching the ice surface from below. It reads

−S0[1 − A] + σSBT 4
s − q · n = 0, (6.4.4)

where S0 is the solar constant for Enceladus, A the albedo (reflexivity of the ice surface), σSB

the Stefan–Boltzmann constant and Ts the temperature at the surface. As already mentioned
above, the Enceladus’ albedo is as high as 0.99, which is the highest value of any known
body in our solar system [22]. The solar constant is computed from its terrestrial counterpart
S0, Earth via

S0 = S0, Earth
rSE

rSS

= 3.76
W

m2
, (6.4.5)

where rSE and rSS are the distances Sun-Earth and Sun-Saturn, respectively.

6.4.2.2. Results

The dimensionless factor f in Eq. (6.4.3) still needs to be specified. Since the available data
on Enceladus does not give a hint on how to choose f in the first place, this parameter is
varied starting with f = 1 and going up to f = 108. As mentioned above, for small values
of f , the model will be close to the classical, Fourier-type heat conduction. By increasing
f , the model will become more and more non-classical because of the increasing impact of
the ∇α-type flux. However, note that the maximum value f = 108 is still eight orders of
magnitude smaller than the estimate given in the discussion of a pure second sound scenario,
so that in neither case fully developed second-sound properties for ice are assumed.

In the following, the solutions for f = 1 (“case 1”), f = 106 (“case 2”), f = 107 (“case 3”)
and f = 108 (“case 4”) are discussed. All simulations have been carried out with a numerical
time-step of Δt = 10−3 days = 1.44 min.

Figures 6.13–6.16 illustrate the temperature development of the 500 m×500 m square next to
the volcanic pipe. The solutions are plotted at four different times of the simulation for each
of the four cases. First, the temperature T is depicted right after the beginning of the volcanic
eruption (i.e. at time t = 1.44 min). The next plot shows the temperature distribution 1 hour
and 12 minutes after the beginning of the volcanic eruption – at that time the volcano is still
erupting. Immediately after the end of the eruption, i.e. after 1 day, the temperature solution
is looked at for the third time. Fourth, the temperature is plotted 10 days after the beginning
of the eruption, that is, 9 days after its end.
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6. Theory of non-classical thermo-hyperelasticity

In case 1, which is very close to the classical Fourier approach, no change in temperature can
be seen during the entire observation time, see Figure 6.13. Neither the 1-day-lasting volcanic
eruption nor the cooling down period of 9 days have any noticeable impact on the temperature
distribution within the ice.

In case 2, where f = 106, hardly any changes in temperature can be seen during the volcanic
eruption, see Figure 6.14. However, 9 days after the end of the eruption, it can be clearly seen
that the temperature in the volcanic pipe is decreasing, starting at the top, i.e. at Enceladus’
surface.

Figures 6.15 and 6.16 show that with an increasing impact of the non-classical ∇α-type flux
(cases 3 and 4), the volcanic eruption starts to heat the interior of the ice next to the pipe,
and the surface temperature rises. Also, immediately after the end of the eruption, the ice
starts to cool down, which is best visible in the volcanic pipe next to the surface. Depending
on the dimensionless factor f , the ice temperature equilibrates slower or faster: The higher
the value of f , the faster the system equilibrates. Furthermore, due to the increasing impact
of the ∇α-type heat flux, the temperature rises within the ice during the eruption. Owing to
the radiation balance (6.4.4), the temperature change is most pronounced in the interior of
the ice layer and smaller at the surface; however, a surface warming of the order of several
degrees occurs in the vicinity of the vent during the eruption and fades away afterwards.

Spencer et al. [150] discuss the temperature on Enceladus’ surface observed during the Cassini
fly-bys in 2005 based on infrared spectrometry. High-resolution data reveal that the occurrence
of high temperatures is spatially correlated with the geological features termed “tiger stripes”
(linear troughs), which are most likely the source of the cryomagma delivered during the
volcanic eruptions. With regard to the results of our simulations, it is particularly interesting
that the data also indicate some increased thermal emission from regions adjacent to the
warm troughs (several kilometers away). This spreading of surface warming agrees roughly
with the results of our cases 3 and 4, where the non-classical, ∇α-type heat flux contributes
significantly to the heat transfer in the ice. By contrast, in case 1, which is very close to the
classical Fourier approach, the warming extends to only a few meters away from the volcanic
pipe during the simulation time (and is therefore invisible in Figure 6.13). Of course, this
depends on the assumed duration of the eruption, but the time-scale [t] for purely diffusive
heat transport over a length-scale of [L] = 1 km is as large as [t] = ρc[L]2/k2 ≈ 4000 a
(computed for 100 K), and it appears unlikely that a stationary cryovolcanic eruption can be
sustained over such a long time. Therefore, with all due caution arising from our simplified
model and the data uncertainties, it seems that non-classical heat transport in ice at cryogenic
temperatures may play a role in explaining the observed temperature distribution in the vicinity
of the volcanically active troughs in Enceladus’ south polar region.

Unfortunately, the analysis of cryovolcanism on Enceladus has just started and there is no data
available on the temperature distribution within the ice during and after a volcanic eruption.
Nevertheless, the comparisons of cases 1–4 seem to indicate that a classical Fourier model
probably will not be sufficient because of the very slow impact. However, a good guess for the
value of f can only be found when further observed data is known. While the approach close
to the classical theory (case 1) seems unlikely, the non-classical approaches (cases 2–4) yield
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Figure 6.13.: Case 1 (f = 1): Evolution of the temperature field (in K) in the 500 m×500 m
area next to the volcanic vent shown in Figure 6.12.
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Figure 6.14.: Case 2 (f = 106): Evolution of the temperature field (in K) in the 500 m ×
500 m area next to the volcanic vent shown in Figure 6.12.
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Figure 6.15.: Case 3 (f = 107): Evolution of the temperature field (in K) in the 500 m ×
500 m area next to the volcanic vent shown in Figure 6.12.
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Figure 6.16.: Case 4 (f = 108): Evolution of the temperature field (in K) in the 500 m ×
500 m area next to the volcanic vent shown in Figure 6.12.
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reasonably-looking simulations of cryovolcanism. They fit the data which are available at the
moment well. However, further observational data are necessary in order to fully understand
what is going on during Enceladus’ eruptions. This contribution is a first successful approach to
establish numerical simulations on this very peculiar and interesting phenomenon. Furthermore,
it indicates that Enceladus’ cryovolcanism should be simulated with a non-classical rather than
a classical theory of thermoelasticity.
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6.4.3. Material force method

The seminal ideas of Eshelby [43, 44] introduced the fundamental idea of material forces. His
work is extended by the contributions of Gurtin [60], Maugin [102] and Steinmann [152] who
deal with continuum mechanics of inhomogeneities. E.g. the work of Steinmann lead to the
so-called material force method. Commonly, in continuum mechanics, material forces take the
interpretation to be the response of variations of material placements of particles with respect
to the ambient material. Consequently, material forces have proven to be well suited for the
examination of defect mechanics, i.e. if dislocations, inhomogeneities, inclusions, interfaces
or cracks are involved, for example. The material deformation map Φ (Definition (3.1.8)) is
governed by the material motion balance of momentum (3.2.14).

During the last decades, material forces have become a very active research topic and are
successfully applied in the field of computational mechanics, see e.g. [5, 37, 60, 83, 84, 89,
90, 102, 106, 152, 153, 154]. For example, material forces occur as a result of discretization
of the continuum equations, e.g. in finite element simulations. Nowadays, the most popular
application of material forces is the field of fracture mechanics. However, the information
gained by the material force method is used to adapt finite element meshes or structural
optimization, see e.g. [5].

The main goal of this Chapter is to investigate the applicability of the material force method
in the framework of non-classical thermo-hyperelasticity. A numerical example investigating
material forces in the context of fracture mechanics is provided. Here, material forces represent
the crack driving forces.

For the analysis of the material force method, the material forces as stated in Eq. (6.2.14) are
calculated in a post-processing step.

Heat conduction

First, heat conduction in a two-dimensional bi-material square is considered, see Figure 6.17.
The material parameters are listed in Table 6.3. Those of the lower material correspond to
bismuth. The upper material’s density ρ1 is three times bigger than the one of the lower
material. The total observation time is 0.1 μs. For the spatial discretization, a standard
Bubnov–Galerkin finite element method is applied and the square is discretized with 900
bilinear quadrilateral spatial finite elements of equal size. For a square obeying Green–Naghdi
type I, the temporal discretization is done with a discontinuous Galerkin temporal finite element
method. In case of type III heat conduction, the heat conductivities κ3 and κ4 are set in such a
way that the resulting heat equation is hyperbolic-like. Consequently, the continuous Galerkin
temporal finite element method is chosen for its temporal discretization. In both cases, 1000
elements are applied for the temporal discretization.
The temperature T of the square is set to 10 K. Its lower edge is heated to 20 K. For type III,
the thermal displacement α is initialized to be zero everywhere.

The temperature development for a type I-square is depicted in Figure 6.18. The inhomoge-
neous temperature field induces a heat flux equalizing the temperature difference within the
square over time.
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ρ1

ρ2

Figure 6.17.: A bi-material square with an edge length of 9 mm is considered. The upper
material’s density is ρ1, whereas the one of the lower material is ρ2. Initially,
the material’s temperature at the lower edge is set at 20 K. The rest of the
square has a temperature distribution of 10 K. The square is discretized with
900 equidistant spatial and 1000 temporal finite elements.

Table 6.3.: Material parameters for bi-material square

density ρ1 29340
[

kg
m3

]
density ρ2 9780

[
kg
m3

]
specific heat c 0.052

[
W

kgK

]
thermal conductivity κ1 875

[
W
mK

]
thermal conductivity κ3 875

[
W

s2mK

]
thermal conductivity κ4 875/105

[
W
mK

]
reference temperature T0 3 [K]

absolute entropy S0 0.0173 [ N
m2K

]

material parameter b 0.354 · 106 [ 1
s2

]

101



6. Theory of non-classical thermo-hyperelasticity

The development of the material forces over time is shown in Figures 6.19 and 6.20. In
particular, the material forces F Φh = F Φh

int +F Φh
vol , where F Φh

int and F Φh
vol are calculated according

to Eq. (6.2.14), are plotted at times t = 0.0002 s, t = 0.0006 s, t = 0.0010 s, t = 0.0014 s,
t = 0.0018 s, t = 0.0022 s, t = 0.0026 s and t = 0.0030 s. Note that in case of pure heat
conduction F Φh

dyn = 0. In the beginning, large material forces can be seen at the hotter lower
edge due to the relatively large temperature gradient ∇T . As the heat approaches the upper
material, the discrete node point material forces begin to develop at the interface, pointing
from the material with the lower density ρ1 to the one with the higher density ρ2. In the course
of time, the temperature distribution within the square continues to equilibrate very slowly. In
this stage, material forces are left at the boundary and at the interface, as expected.

Now, heat conduction in Green–Naghdi type III material is considered. The situation differs
from the one of type I which has been discussed first. The temperature distribution is plotted
in Figure 6.21 at times t = 10−5 s, t = 3 · 10−4 s, t = 5.3 · 10−4 s, t = 7.6 · 10−4 s,
t = 9.8 · 10−4 s, t = 0.0012 s, t = 0.0014 s and t = 0.0017 s. Not only the temperature
development differs: especially the course of the material forces F Φh is of interest. Those
are shown in Figures 6.22 and 6.23. In this model, the heat flux q = [−κ3∇α − κ4∇T ] /b is
dominated by the thermal displacement gradient ∇α. In the beginning, this leads to material
forces pointing from the hot lower edge to the outside. As the heat propagates through the
lower less dense material, the material forces follow. Analogously to type I, material forces
can be seen at the interface from the time the heat reaches the interface. Due to the different
temperature field, the state of the material forces deviates from that of type I. After 0.0017
seconds, at the material’s interface and at the boundary of the upper denser material, the
material forces are larger than those at the same nodes in case of type I. For both types, they
point into the interior. In case of type III, the material forces are negligible at the boundary
of the lower less dense material.
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Figure 6.18.: Bimaterial square, heat conduction of type I. Temperature distribution.
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t = 0.0002 s t = 0.0006 s

t = 0.0010 s t = 0.0014 s

Figure 6.19.: Bimaterial square, heat conduction of type I. The discrete material node
point forces F Φh are plotted at times t = 0.0002 s, t = 0.0006 s, t = 0.0010 s
and t = 0.0014 s. In the first time moment taken right after the beginning of
the simulation, material forces develop at the material’s boundary, especially
at the hot lower edge. This is caused by the relatively large heat flux induced
by the temperature difference in this part of the square. When the heat
reaches the interface, material forces pointing from the lower to the upper
material arise.
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t = 0.0018 s t = 0.0022 s

t = 0.0026 s t = 0.0030 s

Figure 6.20.: Bimaterial square, heat conduction of type I. The discrete material node
point forces F Φh are plotted at times t = 0.0018 s, t = 0.0022 s, t = 0.0026 s
and t = 0.0030 s. Due to the decreasing heat flux, the material forces
vanish only very slowly over time. As expected, material forces exist on the
boundary pointing to the inner part of the square as well as at the interface.
Those at the boundary point from the less dense to the denser material.
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Figure 6.21.: Bimaterial square, heat conduction of type III. Temperature distribution.
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t = 10−5 s t = 3 · 10−4 s

t = 5.3 · 10−4 s t = 7.6 · 10−4 s

Figure 6.22.: Bimaterial square, heat conduction of type III. The discrete material node
point forces F Φh are plotted at times t = 10−5 s, t = 3 ·10−4 s, t = 5.3 ·10−4 s
and t = 7.6 · 10−4 s. At first, the development of the material forces differs
significantly from that in case of heat conduction of type I. The material
forces point from the hot lower edge to the outside. This difference is due
to the property that the heat flux of type III, and thus the way the heat
propagates, is dominated by the thermal displacement gradient ∇Xα. In the
following, material forces develop at the material’s interface similar to type
I.
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t = 9.8 · 10−4 s t = 0.0012 s

t = 0.0014 s t = 0.0017 s

Figure 6.23.: Bimaterial square, heat conduction of type III. The discrete material node
point forces F Φh are plotted at times t = 9.8·10−4 s, t = 0.0012 s, t = 0.0014 s
and t = 0.0017 s. After 0.0017 seconds, the heat flux is slowed down a lot.
At this time, the state of type III differs from that of type I: the material
forces are larger at the interface and at the boundary of the upper denser
material. Moreover, they are negligible at the boundary of the lower less
dense material. This is due to the different temperature field.
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Coupled thermoelasticity

In the second example, coupled geometrically nonlinear thermoelasticity is discussed. A disc
with a crack is considered, as shown in Figure 6.24. The specimen has diameter of 10 m and
is modeled with the parameters stated in Table 6.4. Figure 6.24 also illustrates the spatial
discretization. In space, it is discretized with 12 constant strain triangular and 84 bilinear
quadrilateral finite elements. Moreover, the spatial mesh is refined towards the crack tip. For
the temporal discretization 10000 equidistant finite elements are applied. The problem of
type I is discretized with a mG(1)-method, whereas for the one of type III a cG(1)-method is
chosen. The specimen is fixed at nodes A, B and C (as indicated in Figure 6.24), meaning
the movement of the nodes mentioned is limited in x- as well as in y-direction. The disc is
observed for 10 seconds, thus the time step equals hn = 0.01 s.
The disc has a temperature distribution of 10 K with a Dirichlet boundary of 20 K. The
displacements are assumed to be zero in the beginning. In case of type III, the thermal
displacement α is initialized to be zero at every node.

Table 6.4.: Material parameters of two-dimensional disc

density ρ 10
[

kg
m3

]
specific heat c 100

[
W

kgK

]
thermal conductivity κ1 100

[
W
mK

]
thermal conductivity κ3 100

[
W

s2mK

]
thermal conductivity κ4 0.001

[
W
mK

]
thermal expansion coefficient w 10−5

[
1
K

]
Young’s modulus E 210000

[
N
m2

]
Poisson’s ratio ν 0.4

reference temperature T0 10 [K]

absolute entropy S0 1 [ N
m2K

]

material parameter b 1 [ 1
s2

]

Figures 6.25 and 6.26 depict the temperature development in the disc in case of thermoe-
lasticity type I at times t = 0.01 s, t = 14 s, t = 28 s, t = 42 s, t = 56 s, t = 70 s,
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Figure 6.24.: The disc is discretized with 12 constant strain triangular and 84 bilinear
quadrilateral finite elements in space. It is fixed at nodes A, B and C in both
directions. The red line indicates the crack of the specimen.
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t = 84 s and t = 98 s. The heat propagates diffusively from the boundary to the interior. In
Figures 6.27 and 6.28 the corresponding discrete node point forces F Φh = F Φh

dyn +F Φh
int +F Φh

vol

are shown. As opposed to the thermal example discussed above, the dynamic material force
does not vanish in case of coupled thermoelastodynamics as considered in this example, i.e.
F Φh

dyn 
= 0. As the heat and the temperature gradient ∇XT decrease at the boundary, the
boundary discrete node point material forces become smaller, too. Moreover, as the center
heatens up, material forces develop in this region.

The temperature distribution according to type III is illustrated in contour plots, see Figures
6.29 and 6.30. After the boundary is heated, the heat propagates as a thermal wave towards
the disc’s interior. However, due to the existing diffusive part of the heat flux (remember,
κ4 
= 0), the wave’s amplitude declines in the beginning. Because of the smaller diameter,
it starts to increase again as it travels towards the disc’s center point. Furthermore, the
computed discrete material node point forces F Φh are shown in Figures 6.31 and 6.32. The
material node point forces decrease over time due to the decreasing heat flux Q and propagate
along with the wave. Moreover, while pointing to the middle in the beginning, their direction
changes when the wave detaches from the boundary.

Concluding, it has to be mentioned that due to the relatively young history of the material force
method, the significance of the method itself and the physical interpretation of the discrete
material node point forces F Φh is not yet fully analyzed. Consequently, it is desirable that
further investigations are made in the future.
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Figure 6.25.: Two dimensional disc with crack. Heat conduction of type I. The temper-
ature distribution is plotted at times t = 0.01 s, t = 14 s, t = 28 s and
t = 42 s.
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Figure 6.26.: Two dimensional disc with crack. Heat conduction of type I. The tempera-
ture distribution plotted at times t = 56 s, t = 70 s, t = 84 s and t = 98 s.
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t = 0.01 s t = 14 s

t = 28 s t = 42 s

Figure 6.27.: Two dimensional disc with crack. Heat conduction of type I. The discrete
material node point forces F Φh are plotted at times t = 0.01 s, t = 14 s,
t = 28 s and t = 42 s.
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t = 56 s t = 70 s

t = 84 s t = 98 s

Figure 6.28.: Two dimensional disc with crack. Heat conduction of type I. The discrete
material node point forces F Φh are plotted at times t = 56 s, t = 70 s,
t = 84 s and t = 98 s.
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Figure 6.29.: Two dimensional disc with crack. Heat conduction of type III. The tem-
perature distribution is plotted at times t = 0.01 s, t = 14 s, t = 28 s and
t = 42 s. Heat propagates as a thermal wave from the warmer boundary to
the cooler middle of the disc.
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Figure 6.30.: Two dimensional disc with crack. Heat conduction of type III. The tempera-
ture distribution is plotted at times t = 56 s, t = 70 s, t = 84 s and t = 98 s.
The thermal wave continues to travel towards the disc’s middle.
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t = 0.01 s t = 14 s

t = 28 s t = 42 s

Figure 6.31.: Two dimensional disc with crack. Heat conduction of type III. The discrete
material node point forces F Φh are plotted at times t = 0.01 s, t = 14 s,
t = 28 s and t = 42 s.
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t = 56 s t = 70 s

t = 84 s t = 98 s

Figure 6.32.: Two dimensional disc with crack. Heat conduction of type III. The discrete
material node point forces F Φh are plotted at times t = 56 s, t = 70 s,
t = 84 s and t = 98 s.
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6.5. Energy conserving finite element discretization in
time for type II

Contrary to others, the Green–Naghdi approach of type II does not necessarily include energy
dissipation. To complement the fully consistent derivation of Green and Naghdi, an elegant
and consequent discretization process was chosen. The solution method suggested above is
based on finite elements for the spatial as well as for the temporal discretization. However, due
to numerical dissipation, the total energy is not conserved in case of geometrically nonlinear
coupled thermoelasticity of type II - although the theory is inherently energy-conserving if
∂ψ/∂α = 0.
The works of Betsch and Steinmann [17, 18, 19, 20], Groß [57] and Groß et al. [58] show
that in the nonlinear elastodynamic case the balance of momentum is conserved if the cG-
method is used for the time discretization. The references also prove that additional work is
necessary in order to provide the conservation of the balance of energy and the balance of
angular momentum during numerical simulations, which eventually is possible. In particular,
the quadrature rules applied during the numerical time integration play an important role. Mohr
et al. [111] extend their work to an energy-consistent momentum-conserving finite element
time stepping scheme for large strain elasto-plasto dynamics. Groß and Betsch [59] present
an dissipation consistent finite element discretization for coupled thermoelasticity of type I -
“dissipation consistent” meaning that no numerical, i.e. no non-physical, dissipation shall be
involved. Motivated by their work, an energy conserving finite element discretization in time
for type II will be derived in the following.

6.5.1. Energy consistent algorithmic stress tensor method

Betsch and Steinmann [18] show that “... provided that the time integrals appearing in the
[continuous Galerkin] time finite element formulation are calculated exactly, the resulting time-
stepping scheme is exactly energy-conserving.”, where the words in the brackets have been
added for clarity. An energy-conserving temporal finite element discretization is particularly
interesting in case of a non-dissipative theory of type II. As shown in Section 4.2.2, Eq. (4.2.17),
the internal entropy production ξ (and thus the dissipation) is determined via the free energy
density ψ. Therefore, in this Chapter, the free energy density ψ is chosen to be independent
of the thermal displacement α in order to obtain an energy conserving theory of type II. In
other words: ρ0θξ = −ρ0

∂ψ
∂α

α̇ = 0. Thus, the total energy E , i.e. the sum of the internal
ε = ψ + θη and the kinetic energy density k, is conserved:

Ė := ρ0ε̇ + ρ0k̇ = 0

⇒ ρ0ψ̇ + ρ0θ̇η + ρ0θη̇ − S :
1

2
Ċ = 0. (6.5.1)
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As mentioned above, the time integrals appearing in the finite element formulation have to
be calculated exactly - a property which is rarely feasible with standard quadrature formulas.
In order to derive an energy consistent algorithm for approximating the balance of linear
momentum (3.2.6), the second Piola–Kirchhoff stress tensor S is substituted by a modified
stress tensor Salg, following the way of [57, 58, 111]. This step is necessary because standard
quadrature rules do not conserve the internal energy, see e.g. [17]. However, this modified
stress tensor Salg does not add any physical stress to the continuum formulation. In other
words, it does not effect the physical stress. It only represents a non-standard quadrature
rule ( e.g. instead of the Gaussian quadrature rule) for the approximation of the stress tensor
S. Consequently, the divergence term in Eq. (3.2.6) is expressed in terms of the second
Piola–Kirchhoff stress tensor S which reads∫

B
δϕ · DivP dV = −

∫
B
∇Xδϕ : P dV +

∫
∂B

δϕ · P · N dA

= −
∫
B
∇Xδϕ :

[
F t · St

]
dV +

∫
∂B

δϕ · P · N dA

= −
∫
B

1

2

[
F t · ∇Xδϕ + ∇Xδϕt · F

]
: St dV +

∫
∂B

δϕ · P · N dA

= −
∫
B

δE : S dV +

∫
∂B

δϕ · P · N dA (6.5.2)

Here, it is made use of the fact that the inner product of the symmetric tensor S and the
skew-symmetric part of δE vanishes (cf. Appendix A.4).

In order to obtain an energy consistent stress approximation tensor Salg, it has to fulfill the
constrained minimization problem

F
(
Salg

)
:=

1

2

∫ 1

0

||Salg (τ) − S (τ) ||2 dτ → min, (6.5.3)

with

E
(
Salg

)
= ρ0ε1 − ρ0ε0 −

∫ 1

0

Salg :
1

2
DτC dτ = 0 (6.5.4)

being its constraint in each time step, as demanded by e.g. [57, 58, 111],. Here, Dτ denotes
the total derivative with respect to τ and ε1 = ε(τ = 1) and ε0 = ε(τ = 0), respectively.
For brevity, the dependence of ε and thus E , L, . . ., on the thermal displacement α, the
temperature T and the thermal displacement gradient ∇Xα is taken into account but not
explicitly mentioned. Thus, the difference between the modified stress tensor Salg and the
original stress tensor S is minimized with respect to the norm of the functional F . The energy
consistency, i.e. constraint (6.5.4), is taken into account with the help of a Lagrange multiplier
λ. Thus, a minimization of the least-square Lagrange functional L

L
(
Salg, λ

)
:= F

(
Salg

)
+ λE

(
Salg

)
(6.5.5)

=
1

2

∫ 1

0

||Salg (τ) − S (τ) ||2 dτ + λ

[
ρ0ε1 − ρ0ε0 −

∫ 1

0

Salg :
1

2
DτC dτ

]
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yields the following extremal conditions

∂L
∂Salg

=

∫ 1

0

[
Salg − S

]
dτ − λ

∫ 1

0

1

2
DτC dτ = 0,

∂L
∂λ

= E
(
Salg

)
= 0. (6.5.6)

From Eq. (6.5.6)1, it follows locally

Salg = S + λ
1

2
DτC. (6.5.7)

Inserting Eq. (6.5.7) into Eq. (6.5.4) leads to

E
(
Salg

)
= ρ0ε1 − ρ0ε0 −

∫ 1

0

S :
1

2
DτC dτ − λ

∫ 1

0

1

4
DτC : DτC dτ = 0. (6.5.8)

As a result, it follows

λ =
E (S)∫ 1

0
1
4
DτC : DτC dτ

(6.5.9)

and consequently

Salg (S) = S +
E (S)∫ 1

0
1
2
DτC : DτC dτ

DτC. (6.5.10)

Thus, Eq. (6.5.10) represents the general solution to the minimization problem (6.5.3) and
therefore expresses the modified stress tensor Salg. The additional second term in Eq. (6.5.10)
is a weighted time derivative of the right Cauchy–Green tensor C.

In the following, an approximation of the stress integral
∫ 1

0
S dτ is given in case of a temporal

cG-method (see Section 6.2.2 for information on the cG-method) as an algorithmic application
of the modified stress tensor. For illustration, the simplest case, i.e. k = 1, is treated explicitly.

Salg (S.5) ≈ S.5 +

[
2 [ρ0ε1 − ρ0ε0] − S.5 : [C1 − C0]

||C1 − C0||2
]

[C1 − C0]

with

S.5 = S (C (τ = .5)) (6.5.11)

= S

(
C1 + C0

2

)
. (6.5.12)

Consequently, the resulting ecG(1)-approximation with Gauss point τ = .5 corresponds to the
midpoint rule known from finite difference methods. Resorting to the terminology of [57],
“ecG” refers to enhanced continuous Galerkin method meaning that the nonstandard energy
consistent stress approximation introduced in Section 6.5.1 is applied to the stress integral.
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It can easily be shown that for the ecG(1)-approximation Eq. (6.5.11) fulfills the local energy
constraint, i.e. Eq. (6.5.4),

ρ0ε1 − ρ0ε0 −
∫ 1

0

S :
1

2
DτC dτ

= ρ0ε1 − ρ0ε0 −
1

2

∫ 1

0

S dτ : [C1 − C0]

= ρ0ε1 − ρ0ε0 −
1

2
Salg : [C1 − C0]

= ρ0ε1 − ρ0ε0 −
1

2

[
S .5 +

[
2 [ρ0ε1 − ρ0ε0] − S.5 : [C1 − C0]

||C1 − C0||2
]

[C1 − C0]

]
: [C1 − C0]

= ρ0ε1 − ρ0ε0 −
1

2

[
2 [ρ0ε1 − ρ0ε0]

||C1 − C0||2
[C1 − C0]

]
: [C1 − C0]

= 0. (6.5.13)

Thus, the energy is conserved and consequently, E
(
Salg

)
→ 0 and Salg → S for hn → 0.

Conservation of energy is also shown independently of the applied polynomial degree for elasto-
plasto dynamics in [111].

6.5.2. Numerical example

A free motion of a cannonball is modeled in two dimensions. The temperature inside the
cannonball is set to 300 K. At the boundary, it is cooled by the air, thus the temperature is
initiated at 290 K. An initial translational velocity of vtrans0 = 2ex +2ey and an initial angular
velocity ωang0 = −0.5ez is assumed.

In space, 12 constant strain triangular and 84 bilinear quadrilateral elements are applied. A
ecG(1)-approximation with 1000 linear elements is used for the temporal discretization. In
the following, the results of the ecG(1)-approximation are shown. Figure 6.35 pictures the
sequence of motion of the flying cannonball at times t = 0 s, t = 12 s, t = 24 s, t = 36 s
and t = 48 s. The disc’s rotation is indicated by the red marker. The plot of the temperature
distribution shows that the heat propagates as a thermal wave through the disc. Due to the
lack of dissipation, it will propagate endlessly from the boundary to the center and vice versa.

In Figure 6.34, the total energy E is plotted versus time. Figure 6.34 clearly shows that the
energy is conserved with the ecG-method, whereas it is not in case of the cG-method.
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Figure 6.33.: Left: Cannonball fired from a gun barrel. Right: Spatial discretization of
the cannonball: 12 constant strain triangular and 84 bilinear quadrilateral
elements.
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Figure 6.34.: On the left the total energy in case of a cG(1)-temporal finite element dis-
cretization is plotted. During the simulation the computed energy increases
- this is physically unreasonable. On the right the total energy in case of
a ecG(1)-discretization is depicted. Due to the fact that the thermoelastic
theory of type II does not involve energy dissipation, the total energy is
conserved during the simulation.
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Figure 6.35.: Some snapshots of the motion of the flying cannonball at times t = 0 s,
t = 12 s, t = 24 s, t = 36 s and t = 48 s. The temperature distribution
is also plotted. The heat slowly propagates as a thermal wave through the
cannonball in the course of time.
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7. Incremental variational formulation

This Chapter introduces a formulation of an variational principle describing coupled ther-
moelasticity of type I and II. The point of departure is the action functional I of which the
variational formulation, i.e. the formulation of an extremum principle with respect to the mo-
tion ϕ and thermal displacement α, leads to the Euler-Lagrange equations of thermoelasticity.
In turn, the latter lead to the solutions of the unknown mechanical and thermal fields.
In this connection, the existence of a potential for the first Piola–Kirchhoff stress tensor P , the
entropy density η and the entropy flux vector H is the key characteristic. A thermodynamic
potential is a function from which state variables characterizing a thermodynamic state of the
system are derived, cf. Holzapfel [66]. In case of the first Piola–Kirchhoff stress tensor P and
the entropy density η, the free energy density ψ forms a potential for type I, II and III and
explicit expressions are well-known. Furthermore, the free energy density ψ is a potential for
the entropy flux vector H of type II (cf. Eq. (4.2.16)). Consequently, a variational setting can
be derived which is shown by Maugin and Kalpakides [104, 105, 106]. Things are slightly more
complicated in case of classical heat conduction. It is not possible to derive the classical theory
of thermoelasticity from a variational principle, see e.g. [37]. At this point, the existence of
a potential for the entropy flux vector H in continuum mechanics is usually assumed, but it
cannot be stated explicitly, cf. [146, 173]. Therefore, a derivation of an incremental entropy
flux, following Fourier’s law by means of an incremental potential similar to the spirit of the
theory of the non-dissipative Green–Naghdi-type II, is targeted. Motivated by the procedure
of [93, 173], a variational formulation within the incremental framework for coupled thermoe-
lasticity for type I mimicing type II is formulated. The results presented in this Chapter are
published in the work of Bargmann and Steinmann [12].

7.1. Preliminaries

7.1.1. Continuous setting

First, the Lagrange density function L is introduced

L(α̇,∇Xα, ϕ, ϕ̇, C; X) := K − ρψ, (7.1.1)

where K(ϕ̇; X) := 1
2
ρϕ̇ · ϕ̇ denotes the kinetic energy. Furthermore, the analysis is restricted

to conservative external loads. Therefore, the potential of the external mechanical and thermal
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loads reads

P (ϕ, α) :=

∫
B0

ϕ · ρb dV +

∫
∂BP

ϕ · t̄ dA +

∫
B0

αρs dV, (7.1.2)

where t̄ denotes the traction vector. The Neumann boundary condition of the mechanical
problem, i.e. the prescribed traction vector t̄, is defined on the surface ∂BP ⊂ ∂B0.

The corresponding action functional I is defined:

I(ϕ, α) :=

∫
t

[∫
B0

L dV + P

]
dt =

∫
t

∫
B0

L� dV dt. (7.1.3)

The variation with respect to the deformation map ϕ and the thermal displacement α and
requiring an extremum for the action integral I leads to the Euler-Lagrange equations

∂L�

∂α
− D

DXI

(
∂L�

∂α,I

)
− D

Dt

(
∂L�

∂α̇

)
= 0,

∂L�

∂ϕj

− D

DXI

(
∂L�

∂ϕj,I

)
− D

Dt

(
∂L�

∂ϕ̇j

)
= 0. (7.1.4)

At this point, the definition of an action functional I is of course only meaningful, if the under-
lying Lagrange function L� describes the system at hand properly. More precisely, a potential
structure is needed. In Section 7.1.2 an incremental potential formulation for thermoelastic
solids of Green–Naghdi type I and II is constructed.

As mentioned above, one of the outstanding properties of the Green–Naghdi theory of type
II is the fact the entropy flux vector H is determined by the same potential, i.e. the energy
density ψ, as the mechanical stress P and the entropy density η, as stated in Eq. (4.2.16).
This allows for deriving the governing equations of thermoelasticity of type II via a variational
formulation [104, 105, 106]. Inserting the relations (4.2.14) - (4.2.15) and the constitutive
assumptions (6.1.7) into the Euler-Lagrange equations (7.1.4) leads to the system of equations

ρ0η̇ = −DivH + ρ0s

ρ0v̇ = DivP + ρ0b (7.1.5)

governing non-classical thermoelasticity of type II. For reasons of transparency, the abbrevi-
ation Qmech is used for the thermomechanical coupling term in the following, i.e. Qmech =
T∂P /∂T : Ḟ . Remember, this term is responsible for the so-called Gough–Joule effect, i.e.
when deformations lead to structural heating.

7.1.2. Incremental setting

As mentioned in Chapter 4.1, the Green-Naghdi theory is intrinsically based on three different
state spaces for type I, II and III. In order to establish one consistent incremental variational
formulation, it is resorted to one general state space Sinc = {α, α̇,∇Xα, C} which only pro-
vides for first order gradients. In the continuous case, this state space corresponds to the one
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of type II, see Definition (4.1.1). As in the following, the quantities’ subscripts refer to the
time step, the material mass density ρ0 is denoted by ρ0 = ρ.

A potential formulation with an explicitly stated potential for the heat flux of type I cannot be
derived in a continuous setting. Therefore, the arbitrary time interval [tn−1; tn] is considered
in order to obtain an incremental formulation. For the reason of simplicity it is written ϕ̇n

and ∇Xαn instead of (ϕ̇)n resp. (∇Xα)n.

The incremental internal working Wn is defined as

Wn (S) :=

∫ tn

tn−1

ρψ̇ + ρθξ dt (7.1.6)

which consists of the storing part ρψ̇ and the dissipative part ρθξ. The latter consists only of the
internal entropy production ρθξ due to the fact the only rate-independent material behavior is
considered in this thesis. In order to account for the dissipative part, the incremental Lagrange
density Ln reads

Ln(α̇n,∇Xαn, ϕn, ϕ̇n, Cn; X) := Kn − Wn. (7.1.7)

Kn(ϕ̇n; X) := 1
2
ρϕ̇n · ϕ̇n denotes the kinetic energy at time t = tn.

The first term of the time integral (7.1.6) can be integrated exactly, whereas the midpoint
rule is applied to the second term (of which the exact integral is unknown). This leads to

Wn = ρψn − ρψn−1 +
[ρθnξn + ρθn−1ξn−1]

2
Δt (7.1.8)

which suffices for Δt → 0. The differentiations with respect to time, i.e. D/Dt are ap-
proximated by the difference quotient. For example, the temperature Tn = α̇n at time tn
yields

α̇n =
αn − αn−1

Δt
. (7.1.9)

Consequently, the following approximation of the temperature gradient ∇XTn at time tn holds

∇XTn = ∇Xα̇n = ∇X

(
αn − αn−1

Δt

)
=

∇Xαn −∇Xαn−1

Δt
. (7.1.10)

The derivatives ∂∇Xα̇n/∂∇Xαn and ∂∇Xα̇n/∂α̇n fulfill:

∂∇Xα̇n

∂∇Xαn

=
∂
(

∇X αn−∇X αn−1

Δt

)
∂∇Xαn

=
1

Δt
I (7.1.11)

respectively

∂∇Xα̇n

∂α̇n

=
D

Dα̇n

(
∂α̇n

∂XI

)
=

D

DXI

(
∂α̇n

∂α̇n

)
= 0. (7.1.12)

This result is due to the different treatment of the time and the spatial derivative.

A similar time-discrete variational formulation is introduced by Simo in [146] who approximates
the temperature by a generalized mid-point rule and the time rate of the temperature by a
difference quotient.
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7.1.2.1. Type I

In the incremental setting, the constitutive equations for the incremental free energy density ψn

as well as for the incremental entropy flux vector Hn are derived from those in the continuous
setting, see Eqs. (6.1.2) and (6.1.3):

ρψn :=
μ

2
[Cn − I] : I +

λ

2
ln2 Jn − μ ln Jn − 3wK [θn − θ0]

ln Jn

Jn

+ρc

[
θn − θ0 − θn ln

θn

θ0

]
− [θn − θ0]S0,

Hn := − κ1

θn−1
∇Xθn, (7.1.13)

θn := Tn.

The relation between the incremental entropy flux vector Hn and the incremental heat flux
vector Qn originates from the continuous counterpart (Eq. (4.1.23)) and is defined as:

Qn := θn−1Hn. (7.1.14)

Moreover, the incremental dissipation power ρθnξn reads

ρθnξn = −Hn · ∇Xθn =
κ1

θn−1
∇θn · ∇θn. (7.1.15)

The incremental first Piola-Kirchhoff stress P n and the incremental entropy density ηn are
derived from the incremental free energy density ψn:

P n := ρ
∂ψn

∂F n

, ηn := −ρ
∂ψn

∂θn

. (7.1.16)

Note that the constitutive equations and thermodynamic relations listed above all emerge from
the continuous case (cf. Sections 4.2.1 and 6.1.1). Having now all the tools needed at hand,
first the derivative ∂Wn/∂∇Xαn is calculated:

∂Wn

∂∇Xαn

=
∂ [ρψn − ρψn−1 + [ρθnξn + ρθn−1ξn−1] Δt/2]

∂∇Xαn

=
Δt

2

∂ [−Hn · ∇Xθn]

∂∇Xαn

=
Δt

2

∂
[

κ1

θn−1

∇X αn−∇X αn−1

Δt
· ∇X αn−∇X αn−1

Δt

]
∂∇Xαn

=
κ1

θn−1

∇Xαn −∇Xαn−1

Δt

= −Hn. (7.1.17)

Thus, the incremental internal working Wn inherits the role of a potential for the incremental
entropy flux vector Hn. Here, the approximation of the incremental internal working Wn, i.e.
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Eq. (7.1.8), the calculation of the derivative ∂∇Xα̇n/∂∇Xαn, i.e. Eq. (7.1.11), the constitutive
assumption (7.1.13) and relations (7.1.14) and (7.1.15) are inserted.

Inserting relation (7.1.17) into the incremental formulation of Euler-Lagrange equation (7.1.4)1

0 = ρsn − D

DXI

(HI n) − D

Dt

(
∂ − [ρψn − ρψn−1 + [ρθnξn + ρθn−1ξn−1]Δt/2]

∂α̇n

)
= ρs − D

DXI

(HI n) − D

Dt
(ρηn)

= ρs − Div(Hn) − ρη̇n

(7.1.18)

leads to the incremental definition of the balance of entropy:

ρη̇n = −DivHn + ρsn. (7.1.19)

Thus, with the procedure suggested, an incremental balance of entropy of a similar format as
type II for the classical theory obeying Fourier’s law of heat conduction is derived.
Note that the entropy’s time derivative is evaluated exactly because its time integral is eval-
uated exactly. Furthermore, the derivative ∂∇Xα̇n/∂α̇n, i.e. Eq. (7.1.12), and the relation
α̇ = T = θ between the thermal displacement, the empirical and the absolute temperature
have been used. Multiplying the incremental balance of entropy (7.1.19) with the tempera-
ture θn−1 and inserting the constitutive assumptions (7.1.13) leads to the incremental heat
equation of type I

ρc
θn−1

θn

θ̇n = −DivQn + ∇θn−1 · Hn + ρ
θn−1

θn

rn +
θn−1

θn

Qmech
n

⇔ ρcθ̇n = −θnDivHn + ρrn + Qmech
n . (7.1.20)

Here, the constant specific heat c is calculated via c := cn = −θ∂2ψn/∂θ2
n. The structure

of the incremental heat equation of type I mimics the structure of the dissipationfree heat
equation of type II.

Remark: The incremental version differs from the algorithmic one of the continuous formu-
lation

ρcθ̇n = −Div (θnHn) + ρrn + Qmech
n (7.1.21)

mainly via the extra term ∇θn−1 ·Hn due to the potential formulation. The “algorithmic heat
equation” arises from continuous heat equation (6.1.6) which has been discretized in time as
opposed to the “incremental heat equation” which is based on the incremental setting.

The incremental formulation of the second Euler-Lagrange equation (7.1.4)2 yields

0 =
∂L�

n

∂ϕj

− D

DXI

(
∂L�

n

∂ϕj,I

)
− D

Dt

(
∂L�

n

∂ϕ̇j

)

= ρb − D

DXI

(
∂ [Kn − Wn − Pn]

∂ϕj,I

)
− D

Dt

(
∂ [Kn − Wn − Pn]

∂ϕ̇j

)
= ρb − D

DXI

(−PIj n) − D

Dt
(ρẋj n)

⇔ ρẍn = DivP n + ρb. (7.1.22)
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7. Incremental variational formulation

Moreover, the prescribed traction vector t̄n has to fulfill t̄n = P n · N on the boundary
∂BP ⊂ ∂B0. For the sake of simplicity and consistency, the incremental balance of linear
momentum (7.1.22) is discretized according to Eq. (7.1.9). However, better discretizations
are possible, as suggested in e.g. Section 6.2.

Note that due to the potential structure, both the iteration submatrix of the mechanical and
the thermal problem are symmetric.

7.1.2.2. Type II

Once more, the assumption for the free energy density ψn at time tn emerges from the
continuous counterpart (Eq. (6.1.7))

ρψn :=
μ

2
[Cn − I] : I +

λ

2
ln2 Jn − μ lnJn − 3wK [θn − θ0]

lnJn

Jn

+ρc

[
θn − θ0 − θn ln

θn

θ0

]
− [θn − θ0] S0 +

1

2
κ2∇Xαn · ∇Xαn. (7.1.23)

Furthermore, the relation between the incremental heat flux Qn and the incremental entropy
flux Hn is set to

Qn = θnHn. (7.1.24)

Moreover, the incremental dissipation power ρθnξn equals

ρθnξn = −ρ
∂ψn|α̇,∇X α,C

∂αn
= 0. (7.1.25)

Like in the continuous setting, the free energy density ψn acts as an potential for the first
Piola–Kirchhoff stress P n, the entropy density ηn and the incremental entropy flux vector Hn:

P n = ρ
∂ψn

∂F n
, ηn = −∂ψn

∂θn
, Hn = −ρ

∂ψn

∂∇Xαn
. (7.1.26)

Having a look at the derivative ∂Wn/∂∇Xαn, one obtains

∂Wn

∂∇Xαn
=

∂ [ρψn − ρψn−1]

∂∇Xαn

= −Hn. (7.1.27)

The incremental balance of entropy of type II is found by inserting relation (7.1.27) into the
first Euler-Lagrange equation (7.1.4)1

ρη̇n = −DivHn + ρsn. (7.1.28)

Thus, the limit of the incremental balance of entropy will yield its continuous counterpart.
Inserting the constitutive assumptions (7.1.23) into the incremental balance of entropy (7.1.28)
leads to the incremental heat equation of type II

ρcθ̇n = −θnDivHn + ρrn + Qmech
n . (7.1.29)
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Analogously to type I, the incremental balance of linear momentum follows from the incre-
mental counterpart of the second Euler-Lagrange equation (7.1.4)2

0 =
∂L�

n

∂ϕj

− D

DXI

(
∂L�

n

∂ϕj,I

)
− D

Dt

(
∂L�

n

∂ϕ̇j

)
⇔ ρẍn = DivP n + ρb, (7.1.30)

and the prescribed traction vector t̄n has to fulfill t̄n = P n · N on ∂BP .

Remark: In case of thermoelasticity of type II, the incremental version equals the algorithmic
one of the continuous formulation:

ρcθ̇n = −θnDivHn + ρrn + Qmech
n . (algorithmic heat equation) (7.1.31)

Analogously to type I, the “algorithmic heat equation” arises from continuous heat equation
(6.1.10) which has been discretized in time.

7.1.3. Numerical example

Thermoelasticity in a thermoelastic solid is considered. In the following, bismuth is looked
at. For further information on bismuth and the computational modeling of second sound in
bismuth with the Green–Naghdi approach, the reader is referred to Section 5.3. At this point,
only the material parameters are repeated.
A one-dimensional bar of 9 mm-length is fixed at both ends. Initially, it is set at equilibrium
temperature 3 K. Then, at the left end a temperature perturbation of 1 K is added. The
thermal displacement α and the mechanical displacement u are set to zero everywhere in the
bar, i.e. α0 = 0 and u0 = 0. The bar is observed for 10 μs. At this cryogenic temperature,
second sound occurs in Bi. The classical theory, i.e. type I, is only applicable for higher reference
temperatures as shown in Section 5.3. Nevertheless, the same reference temperature is applied
since the applicability of the discretization algorithm is in the center of interest. Thus, it is
reasonable to compare both types of thermoelasticity for exactly the same model. A standard
Bubnov–Galerkin finite element method as described in Section 6.2.1 is applied for the spatial
discretization.

7.1.3.1. Type I

The temperature solution of the incremental heat equation (7.1.20) is plotted in Figure 7.1.
The initially perturbed temperature field equilibrates fast. Comparing the incremental solution
with the algorithmic solution of the continuous problem, see Figure 7.2, shows that for a
fine temporal discretization the general incremental temperature behavior is mapped correctly
- despite the modified incremental heat equation (7.1.20). Thus, for small time steps hn =
tn−tn−1, the incremental thermoelastic problem description yields a satisfying solution. Figures
7.3-7.4 compare the solution of the incremental and the algorithmic problem also expressing
that the formulation derived in the preceding chapter achieves good results.
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7. Incremental variational formulation

Table 7.1.: Material parameters for coupled thermoelasticity in Bi

Bi

density ρ 9780
[

kg
m3

]
specific heat c 0.052

[
W

kgK

]
thermal expansion coefficient w 6.75 · 10−6

[
1
K

]
thermal conductivity κ1 20500 W

mK

thermal conductivity κ2 309407875
[

W
s2mK

]
Young’s modulus E 40 · 109

[
N
m2

]
reference temperature T0 3 [K]

As the incremental and the algorithmic heat equation differ via the extra term ∇θn−1 ·Hn, the
incremental heat equation can never converge towards the algorithmic heat equation. Thereby,
the error, i.e. the deviation of the incremental from the algorithmic formulation, will depend
on the particular example. However, this incremental potential formulation is motivated by
the potential structure of Green–Naghdi type II which was developed in order to model second
sound, i.e. the example examined in this contribution. Since, in the first place, we are interested
in the solution of the partial differential equations, i.e. the temperature T and the mechanical
displacement u, we calculated e = [|T alg − T inc| + |ualg − uinc|] / [|T alg| + |ualg|]. For
a discretization as suggested above, the error in the solutions was smaller than 0.1 %, i.e.
e < 0.001, if more than 100 time steps were chosen.
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Figure 7.1.: Type I, incremental formulation. Eqs. (7.1.20) and (7.1.22) are solved
monolithically. The temperature is plotted vs. space and time. 250
equidistant time steps and 25 spatial finite elements are applied.
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Figure 7.2.: Type I, algorithmic formulation. The temperature is plotted vs. space
and time. The system of equations describing the algorithmic problem,
i.e. Eq. (7.1.21) and (7.1.22), is solved monolithically. 250 temporal and
25 spatial finite elements are applied.
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Figure 7.3.: Temperature solution according to type I at time t = 0.04 μs and at t =
10 μs. The solution of the incremental (left) and the algorithmic formulation
(right) do not differ significantly. The system of partial differential equations
describing the incremental formulation is given by Eqs. (7.1.20) and (7.1.22),
whereas the algorithmic one is stated in Eqs. (7.1.21) and (7.1.22). In both
cases a discretization of 250 temporal and 25 spatial elements is applied.
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Figure 7.4.: Temperature solution according to type I at the left end of the bar, i.e. x =
0mm. The solution of the incremental (left) and the algorithmic formulation
(right) closely resemble each other. The system of partial differential equations
describing the incremental formulation is given by Eqs. (7.1.20) and (7.1.22),
whereas the algorithmic one is stated in Eqs. (7.1.21) and (7.1.22). In both
cases a discretization of 250 equidistant time steps and 25 spatial elements is
applied.
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7.1.3.2. Type II

The potential formulation of the entropy flux vector H is naturally embedded in the continu-
ous theory of type II. Thus, the limit of the incremental heat equation of type II (7.1.29) and
the limit of the incremental balance of linear momentum (7.1.30) yield their continuous coun-
terparts. As demonstrated in Figure 7.5, the incremental problem also models second sound.
The speeds of the first and second sound waves are mapped correctly. However, due to the
fact that the incremental scheme belongs to Euler Backward methods, numerical dissipation
is artificially introduced into a problem which actually is non-dissipative. Clearly, by choosing
a finer spatial finite element grid or smaller time steps hn, the numerical dissipation can be
decreased.
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Figure 7.5.: Type II, incremental (and algorithmic) formulation. The temperature is plot-
ted vs. space and time. The existence of two temperature waves can clearly be
seen. The inertia term of the balance of linear momentum is fully considered,
thus a smaller but faster first sound wave which is driven by the mechanical
problem exists due to the two-folded coupling. The bigger but slower one is
the second sound.
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Figure 7.6.: Temperature solution according to type II at times t = 0.04 μs, t = 2.5 μs,
t = 5 μs and at t = 10 μs. The second sound wave slowly propagates through
the bar. At time t = 2.5 μs the first sound wave arrives at the bar’s right end.
Due to the reflection, it travels back to the left end as shown at time t = 5 μs.
Because of the numerical dissipation, the both waves diffuse although the
theory is inherently without energy dissipation. Both wave speeds are mapped
correctly. Please note the different temperature scale in the first picture at
t = 0.04 μs which was chosen in order to capture the entire wave amplitude.
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Figure 7.7.: Temperature solution according to type II at the left and at the right end of
the bar, i.e. x = 0 mm and x = 9 mm.

Thus, motivated by the existence of a potential for the type II entropy flux H = −ρ∂ψ/∂∇Xα,
an incremental variational principle modeling classical dissipative and non-classical non-dissipative
thermoelastic solids was introduced. Thereby, the incremental entropy flux following Fourier’s
classical law of heat conduction is determined by means of the incremental free energy function
acting as a potential. Because of this potential structure, both the iteration submatrix of the
mechanical and the thermal problem are symmetric, also for the theory of type I. A numeri-
cal example was presented in order to prove the applicability of the proposed algorithm. We
showed that the solution of the incremental problem and the algorithmic problem do not devi-
ate in any decisive manner. Thus, the resulting update algorithm is a convenient formulation
of the underlying thermoelastic problem.
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8. On wave speed in Green–Naghdi
heat conduction

In this Chapter, some analytical findings concerning propagation speed in case of Green–Naghdi
heat conduction are presented. First, the propagation speed of thermal waves in semi-infinite,
one-dimensional, Green–Naghdi media is examined. In particular, the dynamic propagation of
a Heaviside input signal is analyzed in order to show that the Green–Naghdi theory of type III
predicts an infinite speed of heat conduction for κ3 
= 0. The results presented in the following
have already been published by Bargmann et al. [13].

8.1. Mathematical formulation

As mentioned above, the classical heat equation obeying Fourier’s law of heat conduction, i.e.
Eq. (5.1.3), implies that parts of an initial heat pulse will propagate with infinite speed (see e.g.
Section 5.1.1). In the following, a closer look at the propagation speed in case of type-III-heat
conduction on is made. More specifically, an example of infinite wave propagation speed in
case of heat conduction type III is provided.

An initial boundary value problem with a Heaviside input signal in a semi-infinite body is
considered. This problem models a thermal shock applied to the boundary x = 0 of the half-
space x > 0, which describes a thermal conductor obeying the Green–Naghdi type III theory.
The analytical solution will be presented showing that the thermal wave propagation speed is
finite in case of type II and infinite in case of type I and III. Since type I and II are special
cases of type III, the initial boundary value problem is formulated for type III:

ρcT̈ = κ3 div∇T + κ4 div∇Ṫ , (x, t) ∈ [0,∞) × [0,∞)

T (0, t) = T0 + T •H(t), T (∞, t) = T0, (t > 0) (8.1.1)

T (x, 0) = T0, Ṫ (x, 0) = 0 (x > 0).

Only the thermal problem is considered, thus X = x and no distinction is made between
the spatial and the material motion problem in this chapter. This implies ρ0 = ρt =: ρ and
∇x = ∇X = ∇. H is the Heaviside unit step function and the positive constants ρ, c, κ3 and
κ4 again denote the material’s density, specific heat, and thermal conductivities, respectively,
while T • > −T0 is a nonzero constant.

141



8. On wave speed in Green–Naghdi heat conduction

Following Green and Naghdi [52, p. 259], the empirical temperature is set to T = θ + T0 .
Next, the following nondimensional variables are introduced:

T = θ/T •, t = t(U/L), x = x/L, (8.1.2)

where the positive constants L and U respectively denote a characteristic length and speed,
and recast the initial boundary value problem (8.1.1) in its dimensionless form

Ma2div∇T − T̈ + χdiv∇Ṫ = 0, (x, t) ∈ [0,∞) × [0,∞)

T(0, t) = H(t), T(∞, t) = 0, (t > 0) (8.1.3)

T(x, 0) = Ṫ(x, 0) = 0 (x > 0)

where the Mach number1 Ma and the dimensionless thermal diffusivity χ are given by

Ma =
1

U

√
κ3

ρc
, χ =

κ4

ρcUL
. (8.1.4)

8.2. Analytical solutions

8.2.1. Type III

The dimensionless formulation of the initial boundary value problem (8.1.3) equals the initial
boundary value problem stated by Jordan and Feuillade [79, Eq. (2.1)]. Jordan and Feuillade
derive2 the analytical solution [79, Eq. (3.14)]3

T(x, t) = H(t)

{
1 − 2

π

∫ ξ∗

0

e−a0(ξ)t

[
cos(b0(ξ)t) −

a0(ξ)

b0(ξ)
sin(b0(ξ)t)

]
sin(ξx)

ξ
dξ

− 2

π

∫ ∞

ξ∗
e−a0(ξ)t

[
cosh(b0(ξ)t) −

a0(ξ)

b0(ξ)
sinh(b0(ξ)t)

]
sin(ξx)

ξ
dξ

}
, (8.2.1)

where ξ∗ = 2Ma/χ is the integration breakpoint,

a0(ξ) = 1
2
χξ2, and b0(ξ) = 1

2
χξ
√
|ξ2 − (ξ∗)2|. (8.2.2)

1The Mach number Ma is a dimensionless measure of relative speed. It states the ratio of the velocity
of an objective relative to a medium to the velocity of sound in the same medium.

2Omitting the details, but giving a short sketch of the rather lengthy derivation: Jordan and Feuillade
solve the initial boundary value problem (8.1.3) by employing a dual (integral) transform approach.
Specifically, they first apply the spatial sine transform, which reduces Eq. (8.1.3)1 to an ordinary
differential equation (ODE) with independent time variable t and then solve the resulting ordinary
differential equation using the temporal Laplace transform.

3Note that the algebraic signs in front of the last three integrals appearing in the paper by Jordan and
Feuillade [79, Eq. (3.14)] are incorrect; they should read: −, +, +, respectively.
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Thus, in the theory of type III, the thermal shock applied to the boundary x = 0 at time
t = 0 + ε, with ε > 0 being arbitrarily small, is felt instantly throughout the entire half-space.
Unfortunately, the analytical solution (8.2.1) is complicated and difficult to analyze. Hence,
simpler expressions that accurately capture the behavior of Eq. (8.2.1) are presented for more
illustrative explanations. In particular, a closer look is taken at Eq. (8.2.1) for small and large
t.

First, the small-time approximation is considered. It is returned to the dimensionless formu-
lation of the initial boundary value problem and the temporal Laplace transform, L[ · ], is
applied both to Eq. (8.1.3)1 and the boundary conditions given in Eq. (8.1.3)2. Subsequently,
the initial conditions are employed and the resulting subsidiary equation is solved. The Laplace
transform domain solution is thus given by

T̄ (x, s) =
1

s
exp

⎛
⎝ −sx

Ma
√

1 + sχ/Ma2

⎞
⎠ . (8.2.3)

Here, the bar superposed over a quantity denotes the image of that quantity in the Laplace
transform domain, i.e., T̄(x, s) = L(T(x, t)), and s is the transform parameter. Now the
behavior of the dimensionless temperature T for times immediately after the shock has been
applied is examined. Looking at small times t corresponds to examining large transform

parameters s. For large s,
√

1 + sχ/Ma2 ≈
√

sχ/Ma2 is valid. Consequently, the argument

of the exponential in Eq. (8.2.3) can be expanded for large s, which yields

T̄ (x, s) ≈ 1

s
exp

(
− x√

χ

√
s

)[
1 +

Ma2x

2χ
√

χs
+ O(s−1)

]
. (8.2.4)

Inverting term-by-term using a table of inverses, for dimensionless times t > 0 sufficiently
small, the dimensionless temperature T is approximately given by

T (x, t) ≈ erfc

(
x

2
√

χt

)
+

Ma2x

2χ
√

χ

[
2

√
t

π
exp

(
− x2

4χt

)
− x√

χ
erfc

(
x

2
√

χt

)]
. (8.2.5)

The complementary error function, denoted by erfc(·), is defined as

erfc(x) =
2√
π

∫ ∞

x

exp(−y2) dy (8.2.6)

and its second derivative is given by

d2erfc(x)

dx2
=

2√
π

exp(−x) > 0 ∀x ∈ R. (8.2.7)

Thus, the complementary error function erfc(·) is strictly convex. Although

lim
x→∞

erfc(x) = 0, (8.2.8)
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the complementary error function reaches the x-axis asymptotically due to its strict convexity.
Returning to Eq. (8.2.5) and observing that x/2

√
χt → ∞ for t → 0, this implies that

instantly after the shock, i.e. even for very small t 
= 0,

T (x, t) > 0 ∀x ∈ R. (8.2.9)

Thus, Green-Naghdi-type III predicts infinite propagation speed.

In Figure 8.1 the exact (solid) and small-time (dashed) type III solutions are plotted, i.e., Eqs.
(8.2.1) and (8.2.5), respectively. Here, the small-time expression is in very good agreement
with the exact result for t < 0.04 and the profile is strictly decaying, but always positive, i.e.,
there is no wavefront.

0.05 0.1 0.15 0.2
x

0.2

0.4

0.6

0.8

1

Figure 8.1.: T vs. x for type III is plotted at time t = 0.04 with χ = 0.05 and Ma = 1.0.
Solid: Eq. (8.2.1). Dashed: Eq. (8.2.5).

Second, the large-time approximation is looked at. From the last two frames of Figure 8.3, it
can be seen that under Green–Naghdi type III, the temperature profile assumes the approximate
shape of a Taylor shock as the dimensionless time t approaches infinity, i.e. t → ∞. Based
on the knowledge of actual Taylor shock solutions, the following ad hoc approximation for the
type III case is constructed:

T(x, t) ≈ 1
2
[1 − tanh(2[x − Ma t]/�)] (t → ∞). (8.2.10)

Here, the “shock thickness” �, i.e. the length of the scale of the shock, is given by

� =
1∣∣∣L−1

{
−1

Ma
√

1+sχ/Ma2
exp

(
−sx

Ma
√

1+sχ/Ma2

)} ∣∣∣
x=Ma t

∣∣∣ , (8.2.11)
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where the expression inside the large { } is just ∂T̄/∂x, with T̄ as given in Eq. (8.2.3).

In Figure 8.2, the exact (solid) and ad hoc (broken) solutions given in Eqs. (8.2.1) and (8.2.10),
respectively, are plotted. Three different values of the dimensionless diffusivity χ are chosen,
where the Mach number Ma and the dimensionless time t have been fixed at Ma = 1.0 and
t = 10.0. While all three plots show very good/excellent agreement, it can be seen that the
agreement improves as the dimensionless diffusivity χ is reduced. Consequently, Eq. (8.2.10) is
an especially accurate approximation of the type III solution profile provided the dimensionless
time t is sufficiently large and the dimensionless diffusivity χ is sufficiently small.

8.2.2. Type II

The heat equation of type II is stated in Eq. (5.1.6). Thus, the solution for the dimensionless
problem (8.1.3) for this type can be obtained by letting the dimensionless diffusivity χ approach
zero, χ → 0, in Eq. (8.2.1). The solution of Eq. (8.1.3) is then is given by

T(x, t) = H
(
t − x

Ma

)
. (8.2.12)

Therefore, under Green–Naghdi type II, an undamped, undistorted, thermal wavefront propa-
gates into the half-space (i.e., to the right) with speed Ma.

8.2.3. Type I

In order to obtain the heat equation according Green–Naghdi type I, i.e. Eq. (5.1.3), let
Ma → 0 in Eq. (8.1.3)1. Then, ξ∗ → 0 and b0(ξ) → a0(ξ) (cf. Eq. (8.2.2)). Consequently,
the Green–Naghdi type I, i.e. the one which corresponds to the classical Fourier theory of heat
conduction, solution is found to be, as one would expect,

T(x, t) = erfc

(
x

2
√

χt

)
(t > 0), (8.2.13)

where erfc(·) again denotes the complementary error function. Repeating the line of argumen-
tation as applied after Eq. (8.2.5), Green–Naghdi type I predicts infinite propagation speed.
Note that this result is already a well-known, see e.g. [63].
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Figure 8.2.: Dimensionless temperature T vs. dimensionless position x for heat conduction
of type III at time t = 10.0. The Mach number Ma = 1.0 is constant and the
dimensionless diffusivity χ varies from χ = 0.01, 0.05 to 0.1. Solid line: Exact
solution (Eq. (8.2.1)). Dashed line: ad hoc approximation (Eq. (8.2.10)).
In all three cases, the ad hoc approximation agrees with the exact solution
very well. Thus, provided that T is sufficiently large and χ sufficiently small,
Eq. (8.2.10) presents an accurate approximation of the exact solution stated
in Eq. (8.2.1).
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8.3. Results

The sequence shown in Figure 8.3 illustrates the evolution of the solution profiles of the
dimensionless temperature T corresponding to Green–Naghdi types I, II, and III. Therein, the
different behavior of the three types of heat conduction can be seen. The dimensionless thermal
diffusivity is set χ = 0.05 for type I and III (remember: χ → 0 for type II). Furthermore,
Ma = 1.0 for type II and III, whereas Ma → 0 in case of the classical theory of type I.
The dashed line depicts the solution according to type I. The dimensionless temperature T
reaches the x-axis asymptotically due to the infinite propagation speed. It is always positive,
thus, there is no wavefront due to the infinite propagation speed. Contrary to that, in case
of Green–Naghdi type II (bold solid line) the thermal shock leads to a thermal wavefront
propagating with unit speed Ma = 1.0 to the right. Due to the lack of dissipation, the
wave front is undamped and undistorted. Under Green–Naghdi type III (thin solid line), the
thermal shock applied to the boundary x = 0 at time t = 0 + ε is felt instantly, but unequally,
throughout the entire half-space, in much the same way as in the case of type I. In fact,
for small values of time Eq. (8.2.1) behaves, to leading order, like the Green–Naghdi type I
solution [see Eq. (8.2.13)]. As time passes, the solution of type III detaches from the one of
type I. Also, the temperature changes from an exponential decay to approximately that of a
Taylor shock with finite propagation speed of approximately Ma.

As mentioned above, the analytical solution (8.2.1) of the initial boundary value problem
(8.1.3) implies infinite propagation speed under Green–Naghdi type III. Figure 8.4 depicts the
solution of T at t = 0.01, thus shortly after a thermal shock is applied at the boundary x = 0.
Near the boundary, the shock leads to a significant temperature rise. For points situated
far from the boundary, the temperature rises only slightly. However, the perturbation is felt
everywhere as the logarithmic scale in the right picture indicates.
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Figure 8.3.: Evolution of the temperature profiles. The dimensionless temperature T is
plotted vs. the dimensionless position x for types I, II, and III. Dashed line:
type I [Eq. (8.2.13)] with thermal diffusivity χ = 0.05. Bold-solid: type II
[Eq. (8.2.12)], with Ma = 1.0. Thin-solid: type III [Eq. (8.2.1)] with thermal
diffusivity χ = 0.05 and Ma = 1.0.
Type I as well as type III predict an infinite propagation speed - T reaches
the x-axis asymptotically. In case of type II, the thermal shock propagates as
a thermal wavefront propagating undamped with constant speed Ma = 1.0.
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Figure 8.4.: Temperature solution for Green–Naghdi type III with thermal diffusivity χ =
0.05 and Ma = 1.0. T is plotted vs. x at time t = 0.01. A thermal shock was
applied at x = 0 at t = 0+ε. The further a point is located from the boundary,
the less the temperature rises. However, the temperature perturbation is
instantly felt, see Eq. (8.2.9).

Summarizing, the theory of type III gives rise to infinite propagation speed, just like the classical
theory based on Fourier’s law. However, for numerical simulations with values of κ4 << κ3,
this effect is negligible. Moreover, agreeing with Green and Naghdi, type III is “perhaps a
more natural candidate for its identification as thermoelasticity” because of its generality and
the novelty of not necessarily involving energy dissipation.

149



8. On wave speed in Green–Naghdi heat conduction

150



9. Conclusion

In the present thesis a theory of non-classical thermoelasticity for cryogenic temperatures is
presented. The thermal theory is based on the approach of Green and Naghdi [51]. It is
coupled with the classical theory of elasticity. First, to set the basis, the general kinematic
framework is introduced in Chapter 3. Subsequently, in Chapter 4, the Green–Naghdi theory in
general is thermodynamically analyzed with the help of the entropy principle of Müller and Liu.
The evaluation of the second law of thermodynamics yields thermodynamic relations between
the free energy density on the one side and the entropy density, the entropy flux, the internal
energy dissipation and the stresses on the other side.

The Green–Naghdi approach comprises three types of heat conduction, labeled type I, II and
III. All three types are introduced and discussed in detail. Green and Naghdi include the
classical Fourier theory fully into their approach (type I). However, this thesis concentrates on
the non-classical part as Fourier’s theory leads to the unnatural property of infinite wave speed
in case of temperature perturbations. Moreover, it is not capable of modeling second sound.
The later refers to the phenomenon where heat propagates as thermal waves. Thus, another
approach is necessary in order to simulate second sound computationally. As a result of this
thesis, it is shown that both, type II and III, are capable of modeling thermal waves. In contrast
to most other thermal theories published so far, the Green–Naghdi theory of type II does not
necessarily involve energy dissipation. Moreover, it possesses the outstanding property that
the entropy flux vector is determined by the free energy acting as an potential. Type III also
allows thermal wave propagation and usually energy is dissipated. Especially the theory of
type III opens many (new) possibilities, as it is the most general one. It contains type I and
II as limiting cases, thus type III is suitable for modeling classical as well as thermal wave
propagation theories.

The theoretical part is accompanied by employing a suitable discretization method. A semi-
discretization method was applied - first discretizing in space and subsequently in time. For the
spatial discretization it was resorted to a standard Bubnov–Galerkin finite element method in
space. Instead of finite differences, finite elements are also applied for the temporal discretiza-
tion. Concerning the time integration, a discontinuous and a continuous Galerkin method are
adopted. The classical theory of thermoelasticity, i.e. type I, is discretized with a mixture of
a discontinuous and a continuous Galerkin method in order to take the coupling between the
thermal and the mechanical problem fully into account and cope with the different mathe-
matical structures of the governing equations. This discretization approach is referred to as
mixed Galerkin finite element method in time, cf. Section 6.2.2.1. The temporal discretization
of type II was done with a continuous Galerkin finite element approach due to fact that the
equation governing the thermal problem is hyperbolic. The same procedure is applied to all
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numerical examples presented in this thesis which follow the theory of type III. In the case
of fully coupled nonlinear thermoelasticity, the nonlinear system of equations is solved with a
Newton–Raphson strategy. The performance of the proposed discretization methods is under-
lined by presenting various numerical examples. Among others, the second sound experiments
in which the phenomenon was proven for the first times, are simulated.
The simultaneous introduction of the spatial as well as material formulation of the balance
laws allowed for a natural incorporation of the material force method. It is discussed in the
context of all three types of Green–Naghdi thermoelasticity.

Summarizing, this thesis provides a deeper insight into the very promising Green–Naghdi theory
of thermoelasticity. Their elegant approach opens many new possibilities in the modeling of
thermoelastic phenomena, especially at cryogenic temperatures. Theoretical and numerical
aspects have been investigated and the applicability of the Green–Naghdi theory has been
demonstrated. However, as mentioned above, there still exist some interesting open questions
which are definitely worth having a look at in the future.

The are several problems which must be discussed in the future. For example, one important
question which needs to be answered is whether or not modeling second sound involves energy
dissipation. Unfortunately, the original second sound experiments do not address to this
question. However, second sound was also detected in superfluids - a state in which no energy
is dissipated. Consequently, the theory of type II seems to be the better candidate for modeling
second sound in solids.

Another field of ongoing research could be the transfer of the thermoelastic Green–Naghdi
theory to fluids and gases. Green and Naghdi themselves picked up this task at the end of
their lives, see [54]. But so far, only Quintanilla and Straughan [141] and Jordan and Straughan
[78] started the analysis in this direction. Also, in this thesis the modeling was restricted to
isotropic Neo–Hookean material behavior. An extension to more classes of materials can
certainly be useful.

As shown in Appendix B, there exist several shortcomings of other fundamental laws, such as
Fick’s law of diffusion or Darcy’s law for flow through porous media, for example. For those
scenarios, the search for modifications of the classical law and their analyses are going on. For
example, Jordan [77] applies the Maxwell–Cattaneo–Vernotte approach, which originally stems
from modifying Fourier’s law, for modeling flow through porous media. To the author’s know-
ledge, Green and Naghdi’s theory has not yet been transferred in these contexts. Nevertheless,
this definitely seems a direction worth heading for.

One numerical example, presented in this thesis, was the computational simulation of cryo-
volcanism on Saturn’s moon Enceladus. Especially in this field, a lot more research needs
to be done. The phenomenon of cryovolcanism was only proven a few years ago during the
fly-bys of the spacecraft Cassini in 2005. Thus, scientists are still trying to figure out what
exactly is happening during Enceladus’ volcanic eruptions. Here, computational simulations
are a powerful tool, of course. Nevertheless, additional observational data is necessary in order
to gain a better insight in this astonishing and interesting phenomenon. On the other hand,
due to its outstanding properties, Enceladus is a very active research topic and new results are
published just about every month.
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A. Mathematics

A.1. Notation

Throughout this thesis, scalar quantities are indicated by non-bold symbols, e.g. a, whereas
vectors and tensors are denoted by bold symbols, e.g. a. As mentioned in Section 3.1, in order
to distinguish spatial from material quantities, spatial quantities are denoted by lower case
letters (e.g. q) and material quantities by upper case letters (e.g. Q). Furthermore, Einstein’s
summation convention is applied, i.e. it is summed over indices which appear twice. The
following notation is used for the standard mathematical products: The simple contraction is
denoted by “·”, e.g. {A ·B}ik = AijBjk, the double contraction by “:”, e.g. A : B = AijBij

and the triple contraction by “
...”, e.g. {C...D}lm = CijklDijkm. The standard dyadic product

is indicated by “⊗”, e.g. {A ⊗ B}ijkl = AijBkl. The transpose of A is denoted by At:
(Aij)

t = Aji.

Section 3.1 introduces the spatial and the material motion problem. Therein, it is distinguished
between the spatial and the material operations: The spatial and the material gradient are
denoted by ∇x and ∇X, respectively, whereas div and Div represent the corresponding diver-
gences.

A.2. Definitions

classification of second-order partial differential equations: A second-order partial dif-
ferential equation in two independent variables x and t

a
∂2f (x, t)

∂x2
+ b

∂2f (x, t)

∂x∂t
+ c

∂2f (x, t)

∂t2
+ d

∂f (x, t)

∂x
+ e

∂f (x, t)

∂t
+ g(f, x, t) = 0

is called elliptic if its discriminant ac − b2/4 is positive for all x and all t; a, b, c, d and e
being functions of x and t as well. It is referred to as parabolic, if the discriminant equals
zero. If the discriminant is negative, the second-order partial differential equation is called
hyperbolic. The classification can also be made upon the signature of the eigenvalues of the

coefficient matrix

(
a b/2

b/2 c

)
. The partial differential equation is called elliptic, if both
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eigenvalues are either positive or negative; parabolic, if one eigenvalue is zero and the other
non-zero; hyperbolic, if there is one negative and one positive eigenvalue.
Note that this definition can be position-dependent.

closed system: A closed system is defined as a fixed amount of mass in a region Ω. It cannot
exchange mass (only energy) with its surroundings.

jump: A jump of a physical quantity {•} across a singular surface is the difference between
its limiting values on either side of the singular surface and is denoted by [[{•}]].

material singular surface: A singular surface of order k ≥ 1 is an orientable smooth surface
within a body on which a physical quantity (e.g. the motion ϕ) and its spatial and temporal
derivatives of order 1, . . . , k − 1 are continuous and the derivatives of order k are almost
everywhere discontinuous, i.e. the set of points where it is continuous is a set with measure
zero. A singular surface is called material singular surface if its velocity is the same as the
velocity of its particles.

objective: Let x∗ denote the position of a point x after a change of the observer. A function
f is called objective if f(x∗, t) = Q(t) ·f(x, t), where Q is an orthogonal tensor. Q describes
the observer’s change, i.e. x∗ = Q · x.

one-form: A one-form, also called a covector, is a linear functional which maps each vector in
a vector space to a real number, such that the mapping is invariant with respect to coordinate
transformations of the vector space.

skew-symmetric tensor: A second order tensor A is called skew-symmetric, if A = A−t.

symmetric tensor: A second order tensor A is called symmetric, if A = At.

thermodynamic equilibrium: In classical thermoelasticity, a system is said to be in thermo-
dynamic equilibrium, if its velocity and its temperature are constant in space and time [55, 66].
Throughout this thesis (dealing with non-classical thermoelasticity), a system is said to be in
thermodynamic equilibrium, if its velocity, its thermal displacement and its temperature are
constant and all production and supply terms vanish:

V (X, t) = v(x, t) = const., α(X, t) = α(x, t) = const.,

T (X, t) = T (x, t) = const.,

b = 0, r = 0, s = 0.

This implies that

∇XV = ∇xv = 0, ∇Xα = ∇xα = 0 and ∇XT = ∇xT = 0

hold in thermodynamic equilibrium. A system is said to be in non-equilibrium state if it is not
in thermodynamic equilibrium.
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A.3. Jump conditions

The derivation of the local balance equations in Section 3.2 is based on the assumption that
the fields under consideration are continuous and sufficiently smooth everywhere. However, the
ideal-wall-argumentation in Section 4.1 assumes the existence of an ideal wall, thus a material
singular surface, between the continuum under consideration and a second continuum.
In this thesis, the problem of material singular surfaces only occurs in the ideal-wall-argumenta-
tion and is not of central interest. Therefore, it is not dealt with in Chapter 3 and briefly listed
in the spatial motion problem at this point. For details, the reader is referred to [55, 99].

The existence of a material singular surface in a body leads to so-called jump conditions for
the balanced quantities linear momentum, energy and entropy on the singular surface:

balance of linear momentum [[σ · ns]] = 0

balance of energy [[q · ns]] − [[vs]] · σ · ns = 0

balance of entropy [[h · ns]] = 0,

(A.3.1)

ns and vs denote the normal unit vector and the velocity of the singular surface, respectively.
The jump condition of the balance of mass is always fulfilled for a material singular surface
and the jump condition of the balance of angular momentum does not lead to any further
information if Boltzmann continua are considered [55], like in this thesis.

A.4. Symmetry and skew-symmetry for two-point tensors

Every second order tensor A can be uniquely decomposed into a symmetric and a skew-
symmetric part, sym(A) and skw(A), respectively,

A =
1

2

[
A + At

]
+

1

2

[
A − At

]
= sym(A) + skw(A). (A.4.1)

In addition, it holds
sym(A) : skw(A) = 0. (A.4.2)

Let a : B×R → R denote a scalar field which is at least twice differentiable. Then ∇X∇Xa :=
∇X(∇Xa) is a symmetric tensor (Schwarz’s theorem).

If C ∈ R
3×3 skew-symmetric, then there exists a unique vector ω ∈ R

3 such that

C · a = ω × a ∀a ∈ R
3. (A.4.3)

C is related to ω via Cijaj = eijkωjak for i, j, k = 1, 2, 3, where e is the permutation tensor.
ω is called axial vector of C. For example, in case of the vorticity tensor W , ω = curlv/2.
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A.5. Transformations

Let a : B × R → R be a scalar field and u : B × R → R3 be a vector field. Then

div (au) = adiv (u) + u · ∇xa (A.5.1)

holds. The well-known Gauss theorem relates a volume integral to a surface integral by∫
B

div (u) dV =

∫
∂B

u · n dA, (A.5.2)

n denoting the outward unit normal vector on the body’s surface ∂B.

Furthermore, let D and W be the rate of deformation tensor and the vorticity tensor. Then
the following relation holds

(∇xa)̇ = ∇xȧ − D · ∇xa + W · ∇xa (A.5.3)

due to

(∇xa) i̇ =
∂

∂t

(
∂a

∂xi

)
+

∂

∂xj

(
∂a

∂xi

)
vj =

∂

∂xi

(
∂a

∂t
+

∂a

∂xj
vj

)
− ∂a

∂xj

∂vj

∂xi

= (∇xȧ)i − Lji (∇xa)j = (∇xȧ)i − Dij (∇xa)j + Wij (∇xa)j .

A.6. Calculation of absolute entropy

The absolute entropy S0 is introduced in order to scale the en-
tropy ρη. S0 is a reference-temperature-dependent constant.
Nernst’ theorem, also known as the third law of thermodynamics,
states that the entropy tends to zero as the absolute temperature
goes to zero.
It is well-known that c = θ ∂ρη

∂θ
. Consequently,

S(θ) =

∫ θ

0

c(θ)

θ
dθ.

Experiments have shown that the specific heat c is proportional
to θ3 at cryogenic temperatures, i.e. c = aθ3 for some constant
a. a can easily be calculated for given c. Thus, the absolute
entropy at a small reference temperature T0 equals

S0(T0) =

∫ T0

0

aθ2 dθ.

Walther Nernst
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A.7. Cauchy’s stress theorem

Cauchy’s stress theorem is a special case of Cauchy’s fundamen-
tal theorem (3.2.2) relating the true traction vectors to stress
tensors. Let tC denote the true traction vector, i.e. the force mea-
sured per unit surface area in the spatial configuration Bt, and
T C the nominal traction vector, i.e. the force measured per unit
surface area in the reference configuration B0. Let the Cauchy
assumption

tC = tC(x, t, n), T C = T C(X, t, N)

hold, i.e. both vectors depend on the normals n and N at the
surface. Then there exist unique second-order tensor fields, the
Cauchy stress tensor σ and the first Piola–Kirchhoff stress tensor
P , such that :

tC(x, t, n) = σt(x, t) · n, T C(X, t, N) = P (X, t) · N .

Augustin Louis Cauchy

A.8. Lemma on linear algebraic equations with an
inequality constraint

The exploitation of the entropy principle of Müller and Liu is based on the following lemma
stated by Liu [97]. The lemma provides necessary and sufficient conditions for solving a linear
inequality being based on a given finite set of linear equations in a finite-dimensional space.
Note that Liu’s lemma is a special case of the classical result ascribed to Farkas and Minkowski,
of which Liu was unaware of, as shown in the historical note [62]. Here Liu’s lemma is given
as he suggests it for the exploitation of Müller’s entropy principle. Liu proves his version in
[97], for further information on the lemma of Farkas and Minkowski - being of importance in
mathematical optimization and linear programming - see [15].

Lemma: Let A·x+b = 0 be a linear system of p equations and n unknowns, with A ∈ Rp×n,
x ∈ Rn and b ∈ Rp. Let S be the corresponding non-empty solution set and α ∈ Rn, α 
= 0,
and β ∈ R be given. Then the following statements are equivalent:

i. αt · x + β ≥ 0 ∀x ∈ S.

ii. ∃λ ∈ Rp with λ 
= 0 such that αt · x + β − λt · [A · x + b] ≥ 0 ∀x ∈ Rn

iii. ∃λ ∈ R
p with λ 
= 0 such that α − At · λ = 0 and β − λt · b ≥ 0.

λ is called Lagrange multiplier. Note that from the mathematical viewpoint, the prerequisite
S not being empty is not necessary. However, in the spirit of thermodynamics an empty set S
would imply that no thermodynamic process satisfies the underlying balance equations. In the
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given context, the vector x contains all those higher derivatives of the independent variables
of the state space S which are obtained by carrying out the differentiations in the Müller–Liu
entropy inequality (4.1.1) according to the product rule. In that context, x is referred to as
the process direction [116].

A.9. Analytical solutions

In case of the simple example introduced in Section 5.3 analytical solutions for the three
heat equations (5.1.3), (5.1.6) and (5.1.10) can be determined. No boundary conditions are
applied. Mathematically, the initial conditions can be expressed as

α (x, 0) = 0 ∀x ∈ [0, L]

T (x, 0) = α̇ (x, 0) =
e−nx2 − e−nL2

1 − e−nL2 ∀x ∈ [0, L] , (A.9.1)

where n ∈ N.

Then the Fourier series of the analytical solutions read

Type I

T (x, t) = A0 +

∞∑
j=1

Aj cos
(
j
π

L
x
)

+ Bj sin
(
j
π

L
x
)

e−j2 κ1
ρc

π2
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Type III

T (x, t) = A0 +

∞∑
j=1

[
Aj cos

(
j
π

L
x
)

+ Bj sin
(
j
π

L
x
)]

eat
[ a

ω
sin (ωt) + cos (ωt)

]
(A.9.4)

with a = −j2κ4π
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The Fourier coefficients are given by
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B. A glance at analogous fundamental
laws

This thesis focuses on non-classical, i.e. non-Fourier heat conduction. From the mathematical
point of view Fourier’s law of heat conduction (5.1.1)2 is structurally identical to Fick’s law
of diffusion, to Darcy’s law for flow through porous media, similar to Hooke’s law of elasticity
and similar to the electric field’s law in electromagnetics, all being valid for a wide range
of physical, biological and engineering fields. Although these laws describe many applications
fairly appropriate, there also exist various situations in which they have proven to be inadequate
- as Fourier’s heat conduction law. This section presents a brief introductory overview of the
analogous laws and addresses to some of their limitations. It by no means claims to be
complete.

B.1. Fourier’s law

The classical Fourier law of heat conduction states that the heat
flux q is proportional to the temperature gradient ∇T (cf. Eq.
(5.1.1)2)

q = −κ1∇T

leading to the parabolic temperature equation Eq. (5.1.3)

ρcṪ = div (κ1∇T ) + ρr,

see Section 5.1.1 for more detailed information. It is first ex-
pressed by Jean–Baptiste–Joseph Fourier in 1822 [46]. As men-
tioned in Chapter 2, Fourier’s approach is not suitable to model
the second sound phenomenon. Moreover, it has the drawback
of allowing pertubations to propagate with infinite speed.

Jean–Baptiste–Joseph
Fourier
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B.2. Fick’s law

Fick’s law of diffusion is formulated by Adolph Fick [45] in 1855
and relates the diffusion flux j to the gradient of the mass con-
centration C:

j = −D∇C. (B.2.1)

D is referred to as the diffusion coefficient or diffusivity. Fick’s
law leads to the parabolic diffusion equation

Ċ = div (D∇C) + s, (B.2.2)

where s is a source term being independent of the concentration
(cf. [121]).
Like Fourier’s law, Fick’s law is a phenomenological assumption.
Both resulting equations (5.1.3) and (B.2.2) are parabolic and
model diffusive processes. While the former models transport of
energy, Fick’s law describes the diffusion of matter.

Adolph Fick

Usually, Fick’s law is applied to model transport processes in fluids, of polymers, in foods, phar-
maceuticals, but also for modeling traffic flow or fiber spinning [77, 82, 100, 109]. Also, many
biological phenomena are suitably described by the Fickian approach, e.g. pulse propagation
in nerves, mass growth or dendritic growth [109].

Non-Fickian behavior is detected if the polymer swells due to a penetrator, if low molecular
weight species permeate through thin polymeric membranes, if a polymer is put into contact
with a solvent, or if a uniform polymer solution is sheared between two parallel rotating discs
or in sorption experiments, for example [40, 82, 162].
Koch and Brady [88] as well as Kim and Kavvas [85] propose generalisations of Fick’s law
(B.2.1) in order to model transport of pollutants in a river. Kuhl and Schmid [91] simulate
mineral exsolution, the phenomenon in which minerals segregate into discrete phases, and
state that the process of phase separation cannot be modeled by the Fickian law (B.2.1) since
nonuniform concentration profiles are needed. An akin approach is followed by Ubachs et al.
[166] who model the microstructure evolution of tin-lead solder.
The paradox of infinite propagation speed also exists for the Fickian model. Jordan [77], who
models traffic flow, Méndez and Camacho [109], who model growth of biological populations,
and Jou et al. [82], who model diffusion in glassy polymers in the vicinity of the glass transition
temperature, transfer the Maxwell–Cattaneo–Vernotte approach to Fick’s law, i.e.

j + τrj̇ = −D∇C. (B.2.3)

The Maxwell–Cattaneo–Vernotte approach is the first approach to modify Fourier’s law (5.1.1)2
of heat conduction and is derived independently by Maxwell [107], Cattaneo [24] and Vernotte
[168]. They introduce a relaxation time τr in order to overcome the paradox of infinite propa-
gation speed (cf. Chapter 2).
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B.3. Darcy’s law

Henri Darcy

In 1856 Henri Darcy [36] investigates the flow of water through
beds of sand and formulates the following law

v = −ck

m
∇p, (B.3.1)

describing the flow velocity v of a single-phase fluid through
porous media. Here, k, c, m and p denote the medium’s per-
meability (also called hydraulic conductivity), its compressibility
(also called porosity), its dynamic viscosity and the pressure. In
theories of porous media one usually considers averaged quan-
tities. Thus, Darcy’s law is often stated in terms of the Darcy
velocity V which is the average of the fluid velocity and related
to the usual velocity v via V = cv.

Hubbert [86] shows that Darcy’s law can be derived from the Navier–Stokes equations. Con-
sequently, although it was originally formulated by using experimental observations, it has a
theoretical foundation. Therefore, Darcy’s law, as opposed to Fourier’s law, cannot be regarded
as a phenomenological equation, but rather as a result from the Navier–Stokes equations in
case of quasi-stationary motion of fluids.

Inserting Darcy’s law (B.3.1) and the relation for a fluid’s compressibility (or in terms of porous
media: the medium’s porosity) for isothermal conditions c = −1

v
dv
dp

= 1
ρ

dρ
dp

(cf. e.g. [155])

into the mass balance Eq. (3.2.5) leads to the parabolic diffusion equation

∂ρ

∂t
= div

(
k

m
∇ρ

)
. (B.3.2)

If Darcy’s law is stated in terms of the hydraulic head h, i.e. v = −k∇h, the so-called
groundwater flow equation (cf. [100])

∂h

∂t
= div (k∇h) (B.3.3)

is obtained. Both equations (B.3.2) and (B.3.3) are parabolic and structurally similar to the
classical heat equation (5.1.3): the rate of the balanced quantity equals the divergence of the
quantity’s gradient.

Darcy’s law is generally applicable to fluid flow of low velocity in porous media. Engineering
applications can be found in the fields of soil mechanics, biology (e.g. blood flow in tumors),
chemical reactors, drying composite molding, hydrogeology (e.g. groundwater flow) and harbor
engineering (e.g. prediction of wave-reflection by a impermeable, rock-filled breakwater) [32,
172], for example .

Darcy’s law fails if the flow velocity is comparatively high, respectively above a critical Reynolds
number [32, 121], for multi-phase fluids [172] or if viscous effects need to be included, which
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is discussed by e.g. [121] and [32]. Moreover, in the case of a moving porous medium, the
inertial effects have to be considered by inserting the relative velocity between the fluid and
the porous medium into Darcy’s law [32].

B.4. Hooke’s law

Sir Robert Hooke

In elasticity, Hooke’s law describes the linear relationship between
the Cauchy stress σ and the strains ε

σ = E : ε

= E : sym(∇u), (B.4.1)

E denoting the fourth order elasticity tensor. It is first stated by
Sir Robert Hooke in 1678. The symmetric part of the gradient of
the displacement u defines the strains: ε := sym(∇u). Hooke’s
law links two tensors of second order, whereas the other laws
mentioned in this appendix link vectorial quantities.

In the one-dimensional case, inserting Hooke’s law (B.4.1) into the balance of momentum
(3.2.6) leads to the well-known hyperbolic wave equation

ρtü = div (E∇u) + ρtb, (B.4.2)

where b is the one-dimensional volume force.

Contrary to Fourier’s law, but in accordance with the thermal theory of type II, the elastic
theory is governed by a hyperbolic equation.

The scope of Hooke’s law is determined in tensile tests. If the material’s stress is greater than
the so-called yielding point, the material behavior changes from elastic to plastic and Hooke’s
law is no longer valid. Furthermore, if the material undergoes large strains, the relation be-
tween the stress and the strains often becomes nonlinear. Some materials already undergo
large deformations near an equilibrium state, such as biological tissues or rubber-like polymers
[66].
Numerous approaches exist in order to account for a geometrically nonlinear behavior, for
example Neo–Hookean- (as presented in this thesis), Ogden-, Saint-Venant Kirchhoff- and
Varga-model (cf. e.g. [66, 99]). The ideas of geometrically nonlinear behavior are well inves-
tigated and documented in various textbooks on continuum mechanics, e.g. [55, 66, 99], to
which the reader is referred for further information.
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B.5. Maxwell’s equations

Classical electromagnetic problems are described by the four Maxwell equations specifying the
connections between the electric displacement , the electric field , the electromagnetic
flux , the magnetic field , the charges ś and the currents [74]:

div = ś (charges generate electric displacements)

curl + ˙ = 0 (rate of electromagnetic flux curl electric field)

div = 0 (no magnetic monopoles)

curl − − ˙ = 0 (currents curl the magnetic field) (B.5.1)

James C. Maxwell

The electric field can be written in terms of a scalar potential
ţ and , the vector potential which defines the electromagnetic
flux ( = curl ) [74]:

= −∇ţ− ∂

∂t
. (B.5.2)

ţ is also referred to as electric potential and in electrostatics,
where = −∇ţ, a potential difference ţa − ţb corresponds to
the voltage .

The dynamic behavior of the two potentials ţ and is determined by the Maxwell equations
(B.5.1)1 and (B.5.1)4 [74]. Restricting the considerations to the vacuum allows for linear
constitutive relations between the electric displacement and the electric field and between
the electromagnetic flux and the magnetic field :

= ě and = ň . (B.5.3)

ě and ň denote the permittivity and the permeability, respectively. Applying the Lorenz gauge
condition (cf. [74]) yields the decoupled inhomogeneous hyperbolic wave equations

div∇ţ− 1
2

∂2ţ
∂t2

= −ś/ě,

div∇ − 1
2

∂2

∂t2
= ň . (B.5.4)

denotes the vacuum speed of light. Thus, Eqs. (B.5.4) can be seen as the electric analogues
to the hyperbolic heat equation of type II (5.1.6).

The Maxwell equations in vacuum are also valid for electromagnetic simulations in air. Thus,
they are applied to model microwave radio relay, television and radio broadcasting - the technol-
ogy used for transmitting analog and digital signals. Further applications are transcontinental
phone calls and celluar phone calls, for example.
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Maxwell’s equations (B.5.1) lead to a more complicated version of Eq. (B.5.4) if the electro-
magnetic waves propagate through matter, thus if the medium is polarizable, for example. The
right hand side of Eq. (B.5.4) may then depend on the potentials ţ and and consequently,
one might lose hyperbolicity. Moreover, experimental research has shown that a more general
approach is required to describe an electric current at high electric fields [120], for example.
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C. Albert E. Green and Paul M. Naghdi

Albert E. Green and Paul M. Naghdi met in 1955 when A.E. Green was on a lecture tour in
the U.S.. P.M. Naghdi stated in his Timoshenko Medal acceptance speech in 1980: “ [. . .] we
hit it off rather well from the start. When we invited him to come to Berkeley as a visiting
professor, he immediately accepted and, from my point of view, that visit led to a very exciting
and profitable collaborative effort. [. . .] ”. During their careers they published 68 reviewed
journal papers together - of which the first one was published in 1965 and the last appeared
in 1996. Some of them were cited more than 100 times by many different authors. All of
their research activities were directed at theoretical mechanics. They contributed to the fields
of classical continuum physics, generalized continua, mixtures, incompressible viscous fluid
flow, thermoviscous fluids, water waves, electromagnetic effects, aspects of the 2nd law of
thermodynamics in thermoelasticity and electromagnetics, fluid sheets, thermal effects, rods
and of course thermoelasticity without energy dissipation.

C.1. Albert E. Green

Albert Edward Green was born in London, England on
November 11th, 1912 and died on August 12, 1999 at
the age of 86. He spent his student years in the De-
partment of Mathematics at Cambridge University, Eng-
land. In 1934, A.E. Green received a First Class Honors in
mathematics. Also in Cambridge, he did his research for
his Ph.D. thesis under the supervision of Sir G.I. Taylor.
A.E. Green earned his Ph.D. degree in 1937 for his work
about gliding problems in seaplane theory as well as equi-
librium and stability of thin twisted strips. After having
held research positions at Cambridge and Durham Univer-
sity, he was appointed Professor of Applied Mathematic’s
at King’s College, Newcastle-upon-Tyne, England in 1948.
Back then, King’s College was a division of Durham Univer-
sity, but later became part of the newly evolved University
of Newcastle-upon-Tyne.

Albert Edward Green
picture taken from [118]

A.E. Green had spent 20 years in Newcastle-upon-Tyne before he moved to Oxford University
where he became Sedleian Professor of Natural Philosophy in the department of mathematics
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for 9 years. He stayed in Oxford until his death in 1999. During his career, he has been a
visiting professor twice at Brown University in Providence, Rhode Island, USA and three times
at the University of California, Berkley, USA. His stays in Berkley were certainly the basis for
the fruitful and long-term collaboration with Paul M. Naghdi.

A.E. Green contributed to various fields of theoretical mechanics, such as linear and nonlinear
elasticity, fluid mechanics and thermodynamics. His work was highly recognized. For example,
he held honorary degrees from the Universities of Durham and Glasgow in 1970 and 1975,
respectively. Moreover, he was elected a Fellow of the Royal Society of London in 1958 and
was awarded the Timoshenko Medal by the American Society of Mechanical Engineers in 1974.

C.2. Paul M. Naghdi

Paul Mansour Naghdi was born in Tehran, Iran, on March
29, 1924 and died on July 9, 1994 in Berkley, USA. Af-
ter having finished his school education, he moved to the
U.S.A. in 1943 and studied mechanical engineering at Cor-
nell University, Ithaca, New York. He graduated in 1948.
In the same year, he was granted U.S. citizenship. P.M.
Naghdi went on to the University of Michigan, Ann Arbor,
Michigan, USA where he earned his doctorate degree 1951
for his work on large deformations of elasto-plastic circular
plates with polar symmetrical loading. Immediately after-
wards, he was appointed assistant professor at University of
Michigan and was promoted full professor only three years
later. From 1958 onwards, he worked at the University of
California at Berkley in the Division of Applied Mechanics
in the Department of Mechanical Engineering. Paul Mansour Naghdi

P.M. Naghdi’s scientific work (of which there are more than 200 scientific journal papers)
comprises publications on general continuum mechanics, linear and nonlinear elasticity, ther-
momechanics, plasticity, viscoelasticity, shells, fluid sheets and mixtures.

In recognition of his distinguished contributions, P.M. Naghdi obtained various awards. Among
others, he was awarded the Timoshenko Medal by the American Society of Mechanical Engi-
neers in 1980 and the Eringen Medal of the Society of Engineering Science in 1986. He earned
honorary doctorates from the National University of Ireland (1987) and Université Catholique
de Louvain (1992).
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