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Abstract

Facility location decisions play a critical role in the strategic design of supply chain

networks. In this paper, an extensive literature review of facility location models in the

context of supply chain management is given. Following a brief review of core models

in facility location, we identify basic features that such models must capture to support

decision-making involved in strategic supply chain planning. In particular, the integration

of location decisions with other decisions relevant to the design of a supply chain network

is discussed. Furthermore, aspects related to the structure of the supply chain network,

including those specific to reverse logistics, are also addressed. Significant contributions

to the current state-of-the-art are surveyed taking into account numerous factors. Supply

chain performance measures and optimization techniques are also reviewed. Applications

of facility location models to supply chain network design ranging across various industries

are discussed. Finally, a list of issues requiring further research are highlighted.

Keywords: Facility location, Supply Chain Management. Network design.

1 Introduction

Facility location is and has been a well established research area within Operations Research

(OR). Numerous papers and books are witnesses of this fact (see e.g. Drezner and Hamacher

[36] and references therein). The American Mathematical Society (AMS) even created specific
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codes for location problems (90B80 for discrete location and assignment, and 90B85 for continu-

ous location). Nevertheless, the question of the applicability of location models has always been

under discussion. In contrast, the practical usefulness of logistics was never an issue. One of

the areas in logistics which has attracted much attention is Supply Chain Management (SCM)

(see e.g. Simchi-Levi et al. [144] and references therein). In fact, the development of SCM

started independently of OR and only step by step did OR enter into SCM (see e.g. Chopra and

Meindl [25]). As a consequence, facility location models have been gradually proposed within

the supply chain context (including reverse logistics), thus opening up an extremely interesting

and fruitful application domain. There are naturally several questions which immediately arise

during such a development, namely

• What properties does a facility location model have to fulfill to be acceptable within the

supply chain context?

• Are there existing facility location models which already fit into the supply chain context?

• Does SCM need facility location models at all?

As the number of papers has increased tremendously in the last few years and even the As-

sociation of European Operational Research Societies (EURO) has recently devoted a Winter

institute to this topic [44], we felt that the time was ripe to have a review paper looking exactly

at the role of facility location models within SCM. Before starting the review we briefly define

our two main objects of investigation, namely facility location and SCM.

A general facility location problem involves a set of spatially distributed customers and a set

of facilities to serve customer demands (see e.g. Drezner and Hamacher [36], Nickel and Puerto

[113]). Moreover, distances, times or costs between customers and facilities are measured by a

given metric (see ReVelle and Eiselt [121]). The questions to be answered are:

• Which facilities should be used (opened)?

• Which customers should be serviced from which facility (or facilities) so as to minimize

the total costs?

In addition to this generic setting, a number of constraints arise from the specific application

domain. For recent reviews on facility location we refer to Klose and Drexl [74] and ReVelle

et al. [123].
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SCM is the process of planning, implementing and controlling the operations of the supply

chain as efficiently as possible. SCM spans all movements and storage of raw materials, work-in-

process inventory, and finished goods from the point-of-origin to the point-of-consumption (see

Simchi-Levi et al. [144] and the Council of Supply Chain Management Professionals [28]). Part

of the planning processes in SCM aim at finding the best possible supply chain configuration

so that all operations can be performed in an efficient way. In addition to the generic facility

location setup also other areas such as procurement, production, inventory, distribution, and

routing have to be considered (see Cordeau et al. [27]). Historically, researchers have focused

relatively early on the design of distribution systems (see Geoffrion and Powers [52]), but without

considering the supply chain as a whole.

Since it is not possible to survey all the literature associated both with facility location and

SCM, we will concentrate our review on articles that go beyond location-allocation decisions

(and thus, we will exclude simple single facility location and pure resource allocation models).

Moreover, we will only consider discrete models. Although continuous facility location models

may as well play a role in our context, they often have a macroeconomics flavour which would

lead us away from the typical SCM perspective. With this scope in mind, our search covered the

major journals in OR, management science and operations management. In total, we identified

approximately 150 articles spanning from the late 60’s, which were marked by the seminal work

by Ballou [11], to 2007 (a few papers that will appear in 2008 were also selected). Further

screening yielded 115 articles from over 28 journals that address relevant aspects to our analysis.

Of these, 63 were published after 2004, which clearly shows the recent progress this research

area is experiencing. For example, compared to the year 2002, the number of publications

doubled in 2007 (22 against 11). In particular, the European Journal of Operational Research

has been a major forum for the presentation of new developments and research results (in

total 50 articles were identified). Other journals such as Computers & Operations Research

(20 papers), Interfaces (nine papers), Transportation Research (seven papers), and Omega,

Operations Research, and IEE Transactions (each with six articles) have also given an important

contribution to this emerging research field.

The remainder of the paper is organized as follows. Core models in facility location are

discussed in Section 2. Section 3 focuses on the relation between facility location and SCM

in more detail. Section 4 is devoted to reviewing facility location papers in strategic SCM. In

Section 5 papers dealing with some specific SCM characteristics are discussed. Optimization

methods for solving facility location problems in a supply chain context are reviewed in Section 6.
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Section 7 addresses practical applications of location models in SCM. The paper ends with some

conclusions and possible directions for future research.

2 Core models in discrete facility location

In a discrete facility location problem, the selection of the sites where new facilities are to be

established is restricted to a finite set of available candidate locations. The simplest setting

of such a problem is the one in which p facilities are to be selected to minimize the total

(weighted) distances or costs for supplying customer demands. This is the so-called p-median

problem which has attracted much attention in the literature (see e.g. Daskin [31], Drezner

and Hamacher [36], ReVelle and Eiselt [121]). This setting assumes that all candidate sites are

equivalent in terms of the setup cost for locating a new facility. When this is not the case,

the objective function can be extended with a term for fixed facility location costs and as a

result, the number of facilities to be established typically becomes an endogenous decision. This

new setting is known in the literature as the uncapacitated facility location problem (UFLP).

Extensive references to the UFLP can be found, for example, in Mirchandani and Francis [110]

and ReVelle et al. [123]. In both the p-median problem and the UFLP, each customer is

allocated to the open facility that minimizes his assignment cost. One of the most important

extensions of the UFLP is the capacitated facility location problem (CFLP) in which exogenous

values are considered for the maximum demand that can be supplied from each potential site

(see Sridharan [150]). In this case, the closest-assignment property is no longer valid.

The above mentioned models have several common characteristics namely, a single-period

planning horizon, deterministic parameters (i.e. demands and costs), a single product, one type

of facility, and location-allocation decisions. However, these models are clearly insufficient to

cope with many realistic facility location settings. Therefore, many extensions to the basic

problems have been considered and extensively studied.

Ballou [11] introduced the first multi-period location problem to approach situations in

which parameters change over time in a predictable way. The goal is to adapt the configu-

ration of the facilities to these parameters. Thereby, a planning horizon divided into several

time periods is usually considered. Extensive literature on these problems can be found, for

instance, in Erlenkotter [42], Roodman and Schwarz [126, 127], Shulman [142], and Van Roy

and Erlenkotter [162].

Another important extension regards the inclusion of stochastic components in facility lo-

4



cation models (see the seminal papers by Louveaux [87], and Louveaux and Peeters [88] as

well as the recent survey by Snyder [146]). This is motivated by the uncertainty that often

can be associated with some of the parameters such as future customer demands and costs.

Owen and Daskin [116] provide an overview of research on facility location which, through the

consideration of time and uncertainty, has led to more realistic models.

A crucial aspect of many realistic location problems regards the existence of different types

of facilities, each one of which playing a specific role (e.g. production or warehousing), and a

natural material flow (that is, a hierarchy) between them. Each set of facilities of the same

type and with the same role is usually denoted by a layer or an echelon, thus defining a level

in the hierarchy of facilities. Starting with the pioneering article by Kaufman et al. [71], new

facility location models emerged taking several facility layers into account. The problem studied

by Kaufman et al. [71], which addressed the simultaneous location of plants and warehouses,

was further extended by Tcha and Lee [155] through the consideration of a general number of

location layers. Many other papers can be found in the literature addressing this topic (see the

recent survey by Sahin and Süral [129]). From the point of view of core location analysis, very

little importance has been given to intra-layer material flows. Moreover, the possibility of direct

flows from upper layers to customers (or to layers not immediately below) has been scarcely

addressed in the literature (see Sahin and Süral [129] as well as Figure 1 in Section 3).

Another aspect driven by real-life applications, and that has raised much attention, regards

the necessity to cope with multi-commodity problems. The pioneering work by Warszawski

[171] was a starting point for the development of new models (see Klose and Drexl [74] and

references therein).

Elson [39] as well as Geoffrion and Graves [51] combined both aspects – multiple layers and

commodities – by considering two facility layers, capacitated facilities and different products.

In the studied problem, location decisions were restricted to one layer (warehousing).

A conclusion that can be drawn from the literature devoted to the UFLP and its extensions

is that this research field has somehow evolved without really taking the SCM context into

account. Features like multiple facility layers or capacities have been included in the models in

a rather general way and specific aspects, that are crucial to SCM, were disregarded. In fact,

extensions seem to have been mostly guided by solution methods. For instance, in multi-layer

models, intra-layer flows are often not considered because this feature destroys the structure of

the constraint matrix, thus not allowing decomposition methods to be used.

Although core facility location models such as the UFLP and the CFLP are a long way from
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approaching realistic problems in strategic supply chain planning, they have been extremely

helpful as a basis for building comprehensive models that include SCM decisions in addition to

location. In the next section we discuss relevant aspects in SCM that need to be embedded in

facility location models.

3 Facility location and SCM

In this section we take a closer look at the relation between facility location and SCM. We

also review some essential papers dedicated or especially relevant to this topic. As mentioned

in the introduction, facility location models play an important role in supply chain planning.

Typically, three planning levels are distinguished depending on the time horizon: strategic,

tactical and operational (see Bender et al. [15], Vidal and Goetschalckx [166]). Simchi-Levi

et al. [144] state that “the strategic level deals with decisions that have a long-lasting effect on

the firm. These include decisions regarding the number, location and capacities of warehouses

and manufacturing plants, or the flow of material through the logistics network”. This statement

establishes a clear link between location models and strategic SCM. In some books and papers,

the terms network design and supply chain network design (SCND) are employed as synonyms

of strategic supply chain planning (see Altiparmak et al. [6], Chopra and Meindl [25], Meixell

and Gargeya [97], Simchi-Levi et al. [143]). Although typically no location decisions are made

on the tactical or even operational level, a number of issues are strongly related to them such as

inventory control policies, the choice of transportation modes and capacities, warehouse layout

and management, and vehicle routing (among others).

The globalization of economic activities together with fast developments in information

technologies have led to shorter product life cycles, smaller lot sizes and a very dynamic cus-

tomer behaviour in terms of preferences. These aspects have contributed to growing demand

uncertainty and as a result, a robust and well designed supply chain network has become even

more important. According to Teo and Shu [156], “in today’s competitive market, a company’s

distribution network must meet service goals at the lowest possible cost. In some instances, a

company may be able to save millions of dollars in logistics costs and simultaneously improve

service levels by redesigning its distribution network. To achieve this, an ideal network must

have the optimum number, size, and location of warehouses to support the inventory replenish-

ment activities of its retailers”. This statement calls for sophisticated facility location models to

determine the best supply chain configuration. Moreover, it underlines the interrelation between

6



the strategic and the tactical/operational planning level.

Figure 1 depicts a generic supply chain network. In addition to different types of facilities

(suppliers, plants, distribution centres and customers), the flow of materials is highlighted in

the figure. In contrast to classical location problems, the flows between facilities of the same

layer are prevalent in many supply chains, as discussed in the previous section. These flows are

usually necessary for material balancing or inventory consolidation.

Suppliers Plants
Distribution 
centres Customers

Figure 1: A generic supply chain network.

From the above reasoning it becomes clear that good location models are needed to support

the SCND phase. However, certain aspects have to be taken explicitly into consideration

to obtain a facility location model that is compatible with the planning needs of the supply

chain environment. Naturally, facility location and supply chain aspects could be taken into

account in an iterative manner. The approach followed by Talluri and Baker [154] is such an

example of non-integrated decision-making in SCND: first, the candidate locations are selected

and next, the corresponding transportation problem is solved. Since the two problems are

solved separately, they do not fulfill the requirements of SCM to find a global optimal network

configuration. The motivation for using an iterative methodology has to do with the fact

that location decisions may impose a strong simplification on the tactical/operational level

(especially those directly related to the location of new facilities). However, optimality can only

be guaranteed with full integration (see Erengüç et al. [40], Goetschalckx et al. [54]).

In the following we present a list of important issues that enable a facility location model

to become compatible with SCND requirements and give references to the corresponding core

location models. The first (and most obvious) group of issues needed as an extension of general
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facility location models concern decisions related to transportation. These include

• the choice of transportation modes and capacities,

• the setup of transportation links,

• the direct shipment of commodities from higher level facilities to customer locations,

• the material flows between facilities in the same layer (e.g. semi-finished products moved

to other plants to be transformed into end products),

• single or multi-sourcing relationships between facilities and customers.

Although the term supply chain design was coined much later, the development of facility

location models for distribution systems started more than two decades ago. As early as 1985,

Aikens [3] reviewed some important mixed-integer linear formulations for production-distribution

systems. However, these models had limited scope and could not deal with a supply chain

structure as the one presented in Figure 1. Later in the 90’s, Geoffrion and Powers [52] argued

that the first steps towards embedding several relevant features for SCM in facility location

models were being gradually taken. These included: (i) customer-specific product subsets; (ii)

lower as well as upper limits on the shipments of a given product at a given plant; (iii) product

specific weighting factors for throughput measures at distribution centres; (iv) piecewise linear

approximations to non-linear costs; (v) the ability to locate plants as well as distribution centres;

(vi) joint capacity constraints across products at plants; (vii) raw material conversion activities

at one or two layers; (viii) additional distribution and production layers. By the same time,

ReVelle and Laporte [122] also suggested additional features that should be included in facility

location models, namely new objectives (e.g. maximum return on investment) and decisions

related to the choice of equipment to be installed in new facilities.

The second group of relevant aspects to be considered by facility location models refer to

the integration of supply chain activities into these models. These include

• capacity issues, such as:

– expansion or reduction of existing facilities (either through modular or continuous

sizes),

– technology and equipment choice,

– choice of capacity levels,
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– minimum throughput levels for a meaningful operation of facilities,

• procurement,

• multi-stage production taking bills of materials (BOM) into account,

• inventory,

• routing.

Capacity expansion is an old issue in location analysis (see e.g. Klose and Drexl [74], Luss

[91], Manne [93]). In contrast, procurement and production decisions are often not included in

facility location models. In particular, the BOM structure in multi-stage production systems is

disregarded in most models (this aspect will be discussed in more detail in Section 5). One of

the main reasons is that the majority of the researchers focus on the distribution aspect and

neglect the operations involved in the upstream part of the supply chain. First models and a

review taking these aspects into account can be found in Bender et al. [15] and Melo et al.

[102].

One of the most important tasks in SCM is to avoid unnecessary large amounts of inventory.

Therefore, a significant number of research articles are concerned with inventory models for

SCM. It may be argued that especially in multi-period facility location models inventory issues

should be taken into account as well. As a result, some location models have included this

feature. This extension can occur on an inventory preservation level (see, for example, Hinojosa

et al. [60] and Melo et al. [102]) or by incorporating inventory control policies into the location

model (see, for example, Shen and Qi [137]).

At some point in the downstream part of the supply chain, the transport volumes to the

next layer may no longer be large enough to justify full truck loads. In this case, customers (or

intermediate facilities) are delivered through routes. However, by changing the type of delivery

also the cost of servicing the demand of a customer changes. In order to take this aspect into

account, recently researchers have focused on location-routing models (see Albareda-Sambola

et al. [5], Nagy and Salhi [112] and references therein). Ideally, one would like to know for every

warehouse the approximate cost of each delivery route without having to compute the route.

Another group of extensions that impact the whole supply chain structure are as follows:

• multiple facility layers and “location layers”,

• national and international factors,

9



• reverse logistics.

In their review of hierarchical location models, Sahin and Süral [129] refer that facility location

problems have been mostly studied for single-level systems. However, from Figure 1 it is clear

that multi-layer networks are necessary in SCM (see also Kotzab et al. [76]). If we have multiple

layers in a supply chain network, we also have location decisions on different layers. On the

upper level of the network we may consider the location of manufacturing plants, in the middle

part additional assembly sites and in the lower levels warehouses, distribution centres or even

depots. We have seen in Section 2 that although multi-layer location models exist, most of

them do not allow intra-layer transports or direct deliveries. Verter and Dincer [165] are among

the few researchers who address multi-layer aspects for global supply chains. In particular,

they consider international factors such as taxes, duties and exchange rates. Furthermore, the

reviews by Verter and Dincer [165], Meixell and Gargeya [97], and Vidal and Goetschalckx [166]

discuss the impact of supply chain globalization on facility location. Since SCM is typically done

on a global scale, naturally SCND has to be modelled on a global level too. This aspect will

be addressed in Section 5.

In the last ten years, reverse logistics has received growing attention within SCM. In this

context, the network structure needs to be extended with transportation links for return flows

from customer locations to sites where repair, remanufacturing and/or recycling activities take

place (e.g. warehouses, remanufacturing plants). An early article on the role of OR in reverse

logistics is due to Fleischmann et al. [48]. Recently, Srivastava [151] reviewed the literature on

SCND and reverse logistics.

The last group of extensions is concerned with the number of commodities. Here we

can simply distinguish between single and multiple commodities. As mentioned in the previous

section, Warszawski [171] was the first to address multi-commodity aspects in location analysis.

Until now many more papers dealing with multiple commodities have been published (this

aspect will be addressed in more depth in the next section). However, still the majority of

facility location models deals with a single product type.

Finally, the interested reader is referred to some important reviews where facility location

issues in the context of SCND are discussed: Bhatnagar and Sohal [16] (regarding the impact

of location factors, uncertainty and manufacturing practices in supply chain competitiveness),

Daskin et al. [30], Min and Zhou [105], and Owen and Daskin [116].

Having introduced in this section a number of features that are relevant to strategic supply

chain planning, and therefore should be considered by facility location models, we review the

10



facility location literature from a supply chain perspective in the next section.

4 Strategic supply chain planning

As suggested by Figure 1, a supply chain is a network of facilities that perform a set of opera-

tions ranging from the acquisition of raw materials, the transformation of these materials into

intermediate and finished products, to the distribution of the finished goods to the customers

(see Min and Zhou [105], Simchi-Levi et al. [145], Stadtler and Kilger [152]). As mentioned in

Section 3, network design belongs to the strategic planning level and therefore, involves deci-

sions concerning the number, location, capacity, and technology of facilities (see Ghiani et al.

[53], Miller [103], Santoso et al. [132], Shapiro [135]). Altiparmak et al. [6] stress the fact that

this problem is one of “the most comprehensive strategic decision problems that need to be

optimized for long-term efficient operation of the whole supply chain”. In general, a network

design project starts with the identification of potentially interesting sites for new facilities and

of the required capacities. Typically, large amounts of capital must be allocated to a new

facility, thus making this type of investment a long-term project. Therefore, facilities that are

located now are expected to operate for an extended time period. Moreover, changes of various

nature during a facility lifetime may turn a good location today into a bad one in the future.

In this section we give a synthesis of the existing literature in terms of essential aspects and

decisions (strategic as well as tactical/operational) that should be included in facility location

models to support the decision-making process in SCM.

4.1 Network structure and basic features

It is now clear that two aspects can hardly be avoided in strategic supply chain planning:

a multi-layer network and multiple commodities. Therefore, appropriate models for strategic

decision-making must consider these features.

A supply chain network is supposed to be in use for a considerable time during which

many parameters can change. If a probabilistic behaviour is associated with the uncertain

parameters (either by using probability distributions or by considering a set of discrete scenarios

each of which with some subjective probability of occurrence), then a stochastic model may

be the most appropriate for this situation. Another modelling possibility arises when some

parameters change over time in a predictable way (e.g. demand levels and costs). In this

case, if forecasts for the unknown parameters are known, they can be included in the model
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to obtain a network design that can cope with these future changes. A single-period facility

location model may be enough to find a “robust” network design as well as a robust set

of tactical/operational decisions. Alternatively, a compromise may be possible in which the

strategic location decisions are implemented at the beginning of the planning horizon but other

decisions (namely tactical/operational), such as the allocation of customer demands to facilities,

may change over time (see e.g. Dogan and Goetschalckx [35], Gunnarsson et al. [57], Vila et al.

[168], Wilhelm et al. [172]).

By nature, strategic decisions should last for a considerable amount of time. In fact, due

to the large investments normally associated with this type of decisions, stability with respect

to the configuration of the supply chain network is a highly desirable feature. Nevertheless, in

some cases, it may be important to consider the possibility of making future adjustments in

the network configuration to allow gradual changes in the supply chain structure and/or in the

capacities of the facilities. In this case, a planning horizon divided into several time periods is

typically considered and strategic decisions are to be planned for each period. Such situation

occurs, for instance, when the large facility investments are limited by the budget available in

each period (see Melo et al. [102] for a deeper discussion about the factors leading to multi-

period facility location problems). Naturally, large changes in the configuration of the facilities

make more sense for facilities requiring relatively small investments such as warehouses. In

addition, it is also possible to combine multi-period planning with stochasticity. This is the

situation when the probabilistic behaviour of the uncertain parameters changes itself over time.

Taking into account the previous arguments together with those presented in Section 3, we

identify four basic features that may be included in a facility location model to make it useful in

strategic supply chain planning: multi-layer facilities, multiple commodities, single/multiple pe-

riod(s), deterministic/stochastic parameters. Table 1 classifies the surveyed literature according

to these aspects.

The fact that multiple facility layers are considered does not mean that location decisions

are allowed in all of them. Therefore, Table 1 specifies both the number of facility layers and the

number of layers in which location decisions are made. It should be noted that when location

decisions do not include all facility layers, they usually concern the intermediate layers, which

are normally associated with distribution centres or warehouses.

It can be seen from Table 1 that the more we move towards the upper left corner of the

table, the richer the literature becomes. In fact, most of the literature deals with single-period

problems (approximately 82% of the surveyed papers). Another important conclusion that can
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Single-period Multi-period

Deterministic Stochastic Deterministic Stochastic

Single layer Single location layer
Single commodity [10] [11] [12] [29] [94]

[101] [138] [149] [156]

[159] [169] [174]

[23] [55] [85] [88] [89]

[137] [139] [148]

[18] [19] [24] [34] [98]

[106] [142] [162]

Multiple commodities [22] [78] [80] [96] [104]

[163]

[47] [62] [160]

2 Layers

Single location layer
Single commodity [4] [21] [37] [41] [43]

[46] [73] [99] [100] [125]

[133] [140] [170]

[32] [63] [83] [108] [109]

[141] [161]

[2]

Multiple commodities [17] [39] [51] [58] [67]

[72] [167] [173]

[20]

2 Location layers
Single commodity [1] [13] [49] [50] [57]

[68] [71] [81] [82] [90]

[95] [107] [124]

Multiple commodities [8] [9] [65] [66] [70] [77]

[118] [119] [120] [153]

[56] [59] [60] [151] [168]

≥ 3 Layers

Single location layer
Single commodity [115]

Multiple commodities [35]

2 Location layers
Single commodity [6] [14] [92] [158]

Multiple commodities [64] [84] [86] [128] [75]

≥ 3 Location layers
Single commodity [155] [7] [157]

Multiple commodities [27] [117] [130] [172]

[175]

[131] [132] [102]

Table 1: Supply chain structure featuring the number of commodities, the nature of the planning horizon (single/multi-period)

and the type of data (deterministic/stochastic).

13



be drawn from Table 1 refers to the large number of deterministic models when compared

with stochastic ones (approximately 82% against 18%). As pointed out by Sabri and Beamon

[128], uncertainty is one of the most challenging but important problems in SCM. However,

the literature integrating stochasticity with location decisions in an SCM context is still scarce

as the table shows. Different sources of uncertainty can be found in the literature presented in

Table 1, namely

• customer demands (Aghezzaf [2], Chan et al. [23], Daskin et al. [32], Goh et al. [55], Guillén

et al. [56], Listeş [85], Miranda and Garrido [108, 109], Sabri and Beamon [128], Salema

et al. [131], Shen and Qi [137], Shen et al. [139], Shu et al. [141], van Ommeren et al.

[161]),

• exchange rates (Goh et al. [55], Lowe et al. [89]),

• travel times (Hwang [63]),

• amount of returns in reverse logistics (Lieckens and Vandaele [83], Listeş [85], Listeş and

Dekker [86], Salema et al. [131]).

Some articles include several stochastic components simultaneously. Sabri and Beamon [128]

consider uncertainty in demand as well as in production and supply lead times. Louveaux and

Peeters [88] deal with uncertainty on demand, selling prices, and production and transportation

costs. Santoso et al. [132] model uncertainty in processing/transportation costs, demand,

supply, and capacities. Finally, Snyder et al. [148] address general stochastic parameters which

may include shipment costs, lead times, holding costs, and others.

Two main approaches can be found in the literature to model uncertainty. One possibility

is to consider a discrete set of scenarios or a discrete probability function. This is the case in

Aghezzaf [2], Goh et al. [55], Guillén et al. [56], Listeş [85], Listeş and Dekker [86], Louveaux

and Peeters [88], Lowe et al. [89], Salema et al. [131], Santoso et al. [132], and Snyder et al.

[148]. Another possibility is to assume a continuous distribution function associated with the

uncertain parameters. This approach is followed by Daskin et al. [32], Hwang [63], Miranda

and Garrido [108, 109], Sabri and Beamon [128], Shen and Qi [137], Shen et al. [139], Shu

et al. [141], and van Ommeren et al. [161]. Often, in the latter case, only the mean value and

variance of the random variables are considered. In Chan et al. [23] and Lieckens and Vandaele

[83] uncertainty in demand is modelled using stochastic processes.
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Some conclusions can also be drawn from Table 1 concerning the multi-layer network struc-

ture. Around 80% of the surveyed papers refer to one or two location layers and among these,

around two thirds model location decisions in only one layer. Moreover, as mentioned in Sec-

tion 2, in core location problems it is generally assumed that customers can only be supplied

from the closest layer. This assumption is not valid in many SCND problems, where it may

be possible to have direct shipments from upper layer facilities to customers or to facilities

not in the layer immediately below (e.g. due to very large shipments). These aspects were

considered in Ambrosino and Scutellà [7], Barros et al. [14], Canel et al. [20], Carlsson and

Rönnqvist [21], Cordeau et al. [27], Eskigun et al. [43], Farahani and Asgari [46], Gunnarsson

et al. [57], Lee and Dong [81], Melo et al. [102], Troncoso and Garrido [157], and Vila et al.

[168]. Another important characteristic of many supply chain networks regards intra-layer flows.

Aghezzaf [2], Carlsson and Rönnqvist [21], Cordeau et al. [27], Melo et al. [102], Troncoso and

Garrido [157], Vila et al. [168], and Wouda et al. [173] introduced explicitly this feature into

their models. One characteristic that has also had significant coverage in the literature refers

to multiple commodities. Around 40% of the papers presented in Table 1 include this aspect.

Nevertheless, the above table clearly shows that the more we move towards the combination

of several issues relevant to SCM, the less literature we find integrating location decisions with

these issues. For instance, only a few articles combine stochastic elements with multi-layer

aspects.

In addition to the features displayed in Table 1, further constraints can be found in many

of the surveyed papers and which are also related to the network structure. One of them is a

p-median type of constraint imposing an exact number of facilities to be operated. Although

not very frequent, this type of constraint is included in the models developed by Keskin and

Ülster [72, 73], Lee and Dong [81], Syam [153], and Wang et al. [169]. Another possibility to

control the number of operating facilities is to set a lower and/or an upper limit to the number

of facilities to open/close. A constraint ensuring that at least a given number of facilities will

be operated can be found in Jayaraman et al. [68] and Min et al. [106, 107]. Hinojosa et al.

[59, 60] impose a lower bound on the number of facilities in each location layer both in the first

and in the last period of the planning horizon. An upper limit to the number of facilities that

can be opened is considered by Altiparmak et al. [6], Jang et al. [64], Jayaraman and Pirkul

[65], Jayaraman and Ross [66], Jayaraman et al. [67], Pati et al. [117], and Wouda et al. [173].

Hugo and Pistikopoulos [62] present a multi-period problem in which the number of installations

and the number of capacity expansions are controlled by pre-defined minimum and maximum
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values.

One important aspect distinguishing multi-period problems regards the possibility of opening

and closing the same facility more than once during the planning horizon. This aspect is

explored by Canel and Khumawala [18, 19], Canel et al. [20], Chardaire et al. [24], Dias et al.

[34], Min et al. [106], and Srivastava [151]. In Ko and Evans [75] this feature is allowed under

certain conditions. However, most articles dealing with multi-period problems do not permit

the configuration of the facilities to change more than once during the planning horizon (see

Fleischmann et al. [47], Hinojosa et al. [59, 60], Hugo and Pistikopoulos [62], Melachrinoudis

and Min [98], Melo et al. [102], Shulman [142], Troncoso and Garrido [157], and Van Roy and

Erlenkotter [162]). Ulstein et al. [160] present a multi-period model in which a facility that is

removed cannot be reopened in the same location.

4.2 Decision variables in supply chain network design

The complexity of the supply chains has also led to the inclusion of several planning decisions

in addition to the classical location-allocation decisions. In many cases, the need for additional

decisions is a consequence of the multi-layer structure of the supply chain network. Table 2

classifies the literature according to the typical supply chain decisions discussed in Section 3,

namely capacity, inventory, procurement, production, routing, and the choice of transportation

modes.

Article Capacity Inventory Procurement Production Routing Transportation modes

Aghezzaf [2]
√ √

Aksen and Altinkemer [4]
√

Ambrosino and Scutellà [7]
√ √

Amiri [8]
√

Arntzen et al. [9]
√ √ √

Avittathur et al. [10]
√

Barahona and Jensen [12]
√

Carlsson and Rönnqvist [21]
√

Chakravarty [22]
√

Chan et al. [23]
√

Cordeau et al. [27]
√ √ √

Daskin et al. [32]
√

Dogan and Goetschalckx [35]
√ √

Elson [39]
√

Erlebacher and Meller [41]
√

Eskigun et al. [43]
√

Fleischmann et al. [47]
√ √

Geoffrion and Graves [51]
√

Guillén et al. [56]
√ √ √

Hinojosa et al. [60]
√ √

Hugo and Pistikopoulos [62]
√ √

Hwang [63]
√

Table 2: Supply chain decisions in addition to the typical location-allocation decisions.
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Article Capacity Inventory Procurement Production Routing Transportation modes

Jang et al. [64]
√ √ √

Jayaraman and Pirkul [65]
√

Jayaraman et al. [67]
√ √

Ko and Evans [75]
√

Kouvelis and Rosenblatt [77]
√

Levén and Segerstedt [82]
√ √

Lieckens and Vandaele [83]
√ √

Lin et al. [84]
√

Lowe et al. [89]
√ √

Ma and Davidrajuh [92]
√ √

Melachrinoudis and Min [98]
√

Melachrinoudis and Min [99]
√

Melachrinoudis et al. [100]
√ √

Melo et al. [102]
√ √ √ √

Min and Melachrinoudis [104]
√

Min et al. [106]
√

Miranda and Garrido [108]
√

Miranda and Garrido [109]
√

Nozick and Turnquist [115]
√

Pirkul and Jayaraman [119]
√

Pooley [120]
√

Romeijn et al. [125]
√

Sabri and Beamon [128]
√

Schultmann et al. [133]
√

Shen and Qi [137]
√

Shen [138]
√

Shen et al. [139]
√

Shu et al. [141]
√

Shulman [142]
√

Snyder et al. [148]
√

Sourirajan et al. [149]
√

Srivastava [151]
√

Syam [153]
√

Teo and Shu [156]
√ √

Tuzun and Burke [159]
√

Ulstein et al. [160]
√

van Ommeren et al. [161]
√ √

Verter and Dasci [163]
√

Vila et al. [168]
√ √ √

Wang et al. [170]
√

Wilhelm et al. [172]
√ √ √ √

Wouda et al. [173]
√

Wu et al. [174]
√

Yan et al. [175]
√ √

Table 2: Supply chain decisions in addition to the typical location-allocation decisions (cont.)

It should be noted that 48 papers that are cited in Table 1 do not appear in Table 2 since they

do not feature any decision in addition to the classical location-allocation ones. Table 2 clearly

shows that facility location is frequently combined with inventory and production decisions. In

contrast, procurement, routing and the choice of transportation modes (alone or integrated

with other types of decisions) have not received much attention.
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One important aspect mentioned in the previous section regards the possibility of adjust-

ing the network structure to future conditions or, in the case that the network already ex-

ists, to redesign it in order to cope with expected future changes. One way of handling this

situation is to gradually change the capacity of the facilities. This may be performed by ex-

pandind/reducing the operating capacity or even by transferring capacity from one location

to another. In their recent survey dedicated to capacity expansion, Julka et al. [69] discuss

multi-factor capacity expansion models for manufacturing plants. The possibility of expanding

capacity is considered by Aghezzaf [2], Fleischmann et al. [47], Hugo and Pistikopoulos [62], Ko

and Evans [75], Schultmann et al. [133], Shulman [142], Srivastava [151], and Troncoso and

Garrido [157]. With the exception of Schultmann et al. [133], these articles combine capacity

expansion with multi-period location decisions. Some authors confine capacity decisions to

just one specific layer. This is the case of van Ommeren et al. [161], where capacity is to

be decided only for the upper layer facilities, and of Aghezzaf [2] where capacity expansion is

allowed in the upper layer facilities. In contrast, Lowe et al. [89] model the capacity reduction

case. The simultaneous consideration of capacity expansion and reduction is studied by Elson

[39], Levén and Segerstedt [82], Melachrinoudis and Min [98], Melo et al. [102], and Vila et al.

[168]. Melachrinoudis et al. [100] consider the problem of warehouse consolidation in which the

total capacity available in one location is relocated at once to another site. Capacity decisions

may also concern the installation of modules with pre-defined sizes as in van Ommeren et al.

[161], Melo et al. [102], Shulman [142], Ulstein et al. [160], and Vila et al. [168].

A decision that is usually strongly associated with capacity decisions regards the choice

of equipment and/or technology. In fact, the latter frequently determines the former. This

aspect is addressed by Dogan and Goetschalckx [35], Karabakal et al. [70], Lee [80], Mazzola

and Neebe [96], Ulstein et al. [160], and Verter and Dasci [163]. Vila et al. [168] consider the

choice of the facilities’ layout as a decision to be made.

As emphasized by Shu et al. [141] and Daskin et al. [32], managing inventory involves two

crucial tasks: the first is to determine the number of stocking points (e.g. distribution centres

and/or warehouses), while the second is to define the level of inventory to maintain at each

of these points. Again, to avoid sub-optimization these decisions should be regarded in an

integrated perspective, namely with location decisions. In the literature devoted to inventory

planning, this type of decision is mostly focused on exactly one layer, namely the one referring

to warehouses or distribution centres. Nevertheless, a few models have been proposed in which

inventory decisions are included in several layers. This is the case in Arntzen et al. [9], Jang et al.
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[64], Melo et al. [102], Syam [153], van Ommeren et al. [161], and Vila et al. [168]. However,

none of these models considers full coordination of replenishment activities in different layers,

which is a relevant aspect in SCM. In contrast, full coordination was attempted by Romeijn

et al. [125] and Teo and Shu [156]. The latter article was, in fact, pioneering work in this field.

As mentioned above, the choice of transportation modes is an aspect that has not received

much attention in the literature. In Table 2 only five papers feature this decision. These

articles can be divided into those that allow several transportation modes to be chosen for

the same link/arc in the network and those that only allow one transportation mode in each

link. Contributions to the first case include Cordeau et al. [27] and Wilhelm et al. [172].

The remaining papers fall into the second category. In an international context, different

transportation modes are usually a consequence of the natural options of transportation around

the world: by air, by sea or by land. This is the case in Arntzen et al. [9] and Carlsson and

Rönnqvist [21].

Routing decisions can be found in seven papers cited in Table 2. Typically, multi-depot

problems arise when it is possible to have several facilities (the origins/depots for the routing

problem) operating. The exception to this rule is the article by Ma and Davidrajuh [92] in

which routing decisions are made only after assigning the customers to the retailers. Although

routing decisions are not integrated with location decisions, the authors try to overcome this

shortcoming by considering a solution procedure that iterates between the strategic and tacti-

cal/operational decisions.

Due to the multi-layer structure of a supply chain network, some articles study the routing

problem associated with more than one layer. This is the case in Ambrosino and Scutellà [7]

and Hwang [63]. The surveyed literature can also be divided into those papers that assume

a homogeneous fleet (see Aksen and Altinkemer [4] and Ma and Davidrajuh [92]) and those

that consider vehicles of different types/capacities (Ambrosino and Scutellà [7], Chan et al.

[23], Hwang [63], Tuzun and Burke [159], Wu et al. [174]). Another important aspect regards

the possibility of having a customer serviced by more than one vehicle. This is explored by Aksen

and Altinkemer [4] and Chan et al. [23]. Finally, apart from the paper by Ma and Davidrajuh

[92], the vehicles are assumed to be capacitated.

Concerning procurement decisions, the articles listed in Table 2 can be split into those

in which procurement refers to raw material and those that consider procurement of finished

products from an outside supplier. Contributions to the first category include Cordeau et al.

[27], Jang et al. [64], Wilhelm et al. [172], and Yan et al. [175]. The models proposed by
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Hinojosa et al. [60], Melo et al. [102] and Teo and Shu [156] fall into the second category.

The small number of papers integrating decisions regarding procurement, routing and the

choice of transportation modes with other decisions, in particular those focusing on the strategic

planning level, show that the existing literature is still far from combining many aspects relevant

to SCM. In fact, this integration leads to much more complex models due to the large size of

the problems that may result. This holds in particular when tactical/operational decisions are

integrated with strategic ones.

4.3 Reverse logistics

Reverse logistics refers to all activities concerned with the collection and/or recovery of product

returns. The importance of reverse logistics activities is stressed in a recent article by Srivas-

tava [151]. Three aspects can be mentioned to justify this type of activities (see Srivastava

[151], Wang et al. [170]): economic aspects (the possibility of recapturing value of used prod-

ucts), government directives (e.g. the European Union WEEE Directive [45]) and consumer

pressure (e.g. return of defective products).

As mentioned in Section 3, planning for reverse activities has been experiencing a strong

development in the last decade. New models have been developed to support decision-making

in this area. The early articles by Barros et al. [14], Fleischmann et al. [48] and Jayaraman

et al. [67] encouraged much of the subsequent research in this recent field. Furthermore, the

significant development of supply chain planning has also led to more attention being paid to

reverse activities that must follow the typical “forward activities” encompassed by SCM (see

Dekker et al. [33], Dyckhoff et al. [38] and Lebreton [79]).

Reverse logistics activities are often supported by specific facilities. These can be of two

different main types (see Srivastava [151]): collection centres (i.e. facilities where customers

hand in used products) and recovery/remanufacturing facilities (i.e. facilities where returned

products are refurbished/remanufactured). As a result, a network can be associated with the

reverse activities leading to a so-called reverse network. Such network may include several layers

of facilities.

The literature can be divided into planning problems where the reverse network is integrated

with the forward network and those that fully concentrate on recovery activities. We use the

term closed-loop network to refer to a supply chain in the first case and denote the latter by

recovery network. Figure 2 shows the generic form of a closed-loop network. Observe that
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reverse flows as well as specific facilities for reverse activities were added to the forward network

presented in Figure 1.

Suppliers Plants
Distribution 
centres Customers

Collection 
centres

Recovery 
plants

Figure 2: A generic closed-loop supply chain network.

Several aspects distinguish a forward from a reverse network (see Listeş and Dekker [86]

and Fleischmann et al. [48]). A reverse network has a convergent structure, where products

flow from many sources to few destinations, as opposed to the divergent structure of a forward

network where products flow from few sources to many destinations. Moreover, uncertainty

is normally unavoidable in reverse networks since the amount of returned products is hardly

deterministic. In many cases, the return/disposal rate (that is, the proportion of the direct flow

that will return through the reverse network) is estimated.

The integration of reverse and forward networks leads to even more complex network design

problems. For instance, the number of facility layers is increased by the layers associated with

recovery facilities as shown in Figure 2. Table 3 summarizes the surveyed literature on SCND

with respect to the network structure (recovery or closed-loop), the type of facilities that support

reverse activities and the type of facilities for which location decisions are to be made.

Barros et al. [14] present the first multi-echelon recovery facility location problem. Stochas-

ticity is included in the models developed by Listeş [85], Listeş and Dekker [86], and Salema

et al. [131]. Lu and Bostel [90] consider a layer of disposal facilities that receive returned
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Specific facilities supporting reverse activities

Article Network structure Layers Location decisions

Barros et al. [14] recovery collection, rework collection, rework

Du and Evans [37] recovery collection, rework rework

Jayaraman et al. [67] closed-loop collection -

Jayaraman et al. [68] recovery collection, rework collection, rework

Ko and Evans [75] closed-loop collection collection

Lee and Dong [81] closed-loop - -

Lieckens and Vandaele [83] recovery rework rework

Listeş [85] closed-loop rework rework

Listeş and Dekker [86] recovery collection, rework collection, rework

Lu and Bostel [90] closed-loop collection, rework, disposal collection, rework

Maŕın and Pelegrin [94] closed-loop - -

Min et al. [106] recovery collection, rework collection

Min et al. [107] recovery collection, rework collection, rework

Pati et al. [117] recovery collection, rework collection, rework

Salema et al. [130] closed-loop rework rework

Salema et al. [131] closed-loop rework rework

Schultmann et al. [133] recovery collection, rework collection

Wang et al. [170] closed-loop collection collection

Table 3: Classification of the literature dedicated to reverse logistics within the supply chain

context.

products which cannot be recovered.

Maŕın and Pelegrin [94] do not model specific facilities for the reverse activities. The reverse

flows go directly to plants for re-use in production. Similarly, in Lee and Dong [81] there are

no specific facilities dedicated to reverse activities. Return products are treated in the same

facilities that support direct activities. In Jayaraman et al. [67], location decisions are made

only for facilities supporting “forward” activities. In Wang et al. [170], the collection centres

are in fact checking points where customers hand in the purchased products in case they are

unsatisfied and wish to be refunded. This article addresses the singularities that E-commerce has

introduced into SCM in general and into reverse logistics in particular. Pati et al. [117] present a

recovery network with four facility layers, the first three of which are (nested) collection centres

and the last one refers to rework facilities. The reverse flows in the context of the growing

importance of post-sale services are given particular emphasis by Du and Evans [37] and Wang

et al. [170].

Table 3 shows that only a few papers introduce comprehensive models with both forward and

reverse flows as well as facilities (closed-loop networks). In fact, strategic supply chain planning

for recovery networks bears strong resemblance with the planning activities in a forward network.

The main differences refer to the fact that the flows are reversed and the type of facilities

changes. However, so far, the existing literature has not been able to show that the differences
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mentioned above between forward and recovery networks can yield different methodologies for

treating the resulting models. Therefore, only closed-loop networks seem to clearly capture the

complexity of SCND problems in comparison with the “traditional” forward networks.

5 Other supply chain characteristics

Economic globalization has created new opportunities for companies to grow their businesses

by marketing their products and offering their services all over the world. As a consequence of

this development, models for the strategic design of international supply chains have gained in-

creasing importance. Such models address global features common to an international scenario

in which the business activities of a company are geographically dispersed throughout multiple

countries. Early literature reviews on analytical models relevant to facility location decisions for

a global company are by Verter and Dincer [164, 165]. Cohen and Mallik [26] stress in their

review that coordination of activities and flexibility in responding to changing market conditions

are crucial elements for global supply chains. Recently, Meixell and Gargeya [97] evaluated the

appropriateness of existing models to support global SCND decisions.

Financial factors are among the issues that have a strong impact on the configuration of

global supply chains. In Table 4 these factors are divided into three categories. International

factors comprise the first category and include taxes, duties, tariffs, exchange rates, transfer

prices, and local content rules. Early research devoted to the interaction between international

location and financing decisions is due to Hodder and Dincer [61], who incorporated uncer-

tainties in prices and exchange rates into a facility location model. As with most of the early

models (see also Verter and Dincer [164]), the network structure was rather simple (one facility

layer and a single product) and therefore, the model was far from capturing the complexity

of a general international setting. Later contributions gradually attempted at overcoming this

drawback by proposing realistic models. For example, Avittathur et al. [10] integrate location

and inventory decisions in a multi-commodity problem with varying inter-state sales taxes in

India. Canel and Khumawala [18, 19] include tariffs, exchange rates and transfer prices in a

multi-period planning horizon. Transfer prices, that is, prices charged by a unit of a company

for providing goods or services to another unit of the same company, are part of the decision

space in the models developed by Goetschalckx et al. [54] and Vidal and Goetschalckx [167],

which also consider tariffs and corporate income taxes. One aspect that has received little

attention due to its complexity refers to local content which requires manufacturers of a partic-
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Financial aspects Risk management Other aspects

Article Int. factors Incentives Budget const. Robustness Reliability Risk pooling Relocation BOM Multi-period factors

Aghezzaf [2]
√

Arntzen et al. [9]
√ √ √ √

Avittathur et al. [10]
√

Ballou [11]
√

Canel and Khumawala [18, 19]
√ √

Carlsson and Rönnqvist [21]
√

Chakravarty [22]
√ √

Cordeau et al. [27]
√

Daskin et al. [32]
√

Dogan and Goetschalckx [35]
√

Erlebacher and Meller [41]
√

Fleischmann et al. [47]
√ √

Goetschalckx et al. [54]
√ √

Goh et al. [55]
√ √ √

Gunnarsson et al. [57]
√

Jang et al. [64]
√

Kouvelis and Rosenblatt [77]
√ √ √ √ √

Lowe et al. [89]
√ √

Melachrinoudis and Min [98]
√ √ √

Melachrinoudis and Min [99]
√

Melachrinoudis et al. [100]
√ √

Melo et al. [102]
√ √

Min and Melachrinoudis [104]
√ √

Miranda and Garrido [108]
√

Pati et al. [117]
√

Shen et al. [139]
√

Shu et al. [141]
√

Snyder et al. [148]
√

Teo and Shu [156]
√

Vidal and Goetschalckx [167]
√ √

Vila et al. [168]
√ √ √

Wang et al. [169]
√

Wilhelm et al. [172]
√ √ √

Wouda et al. [173]
√

Yan et al. [175]
√

Table 4: Additional features of facility location models in an SCM environment.
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ular product to obtain domestically a specified minimum percentage of their raw materials and

components. Wilhelm et al. [172] present a comprehensive model that addresses local content

rules, exchange rates, transfer prices, and other financing aspects in a business environment

under the North American Free Trade Agreement (NAFTA). Local content was also considered

by Chakravarty [22].

The second category of international aspects comprises financing and taxation incentives

offered by governments to attract facility investments in certain countries or regions. Tax

(Melachrinoudis et al. [100], Min and Melachrinoudis [104]) and export incentives (Canel and

Khumawala [18, 19]) as well as loans at reduced interest rates (Kouvelis and Rosenblatt [77])

are often used to amortize large facility investments.

The last category of financial factors refers to investment expenditures which are usually

limited by the total available budget. This aspect is modelled by budget constraints for opening

and closing facilities. When the planning horizon includes multiple periods as in Fleischmann

et al. [47], Melachrinoudis and Min [98], and Melo et al. [102], the budget limitations vary from

period to period, thus constraining not only the location of facilities but also other strategic

supply chain decisions.

A recent research stream incorporates risk management into the design phase of global

supply chains. We classify this feature in Table 4 according to three categories. The most

well-known form of risk refers to uncertainties in customer demands and costs. Although many

facility location models have been developed taking stochastic parameters into account (recall

the discussion in Section 4.1), the issue of robustness in SCND has not received much attention

as shown in Table 4. Snyder [146] discusses the meaning of the term robustness, describes var-

ious robustness measures in a pure facility location context, and reviews the existing literature.

To hedge against uncertain demand, Aghezzaf [2] develops a multi-period model integrating

supply chain decisions concerning distribution, inventory and capacity expansion under various

demand scenarios. Although the problem settings are rather simple (a single commodity and

one type of facilities are assumed), intra-warehouse flows are allowed. Robustness is measured

in terms of obtaining a network configuration that is nearly optimal in all demand scenarios.

Another form of risk management refers to preventing supply chain disruption. Risks of dis-

ruption and delay may be caused, for example, by currency fluctuations, political uncertainties,

strikes, trade barriers, the policies of local governments, and natural catastrophes (see Snyder

and Daskin [147] for recent examples and their impact). Investing in slack capacity and excess

inventory, and purchasing large insurance policies are common ways to protect supply chains
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against such risks. Although reliability issues can be considered during the strategic planning

phase, they have not received much attention in the literature since decision makers often argue

that disruptions may be only occasional. Reliability has been studied in a pure facility location

context (see Snyder and Daskin [147] and references therein), while the literature focusing on

SCND is rather scarce as Table 4 shows.

Another form of considering randomness is to account for risk pooling effects due to stochas-

tic demands. This feature arises when inventory control policies are included in a facility location

problem. The articles listed in Table 4 that address this combination of tactical and strategic

decisions are basically extensions of the classical UFLP and CFLP. Multi-layer models are re-

stricted to two types of facilities and only the intermediate layer is subject to location decisions

(see Daskin et al. [32], Erlebacher and Meller [41], Miranda and Garrido [108], and Shu et al.

[141]).

The last three columns of Table 4 refer to additional aspects that have been addressed by

a few articles. As a result of economic globalization, network redesign processes have become

more frequent and have gained increasing importance. Network redesign is often triggered by

expansion opportunities to new markets, mergers, acquisitions, and strategic alliances. More-

over, fierce competition may also force companies to change the configuration of their supply

chains through the relocation of some facilities to areas with more favourable economic condi-

tions (e.g. with lower labour costs). Facility relocation is a time-consuming process that must

be carefully planned to avoid supply chain disruptions. Only many years after the pioneering

article of Ballou [11] did new models appear that handle this situation through gradual capacity

transfers from existing locations to new sites during a multi-period horizon and under variable

capacity moving costs (see Melachrinoudis and Min [98] and Melo et al. [102]). In particular,

Melo et al. [102] study this case for multi-echelon networks with no restriction on the number

of location layers.

An important aspect that has started receiving some attention in the past six years refers

to expanding the set of production decisions in strategic supply chain planning. Production

decisions used to be confined to finished goods and their relation to the production or supply

of subassemblies and components used to be ignored (a notable exception is the early article

by Arntzen et al. [9]). The explicit integration of the BOM into SCND has been recognized as

an important feature. In fact, about 30% of the papers in Table 4 consider this aspect.

The last column of Table 4 addresses the situation in which future changes in some param-

eters are explicitly considered in the model. Naturally, in all papers with multi-period location

26



decisions we can find multi-period factors (otherwise it would make no sense to search for

multi-period location decisions). Therefore, in the last column of Table 4 we only refer to those

papers in which some parameters change over time but the strategic location decisions are to

be made at once at the beginning of the planning horizon. Recall from the discussion presented

in Section 4.1 that although this approach may yield a sub-optimal network configuration it has

been followed by some authors in an attempt to find a robust single-period configuration. This

is the case with the papers mentioned in Table 4.

Finally, it should be noted that only a few models consider several of the features listed

in Table 4 simultaneously. This is certainly explained by the fact that the development of an

SCND model must be based on a sensible trade-off between realism, scope, complexity, and

solvability.

6 Supply chain optimization

We complete our comprehensive review of the literature on facility location models in an SCM

environment by first analyzing the type of supply chain performance measures that have been

used (see Section 6.1) and then discussing the methodology used for solving SCND problems

(see Section 6.2).

6.1 Performance measures

To assess the efficiency and/or effectiveness of the network configuration associated with given

values of the decision variables, appropriate performance measures are required. In OR mod-

els applied to SCND, quantitative key performance indicators are usually based on financial

objectives (either cost or profit oriented). Figure 3 summarizes the information regarding the

type of objective considered in the articles presented in Table 1. Cost minimization is the most

widely used objective (90 out of 115 papers). Moreover, it is typically expressed as a single

objective through the sum of various cost components that depend on the set of decisions

modelled. Hence, the aim of the majority of the articles surveyed is to determine the network

configuration with the least total cost.

In contrast, profit maximization has received much less attention. This is rather surprising

since most business activities are profit-oriented. Two different categories of profit maximization

can be found in the literature: (a) maximization of revenues minus costs, and (b) after-tax profit

maximization. Contributions belonging to the first category include Aardal et al. [1], Barros
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Figure 3: Supply chain performance measures.

and Labbé [13], Listeş and Dekker [86], Ma and Davidrajuh [92], Srivastava [151], Ulstein et al.

[160], and Wang et al. [170]. Furthermore, under profit maximization it may not always be

attractive to a company to satisfy all customer demands. This occurs when servicing certain

customers yields additional costs that are higher than the corresponding revenues. Moreover, in

some cases a company may intentionally loose customers when the costs of maintaining them

are prohibitively high. Lieckens and Vandaele [83] and Shen [138] modelled this situation by

including penalty costs in the objective function for unsatisfied demands. However, one may

argue that it is rather difficult to provide a realistic estimate of loss of customer goodwill.

After-tax profit, the second category, is determined by the difference between sales revenues

and total costs, and taxes. The latter are closely linked to international financing factors (recall

Section 5). Therefore, it is not surprising that nine of the 12 papers listed in Table 4 use

this criterion, namely Canel and Khumawala [18, 19], Chakravarty [22], Goetschalckx et al.

[54], Goh et al. [55], Kouvelis and Rosenblatt [77], Vidal and Goetschalckx [167], Vila et al.

[168], and Wilhelm et al. [172].

The last and smallest group of articles refers to models with multiple and conflicting ob-

jectives (see Figure 3). In this case, in addition to economic factors also measures based on

resource utilization and customer responsiveness are considered. The latter include fill rate max-

imization (that is, the fraction or amount of customer demands satisfied within the promised

delivery time is maximized) and product lateness minimization (that is, the amount of time

between the promised and the actual product delivery date is minimized). In the context of

reverse logistics, specific customer service measures are defined. This is the case of Du and

Evans [37], who in addition to minimizing the total supply chain costs also minimize the total
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tardiness of cycle time. Cycle time is determined by the time required to transport returned

products from collection centres to repair facilities and the time necessary to repair the faulty

products. The positive deviation between the actual cycle time and the cycle time expected

by the customers is then minimized. For a paper recycling network, Pati et al. [117] consider

the total costs associated with the recovery of recyclable wastepaper from various possible

sources and their deviation to a given budget is to be minimized. This objective is combined

with an indirect customer service measure through the maximization of product quality which

is influenced by the extent to which lower grade wastepaper is separated at the source. The

third objective considered by Pati et al. [117] aims at maximizing the environmental benefits of

wastepaper recovery through increased collected volume at the source. Environmental measures

are also addressed by Hugo and Pistikopoulos [62] through the minimization of the potential

ecological impact (e.g. emissions, waste) of a chemical supply chain network. This objective is

traded-off against economic measures that take the expected profit (i.e. earnings after taxation

and depreciation) into account.

Other multi-objective models were proposed by Altiparmak et al. [6], and Sabri and Beamon

[128]. In both models, fixed and variable supply chain costs are to be minimized in conjunction

with balancing capacity utilization at the operating facilities. The latter objective is measured

by Sabri and Beamon [128] as the difference between the actual capacity of each facility and

its utilization, while Altiparmak et al. [6] ensure that customer demands are fairly distributed

among the open facilities. Altiparmak et al. [6] also consider a third objective related to

product lateness minimization. This objective was addressed by Melachrinoudis and Min [98]

and Melachrinoudis et al. [100], who combined it with financial objectives and local incentives

for locating warehouses. The latter account for labour quality and tax incentives. The objectives

considered by Guillén et al. [56] include profit, demand satisfaction and financial risk. While the

first two objectives are maximized, the last refers to the probability of not meeting a given target

profit and therefore is minimized. Finally, Farahani and Asgari [46] followed a different approach

by minimizing the number of open facilities and maximizing the quality of the locations chosen

for the new facilities. The latter objective is measured by a large group of attributes.

6.2 Solution methodology

In general, discrete SCND problems are formulated as mathematical programming models.

In particular, mixed-integer linear programming (MILP) models are among the most widely
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used. In most cases, binary variables are associated with strategic network design decisions,

typically related to location and capacity decisions, while continuous variables are associated

with tactical and operational decisions. The latter capture the material flow and the supply-

demand relationships in the supply chain. Therefore, they are influenced by the number of

commodities, the number of layers in the network and as a result, by the arc density for

the transportation of goods, and the number of planning periods. Nevertheless, the presence

of integer variables usually dramatically increases the computational complexity of the model

compared with the continuous variables.

In spite of the computational hurdle that the resulting models pose (most problems are NP-

hard and therefore extremely difficult to solve to optimality for instances of realistic size), there

has been an impressive increase in the number of problems that can be solved to optimality in

a reasonable time nowadays. On one hand, this is due to the development of powerful general-

purpose mathematical programming software. In the past ten years a strong improvement in

speed and robustness has been observed, in particular with commercial software tools. On the

other hand, the continuous development of new solution methods and refinement of existing

general techniques has also led to the positive development in solving MILP problems.

Figure 4 gives an overview of the type of solution methodology that has been used for

solving single-objective SCND problems. We distinguish between those problems solved with

general-purpose software (either commercial or not) and those solved with a specially tailored

algorithm. Within each class, two further cases are identified. The category General solver -

exact solution refers to the use of mathematical programming software to solve a problem either

to optimality or until a solution is obtained within a pre-specified gap reflecting the “worst”

quality accepted by the decision maker. Cordeau et al. [27] argue that solving a real-life problem

to optimality is usually not meaningful due to errors contained in the data estimates. Since

the error margin tends to be larger than 1%, the authors claim that it is adequate to run the

mathematical solver until a feasible solution within 1% optimality is identified. In this way, large

computation times can be avoided. This form of reasoning is shared by several authors which

explains the significant percentage of articles in the category General solver - exact solution.

Alternatively, an off-the-shelf solver can be run until a given time limit is reached. We denote

this case by General solver - heuristic solution. This approach has only been used twice, namely

by Ambrosino and Scutellà [7], and Melkote and Daskin [101].

The class dedicated to specially tailored solution algorithms is further divided into two cate-

gories: Specific algorithm - exact solution and Specific algorithm - heuristic solution. The first
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Figure 4: Solution approaches for single-objective problems.

category includes special-purpose techniques such as branch-and-bound, branch-and-cut, col-

umn generation, and decomposition methods. Among the exact approaches branch-and-bound

algorithms have been a popular solution scheme, sometimes also combined with Lagrangian

relaxation or heuristic procedures to obtain bounds. Discrete facility location problems are

attractive candidates for decomposition techniques (see Mirchandani and Francis [110]) due

to the presence of the above mentioned two types of inherently different decisions. Once the

discrete-choice location decisions have been made, the resulting problem only contains contin-

uous variables and is typically much simpler to solve. Nevertheless, the use of decomposition

as a solution procedure has not been widely adopted in SCND. For example, following the

early application of Benders decomposition to a multi-commodity, two-layer distribution net-

work by Geoffrion and Graves [51], little attention has been paid to this technique. Recently,

Cordeau et al. [27] and Dogan and Goetschalckx [35] showed the usefulness of this method for
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an SCND problem, while Santoso et al. [132] embedded Benders decomposition in a sample

average approximation scheme. The lack of more decomposition schemes may be explained by

the fact that due to the multi-layer structure of a supply chain network and the interaction of

strategic decisions across several layers, it becomes more difficult to decompose the problem

into “easier” sub-problems. In contrast, it is well known that Lagrangian, Benders and cross

decomposition have been used to solve successfully core facility location models to optimality

(see Mirchandani and Francis [110]).

While integer programming techniques are often able to provide optimal or near-optimal

solutions to SCND problems in a reasonable time, efficient heuristic procedures have also been

developed for solving this type of problems. They are particularly useful when decision makers

wish to obtain “good” solutions with reduced computing time. Moreover, when the number

of discrete variables is large, and this often occurs when the strategic location decisions refer

to more than one facility layer in the supply chain network, then the resulting models are

comparatively more complex and realistically sized problems can only be solved with a heuristic

method. The articles that fall into this category are listed in Figure 4 in Specific algorithm -

heuristic solution.

Lagrangian relaxation has proved to be a popular technique to design heuristic algorithms

(see e.g. Eskigun et al. [43], Hinojosa et al. [60], Jayaraman and Pirkul [65], Maŕın and Pelegrin

[95], Miranda and Garrido [108, 109], Pirkul and Jayaraman [118, 119], Shulman [142], Sourirajan

et al. [149], Syam [153], and Wang et al. [169]). Other techniques that also make explicit use of

the model’s structure are based on the linear relaxation (see e.g. Barros et al. [14], Gunnarsson

et al. [57], Vidal and Goetschalckx [167]), and on alternating between the primal and dual

problems (see Dias et al. [34]). Other solution approaches include greedy (see e.g. Lin et al.

[84], Nozick and Turnquist [115]), and local search algorithms (see e.g. van Ommeren et al.

[161]). Metaheuristics are among the most effective solution strategies for solving optimization

problems and have been applied to a very large variety of problems. This trend is also observed

in SCND. In particular, the following approaches have been used: tabu search (see Lee and

Dong [81], Tuzun and Burke [159], Wang et al. [169]), genetic algorithms (see Ko and Evans

[75], Min et al. [106, 107]), simulated annealing (see Jayaraman et al. [68], Syam [153]), and

scatter search (see Keskin and Ülster [72, 73]). In some cases, the development of a heuristic

procedure combines different techniques. This is the case, for example, of Jang et al. [64]

who use Lagrangian relaxation and a genetic algorithm. It is interesting to note that among

the application-oriented articles (which will be reviewed in the next section) about 60% of the
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problems are solved with a heuristic procedure and the remaining 40% with a general-purpose

solver.

Finally, problems with multiple objectives are solved with a specific methodology which does

not always guarantee the identification of pareto optimal solutions. This is the case when the

multiple objectives are transformed into a single objective by a weighted sum of the criteria

(see Melachrinoudis and Min [98]) or when goal programming is used (see Pati et al. [117]).

The ǫ-constraint method, which was employed by Guillén et al. [56], Hugo and Pistikopoulos

[62], and Sabri and Beamon [128], also combines the different objectives into a single one.

The individual objectives are constrained by a parameter ǫ (that may differ from one objective

to another), which reflects the relative importance given by the decision maker. A different

approach is followed by Melachrinoudis et al. [100] who use a method called linear physical

programming. Pareto optimal solutions are determined by Altiparmak et al. [6] with a genetic

algorithm and by Du and Evans [37] with a sophisticated strategy based on scatter search.

7 Applications

In this section we review some papers which explicitly address the application of facility location

models to strategic supply chain planning. We distinguish between papers dedicated to a case

study and papers that describe a potential real-life application scenario.

In Table 5 the articles we found are classified according to two criteria: the type of industry

the application comes from and its context. The latter has two attributes: the category Case

study refers to a real-life scenario, even if it was not implemented in practice, while the category

Industrial context stands for randomly generated data for a specific industry. As can be seen

from the table, each cell dedicated to a given industry has more or less an equally small number

of papers. Furthermore, 70% of the articles report on case studies, while the remaining 30% use

randomly generated data in an industrial context. A possible explanation for this large difference

is that once enough knowledge and data on strategic supply chain planning are gathered, it

becomes more rewarding to focus on a case study. In the remainder of this section we briefly

highlight some of the characteristics of the case studies.

Fleischmann et al. [47] developed a comprehensive model for the automobile manufacturer

BMW to optimize the production and distribution of cars over a 12-year planning horizon.

Facility location decisions are restricted to increasing the available capacity through discrete

expansion sizes. Multi-stage production, taking the BOM into account, and investment plan-
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Industry Context Article

Automotive Case study Fleischmann et al. [47]

Karabakal et al. [70]

Industrial context Nozick and Turnquist [115]

Chemicals Case study Canel and Khumawala [18, 19]

Jayaraman and Ross [66]

Pooley [120]

Industrial context Lowe et al. [89]

Food Case study Geoffrion and Graves [51]

Levén and Segerstedt [82]

Tüshaus and Wittmann [158]

Wouda et al. [173]

Industrial context Avittathur et al. [10]

Forestry Case study Carlsson and Rönnqvist [21]

Gunnarsson et al. [57]

Troncoso and Garrido [157]

Industrial context Vila et al. [168]

Hardware Case study Arntzen et al. [9]

Laval et al. [78]

Industrial context Sheu [140]

Wilhelm et al. [172]

Yan et al. [175]

Military Case study Chan et al. [23]

Farahani and Asgari [46]

Sand Case study Barros et al. [14]

Listeş and Dekker [86]

Other Case study Altiparmak et al. [6]

Camm et al. [17]

Dogan and Goetschalckx [35]

Farahani and Asgari [46]

Melachrinoudis and Min [98, 99]

Melachrinoudis et al. [100]

Nickel et al. [114]

Ulstein et al. [160]

Industrial context Pati et al. [117]

Salema et al. [130, 131]

Schultmann et al. [133]

Wang et al. [170]

Table 5: Applications of facility location in a supply chain context.
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ning are included in the model. Karabakal et al. [70] optimized the distribution network of

Volkswagen of America by locating new distribution and processing centres in order to improve

customer service levels and simultaneously reduce total costs.

In the context of agricultural chemicals, Canel and Khumawala [18, 19] focused on in-

ternational facilities location problems and gave particular emphasis to financial factors in a

multi-period planning horizon. Motivated by a strategic planning problem faced by Walgreens,

a chain of drugstores in the U.S., Jayaraman and Ross [66] developed the PLOT (Production,

Logistics, Outbound, Transportation) design system. The tool supports decisions regarding

the location of new stores and the allocation of the required resources to respond to growing

customer demand for multiple commodities. The supply chain network includes a central man-

ufacturing plant, multiple distribution centres and cross-docking sites, and retail outlets. In a

study carried out for Canada’s largest dairy company, Pooley [120] investigated the impact of

changing the configuration of the distribution network in order to improve financial performance

without reducing customer service. The study reported by Wouda et al. [173] also refers to

the dairy industry and focused on the location of new plants for Nutricia Hungary. Recently,

Levén and Segerstedt [82] conducted a study for Polarica, a Swedish worldwide distributor

of wild berries, to determine the best location of additional storage facilities. Tüshaus and

Wittmann [158] developed two facility location models for a producer of non-perishable food

in Switzerland. In particular, the various steps required for data collection and preparation are

described.

SCM and optimization are gaining increasing importance in the forest industry. Carlsson

and Rönnqvist [21] described five projects carried out at Södra, one of the largest Swedish forest

companies. In particular, one of the projects concerned the merger of two distribution networks.

As a result, terminals for the distribution of pulp products by vessels had to be consolidated.

In Gunnarsson et al. [57], a two-level facility location model is developed for the problem of

converting forest residues into forest fuel. The distribution network consists of harvest areas or

saw-mills, terminals and heating plants. The latter represent the customer level and have given

demands for forest fuel. Strategic decisions include the selection of harvest areas and terminals.

Troncoso and Garrido [157] present a mathematical model to determine the optimal location

and size of a new saw-mill in Chile.

Arntzen et al. [9] developed a multi-period, multi-commodity MILP model to optimize the

global supply chain of Digital Equipment Corporation. Their comprehensive model includes

offset trade, local content and duty considerations in an international supply chain as well as
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multi-stage production for multiple assemblies and end products. Laval et al. [78] solved a

complex supply chain design problem for the imaging and printing group of Hewlett-Packard.

Chan et al. [23] formulated a stochastic multi-depot, multi-vehicle, location-routing problem

in the context of a medical-evacuation case study of the U.S. Air Force. Farahani and Asgari [46]

addressed the location of warehouses and distribution centres in a real-world military logistics

system.

Barros et al. [14] developed an MILP model to determine the location of regional depots

and treatment facilities for recycling of sand collected from construction sites in the Nether-

lands. The study was motivated by new legislation forcing the reduction of waste disposal, thus

encouraging recycling. The model was later extended by Listeş and Dekker [86] through the

consideration of uncertainty in the demand for clean sand.

Further applications of facility location models to strategic supply chain planning can be

found in other industrial settings. Altiparmak et al. [6] propose a multi-objective model for

a producer of plastic products in Turkey. Both new plants and distribution centres are to be

located to satisfy known customer demands. In Camm et al. [17], a distribution network design

problem arising at Procter & Gamble is modelled. The aim is to optimize the North American

distribution operations. The study conducted by Dogan and Goetschalckx [35] focused on

the determination of the number, location and capacities of warehouses for a manufacturer of

cardboard packages. Melachrinoudis and Min [98] and Melachrinoudis et al. [100] considered

a real-world application involving the relocation and phase-out of a combined manufacturing

plant and warehousing facility. Recently, Melachrinoudis and Min [99] solved a warehouse

relocation problem for a company that manufactures and distributes rolls of film and related

materials. In Nickel et al. [114], a multi-period supply chain optimization model was developed

for the consolidation of a manufacturing and distribution network. The study was motivated

by the merger of two large steel companies. Finally, for the largest supplier of silicon metal and

ferrosilicon in the world, Ulstein et al. [160] developed a multi-period model to select the optimal

location of new plants, to decide which existing plants should be closed and to determine the

investments on specific equipment that should be performed at each operating plant.

In addition to the articles listed in Table 5, we also refer to Bender et al. [15] who describe

the connection between location planning and Geographic Information Systems. Moreover, the

integration of location models into the optimization suite mySAP Supply Chain Management

developed by the software company SAP (Germany) is also discussed.

In spite of the applications described above, there are still many potential areas for facility
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location models within the SCM context that have not been addressed so far. Shah [134],

for example, emphasizes the importance of using supply chain optimization techniques in the

pharmaceutical industry. Possible reasons for the lack of more application papers include:

• The disclosure of company data is not allowed;

• More importance is often given to modelling the real-world problem than developing

sophisticated solution methods. Indeed one can find some correlation between closeness

to reality and simplicity of the solution approach;

• Difficulty of managers in using quantitative models for strategic decision support (see

Shapiro [136]). In fact, there is no tradition in developing and applying quantitative

methods for strategic planning yet;

• Difficulty in collecting data or even no data is available;

• When data is available, preparation and aggregation tasks are rather time-consuming.

By individually reviewing the case studies in this section we hope that more application-

oriented papers will be stimulated.

8 Conclusions and directions for further research

In this paper we reviewed the literature on facility location analysis within the context of SCM

and discussed the general relation between facility location models and strategic supply chain

planning. Moreover, we identified the characteristics that a facility location model should have

to adequately address SCM planning needs. We devoted separate sections to the relation

between facility location and SCM, facility location models within SCM, solution methods as

well as applications.

As can be easily seen from the various tables throughout the review, many research directions

still require intensive research. Stochasticity in SCM is one of them. The literature integrating

uncertainty in SCM with location decisions is still scarce. In particular, very few papers address

stochastic parameters combined with other aspects such as a multi-layer network structure.

Many relevant tactical/operational decisions in SCM, as it is the case with procurement,

routing and the choice of transportation modes, are far from being integrated with location

decisions. Still a few papers can be found which include these aspects (recall Section 4.2).
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However, in most of them the structure of the supply chain network is considerably simplified

(e.g. a single product and a single location layer are usually assumed).

Another aspect that requires more attention is the full integration of forward and reverse

activities in SCM. As we can conclude from the surveyed literature, only few papers attempt

at this integration and, again, significant simplifications are made (e.g. a single product or

deterministic parameters are considered).

One aspect that has been scarcely considered in (integrated) supply chain planning concerns

postponement decisions, which refer to the possibility of not filling customer demands on

time. As a result, backorders are generated that incur penalty costs. This issue was explicitly

integrated with strategic decisions by Wilhelm et al. [172]. Clearly, more research is needed on

this aspect, whose importance has been raised by SCM. In particular, it is important to consider

the impact that it may have on strategic decisions.

In addition to these findings, we note that the large majority of location models within SCM

is mostly cost-oriented. This somewhat contradicts the fact that SCND decisions involve large

monetary sums and investments are usually evaluated based on their return rate. One of the

few models addressing this issue was proposed by Sheu [140] who focused on maximizing the

potential return on facility investment. Moreover, substantial investments lead to a period of

time without profit. Companies may which to invest under the constraint that a minimum

return will be gradually achieved (e.g. at least a pre-defined amount should be earned within a

given time limit, see Shapiro [136]). By considering profit-oriented objective functions, it also

makes sense to understand, anticipate and react to customer behaviour in order to maximize

profit or revenue. This means bringing revenue management ideas into strategic supply chain

planning. The contribution by Mitra [111] is the only example we found that considers revenue

management for remanufactured products in reverse logistics.

Regarding the methodology that has been developed to solve SCND problems, we can

observe a rich and varied group of available solution techniques. This aspect associated with the

continuous development of more computing power makes it possible to handle comprehensive

models. Hence, although the incorporation of the various features discussed above would

naturally increase the complexity of the resulting models, the possibility of solving real-life

problems seems quite promising.

The main conclusion that can be drawn from this review is that we can find a growing

stream of research aiming at the integration of strategic and tactical/operational decisions

in supply chain planning. Moreover, the role of facility location is decisive in supply chain
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network planning and this role is becoming more important with the increasing need for more

comprehensive models that capture simultaneously many aspects that are relevant to real-life

problems. Nevertheless, much research is still needed in order to include in the existing models

many issues that so far have not received adequate attention in the literature. Therefore, there

is still much room for the development of new models (and solution techniques) for helping the

decision-making process in integrated supply chain planning.
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