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Abstract. We present results and views about a project in assisted living. The 
scenario is a room in which an elderly and/or disabled person lives who is not 
able to perform certain actions due to restricted mobility. We enable the person 
to express commands verbally that will then be executed automatically. There 
are several severe problems involved that complicate the situation. The person 
may utter the command in a rather unexpected way, the person makes an error 
or the action cannot be performed due to several reasons. In our approach we 
present an architecture with three components: The recognition component that 
contains novel features in the signal processing, the analysis component that 
logically analyzes the command, and the execution component that performs 
the action automatically. All three components communicate with each other. 
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1 Introduction   

The percentage of persons in the EU older than 60 years of age will dramatically in-
crease in the next 30 years and will rise to one third of the population, see [1]. These 
persons will need costly special attention to master their life, for instance in nursery 
homes. 
In this paper we report about an ongoing project for supporting assisted living using 
speech recognition on the basis of wavelets for performing actions (supported by 
Stiftung Innovation Rheinland-Pfalz 15202-386261/773). Most parts of the approach 
are already working. 

The goal is to perform actions automatically that elderly and/or handicapped per-
sons are not able to do. There, we consider a room in a nursery home where the per-
sons themselves cannot perform certain actions such as ”open the window”. Instead, 



the person will present a spoken command. A speech recognizer tries to understand 
the command that will be analyzed subsequently. In case of arising questions there is 
a spoken feedback; otherwise the command is transferred to an execution machine 
that will perform the action automatically. 

There are several problems involved that prevent us from simply using a commer-
cially available speech recognizer. The most important problems are: 

a) Formulation of an erroneous command (e.g. one that is impossible to perform,     
dangerous or highly implausible) 

b) Formulation of an incomplete command and, thus, creation of an ambiguity. 
c) Utterance of words or phrases which are not in the vocabulary 
d) Interference by other speakers (persons, radio, TV) 
e) Occurrence of noise (e.g. due to open windows), etc.  
In general, such errors can almost never be detected because the uttered command 

can refer to everything in the world. In human conversations, the background and the 
common sense knowledge are used to identify such errors. Some speech recognition 
systems have employed knowledge for this purpose with a very limited success.  

In our approach, we use the fact that we can completely describe our scenario, i.e., 
we have a closed world scenario. This allows us to discuss all problems internally. 
There is, however, one part of the relevant world that is not represented in the sce-
nario; this comprises the speaker and the internal states of the speaker. In order to get 
access to this, we realize a communication with the speaker in spoken language.  

The system has the following components: 
– The recognition component (microphone, signal analyzer and denoiser, speech 
recognizer) 
– The analyzing component (discussing if the command can or should be 
executed) 
– The execution component (performing the command if possible). 
In addition, there is the speaker as an external participant. 

In section 2 we present the general approach, sections 3, 4, and 5 describe the recog-
nition, the analysis, and the execution.   

2 The Approach  

2.1 The Example Domain 

 
The example scenario we are investigating consists of a living room in which an old 
or disabled person lives who is incapable of executing everyday actions.  
The room contains several lights, a TV-set and a radio.. Furthermore, window blinds 
can be controlled.  
The person denotes each action by a command that can, however, be formulated in 
several different ways. For instance, the command ”open the window” can be formu-
lated as: 
”open the window”, ”open the window now”, ”open the window right now”, ”please 
open the window”, ”open the window, I need fresh air”, etc. 



 

2.2 The General Architecture 

The architecture is built in order to realize the intended goals. It has three major 
components that are organized in a modular way so that they can be improved and/or 
modularized independently. The system has to perform the following tasks: 

Task 1: Understand the spoken command 
Task 2: Analyze the understood command with respect to possible errors 
Task 3: Transform the recognized sentence into a formal and an executable form 
Task 4: Execute the command 

 
The general structure is shown in fig.1. 

 
 

                                    
Fig. 1: Overall architecture of the project 

 
The architecture shows three independent modules, that are connected by in-

terfaces and communicate with each other: 
a) The recognition component accepts spoken language that has to be 

understood.  
b) The analysis component obtains an abstract command as input. It analyzes 

the commands with respect to correctness, errors, plausibility and related 
aspects.  

c) The execution component performs the action intended by the human. It has 
access to all objects in the room to be manipulated and has a (formal) 
representation of the actions and processes. 

d) In addition, it shows a sensor component but that is not realized yet. 
For the spoken feedback we take the speech synthesis system Mary, see [2].  



3 The Recognition Component 

The recognition component contains the signal processing part and the proper recog-
nition part. Because of the challenging demands from the application we had to equip 
the signal processing with some new features. 

3.1 Signals 

The signal analysis tool was created for the particular application. In a nutshell, the 
obtained acoustic signal is decomposed into different packages. These packages en-
able the extraction of characteristic features for the distinction of different utterances.  
A classical toolbox of signal analysis is the (windowed) Fourier transform. In this 
case, the incoming signal is decomposed into its frequency spectrum, i.e. the original 
signal, which represents the volume with respect to the time, is transformed to a rep-
resentation in terms of the amplitudes of the included frequencies. This information is 
helpful, if one wants to distinguish different pitches of sounds. 
The windowed Fourier transform subdivides the time interval into small subintervals 
of equal length and performs the procedure on each subinterval separately. However, 
this procedure is too inflexible for speech recognition. It is known (see e.g. [3]) that 
different classes of phonemes need to be characterized in their time-frequency behav-
ior in different ways. For instance, vowels correspond to relatively long time intervals 
and can be characterized by a precise measurement of the three dominant (i.e. associ-
ated to the highest energy) frequencies (see fig. 3), whereas plosives can be character-
ised by the point of time and the length of the time interval. Hence, vowels require a 
high resolution in the frequency domain and plosives require a high resolution in the 
time domain. Both cannot be achieved simultaneously due to Heisenberg’s uncer-
tainty principle. Consequently, the windowed Fourier transform with its fixed sizes of 
the time and the frequency windows appears not to be an ideal choice. 
Fig. 2 shows the first three dominant frequencies (formants) of recorded vowels, cal-
culated via the windowed Fourier transform, with different lengths of the time win-
dow: 12ms (left-hand side) yields a good separation, whereas 5ms (right-hand side) 
gives a poor distinction. Hence, the choice of the size of the window is very critical.  

 
 



 
Fig. 2: First three formants of recorded vowels, calculated via the windowed Fourier transform 

with window size of 12ms (left) and 5 ms (right), respectively. 
 

Therefore, we use a different approach based on the Local Trigonometric Trans-
form (LTT) (see [4] for further details). The LTT has a particular advantage, similarly 
like the Wavelet Packet Transform (see [5], [6],). It enables a flexible adaptation of 
the sizes of the time and frequency windows. In subintervals where the frequency 
spectrum remains rather constant in time (as it is the case for vowels), the time win-
dow is adapted to a large size (low temporal resolution) in order to extract the occur-
ring frequencies as precisely as possible (high frequency resolution), whereas in the 
opposite case a fine subdivision of the temporal interval is performed to focus on 
temporal changes of the spectrum rather than on the precise values of the frequencies. 
In fig. 2, one can see two long sections with rather constant frequency behavior each 
representing vowels (here ”o” from approximately 0.1 to 0.3 and ”u” from approxi-
mately 0.55 to 0.65), whereas another part at 0.40-0.42 shows a characteristic behav-
ior of a short period of time (here the plosive ”t”). The extraction of characteristic fea-
tures of this transform is a basis for the recognition process. 

 
 



 
Fig. 3: LTT of the utterance ”Notruf” (”emergency”) 

3.2 Recognition 

The words in the commands are elements of the vocabulary of the system. The 
matching process itself is standard and will not be discussed here. A problem is 
that the commands may not be uttered in exactly the intended formal way. There 
are two ways to cope with this problem: 
a) Top-down approach: Recognize the sentence with a recognizer that has 

linguistic capabilities and reconstruct the command with some method that is 
applied as a second step. This is the standard in existing systems. 

b) Bottom-up approach: Recognize only key words from the commands and 
synthesize the command. Key words are e.g. “open” and “window”. From 
these key words the command is synthesized. 

 
For the intended application scenarios the second approach has a number of other 

advantages: 
- It requires a smaller vocabulary and, therefore, simplifies the training and in-

creases the correctness.  
- It does not require linguistic capacities. 

For each command, we have a normal form which is identical with the formal com-
mand transferred to the execution component. The vocabulary has, however, different 
versions per one command stored that, e.g., take care of synonyms. That means there 
are usually several different human commands that are mapped to the same formal 
command because they have the same meaning. The key words are selected from the 
stored commands. E.g. for “turn the light on” the key words are “light” and “on”. The 
command is synthesized from these key words. In case of an ambiguity, all possible 
commands are given to the analysis component for resolution. 
The bottom-up approach now is further supported by the special form of the signal 
analysis. This supports the detection of vowels and the sequence of the vowels deter-



mines to a large degree the discovery of the key words (the number of which is rela-
tively small). 
That means we have two representation forms for commands: 

- Human expressions: Formulated by the human.  
- Formal expressions: Understood by the computer. 

The first of these expressions have to be translated to the second kind in a semantic 
preserving way. It means to transfer the recognized commands to the analysis compo-
nent for further treatment. 

4 The Analysis Component 

Fig. 4 shows the general structure of the analysis component. It analyzes the action 
proposals obtained from the recognition component. 
 

 
 

Fig. 4: Analysis component 
 

The objects in the scenario are described by an ontology. For dealing with the dy-
namic character of the objects we use the attribute state where the values are changed 
by the actions. For instance, a window has the states {open, closed}. 

The actions are also described in the ontology. They are mappings 
A: states → states. 

The actions have the form “action (object)” what says on which object the action is 
operating, e.g. action (window). For each action we have the following attributes: 

• action_operations, e.g. action (light)_operations = {Switch On, Switch Off}. 
• action_rating = {Possible, Impossible, Critical, Uncritical, Plausible, Im-

plausible}. 
The object operated by the action is Aop (). The main task of the analyzer is to deter-
mine the value of the attribute action_rating. Except for the first two values the re-
maining ones are in the first place fuzzy values what needs a defuzzification. In order 
to generate these values the reasoner is called. It has a rule package, e.g. with the rule: 

IF the heater is on THEN the window cannot be opened. 



For checking the preconditions of the rules, a query to the dynamic memory is send.  
After the values of action_rating are computed the result is sent again to the reasoner. 
A second rule package decides which of the following actions is taken: 
a) Send a feedback to the user 
b) Send the command to the execution component for executing the command. 

5 The Execution Component 

The execution component receives a command from the analysis component. 
At the same time it gets a message from the sensor component with additional 
information. Based on this, the component executes the command in the real 
world. This may be impossible for some reason that is unknown to the analysis 
component, e.g. if some part is broken. In each case, the component sends a 
message to the analyzer, either ”Executed” or ”Failed” in order to update the dynamic 
memory.  
The execution component was realized by CIBEK technology + trading AG [7]. The 
CIBEK company has equipped 20 apartments in Kaiserslautern with “Senior-
Displays“. This corresponds exactly to our scenario. In such apartments the speech 
recognition components will be installed.  

6  Conclusion 

This paper presents an example for assisted living in the form of a support for old 
and/or disabled persons. In a nursery home, a patient can express his/her commands 
verbally rather than perform an action like opening a window manually. This required 
an integrated architecture of speech recognition, logical reasoning and automated exe-
cution. In this respect, several novel elements have been integrated. 
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