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Introduction

The study of algebroid singularities lies on the cross-roads of many different areas of
mathematics. Initially, during the nineteenth and early twentieth century, algebraic ge-
ometers worked on plane curve singularities. Since the late1960s, new methods in
singularity theory have been rapidly developed. One of the fundamental results is the
fibration theorem of Milnor [Mil68]. It deals with hypersurface singularities related
to functions of several complex variables. This book has been extremely influential
and since then the development of the theory over the fieldC of complex numbers is
ongoing. Besides, the interaction between the different methods makes the study of
hypersurface singularities particularly fruitful.
Nevertheless, it was soon observed that these methods cannot be carried offhand in the
case of positive characteristic. For example, purely topological reasoning cannot be
used here since fields of positive characteristic have only the trivial valuation.
Moreover, unlike the complex case, a systematic development of a general theory of
hypersurface singularities in the context of algebraically closed fields of arbitrary char-
acteristic is scarce in the literature. To the knowledge of the author, the first extensive
development on curve singularities in positive characteristic has been worked out in
[Cam80]. It is well-known that the Puiseux theorem does not hold in finite character-
istic. In his book Campillo used an algebraic reasoning, defining a curve singularity
as a local ringO of Krull dimension1. Moreover, he considered the completionÔ
in them-adic sense, and showed the existence of a parametrization.Furthermore, he
established that the Hamburger-Noether expansion is the most effective replacement
for the Puiseux theorem. Furthermore, he introduces the equivalence relation of equi-
singularity in finite characteristic (cf. also [CGL07]).
A further central topic in singularity theory is the classification of hypersurface singu-
larities. In the early 1970’s Arnold introduced the notion of modality and developed
the classification overC with respect to right equivalence [Arn72]. First singulari-
ties of modality0 are then classified. These are mostly known as simple orADE-
singularites. Also Arnold and especially Brieskorn [Bri71] established the coincidence
of this classification with that of simple Lie Groups. In subsequent papers Arnold clas-
sified singularities of modality1 [Arn73] and2 [Arn75]. In [AGV85], the reader is
refered to a complete list of normal forms of simple, unimodular and bimodular singu-
larities. Types of singularities of modality3 have been discussed by Wall in [Wal99b].
In [Sch90], unimodular plane curve singularities are classified for contact equivalence.
In positive characteristic, a complete list of simple singularities for contact equivalence
(

c∼) is presented in [GrK90]. The consideration of
c∼ for the classification in finite
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characteristic was motivated by the intention to keep some analogy with the results es-
tablished in characteristic zero. To illustrate this, let us consider the following example
given in [GrK90]. If char(K) = 5, thenE8 is not simple for right equivalence but it is
simple for contact equivalence.
In [Hol98] and [Bou02] follow the classifications ofT -singularities andW -singularities
from Schappert’s list, in arbitrary characteristic for thefirst class, and inchar(K) 6= 2
for the last one.

The goal of this dissertation is to give a systematic treatment of hypersurface singu-
larities in arbitrary characteristic which provides the necessary tools, theoretically and
computationally, for the purpose of classification.

Throughout this work,K denotes an algebraically closed field of arbitrary characteris-
tic. We consider the ringK[[x]] := K[[x1, . . . , xn]] of formal power series.
Following Campillo in [Cam80], we define a hypersurface singularity as a localK-
algebra of the formRf := K[[x]]/〈f〉 wheref ∈ m ⊂ K[[x]] andm is the maximal
ideal ofK[[x]]. We should mention that in characteristic zero, isolated hypersurface
singularities are mostly known as those having finite Milnornumber. This definition
has to be modified in arbitrary characteristic since the Milnor number is not an invari-
ant for contact equivalence in positive characteristic.
Hence, in arbitrary characteristic, we define isolated hypersurface singularitiesRf as
those for whichτ(f) <∞ holds, whereτ denotes the Tjurina number.

Our approach to deal with the subject of our work relies mainly on the methods devel-
oped among others in [Arn74], [AGV85], [GLS06], [GrK90], [Kou73] and [Wal99a]
for the study of invariants of hypersurface singularities and computation of normal
forms overC. We shall discuss thoroughly how these results have to be modified in
the context of positive characteristic with the concern to keep some analogy with the
characteric zero case. Also, we shall widely use the notations elaborated in [Wal99a].

Analogous to the notion of semiquasihomogeneity(SQH) considered by Arnold in
his important paper [Arn74], we consider finite set of weightsW ⊂ Zn

>0
and their re-

lated valuationsvW and we formalize Arnold’s discussion by introducing the notion of
semipiecewise-homogeneity. More precisely, we say thatf ∈ K[[x]] is semipiecewise-
homogeneous and we write(SPH) if f = fP +f1 wherefP is piecewise-homogeneous
(PH) with respect toW , τ(fP ) <∞ andvW (f1) > vW (fP ).
In the particular case wherefP = fΓ is the truncation off with respect to its New-
ton polytopeΓ, Kouchnirenko in [Kou73] looked for conditions which wouldimply the
finiteness ofµ(f). He introduced an important geometrical feature of the Newton poly-
tope which he called the Newton numberµN (f) and established thatµ(f) ≥ µN (f).
Furthermore, if a certain condition of non-degeneracy holds, thenµ(f) is finite. His
main results in positive characteristic though, are shown only for the cases where the
Newton polytope meets all coordinate subspaces. One of the central results in this case
is thatµ(f) = µN (f) provided that a condition of non-degeneracy holds.
In his paper [Wal99a], Wall did slightly modify the notion ofNewton polytope allow-
ing all its facets to be extended to meet all coordinate subspaces. He introduced the
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notion ofstrict non-degeneracywith respect to the so-calledC-polytopesand he called
thisNPND∗ . This condition of non-degeneracy turns out to be an appropriate one.
Indeed, on the one hand, Wall showed that any semiquasihomogeneous hypersurface
singularity is strictly non-degenerate with respect to someC-polytope. On the other
hand, he asserted that this condition implies the finitenessof the Milnor number.
Following Wall’s proof overC fairly closely, we show that the conditionNPND∗ does
also make sense in finite characteristic. Indeed, also in this case, iff isNPND∗ with
respect to some polytopeP , thenµ(f) <∞ which yieldsτ(f) <∞ and thereforeRf
is isolated. Moreover, we establish the following result dealing with (SQH), where
f ∈ m is called(SQH), if f = f∆ + f1 wheref∆ is quasihomogeneous,τ(f∆) <∞
and the weighted order off1 is strictly bigger than that off∆.

Proposition 2.3.23. Letf ∈ m3 ⊂ K[[x]] be (SQH) with principal partf∆ hav-
ing weighted degreed ∈ Z>0. Then, the following are equivalent

1. f isNPND∗ with respect to someC-polytopeP of Rn
≥0

,

2. µ(f∆) is finite,

3. char(K) does not divided.

Furthermore, we show in this case thatµ(f) = µ(f∆) (cf. Proposition 2.1.41).

Also, overC, it is well-known that for reduced elementsf ∈ K[[x, y]], the invari-
antsµ(f), the delta invariantδ(f) of f and the number of irreducible factorsr(f) of f
are closely related. More precisely

µ(f) = 2δ(f)− r(f) + 1. (1)

In positive characteristic though, it turns out that (1) is false.
Nevertheless, using the results established in [BeP00], [Kou73] and [Wal99a], we show
that (1) holds wheneverf is non-degenerate with respect to someC-polytopeP .

In characteristic zero yet, it is widely accepted that (1) holds in the same way as over
C. However, we are not aware of any proof of it in the literature.
Using the Lefschetz principle, we give a proof of this claim in characteristic zero (cf.
Proposition 5.3.2). Also, we transfer the following known results about the invariants
µ andτ overC to algebraically closed fields of characteristic zero.
Let K be an algebraically closed field such thatchar(K) = 0 and letf ∈ K[[x]].
Then, we have

• µ(f) <∞, if and only if,τ(f) <∞.

• Arnold’s statement on(SQH) hypersurface singularities:
If f is (SQH) with principal partf∆, thenµ(f) = µ(f∆).

• The Milnor number is an invariant for contact equivalence:
Forg ∈ K[[x]], if f

c∼ g, thenµ(f) = µ(g).
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A further fundamental invariant for hypersurface singularities is the determinacy.
In this thesis, we give an extensive development of determinacy for both right and con-
tact equivalences.
It is established overC that each isolated hypersurface singularity is finitely determined
(that is, it has a polynomial normal form) and the converse does also hold.
In this work, we show the same claim in arbitrary characteristic (cf. Corollary 3.1.22).
Nevertheless, we should notice that the bounds of determinacy which are established
over C have to be modified in the context of positive characteristic. In [GrK90], it
is stated that eachf ∈ m2 having finite Tjurina numberτ(f) is 2τ(f)-contact deter-
mined. In this thesis though, we establish the following finite determinacy theorem in
arbitrary characteristic.

Theorem3.1.15. Letf ∈ m2 ⊂ K[[x1, . . . , xn]] such thatn ≥ 2.

1. f is right (2k − ord(f) + 2)-determined if

m
k ⊂ j(f).

2. f is contact (2k − ord(f) + 2)-determined if

m
k ⊂ tj(f).

wherej(f) =
〈
fx1 , . . . , fxn

〉
is the Jacobian ideal off andtj(f) = 〈f〉 + j(f) is the

Tjurina ideal off .

To deal with normal forms in arbitrary characteristic, we follow the methods devel-
oped overC by Arnold and discussed by Wall in his paper [Wal99a]. Nevertheless, we
should notice that the restrictions imposed by Arnold in terms of condition(A) and by
Wall in terms of conditionNPND∗ do not apply to all the cases related to the classi-
fication in finite characteristic.
In this thesis, we formalize this development by elaborating new objects and impos-
ing new conditions which are weaker than(A) andNPND∗ but yet provide a more
general setting for the theory in arbitrary characteristic. Also we should notice that
the results about normal forms which are established in thiswork yield very often an
improvement of the so far introduced bounds in finite characteristic.
Our approach is the following:
Considering a finite set of weightsW ⊂ Zn

>0
, this gives rise to a filtration of ideals

(Fd)d∈Z≥0
of K[[x]] whereFd := {g ∈ K[[x]] : vW (g) ≥ d}.

In addition, we associate to each localK-algebraK[[x]]/I, whereI ⊂ K[[x]] is an
ideal, a gradedK-algebra

gr
W

(K[[x]]/I) :=
⊕

d≥0
F≥d/(F>d + (F≥d ∩ I)).

Besides, we observe that, ifI is a zero-dimensional ideal, thengr
W

(K[[x]]/I) surjects
ontoK[[x]]/I asK-vector spaces and alsodimK(gr

W
(K[[x]]/I)) is finite.

For our subsequent discussion, we reformulate Arnold’s condition (A) as follows:
Let f ∈ K[x] be(PH) of type(W ; d). We say thatf is (A) with respect toW if for
any non zerog ∈ j(f) there exists a derivationξ such that
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(A1) vW (g) = vW (ξ) + vW (f) and

(A2) vW (g − ξf) > vW (g).

In other words, we say thatf is (A) with respect toW if any non zerog ∈ j(f) satis-
fies conditions(A1) and(A2) with respect tof andW .

The key idea of Arnold for the computation of normal forms is to consider for each
d, arising in the filtration(Fd)d, all monomialsM ∈ K[x] such thatvW (M) = d and
which are independent modulo terms inF≥d satisfying(A1) and(A2) with respect to
f andW .

In arbitrary characteristic, we elaborate in analogy to condition (A) a new condition,
which we call(AC):
Let f ∈ K[x] be (PH) of type (W ; d). We say thatf is (AC) with respect toW
if for any non zerog ∈ tj(f) there exist a formal power seriesb0 ∈ K[[x]] and a
derivationξ ∈ DerK(K[[x]]) such that

(AC1) vW (g) = min
{
vW (b0) + vW (f) ; vW (ξ) + vW (f)

}
and

(AC2) vW (g − b0f − ξf) > vW (g).

Hence,f is (AC) with respect toW if any non zerog ∈ tj(f) satisfies conditions
(AC1) and(AC2) with respect tof andW .

We should mention that(A) is related to right equivalence while(AC) is related to
contact equivalence (therefore the letter C in(AC)).

We should notice that each quasihomogeneous polynomial with respect to a weight
w ∈ Zn

>0
is both(A) and(AC) with respect to{w}.

On the other hand, we formalize Arnold’s key idea as follows:
For a positive integerd, we consider the following ideals inK[[x]]

jA
W

(f, d) :=
〈
g ∈ j(f) : vW (g) = d and g is (A1) with respect tof andW

〉
,

tjAC
W

(f, d) :=
〈
g ∈ tj(f) : vW (g) = d and g is (AC1) with respect tof andW

〉
,

and the gradedK-algebras

grA
W

(Mf ) :=
⊕

d≥0

F≥d/(j
A
W

(f, d) + F>d)

and
grAC

W
(Tf ) :=

⊕

d≥0

F≥d/(tj
AC
W

(f, d) + F>d).
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We should also mention thatgrA
W

(Mf ) andgrAC
W

(Tf) respectively may have infinite
dimension asK-vector spaces even thoughµ(f) <∞ andτ(f) <∞ respectively.

Moreover(A) and(AC) are charcterized via these new objects as follows:

Proposition 3.2.9. Letf ∈ K[x] be(PH) of type(W ; d).

1. If µ(f) <∞, thenf is (A) with respect toW , if and only if,grA
W

(Mf ) ∼= Mf

asK-vector spaces, i.edimK(grA
W

(Mf )) = µ(f)

2. If τ(f) <∞, thenf is (AC) with respect toW , if and only if,grAC
W

(Tf ) ∼= Tf
asK-vector spaces, i.edimK(grAC

W
(Tf )) = τ(f).

In [Wal99a], Wall observed that the condition(A) imposed by Arnold for the compu-
tation of normal forms is on the one hand restrictive since itdoes not apply to all cases
and on the other hand not necessary for the proof of the main results.
Based on these observations, we elaborate new conditions, which we call(AA) and
(AAC). Let f ∈ K[x] be(PH) of type(W ; d).

1. We say thatf is almost (A) and we writef is (AA) with respect toW , if
dimK(grA

W
(Mf )) <∞.

2. We say thatf is almost (AC) and we writef is (AAC) with respect toW , if
dimK(grAC

W
(Tf)) <∞.

Furthermore, we call aK-basis ofgrA
W

(Mf ) (resp.grAC
W

(Tf )) consisting of monomi-
als aregular basisof Mf (resp.Tf ).

It is clear that(AA) and(AAC) are weaker than(A) and(AC), respectively. Also, it
turns out that both of these new conditions enclose Wall’s conditionNPND∗.

With these tools at our disposal, we get the following results about normal forms:

Theorem3.3.2. Letf ∈ m ⊂ K[[x]] be such thatτ(f) is finite and letW ⊂ Zn
>0

be a
finite set of weights corresponding to the Newton polytopeΓ of f .
Further, let{eα : α ∈ Λ} be aK-basis ofgrAC

W
(TfΓ) consisting of monomials. Then,

f
c∼ fΓ +

∑

α∈Λ∗

cαeα,

where
Λ∗ is a finite subset of

{
α ∈ Λ : vW (eα) > vW (f)

}

and the coefficientscα ∈ K are suitable.

Clearly, for allα ∈ Λ∗, the monomialseα have total degrees which are smaller than
the degree of contact determinacy off .
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In Theorem 3.3.4, we give a similar statement for right equivalence.

If (AAC) holds, then we get the following result on normal forms in arbitrary charac-
teristic.

Theorem 3.3.6. Letf ∈ m ⊂ K[[x]] be (SPH) with respect to aC-polytopeP

and letW ⊂ Zn
>0

be a finite set of weights corresponding toP . If fP is (AAC) with
respect toP and

{
eα : α ∈ Λ

}
is a regular basis ofTfP

, thenf is finitely contact
determinedand

f
c∼ fP +

∑

α∈Λ∗

cαeα,

where
Λ∗ ⊂

{
α ∈ Λ : vW (eα) ≥ vW (f − fP )

}

and the coefficientscα ∈ K are suitable.

Theorem3.3.14 establishes the same for right equivalence whenever(AA) holds.

Altogether, this yields interesting results on bounds of determinacy in arbitrary charac-
teristic.

Theorem 3.3.18. Letf ∈ m ⊂ K[[x]] be (SPH) such thatfP is (AAC) with re-
spect toP . Further, letW ⊂ Zn>0 be a finite set of weights corresponding toP and
let {eα : α ∈ Λ} be aK-basis ofgrAC

W
(TfP

) consisting of monomials.
Thenf is k-contact determined ifmk+1 ⊂ F>D where

D := max
{
vW (fP ) , max {vW (eα) : α ∈ Λ}

}
.

In the particular case where(AC) holds we have

Corollary 3.3.21 Letf ∈ m ⊂ K[[x]] be (SPH) such thatfP is (AC) with re-
spect toP . Further letW ⊂ Zn>0 be a finite set of weights corresponding toP and let
d = vW (f). If D andk are positive integers such thatmk+1 ⊂ F≥D ⊂ tj(fP )∩F>d,
thenf is k-contact determined.

Similar statements for right equivalence are given in Theorem 3.3.20 and Corollary
3.3.25. In the last part of Chapter 3, we shall give examples for application of these
results.

In the final part of this work, we discuss the so far presented results from the com-
putational viewpoint. In chapter 4, we shall present algorithms which we implementes
in the computer algebra system SINGULAR. We use this to obtain explicit regular bases
and normal forms for right and for contact equivalence. There are two key observations
for our algorithms. Given a finite set of weightsW ⊂ Zn

>0
, we notice:

1. the related valuationvW to W does not give rise to an admissible degree order-
ing in the sense of standard bases. For this reason, the key idea for our computa-
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tions, is to perform separate calculations for the different weights ofW and then
fit them together.

2. If I ⊂ K[[x]] is an ideal, then we establish in Proposition 2.1.50 that

gr
W

(K[[x]]/I) ∼=
⊕

d≥0

K[x]d/InW (I)d,

whereInW (I) is the initial ideal ofI with respect toW .
This observation is of essential use for our algorithms whencomputing regular
bases.

Organization of the material

In Chapter 1, we introduce the backgroundon isolated hypersurface singularities, equiv-
alence relations and invariants needed for our work.
Chapter 2 is the first main part of this dissertation. In this chapter, we formalize
the notions of semipiecewise-homogeneous hypersurface singularities and piecewise-
homogeneous grading and present related results which are needed for the subsequent
chapters. In the second part, we discuss thoroughly non-degeneracy in arbitrary char-
acteristic.
Chapter 3 is devoted to determinacy and normal forms of isolated hypersurface sin-
gularities. In the first part, we give finite determinacy theorems in arbitrary charac-
teristic with respect to right and to contact equivalence. Furthermore, we show that
”isolated” and finite determinacy properties are equivalent. In the second part, we for-
malize Arnold’s key ideas in [Arn74] for the computation of normal forms and define
the conditions(AA) and(AAC). We thoroughly discuss these conditions as well as
some related results for cases occuring in Schappert’s listof normal forms. The last part
of Chapter 3 is devoted to the study of normal forms in the general setting of isolated
hypersurface singularities imposing neither condition(A) nor conditionNPND∗. Fi-
nally, we discuss the cases where(AA) and(AAC) hold and present the related results
on normal forms and bounds of determinacy in this case.
In Chapter 4, we present algorithms which we implement in SINGULAR for the pur-
pose of explicit computation of regular bases and normal forms.
In Chapter 5, we transfer some classical results on invariants overC to algebraically
closed fields of characteristic zero known as Lefschetz principle.
For the convenience of the reader, we review in appendix A some results from field the-
ory which are needed in Chapter 5 and finally in appendix B, we present our SINGULAR

library gradalg.lib where the algorithms presented in Chapter 4 are implemented.
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parents, Souad et Ezzeddine Boubakri, pour leur amour et générosité qui ne cessent de
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Chapter 1

Preliminaries

The first chapter is an overview of the main objects of interest in this dissertation.
After some notation is fixed, we define isolated hypersurfacesingularities in the general
context of arbitrary characteristic and discuss related results.
Afterwards, we overview briefly right and contact equivalence and then we deal with
the mostly relevant invariants for this work.
The last part is devoted to algebroid plane curve singularities.
We introduce the parametrization equivalence and show how this is closely related to
contact equivalence.

1.1 Notations

Throughout this whole thesis we shall use the following conventions and notations.
We deal with fieldsK of arbitrary characteristicp ≥ 0 and we assume in general, un-
less otherwise stated, the fields to be algebraically closed.

We denote byZ>0 the set of strictly positive integers, that isN \ {0}.

For n ∈ Z>0, we denote byRn
≥0

(resp. Rn
>0

), the positive (resp. the strictly posi-
tive) orthant.
On the other hand, ifα = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Rn, then we write

〈α , β〉 =

n∑

i=1

αiβi

for the scalar product ofα andβ.

For a subsetI ⊂ {1, . . . , n}, we write

RI = {x ∈ Rn : xi = 0 if i 6∈ I},
and similarly forR∗I , CI andC∗I .

1



1.1 Notations 2

We writeK[x] := K[x1, . . . , xn] for the ring of polynomials overK, havingn
variables, and we denote byMon(K[x]) its semigroup of monomials.
Also, for α = (α1, . . . , αn) ∈ Zn≥0,we denote the monomialxα1

1
· · ·xαn

n
by xα.

Moreover the positive integer|α| = α1 + . . .+αn is called the total degree ofxα and
is denoted bydeg(xα).

We writeK[[x]] := K[[x1, . . . , xn]] for the local ring of formal power series overK,
havingn variables and we denote bym its maximal ideal.

Let f =
∑

α∈Zn

≥0

aαxα ∈ K[[x]] be a formal power seies.

Thesupportof f is the set

supp(f) :=
{
α : aα 6= 0

}
.

Furthermore, the order off is

ord(f) := inf
{
|α| : α ∈ supp(f)

}
.

For i = 1, . . . , n, we writefxi
:= ∂f

∂xi
.

We denote byDer
K

(K[[x]]) the space ofK-derivations onK[[x]]. Furthermore, we

observe thatDer
K

(K[[x]]) is isomorphic to theK[[x]]-module
n∑

i=1

K[[x]]∂xi
.

Let ξ =

n∑

i=1

gi∂xi
∈ Der

K
(K[[x]]), wheregi ∈ K[[x]], for i = 1, . . . , n, and let

f ∈ K[[x]]. Then we write

ξf :=

n∑

i=1

gifxi
.

We denote byK[[x]]∗ for the group of units ofK[[x]] (i.e formal power series with non
zero constant terms) andAut(K[[x]]) denotes the group of automorphisms defined on
K[[x]].

If A ⊂ Rn, thenConv(A) denotes the convex hull ofA.

If E is an arbitrary finite set, then we denote by♯(E) the number of elements ofE,
which is also the cardinality ofE.
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1.2 Hypersurface Singularities

1.2.1 Preliminary Concepts

Following Campillo in [Cam80], we shall give an algebraic definition of singularities.

Definition 1.2.1. An (algebroid) singularity is a localK-algebraR which is isomor-
phic toK[[x]]/I, whereI is a proper ideal ofK[[x]].
If I = 〈f〉, with f ∈ m r {0} is a formal power series, thenR is called an (algebroid)
hypersurface singularity .

Let I ⊂ m be a proper ideal inK[[x]] and letR = K[[x]]/I. If we consider the affine
schemeSpec(R), we see that it has only one closed pointξ which corresponds to the
unique maximal ideal̄m in the local algebraR. Investigating the local properties of the
closed pointξ in the affine scheme is the same as studying the localisationRm̄ which
is just isomorphic toR.

Definition 1.2.2. Let f ∈ 〈x , y〉 be a non-zero element ofK[[x, y]]. Then the hyper-
surface singularityRf = K[[x, y]]/〈f〉 is called plane curve singularity.

Definition 1.2.3. Letf ∈ m r {0} be a formal power series.

1. The ideal
j(f) :=

〈
fx1, . . . , fxn

〉
⊂ K[[x]]

is called theJacobian ideal, or theMilnor ideal of f , and

tj(f) := 〈f〉+ j(f) ⊂ K[[x]]

is called theTjurina ideal of f .

2. TheK-algebras

Mf := K[[x]]/j(f), Tf := K[[x]]/tj(f)

are called theMilnor andTjurina algebra of f , respectively.

3. The numbers

µ(f) := dimK(Mf), τ(f) = dimK(Tf )

are called theMilnor andTjurina numbers of f , respectively .

The Milnor and the Tjurina algebras and, in particular, their dimension play an impor-
tant role in the sudy of isolated hypersurface singularities as we shall see later in this
chapter.

Remark 1.2.4. Letf ∈ m ⊂ K[[x]] be a non-zero element. It is straightforward from
Definition 1.2.3 that, ifµ(f) is finite, thenτ(f) is also finite too.
If K = C, it is well-known thatµ(f) < ∞ ⇔ τ(f) < ∞ (cf. [GLS06, lemma 2.3]).
Also, this claim is widely accepted in characteristic zero and we shall give a proof of it
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in Proposition 5.2.1 of the last chapter of this work. In finite characteristic though, the
latter claim does not hold in general as the following example shows.
Letchar(K) = 5, and letf = x5 + y4 ∈ K[[x, y]] be an equation of typeW12. Using
the computer algebra systemSINGULAR, we obtainτ(f) = 15 whileµ(f) =∞.

In the following, we briefly review the notions of right and contact equivalence.

Definition 1.2.5. Letf, g ∈ m ⊂ K[[x]].

1. f is called right equivalent to g, f
r∼g, if there exists an automorphismϕ of

K[[x]] such thatg = ϕ(f).

2. f is calledcontact equivalentto g, f
c∼g, if there exists an automorphismϕ of

K[[x]] and a unitu ∈ K[[x]]∗ such thatg = u · ϕ(f).

It is straightforward from the above definition that the right and the contact equivalence
are equivalence relations on the set of formal power series.

Remark 1.2.6. It is clear, thatf
r∼g impliesf

c∼g. However, it is well-known, that the
converse does not hold even though the characteristic is zero.

In the subsequent parts of this work, we should very often make use of the following
lemma.

Lemma 1.2.7. Let f, g ∈ m ⊂ K[[x]]. Furthermore, letϕ ∈ Aut(K[[x]]) be an
automorphism ofK[[x]] and letu ∈ (K[[x]])∗ be a unit. Then

1. j(ϕ(f)) = ϕ(j(f)).

2. 〈uf〉+ j(uf) = 〈f〉+ j(f), or shortlytj(uf) = tj(f)

3. f
r∼g implies thatMf

∼= Mg andTf ∼= Tg asK-algebras.
In particular,µ(f) = µ(g) andτ(f) = τ(g).

4. f
c∼g implies thatTf ∼= Tg and henceτ(f) = τ(g).

Proof. 1. If hi = ϕ(xi), i = 1, . . . , n, then we can write for alli

hi =
( n∑

j=1

(hi,xj
mod m)xj

)
+ gi where gi ∈ m

2.

Hence for everyl = 1, . . . , n, hi,xl
= (hi,xl

mod m) + gi,xl
.

On the other hand, we have

((ϕ(f))x1 , . . . , (ϕ(f))xn
) = (ϕ(fx1), . . . , ϕ(fxn

)) · J(ϕ), where

J(ϕ) :=




h1,x1 . . . h1,xn

...
...

hn,x1 . . . hn,xn



 ∈ K[[x]]n×n.
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It follows then from the above equation thatj(ϕ(f)) ⊂ ϕ(j(f)).
Besides, we have that for a matrixA = (ai,j)1≤i,j≤n ∈ K[[x]]n×n the following
holds:A is invertible inK[[x]]n×n, if and only if, the matrix(ai,j mod m)i,j
is invertible inKn×n. As ϕ is an automorphism ofK[[x]], it follows that the
jacobian matrix ofϕ, which is ((hi,xj

mod m))i,j , is invertible inKn×n and
consequentlyJ(ϕ) is invertible inK[[x]]n×n.
Thereforeϕ(j(f)) ⊂ j(ϕ(f)).
Hencej(ϕ(f)) = ϕ(j(f)) and

〈ϕ(f)〉+ j(ϕ(f)) = 〈ϕ(f)〉 + ϕ(j(f)) = ϕ(〈f〉 + j(f)).

2. By the product rule we have〈uf〉+ j(uf) = 〈f〉+ j(f).

3. and4. follow immediately from1. and2.

Remark 1.2.8. Givenf ∈ K[[x]], ϕ ∈ Aut(K[[x]]) andu ∈ (K[[x]])∗, it follows
clearly from the first two assertions of Lemma 1.2.7 that

tj(uϕ(f)) = ϕ(tj(f)).

1.2.2 Isolated Hypersurface Singularities

In the sequel, we deal with the ”isolated” property in arbitrary characteristic.

Definition 1.2.9. Letf ∈ m and letRf = K[[x]]/〈f〉.

1. 0 is called anisolated singularity of f , if there exists ak > 0 such that

m
k ⊂ j(f).

2. Rf is called anisolated hypersurface singularity, if there exists ak > 0 such
that

m
k ⊂ tj(f).

Lemma 1.2.10.Letf ∈ m and letRf = K[[x]]/〈f〉. Then,0 is an isolated singularity
of f (resp.Rf is an isolated hypersurface singularity) if and only ifµ(f) <∞ ( resp.
τ(f) <∞).

Proof. The proof is straightforward from Definition 1.2.9.

Proposition 1.2.11.Letf ∈ m r {0} ⊂ K[[x1, . . . , xn]] and letRf = K[[x]]/〈f〉.

1. IfRf is an isolated hypersurface singularity singularity, thenRf is reduced.

2. If n = 2, thenRf is an isolated singularity, if and only if,Rf is reduced.
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Remark 1.2.12. We should mention, that the claim of Proposition 1.2.11 doesalso
hold if we generally admit K to be aperfect field (cf. the proof of Lemma 1.2.13).
If K is not perfect though, then it is not true in general that a reduced plane curve
singularity is isolated. For example, letK = F2(t) be the field of rational functions
overF2. K is not perfect andf = x2 + ty2 ∈ 〈x , y〉 ⊂ K[[x, y]] is reduced butτ(f)
is infinite.

The proof of Proposition 1.2.11 uses the subsequent two lemmas.

Lemma 1.2.13.LetK be a perfect field and letf ∈ m ⊂ K[[x1, . . . , xn]].

1. If char(K) = p > 0, then

j(f) ⊂ 〈f〉 ⇔ there exists a unitu ∈ K[[x]]∗

such thatuf ∈ K[[x1
p, . . . , xn

p]].

2. If char(K) = 0, thenj(f) ⊂ 〈f〉 ⇔ f = 0.

Proof. Let f ∈ m ⊂ K[[x]]. We writeK[[x′]] := K[[x1, . . . , xn−1]].
We show in the following that we can, witout loss of generality, assume thatf is a
Weierstrass polynomial. Indeed, the Weierstrass preparation theorem asserts the exis-
tence ofϕ ∈ Aut(K[[x]]) andu ∈ K[[x]]

∗ anda1, . . . , ab ∈ K[[x
′

]] for some integer
b ≥ 0 such that

f = u · ϕ(xn
b + a1xn

b−1 + . . .+ ab). (1.1)

If g = xn
b + a1xn

b−1 + . . .+ ab, we claim that

• j(g) ⊂ 〈g〉 ⇔ j(f) ⊂ 〈f〉 and

• if char(K) = p > 0, then the following are equivalent

(1) u1.g ∈ K[[x1
p, . . . , xn

p]] for some unitu1 ∈ K[[x]]
∗.

(2) u2.f ∈ K[[x1
p, . . . , xn

p]] for some unitu2 ∈ K[[x]]
∗.

Indeed, sinceϕ is an automorphism, Lemma 1.2.7 yields

j(g) ⊂ 〈g〉 ⇔ 〈g〉+ j(g) = 〈g〉
⇔ ϕ(〈g〉+ j(g)) = ϕ(〈g〉)
⇔ 〈ϕ(g)〉+ j(ϕ(g)) = 〈ϕ(g)〉
⇔ 〈u · ϕ(g)〉 + j(u · ϕ(g)) = 〈u · ϕ(g)〉
⇔ 〈f〉+ j(f) = 〈f〉
⇔ j(f) ⊂ 〈f〉

Let u1 ∈ K[[x]]
∗ be such thatu1 · g ∈ K[[x1

p, . . . , xn
p]]. Hence, sinceK is perfect

(i.e Kp = K), there existsh ∈ K[[x]] such thatu1 · g = hp. Thus,u−1 · ϕ(u1) ·
f ∈ K[[x1

p, . . . , xn
p]] follows by (1.1). Moreoveru−1 · ϕ(u1) is obviously a unit.

Conversely, if there exists a unitu2 such thatu2 ·f ∈ K[[x1
p, . . . , xn

p]], then we show
in the same way thatu1 · g ∈ K[[x1

p, . . . , xn
p]].
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Therefore, we can assume without loss of generality thatf = g.
Now, we suppose thatj(f) ⊂ 〈f〉. Then, there existg1, . . . , gn ∈ K[[x]] such that

a1,xi
xn

b−1 + . . .+ ab,xi
= fxi

= gif, i = 1, . . . , n− 1.

and
bxn

b−1 + . . .+ ab−1,xn
= fxn

= gnf.

Hence, considering fori = 1, . . . , n thexn-degrees, showsdegxn
(fxi

) ≥ b on the one
hand anddegxn

(fxi
) ≤ b − 1 on the other hand. Thus,fxi

= 0 clearly follows and
thereforeaj,xi

= 0 for all i = 1, . . . , n − 1 andj = 1, . . . , b. If char(K) = p > 0,
this yieldsaj ∈ K[[x1

p, . . . , xpn−1]] for all j and sof ∈ K[[x1
p, . . . , xpn−1]][xn]. As

alsofxn
= 0, we obtainf ∈ K[[x1

p, . . . , xpn−1]][xn
p] ⊂ K[[x1

p, . . . , xpn]].
In characteristic0 however,fxi

= 0 for all i implies thatf = 0 sincef ∈ m.
Conversely, iff ∈ K[[x1

p, . . . , xpn]] andchar(K) = p, then it follows clearly, that
fxi

= 0 for all i = 1, . . . , n, and hence the inclusionj(f) ⊂ 〈f〉 obviously follows.
Now letchar(K) = 0, and f=0. It is then trivial thatj(f) ⊂ 〈f〉.

Lemma 1.2.14.Let f ∈ m ⊂ K[[x1, . . . , xn]] be such thatf 6= 0 andf is reduced.
Furthermore, letR be its associated hypersurface singularity. Then

dim(Tf) < dim(R).

Proof. We have in generaldim(Tf) ≤ dim(R).
We take firstf irreducible and suppose thatdim(Tf) = dim(R). But this is equivalent
to j(f) ⊂ 〈f〉 which is a contradiction to the assumptionsf is reduced andf 6= 0, (cf.
Lemma 1.2.13). Thereforedim(Tf) < dim(R).
Now letf = u ·f1 · · · fr be the decomposition off into irreducible components, where
u ∈ K[[x]]∗ andfi ∈ K[[x]] is irreducible for alli = 1, . . . n,. As f is reduced, then
it follows that〈fi〉 6= 〈fj〉 for all i 6= j. Moreover we have

Spec(Tf) =
⋃

i
Spec(Tfi

) ∪
⋃

i<j
(Spec(Ri) ∩ (Spec(Rj))

where for alli, Ri is the associated hypersurface singularity tofi.
As for all i, fi is irreducible, it follows then from the above that

dim(Spec(Tfi
)) < dim(Spec(Ri)) ≤ dim(Spec(R)).

On the other hand, we have for alli 6= j,

dim(Spec(Ri) ∩ Spec(Rj)) < dim(Spec(Ri)),

i.e dim(K[[x]]/〈fi, fj〉) < dim(Ri), for otherwise that means〈fi, fj〉 ⊂ 〈fi〉, which
implies thatfi dividesfj . But this is a contradiction togcd(fi, fj) = 1 since both of
them are irreducible andfi 6= fj.
Thereforedim(Spec(Ri)) ∩ Spec(Rj)) < dim(Spec(Ri)) ≤ dim(Spec(R)).
Hencedim(Tf ) < dim(R).
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With these tools at our disposal, we give in the following theproof of Proposition
1.2.11.

Proof. 1. Suppose thatf is not reduced, which means that we can writef = grh
for someg andh ∈ K[[x]] and some integerr ≥ 2.
Therefore g dividesfxi

for all 1 ≤ i ≤ n. Hence〈f〉 + j(f) ⊂ 〈g〉. Then, it
follows thatdimK(Tf ) ≥ dimK(K[[x]]/〈g〉).
As g is a nonzero element of the integral domainK[[x]], it is therefore a nonze-
rodivisor inK[[x]]. Thus, by the Krull’s principal ideal theorem, we have
dimK(K[[x]]/〈g〉) = n − 1 ≥ 1, which leads todimK(Tf ) ≥ 1 and conse-
quentlyτ(f) =∞, which means thatR is not an isolated singularity.

2. Here, it is enough to show that a reduced plane curve singularity is isolated. Sup-
posef is reduced, then it follows by lemma 1.1.14 thatdim(Tf) < dim(R) = 1.
Thereforedim(Tf ) = 0 and henceτ(f) <∞. ThusR is isolated.

In the following, we reformulate the well-knowncurve selection lemmain arbitrary
characteristic.

Lemma 1.2.15. (The curve selection lemma)
LetK be an algebraically closed field of arbitrary characteristic. Further, letI be a
proper ideal ofK[[x]] and letR = K[[x]]/I be the corresponding algebroid singular-
ity. If dim(R) ≥ 1, then there exists a reducedcurve singularityR

′

such that

R ։ R
′

.

Furthermore, there exists aK-algebra homomorphism

ψ : K[[x]]→ K[[t]]

xi 7→ xi(t)

such thatI ⊂ Ker(φ).

Proof. Let I ⊂ K[[x]] be a proper ideal and letR = K[[x]]/I such thatdim(R) ≥ 1.
As I ⊂

√
I and henceR ։ K[[x]]/

√
I, we can assume without loss of generality that

the algebroid singularityR is reduced.
Letp ⊃ I be a minimal prime ideal belonging toI and letd := dim(R) = dim(K[[x]]/p).
Further, letf ∈ K[[x]] andf 6∈ p. Then, it is clear thatf is a non zerodivisor in
K[[x]]/p and it follows by the Krull’s principal ideal theorem that

dim(K[[x]]/p + 〈f〉) = d− 1.

On the other hand, we have

R ։ K[[x]]/p ։ K[[x]]/p + 〈f〉.
This shows thatR surjects onto a ring where the dimension drops by1. In this way,
we can show after finitely many steps thatR surjects onto a ringR

′

of dimension1.
Moreover, we have

R ։ R
′

։ R
′

red
.
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Now, if we consider the normalization of an arbitrary irreducible component of the
curveR

′

red
, we get clearly a non zeroK-algebra homomorphism

ψ : K[[x]]→ K[[t]]

xi 7→ xi(t)

with I ⊂ Ker(φ).

Invariants of hypersurface singularities

Let f ∈ m be non-zero inK[[x]]. Considering an equivalence relationE onK[[x]], we
call (numerical)invariant of f with respect toE , a number which depends only on the
orbit of f with respect toE . Moreover, observing that for non-zerof, g ∈ m, we have

K[[x]]/〈f〉 ∼= K[[x]]/〈g〉 ⇐⇒ f
c∼ g, (1.2)

we define as follows the invariants of hypersurface singularities in arbitrary character-
istic.

Definition 1.2.16. Let f ∈ m ⊂ K[[x]] be such thatf 6= 0 and letRf = K[[x]]/〈f〉.
We call invariant of the hypersurface singularityRf any numerical invariant off with
respect to contact equivalence.

It is straightforward from (1.2) that Definition 1.2.16 makes sense.

In this subsection, we present briefly some invariants whichare relevant for our de-
velopment.

Let f ∈ m ⊂ K[[x]] be such thatf 6= 0 and letRf = K[[x]]/〈f〉. It is straight-
forward from Lemma 1.2.7 thatτ(f) is an invariant off .
Nevertheless,µ(f) is not an invariant in finite characteristic as the followingexample
due to [GrK90] shows.

Example 1.2.17.Let char(K) = p > 0 and letf = xp + yp+1 ∈ K[[x, y]]. Then,
µ(f) = ∞ whileµ((1 + x) · f) is finite. Hence,µ(f) is not an invariant of the plane
curve singularityRf .

If K = C though, it is established that, iff , g ∈ C[[x]] andf
c∼ g, thenµ(f) = µ(g).

In the last chapter of this work, we shall present a proof of this claim over algebraically
closed fields of characteristic zero (cf. Proposition 5.3.1).

Further invariants of isolated hypersurface singularities of the formRf , where
f ∈ m \ {0} are given by

m(f) := max
{
k ∈ Z : f ∈ m

k
}
,

δ(f) := dimK(R̄f/Rf), whereR̄f is the normalization ofRf .
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m(f) is mostly known as the multiplicity off andδ(f) as the delta invariant off .
Besides, it is well-known, that the number of irreducible factors off is an invariant.
This is is usually denoted byr(f) and also called the number of branches of the hyper-
surface singularityRf .

Remark 1.2.18. For plane curve singularities overC, it is established that

µ(f) = 2δ(f)− r(f) + 1.

In Chapter 5 of the present work, we shall show the same claim in the more general
context of characteristic zero (cf. Proposition 5.3.2). Infinite characteristic though,
this claim is false. Indeed, Letchar(K) = p > 0 and letf = (1 + x) · (xp + yp+1) as
in Example 1.2.17. It is not difficult to see thatµ(f) = p2 andδ(f) = p(p−1)

2 . Clealy
f is irreducible. Hence2δ(f)− r(f) + 1 = p(p− 1) 6= µ(f).
However, we shall show in the last section of Chapter 2, that under a certain condition
of non-degeneracy the above formula for the Milnor number does also hold in finite
characteristic.
In arbitrary characteristic yet, we have more generally forreduced non-zero
f ∈ K[[x, y]] that

µ(f) ≥ 2δ(f)− r(f) + 1

(cf. [Del73] and [MHW01]).

In Chapter 3 of the present work, we shall discuss thoroughlya further invariant which
is the degree of contact determinacy.

1.3 P-Action on Plane Curve Singularties

In this section, we introduce a further fundamental equivalence relation, the parametriza-
tion equivalence, which is of big use in the classification ofunimodal plane curve sin-
gularities that are defined via their parametrizations. (cf. [Hol98] and [Bou02]).

Remark 1.3.1. LetK be an algebraically closed field of charactristic zero. Further-
more, letf ∈ 〈x, y〉 ⊂ K[[x, y]] be such thatf 6= 0 andf is reduced. It is established
in [Cam80], that the plane curve singularityR = K[[x, y]]/〈f〉 has a parametrization.

1. If f is irreducible, then a parametrization ofR is given by a map

ψ : K[[x, y]] −→ K[[t]]

x 7→ x(t)

y 7→ y(t)

such thatKer(ψ) = 〈f〉, and the induced map

R →֒ K[[t]]

is the normalization map.
More precisely,ψ satisfies the following factorization property:
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If ψ′ : K[[x, y]] −→ K[[t]] is another parametrization ofR, thenψ′ factors in
a unique way throughψ, that is there exists an isomorphism
φ : K[[t]] −→ K[[t]] making the following diagram commutative:

K[[x, y]]

ψ $$J

J

J

J

J

J

J

J

J

ψ′

// K[[t]]

K[[t]]

φ

OO

2. If f decomposes into several branches, then a parametrization of R is given by
a set of parametrizations of the branches.
More precisely, iff = f1 . . . fs is the decomposition off into irreducible factors,
thenR̄ ∼=

⊕s
i=1K[[ti]] is the normalization ofR and a parametrizationψ ofR

can be represented as a matrix of the form:

ψ =




x(t1)

...
x(ts)

∣∣∣∣∣

y(t1)
...

y(ts)





where fori = 1, . . . , s, ( x(ti) | y(ti) ) represents a parametrization of theith
branch.

Let R be a reduced plane curve singularity and letR̄ =
⊕s

i=1K[[ti]] be the normal-
ization ofR.
ConsideringR̄ as aK-algebra, letφ ∈ AutK(R̄), then we can writeφ = (φ1, . . . , φs),
where

(φ1, . . . , φs) ∈ AutK(K[[t1]])× . . .×AutK(K[[ts]]).

More precisely, for all1 ≤ i ≤ s, we have

φi : K[[ti]] −→ K[[ti]]

ti 7→
∞∑

j=1

φijt
j
i

where for allj ≥ 1, φij ∈ K andφi1 6= 0.

Definition 1.3.2. LetR be a reduced plane curve singularity and letR̄ =
⊕s

i=1K[[ti]]
be the normalization of the local ringR.

1. Reparametrization of the branches:

Letψ =




x(t1)

...
x(ts)

∣∣∣∣∣

y(t1)
...

y(ts)



 ∈ R̄2, where fori = 1, . . . , s,

(x(ti) | y(ti)) =




∞∑

j=1

aijt
j
i |

∞∑

j=1

bijt
j
i



 .
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Letφ = (φ1, . . . , φs) ∈ AutKR̄, such that fori = 1, . . . , s,

φi : K[[ti]] −→ K[[ti]]

ti 7→
∞∑

j=1

φijt
j
i

with φi1 6= 0. Then,

(φi(x(ti)) | φi(y(ti))) =




∞∑

j=1

aij(φi(ti))
j |

∞∑

j=1

bij(φi(ti))
j





is called areparametrization of the ith branch of ψ , and the element

φ ◦ ψ =




φ1(x(t1))

...
φs(x(ts))

∣∣∣∣∣

φ1(y(t1))
...

φs(y(ts))



 ∈ R̄2

is called areparametrization ofψ.

2. Coordinate change:

Letψ =




x(t1)

...
x(ts)

∣∣∣∣∣

y(t1)
...

y(ts)



 = (x(t) | y(t)) ∈ R̄2, andΦ ∈ AutK(K[[x, y]]).

We can write

Φ : K[[x, y]] −→ K[[x, y]]

x 7→ Ax +By + o(2)

y 7→ Cx +Dy + o(2)

such that, det

(
A C
B D

)
6= 0.

We define

ψ ◦ Φ := (Ax(t) +By(t) + o(2) | Cx(t) +Dy(t) + o(2)).

3. Letψ andψ′ ∈ R̄2. Then,ψ is said to beparametrization equivalent to ψ′,
ψ

p∼ψ′, if there exists a reparametrizationφ, and a coordinate changeΦ as
above, such that the following diagram commutes:

K[[x, y]]

Φ

��

ψ // R̄

φ

��
K[[x, y]]

ψ′
// R̄
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4. LetP := AutK(R̄)×AutK(K[[x, y]]), endowed with the multiplication:
(φ′,Φ′)(φ,Φ) = (φ′ ◦ φ,Φ ◦ Φ′).
P is called theparametrization group .

A group action ofP on R̄2 is defined as follows:

P × R̄2 −→ R̄2

((φ,Φ), ψ) 7→ φ ◦ ψ ◦ Φ

Note that, ifψ andψ′ are given elements in̄R2, then

ψ ∼
p
ψ′ ⇐⇒ ψ′ ∈ Pψ,

wherePψ denotes the orbit ofψ under the above group action.

Definition 1.3.3. Letk ∈ Z>0, andR̄2 =
⊕s

i=1K[[ti]].

1. We definēR2
k := (R̄/〈(t1, . . . , ts)〉k+1

)2.

2. Letψ =




x(t1)

...
x(ts)

∣∣∣∣∣

y(t1)
...

y(ts)



 ∈ R̄2.

We defineψk =




jkx(t1)

...
jkx(ts)

∣∣∣∣∣

jky(t1)
...

jky(ts)





where fori = 1, . . . , s,

jkx(ti) ≡ x(ti) mod 〈ti〉k+1, and

jky(ti) ≡ y(ti) mod 〈ti〉k+1.

3. Letφ = (φ1, . . . , φs) ∈ AutK(R̄).
We defineφk = (φ1,k, . . . , φs,k),
where for i=1, . . . , s

φi,k ≡ φi mod 〈ti〉k+1.

(Recall thatAutK(K[[ti]]) ∼= 〈ti〉.)

4. We definePk := {(φk,Φk) : (φ,Φ) ∈ P}.

Hence, we get a group action induced by the action of the groupP on R̄2, as follows:

Pk × R̄2
k −→ R̄2

k

((φk,Φk), ψk) 7→ (φ ◦ ψ ◦ Φ)k.
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Definition 1.3.4. Let f, g ∈ K[[x, y]] be two plane curve singularities, having the
same number of branchess.
One says that f isparametrization equivalent tog, f ∼

p
g, if there exist a parametriza-

tionψ of f , and a parametrizationψ′ of g, such thatψ ∼
p
ψ′.

Lemma 1.3.5. (Lifting lemma )
Letφ be a morphism ofK-algebras,

φ : K[[x1, . . . , xn]]/I −→ K[[y1, . . . , ym]]/J,

whereI andJ are ideals ofK[[x1, . . . , xn]] and ofK[[y1, . . . , ym]] respectively.
If n = m andφ is an isomorphism, then there exists a lifting

φ̃ : K[[x1, . . . , xn]] −→ K[[y1, . . . , ym]]

of φ which is an isomorphism.
If n ≥ m, andφ is surjective, then there exists a lifting̃φ of φ which is surjective too.
(See [GLS06]).

Lemma 1.3.6. Letf, g ∈ K[[x, y]] be two given plane curve singularities. Then

f
c∼ g ⇐⇒ f

p∼ g.

Proof. First, suppose thatf
p∼ g. Then,f andg have the same number of branchess,

thereforef andg have the same normalization rinḡR =
⊕s

i=1K[[ti]].
Moreover, there exist parametrizationsψ, andψ′ of Rf andRg respectively, such that

ψ
p∼ψ′, which implies the existence ofφ ∈ AutK(R̄) and

Φ ∈ AutK(K[[x, y]]), such that the following diagram commutes:

K[[x, y]]

Φ

��

ψ // R̄

φ

��
K[[x, y]]

ψ′
// R̄

Besides, asKer(ψ) = 〈f〉, we haveφ ◦ ψ(f) = 0.
On the other hand,φ ◦ ψ = ψ′ ◦ Φ, henceψ′ ◦ Φ(f) = 0 which implies thatΦ(f) ∈
ker(ψ′) = 〈g〉. Thus,〈Φ(f)〉 ⊂ 〈g〉.
Similarly, we show thatΦ−1(g) ∈ 〈f〉, that is〈g〉 ⊂ 〈Φ(f)〉.
Hence,〈Φ(f)〉 = 〈g〉, and thenf

c∼ g.
Conversely, suppose thatf

c∼ g, then in particular, there exists an isomorphism ofK-
algebrasΦ : K[[x, y]]/〈f〉 −→ K[[x, y]]/〈g〉. Hence, the local rings related to the
singularitiesf andg respectively have isomorphic normalization rings.
Furthermore, by the lifting lemma, there exists an isomorphism Φ̃ ∈ AutK(K[[x, y]])
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such that the following diagram commutes:

K[[x, y]]

Φ̃
��

s1 // K[[x, y]]/〈f〉
Φ

��
K[[x, y]]

s2
// K[[x, y]]/〈g〉

It can easily be checked that the following diagram also commutes:

K[[x, y]]

Φ̃
��

s1 // K[[x, y]]/〈f〉
Φ

��

�

� n1 // R̄

φ

��
K[[x, y]]

s2
// K[[x, y]]/〈g〉 � �

n2

// R̄

Moreover, by definition of a parametrization of a plane curvesingularity; we have
ψ := n1 ◦ s1 is a parametrization ofRf , and
ψ′ := n2 ◦ s2 is a parametrization ofRg.

Hence, the last commutative diagram is equivalent to the fact thatf
p∼ g.
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Chapter 2

C-Polytopes and
Non-Degeneracy

The first examples arising in the classification of hypersurface singularities belong to
thesemiquasihomogeneousclass whose elements are represented by equations of the
form f = f∆ + h ∈ K[[x]] where∆ is an(n − 1)-dimensional face of theNewton
polytopeof f , f∆ is aquasihomogeneouspolynomial having finite Tjurina number and
all elements ofsupp(h) lie strictly above∆.
For the purpose of computation of normal forms and motivatedby the classification,
the investigation of this particular class giving rise toquasihomogeneousfiltrations of
K[[x]] plays the central role in the important paper [Arn74] of Arnold. However, it was
already noticed in that paper that it is often useful to considerpiecewise-homogeneous
filtrations in which the role of∆ is played by the Newton polytope and where a finite
set of weights has to be considered.
The theory of these was rapidly developed, culminating in the work [Kou76]. Kouch-
nirenko considered an arbitrary subsetM ∈ Nn, looked for conditions for the existence
of f ∈ K[[x]] such thatsupp(f) ⊂M andµ(f) <∞ and found out the minimal value
of the Milnor number in case that such anf exists. His answer was given in terms of
certain geometrical features of the Newton polytope which is related to the setM. He
introduced the notion ofnon-degeneracyin arbitrary characteristic. His main results in
positive characteristic though, are proved only for the cases where the Newton polytope
meets all coordinate subspaces. Of course, these cases do not include all semiquasiho-
mogeneous ones.
In his paper [Wal99a] about Newton polytopes and non-degeneracy overC, Wall did
slightly modify the notion of Newton polytope allowing its facets to be extended out
to meet all coordinate subspaces. So he introduced the notion of strict non-degeneracy
with respect to the so calledC-polytopes. This condition of non-degeneracy turns out
to be an appropriate one. Indeed, on one hand, Wall showed that any semiquasiho-
mogeneous hypersurface singularity is strictly non-degenerate with respect to some
C-polytope. On the other hand, he asserted that this condition implies the finiteness of
the Milnor number. The results that we present in the last section of the present chapter

17



18

shows that strict non-degeneracy does also make sense in positive characteristic.

Our attempt in this chapter is to give an explicit development in arbitrary character-
istic of these notions which are crucial for the subsequent chapters. Throughout this
chapter, we shall use widely the notation elaborated by Wallin [Wal99a]. The chapter
is organized as follows. Section 2.1 is devoted to the study of objects and notions which
are closely related toC-polytopes. In part 2.1.1, we briefly review the definitions of
Newton polytopes,C-polytopes and Newton number. Moreover, we explain the one to
one correspondence between finite sets of weights andC-polytopes.
Although the notion of semipiecewise-homogeneity is merely a generalization of that
one of semiquasihomogeneity, it was not explicitly defined in the literature. It deserves
a closer look for it provides a more systematical and efficient development of the the-
ory. In part 2.1.2, we start by defining the piecewise-homogeneous order of a formal
power series. Afterwards semipiecewise-homogeneous hypersurface singularities are
introduced. These can be represented by equations of the form f = fP + h ∈ K[[x]],
wherefP is a piecewise-homogeneous polynomial with respect to aC-polytopeP ,
τ(fP ) is finite and any element ofsupp(h) lies strictly aboveP . We notice that the
conditionτ(fP ) < ∞ is to the case of arbitrary characteristic as the conditionµ(fP )
to the case of characteristic zero. In both cases the principal part of the (hypersur-
face) singularity is isolated. The semiquasihomogeneous case overC is thoroughly
discussed in the literature. It is well-known, amongst others, that a semiquasihomoge-
neous hypersurface singularity is isolated, besides it hasthe same Milnor number as its
principal part. In positive characteristic, we show that this result remains true, if and
only if, the characteristic does not divide the weighted degree of the principal partf∆.
In subsection 2.1.3, we describe how finite sets of weights inZn

>0
give rise to a piecewise-

homogeneous grading of algebroid singularitiesK[[x]]/I, whereI is a proper ideal of
K[[x]]. Afterwards, we study their associated gradedK-algebras and show that these
are finite dimensionalK-vector spaces in the case of zero dimensional ideals.
Although we do not make essential use of toric varieties in this dissertation, for com-
pleteness and to supplement the picture ofC-polytopes, we present in part 2.1.4 the
relation between these two notions.
In section 2.2, we deal with piecewise-homogeneous orders on the setDerK(K[[x]])
of derivations and their properties. This notion was introduced by Arnold in [Arn74]
over C as a tool for the computation of normal forms and hence for thepurpose of
classification. We discuss this in detail in the more generalsetting of arbitrary charac-
teristic.
The last section 2.3 is devoted to the notion of non-degeneracy. We start by recalling
the definitions and the main results which are related to the non-degeneracy elabo-
rated by Kouchnirenko in [Kou76]. Afterwards, we present inarbitrary characteristic
Wall’s notion of strict non-degeneracy overC. Based on the observations of Wall, we
compare the two notions. Also, we notice that the main resultproved by Wall overC
in [Wal99a] remains true in positive characteristic, namely that strict non-degeneracy
implies finite Milnor number and finally we show that any semiquasihomogeneous hy-
persurface singularity for which the characteristic does not divide the weighted degree
of its associated principal part is strictly non-degenerate.
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Throughout the present chapterK denotes an algebraically closed field of arbitrary
chracteristic. Further, forf ∈ K[[x]], we denote byRf := K[[x]]/〈f〉 the associated
hypersurface singularity tof .

2.1 C-Polytopes and Piecewise-Homogeneous Graded
Algebroid Singularities

2.1.1 C-Polytopes and Newton Polytopes

We recall the definitions of aC-polytope, Newton diagram and Newton polytope of a
formal power series and introduce some notations.

Definition 2.1.1. AC-polytope is a polytopeP ⊂ Rn
≥0

such that

1. each ray through the origin inRn
≥0

meetsP in just one point, and

2. the region inRn
≥0

lying aboveP (i.e not containing0) is convex.

Remark 2.1.2. We would like to observe that aC-polytope divides the positive orthant
in 2 connected components where actually the one not containing zero is even convex.

Notation 2.1.3. LetP be aC-polytope. For each faceδ of P , we set

I
′

δ := {i, 1 ≤ i ≤ n : xi = 0 on δ}

andIδ denotes the complement ofI
′

δ in {1, . . . , n}.
Definition 2.1.4. LetP ⊂ Rn

≥0
be aC-polytope

1. A top-dimensional (i.e(n− 1)-dimensional) face∆ of P is called afacet.

2. We call a faceδ of P inner face if it lies in no proper coordinate subspace, that
is if no coordinatexi vanishes identically onδ (i.e I

′

δ = ∅).
Example 2.1.5. In the following figure, the union of the thick lines represent a C-
polytope in the plane.

C-polytope

ThisC-polytope hat3 facets which are the three line segments that compose it and2
further inner faces which are the2 vertices of theC-polytope not lying on the coordi-
nate axes.
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Definition 2.1.6. 1. Letf ∈ K[[x]]. Then, we call the set

Γ
+
(f) := conv(supp(f) + Rn

≥0
)

the Newton diagram of f and the boundary ofΓ+(f) is called theNewton
boundary of f .
The union of the compact faces of the boundary ofΓ

+
(f) is called theNewton

polytopeΓ(f) of f .
Further, we denote the cone joining the origin and the NewtonpolytopeΓ(f) by
Γ−(f).

2. A formal power seriesf ∈ K[[x]] is called convenient (CO) if its Newton
polytopeΓ(f) meets all the coordinate subspaces, i.e none of the elementsxi,
i = 1, . . . n, dividesf .

Example 2.1.7.Letf = x(y4 + xy3 + x2y2 − x3y2 + x6).

Γ
+

(f) Γ(f) Γ− (f)

In particular,f is not convenient and the Newton polytopeΓ(f) has two facets, with
slopes−1 and− 1

2 .

Remark 2.1.8.We observe that the Newton polytopeΓ(f) of a convenient power series
f ∈ K[[x]] is aC-polytope. Moreover, it is easy to notice thatΓ(f) is not an invariant
of the orbit off under theR-action or theK-action.

In the sequel, we shall often use the following notation.

Notation 2.1.9. Letf =
∑

α∈Zn
≥0

aαxα ∈ K[[x]].

For a non empty subsetA ⊂ Rn
≥0, we writef

A
=
∑

α∈A∩Zn
≥0

aαxα and we setf
∅

= 0.

Definition 2.1.10. LetP be a compact polytope inRn
≥0

and letf ∈ K[[x1, . . . , xn]].

1. We define theNewton number of P as

VN (P ) := n!Vn(P ) +

n−1∑

r=1

(−1)
r
(n− r)!Vn−r(P ) + (−1)

n
,

whereVn(P ) is the euclidiann-dimensional volume of the polytopeP and, for
q = 1, . . . , n−1, Vq(P ) denotes the sum of the euclidianq-dimensional volumes
of the intersection ofP with the coordinate subspaces of dimensionq.
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2. We define the Newton numberµN (f) of f as follows:

(a) If f is (CO), we have

µN (f) = VN (Γ−(f)),

(b) otherwise, we set

fm := f +

n∑

i=1

xi
m

and we take
µN (f) = sup

m∈N

µN (fm) ∈ N ∪ {∞}.

Example 2.1.11.We considerf = y4 + x3y2 + x7 ∈ K[[x, y]]. Clearly f is (CO).
For q ∈ {1, 2}, we denote for shortVq := Vq(Γ−(f)). Then,

µN (f) = 2V2 − V1 + 1,

with V2 = 3·2
2 + 3 · 2 + 4·2

2 = 13 andV1 = 4 + 7 = 11.
Hence,µN (f) = 16.

Γ
−

(f)

In particular, we notice in this example thatµ(f) = 16 = µN (f). Indeed, in his paper
[Kou76], Kouchnirenko shows that in arbitrary characteristic, the Milnor number and
the Newton number coincide for any non-degenerate hypersurface singularity. This
notion of non-degeneracy shall be defined in Section 2.3 of the present chapter.

Remark 2.1.12. 1. For f ∈ K[[x]], Kouchnirenko shows in [Kou76, Theorem I]
that the Milnor number and the Newton number satisfy in general the following
relation

µ(f) ≥ µN (f).

2. It is clear from Definition 2.1.10 that the Newton number ofa convenient power
series is finite. For the non-convenient ones, we have the following result given
by Kouchnirenko in his paper [Kou76].
Let f ∈ K[[x1, . . . , xn]] be non-convenient and letq ∈ Z>0 with 1 ≤ q < n,
such that

R{i} ∩ supp(f) = ∅ for i ∈ {1, . . . , q}, and
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R{i} ∩ supp(f) 6= ∅ for i ∈ {q + 1, . . . , n}.
Further, asΓ(f) is compact inRn

>0
, we setd(f) = max

r∈Γ(f)
|r|.

If dim(Γ(f)) = n− 1, then

µN (f) =∞⇐⇒ µN

(
f +

q∑

i=1

xi
d(f)n+1

)
> (d(f)− 1)

n
.

Example 2.1.13.Let f = y5 + x3y2 ∈ K[[x, y]]. We notice thatf is not (CO).
Moreover, form,m′ ∈ Z>0 such thatm > m′, we haveµN (fm) > µN (fm′). Hence,
we can write

µN (f) = sup
m∈N

µN (fm) = sup
m≥9

µN (fm).

Thus form ≥ 9, we get

µ(f) ≥ µN (fm)
= 2

(
5·3
2 + m·2

2

)
− 5−m+ 1

= 11 +m.

This shows thatµN (f) =∞.

5

2

3 m

Lemma 2.1.14.Letf ∈ m2 ⊂ K[[x, y]] be reduced. Then

µN (f) = VN (Γ−(f)).

Proof. We denote the facets ofΓ(f) by ∆i, 1 ≤ i ≤ k, listed in order with decreasing
slopes. We denote the lattice points at the ends of∆i by (αi−1, βi−1) and(αi, βi),
i = 1, . . . , k, so thatα0 > α1 > · · · > αk while (βi)i is increasing. Iff is (CO), then
the claim follows clearly from Definition 2.1.10, otherwisex dividesf or y dividesf .
Without loss of generality, we can assume thatx dividesf .
Furthermore, we notice that the function

N −→ Z>0

m 7→ µN (fm)

is increasing.
If Γ(f) intersects thex–axis, that isα0 6= 0 andβ0 = 0, then, asf is reduced, we have
necessarily thatαk = 1.
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m

βk

αk α0

∆1

∆2

∆3

Hence, we can write

fΓ = c0x
α0 + c1x

α1yβ1 + · · ·+ ckxy
βk ,

where the coefficientsci ∈ K, 0 ≤ i ≤ k. Thus, form ∈ N, we have

fm = f + ym

and, sincefm is (CO), we have by definitionµN (fm) = VN(Γ−(fm)).
Form large enough, we get clearly

µN (fm) = VN (Γ−(fm))
= VN (Γ−(f)) + 2

(
m
2

)
−m

= VN (Γ−(f)).

Finally, if Γ(f) does not intersect thex–axis, then we haveβ0 = 1 andαk = 1, since
f is reduced. Hence, we have

fΓ = c0x
α0y + c1x

α1yβ1 + · · ·+ ckxy
βk .

m

m

βk

β0

αk α0

∆1

∆2

∆3

Thusfm = f + xm + ym,m ∈ N.
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Form large enough, we get

µN (fm) = VN (Γ−(fm))
= VN (Γ−(f)) + 2

(
m
2 + m

2

)
− (m+m)

= VN (Γ−(f)).

This proves the claim.

In the following, we would like to describe the correspondence betweenC-polytopes
of Rn

>0
and finite sets of weights.

Let W =
{
w = (w1, . . . , wn) ∈ Rn

>0

}
be afinite set inRn

>0
. Then,W gives rise

to a finite set
LW := {λw = 〈w, .〉 : Rn → R | w ∈W } ,

of linear functions given by

λw(α) := 〈w,α〉 :=
n∑

i=1

wiαi,

with α = (α1, . . . , αn) ∈ Rn andw = (w1, . . . , wn).

Notation 2.1.15. If W is a finite set of weights andLW is its associated set of linear
functions, then we define the functionλW : Rn −→ R by

λW (α) := min
w∈W

{λw(α)} .

Definition 2.1.16. 1. A finite setW ⊂ Rn
>0

is called a finite set ofweights.

2. A non-empty finite set of weightsW is called irredundant if for any proper
subsetW ′ ⊂W , we haveλW < λW ′ .

Throughout the whole chapter, we consider only irredundantfinite setsW of weights.
On the other hand, we would like to mention that the weights weshall consider in
practice lie inQn

>0
.

Remark 2.1.17. We should notice that there is a one to one correspondence between
C-polytopes and irredundant finite sets of weights. This can be described as follows:

1. LetW be an irredundant finite set of weights.
Then,W defines aC-polytope P W := {α ∈ Rn

≥0
: λW (α) = 1}.

We can write
P W =

⋃

w∈W

∆w,

where∆w := {α ∈ Rn
≥0

: λW (α) = λw(α) = 1}. These are the facets of
the polytopeP W . Indeed, sinceW is irredundant, each facet is non-empty and
(n− 1)-dimensional.
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2. Conversely, aC-polytope P gives naturally rise to a finite setW P ⊂ Rn
>0

of
weights. Indeed, if we consider the collection of the facets∆ of P , then we can
associate to it the following finite set of linear functions

LP = {λ
∆

: λ
∆
(α) = 1, for all α ∈ ∆, ∆ facet ofP } .

In this way, we obtain a finite set of weights

W P =
{
w∆ ∈ Rn

>0
: λ∆ = 〈w∆ , .〉, ∆ facet ofP

}
,

for which we have clearly thatP W P
= P .

2.1.2 Semipiecewise-Homogeneous Hypersurface Singularities

Definition 2.1.18. LetW ⊂ Qn
>0

be a finite set of weights.

1. Letα ∈ Zn
≥0

. We call the positive rational number

W -deg(xα) := λW (α)

thepiecewise-homogeneous degreeor theW -degreeof the monomialxα.

2. Letf ∈ K[[x]]. Then,

W -ord(f) := vW (f) := min{λW (α) : α ∈ supp(f)}

is called thepiecewise-homogeneous orderor theW -order off .
We setvW (0) =∞.

Notation 2.1.19. If W contains only one weightw ∈ Rn
>0

, then we denotevW := vw.

Remark 2.1.20. LetW ⊂ Qn
>0

be a finite set of weights.

1. We have clearly by Definition 2.1.18 that

vW (f) = min
w∈W

{vw(f)} .

2. For i = 1, . . . , n, if we set

i
ǫi = (δi,k)1≤k≤n = (0 . . . 0, 1, 0 . . . 0)

whereδi,k is the Kronecker symbol, then we have

λW (ǫi) = min
w∈W

{λw(ǫi)} = min
w∈W

{wi} .

Remark 2.1.21. Letf , g ∈ K[[x]]. It follows clearly from Definition 2.1.18 that

1. vW (f + g) ≥ min{vW (f) , vW (g)}.
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2. vW (fg) ≥ vW (f) + vW (g) and the equality does always hold if♯(W ) = 1.

If ♯(W ) ≥ 2 however, then it is of interest to notice that the equality holds if and only if
theW -order can be reduced to aw-order for some weightw ∈W . This is precisely
the statement of the next lemma.

Lemma 2.1.22.Let f , g ∈ K[[x]] and letW ⊂ Qn
>0

be a finite set of weights. Then,
vW (fg) = vW (f)+vW (g), if and only if, for somew ∈W we havevW (f) = vw(f)
andvW (g) = vw(g).

Proof. Let w, w′ andw
′′

be weights inW so that

vW (fg) = vw(fg), vW (f) = vw′(f) and vW (g) = vw
′′ (g).

Hence, we have clearly that

vW (fg) = vW (f) + vW (g) ⇐⇒ vw(fg) = vw′(f) + vw
′′ (g)

⇐⇒ vw(f) + vw(g) = vw′(f) + vw
′′ (g)

⇐⇒ vw(f)− vw′(f) = vw
′′ (g)− vw(g).

As 0 ≤ vw(f)− vw′(f) = vw
′′ (g)− vw(g) ≤ 0, then it follows clearly thatvw′(f) =

vw(f) andvw
′′ (g) = vw(g). This shows the lemma.

Definition 2.1.23. LetW ⊂ Qn
>0

be a finite set of weights.

1. A polynomialf =
∑

α∈Zn
≥0

aαxα ∈ K[x] is calledpiecewise-homogeneousor

(PH) of type(W ; d) if

W -deg(xα) = d, for all α ∈ supp(f).

d is called thepiecewise degreeor theW -degree off .

2. If the setW has only one weight, then we call a piecewise-homogeneous poly-
nomialf of type(W ; d) quasihomogeneousor (QH).

Remark 2.1.24. 1. It is clear that any(QH) polynomial is(PH).

2. Obviously a quasihomogeneous(QH) polynomial of type(w ; d), wherew =
(w1, . . . , wn) ∈ Qn

>0
is also(QH) of type(w̄ , 1) for w̄ = (w1

d
, . . . , wn

d
).

Example 2.1.25.The polynomialf = xy4 +x3y2 +x5y+y6 +x8 ∈ K[x, y] is (PH)
of type(W ; 1) where

W =

{
w1 =

(
1

8
,
3

8

)
; w2 =

(
1

7
,
2

7

)
; w3 =

(
1

5
,
1

5

)
; w4 =

(
1

3
,
1

6

)}
.

The polynomialf = x3 + xy3 + z2 ∈ K[x, y, z] is (QH) of type(w ; 1) where
w = (1

3 ,
2
9 ,

1
2 ).
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x

y

8

6

f = xy4 + x3y2 + x5y + y6 + x8

Γ(f) = P W

x

y

z

f = x3 + xy3 + z2

Γ(f) 6= P W

Remark 2.1.26. Let f be a(PH) polynomial. We observe that in general, there exist
infinitely manyC-polytopesP of Rn

≥0
such that the polynomialfP is equal tof as the

next Example 2.1.27 shows.

Example 2.1.27.Let f = xr0 + xr1ys1 + ys2 ∈ K[[x, y]] such thatr0 > r1 and
s2 > s1 and r0s1 + s2r1 < r0s2. Obviouslyf is a convenient(PH) polynomial
of type(W ; 1) whereW is the set of two weights arising from the two facets of the
Newton polygonΓ of f (cf. Remark 2.1.17).
Further, we denote byσ1 the facet ofΓ meeting thex-axis and byσ2 the other facet.
Moreover, we denotẽσ2 the extension ofσ2 to thex-axis and we consider the set of
points

C := {M = (r, s) ∈ R2
≥0

: (r, s) ∈ σ̃2 and 0 < s ≤ s1}.
Obviously the setC is infinite.
On the other hand, forM = (r, s) ∈ C, we consider respectively the edgeσ1,M with
end points(r0, 0), (r, s)and the edgeσ2,M with end points(r, s), (0, s2).
Now, letPM = σ1,M ∪ σ2,M . It is clear that

1. PM is aC-polytope ofR2
≥0

.

2. No point ofsupp(f) lies belowPM .

3. f is (PH) of type(W
P M

; 1) whereW
P M

is the set of two weights arising
fromPM .

x

y

r0r1

s1

s2

σ1

σ2

σ̃2

Definition 2.1.28. A hypersurface singularityR is called
piecewise-homogeneousor (PH) if there exists a piecewise-homogeneous polynomial
f ∈ K[x] such thatR ∼= Rf .
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In the following, we deal with some examples of(PH) hypersurface singularities.

Example 2.1.29. Let g = y4 + xy4 + x3y2 + x4y2 + x7 + x8. The associated
hypersurface singularityRg is (PH). Indeed, letf = y4 + x3y2 + x7. We havef is
(PH) of type(W ; 1), whereW =

{
w1 = (1

7 ,
2
7 ),w2 = (1

6 ,
1
4 )
}

. On the other hand,
we haveg = (1 + x)f .
Hence,g

c∼ f and thereforeRg ∼= Rf obviously follows.

Example 2.1.30.Let f = y4 + x2y3 + x3y2 + x7 and letRf = K[[x]]/〈f〉 be the
hypersurface singularity associated tof .

• If char(K) 6= 3, then we claim thatRf is (PH).

Indeed, we can show later in Example 3.3.9) that
f

c∼ y4 + x3y2 + x7. On the other hand, the latter polynomial is(PH) as Example
2.1.29 shows. ThereforeRf is (PH) by Definition 2.1.28.

• We show however, thatRf is not (PH) wheneverchar(K) = 3.

Indeed, we show in the following that there is no(PH) polynomial which is contact
equivalent tof .
Letu ∈ K[[x]]

∗ be a unit inK[[x]] and letϕ ∈ Aut(K[[x]]) be an automorphism of
K[[x]]. Then, we can write

u = e+ h and ϕ : x 7→ ax+ by + h1, y 7→ cx+ dy + h2,

where

1. e ∈ K \ {0},

2. h ∈ m,

3. a, b, c andd ∈ K such thatad− bc 6= 0 and

4. h1 andh2 are inm2.

On the other hand, we can show usingSINGULAR, that any monomial having aW -
degree strictly bigger than13/12 lies in the idealtj(f). Thus, in particular the ideal
m8 is a subset ofI. Hence, according to Corollary3.4.? of the next chapter, for any
g ∈ K[[x]] such thatf − g ∈ m8, we havef

c∼ g.
Then, we can write

uϕ(f)
c∼(c4x4 + c3dx3y + d3cxy3 + d4y4) + c2a3x5 + d2b3y5 + h̃,

whereh̃ is in m5 ⊂ K[[x]].

• Suppose thatc 6= 0 andd 6= 0. Then,uϕ(f) = g+g1, whereg is a homogeneous
polynomial of degree4 andg1 is a nonzero polynomial inm5 \ {0}.
We see clearly that in this case the polynomial,g + g1 is not(PH).
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• Now suppose thatc = 0. Then, it follows from the conditionad − bc 6= 0, that
a 6= 0 andd 6= 0. Furthermore, we have that

uϕ(f) = d4y4 + a3d2x3y2 + a7x7 + g1, such that

g1 = a2d3x2y3−abd3xy4+(d2b3+b2d3)y5−ad3xy3h1−bd3y4h1+a6bx6y+
b6axy6 + b7y7 + d3y3h2

1
+ dh3

2
y.

The polynomialg := d4y4 +a3d2x3y2 +a7x7 is (PH) of degree1 (c.f Example
2.1.29) and the polynomialg1 is not zero as it has the nonzero terma2d3x2y3.
Besides, the piecewise degree ofg1 is strictly greater than 1 and therefore the
polynomialg + g1 is not(PH).

• The cased = 0 is analogous to the casec = 0.

So, the claim clearly follows.

7

4

3

2
Newton polygone of

f = y4 + x3y2 + x7

In the following remark, we would like to formulate in arbitrary characteristic some
known facts about quasihomogeneous hypersurface singularities.

Remark 2.1.31. 1. Letchar(K) be arbitrary and letf ∈ K[x] be(QH) of type
(w ; d) wherew = (w1, . . . , wn) ∈ Rn

>0
. Thenf satisfies obviously theEuler

relation

df =

n∑

i=1

wixifxi
, in K[x],

and the relation

f(tw1x1, . . . , t
wnxn) = tdf(x1, . . . , xn) in K[x, t].

2. It is easy to notice that, ifchar(K) does not divide the degreed of quasi-
homogeneity, then it follows from the Euler relation thatf ∈ j(f) and thus
τ(f) = µ(f).
On the other hand, it has been established in a theorem of K. Saito [Sai71] that
for f ∈ C{x} having finite Milnor number, the converse does also hold. More
precisely, letf ∈ C{x} be such that0 is an isolated singularity off . Then

Rf is (QH)⇐⇒ µ(f) = τ(f).
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Using the particular relations fulfilled by a(QH) polynomialf ∈ K[x] quoted in
the first part of Remark 2.1.31, we present in the sequel some important properties of
(QH) hypersurface singularities.

Lemma 2.1.32.Letf ∈ K[x] be(QH) of type(w ; d) and letg ∈ K[[x]] be arbitrary.
If char(K) does not divided, then

f
c∼ g ⇐⇒ f

r∼ g.

Proof. The proof repeats the same arguments used in [GLS06, 2.13], replacing the field
of complex numbersC by an algebraically closed field such thatchar(K) ∤ d.

Lemma 2.1.33. Let w = (w1, . . . , wn) ∈ Zn
>0

such thatgcd(w1, . . . , wn) = 1 and
let d ∈ Z>0. Further, letf ∈ m3 ⊂ K[[x]] be(QH) of type(w , d) such thatτ(f) is
finite. Then the following are equivalent

(1) char(k) ∤ d

(2) µ(f) is finite.

Proof. If char(K) does not divided, then it follows clearly from the Euler’s relation
thatf ∈ j(f) (cf. Remark 2.1.31) and henceµ(f) = τ(f) <∞.
To show the implication(2) ⇒ (1), we suppose thatchar(K) dividesd. Hence the
Euler relation reads

w1x1fx1 + . . .+ wnxnfxn
= 0.

As gcd(w1, . . . , wn) = 1, we can suppose for example thatchar(K) ∤ wn. Thus, we
can write

xnfxn
= −w1

wn
fx1 − . . .−

wn−1

wn
fxn−1 .

On the other hand it is easy to see thatxn is not zero inK[[x]]/〈fx1 , . . . , fxn
〉. Indeed,

otherwise we would havexn ∈ 〈fx1 , . . . , fxn
〉 ⊂ m2 which is impossible.

Hencefxn
is a zero divisor inK[[x]]/〈fx1 , . . . , fxn

〉. Therefore the sequencefx1 , . . . , fxn

is not regular in the Cohen-Macaulay ringK[[x]]. Then it follows thatdim(Mf ) ≥ 1,
whereMf is the Milnor algebra associated tof (cf. [GLS06, B.8.3]). But this contra-
dictsµ(f) <∞. Hencechar(K) ∤ d.

Remark 2.1.34. Let f be a(QH) of type(w ; d) wherew ∈ Zn>0 andd ∈ Z>0. We
should notice that in arbitrary characteristic, the partial derivations off are either0
or non-zero(QH) polynomials. More precisely, fori = 1, . . . , n, we have

fxi
= 0 or fxi

is (QH) of type(w ; d− wi).

So we get the following lemma:

Lemma 2.1.35.Letf ∈ m be a(QH) polynomial. Ifµ(f) is finite, then

{r ∈ Kn : fx1(r) = . . . = fxn
(r) = 0} = {0}.
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Proof. Let w = (w1, .., wn) ∈ Zn>0 be the weight associated tof and let

N = {r ∈ Kn : fx1(r) = . . . = fxn
(r) = 0}

We suppose that there existsr = (r1, . . . , rn) ∈ N such thatr 6= 0. Then for any
t ∈ K, we have clearly(tw1r1, . . . , t

wnrn) ∈ N .
Further letI be the ideal associated to the set of points

{(tw1r1, . . . , t
wnrn)) : t ∈ K} .

ObviouslyI ⊃ j(f) anddim(K[[x]])/I = 1, this yieldsdim(Mf ) ≥ 1 which contra-
dictsµ(f) <∞.

Remark 2.1.36. Let P ⊂ Rn
≥0

be aC-polytope. Letf =
∑
α

aαx
α ∈ K[[x]] be such

that the truncationfP =
∑

α∈P

aαx
α 6= 0. Then, it follows clearly that

fP is a (PH) polynomial of type(W ; 1),

whereW is the finite set of weights associated toP (cf. Remark 2.1.17). If we have
further that no point ofsupp(f) lies belowP , then we can write

f = fP + f1, with vW (f1) > 1.

Furthermore,fP is called theprincipal part of f .

Definition 2.1.37. Letf ∈ m ⊂ K[[x]].

1. We callf semipiecewise-homogeneousor (SPH) if there exists aC-polytope
P in Rn

≥0
such that no point ofsupp(f) lies belowP and the(PH) polynomial

fP has a finite Tjurina number.

2. A formal power seriesf ∈ K[[x]] is calledsemiquasihomogeneous(SQH) if
there is a face∆ of Γ(f) of dimensionn− 1 such that the(QH) truncationf∆
has finite Tjurina number. This face∆ is then uniquely determined andf∆ is
called the principal part off .

3. A hypersurface singularity is calledsemipiecewise-homogeneous(resp. semi-
quasihomogeneous) or (SPH) (resp. (SQH)) if there exists a(SPH) (resp.
(SQH)) power seriesf such thatR ∼= Rf .

Obviously, any(SQH) hypersurface singularity is(SPH) too. One has only to con-
sider the extension of the face∆ to the coordinate hypersurfaces to get aC-polytope
in Rn

≥0
.

Remark 2.1.38. Let f ∈ K[[x]] be (SQH) and letf∆ be the principal part off .
Considering the weight vector associated to the facet∆, we observe easily thatf∆ is
a (QH)-polynomial of type(w ; d) whered ∈ Z>0. Moreover, we can write

f = f∆ + g, with τ(f∆) <∞ and vw(g) > d.
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In chapter 3 of the present dissertation, Corollary 3.3.13 establishes the following.

Lemma 2.1.39.Any semiquasihomogeneous hypersurface singularity is isolated.

Proof. cf. Corollory 3.3.13.

The investigation of(SQH) singularities over the field of complex numbersC plays
a central role in the important paper [Arn74] of Arnold wherehe shows for example
that a(SQH) hypersurface singularity has the same Milnor number as its associated
principal part. Of course, we would like to investigate in how far this remains true in
arbitrary characteristic.
The following example however shows that this property doesnot hold in general when
char(K) > 0.

Example 2.1.40.Let char(K) = 7 and letf = x7 + x6y + y4 ∈ K[[x, y]]. Further,
let ∆ be the line segment with end points(7, 0) and(0, 4). It is clear thatf is (SQH)
of principal partf∆ = x7 + y4 (note thatf∆ is reduced and henceτ(f∆) < ∞). On
the other handµ(f∆) is infinite whileµ(f) = 21 <∞.

We notice that in this example,char(K) = 7 divides the weighted degree off∆ which
is 28.

Proposition 2.1.41. LetK be an algebraically closed field of arbitrary charactersic
and letw = (w1, . . . , wn) ∈ Zn

>0
. Further, letf ∈ K[[x]] be(SQH) with principal

part f∆ of type(w ; d), d ∈ Z>0. If µ(f∆) is finite, thenµ(f) = µ(f∆).

Proof. Throughout the whole proof, we use the following notation:
K[[y, t]] := K[[y1, . . . , yn, t]] andK[[x, t]] := K[[x1, . . . , xn, t]].
We can writef = f∆ + g, whereg ∈ K[[x]] andvw(g) > d.
Further, we assumeµ(f∆) <∞ and we set

f̂(x, t) :=
f(tw1x1, . . . , t

wnxn)

td
∈ K[[x, t]].

Thusf̂(x, t) = f∆(x) + tmg(x, t),m ≥ 1. Hence, we can write

f̂xi
(x, t) = f∆,xi

(x) + tmgxi
(x, t) ∈ K[[x, t]]. (2.1)

We consider the followingK-algebra homomorphism

Φ : K[[y, t]] −→ K[[x, t]]

yi 7→ f̂xi
(x, t)

t 7→ t

Clearly, it follows from(2.1) that

dimK(K[[x, t]]/〈f̂x1(x, t), . . . , f̂xn
(x, t) , t〉) = dimK(K[[x]]/j(f∆)) = µ(f∆).

(2.2)
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Thus, asµ(f∆) is finite, we see that the morphismΦ is quasifinite and even finite (cf.
[GLS06, 1.13]).
Moreover, it follows from(2.2) that dim(K[[x, t]]/〈f̂x1(x, t), . . . , f̂xn

(x, t) , t〉) is
zero. Then we can write obviously

dim(K[[x, t]]) = dim(K[[y, t]]) + dim(K[[x, t]]/〈f̂x1(x, t), . . . , f̂xn
(x, t) , t〉.

Besides, forK[[x, t]] is Cohen-Macaulay, it follows from [Eis96, 18.16] thatΦ is flat.
Altogether, and using the Nakayama lemma, we obtain thatK[[x, t]] is a freeK[[y, t]]-
module of rankµ(f∆). Hence

K[[x, t]]⊗K[[y,t]]K[[y, t]]/〈y〉 = K[[x, t]]/〈f̂x1(x, t), . . . , f̂xn
(x, t)〉

is a freeK[[t]]-module of rankµ(f∆). Over the field of fractionsK((t)), we consider
the morphism

ϕ : K((t))[[x]] −→ K((t))[[x]]

xi 7→ twixi, i = 1, . . . , n

t 7→ t.

It is straightforward thatϕ is an isomorphism of local algebras and inK((t))[[x]], we
have

f̂(x, t) =
1

td
ϕ(f(x)).

Writing K ′ for K((t)), we have cleary

〈f̂(x, t)〉K′[[x]] = 〈ϕ(f(x))〉K′[[x]].

Sinceϕ is an isomorphism, we have by Lemma 1.2.7

j(f̂)K ′[[x]] = j(ϕ(f))K ′[[x]] = ϕ(j(f))K ′[[x]].

Due to the above, we get

K[[x, t]]/〈f̂x1(x, t), . . . , f̂xn
(x, t)〉⊗K[[t]]K((t)) ∼= K ′[[x]]/ϕ(j(f))K ′[[x]]

∼= K ′[[x]]/j(f)K ′[[x]]

is aK ′-vector space of finite dimensionµ(f∆).
Finally, it follows by Theorem 5.1.7 that

dimK(K[[x]]/j(f)) = dimK′(K ′[[x]]/j(f)K ′[[x]]) = µ(f∆).

If char(K) = 0, we shall give an alternative proof of Proposition 2.1.41 inChapter 5
using Lefschetz principle (cf. Proposition 5.2.2).
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2.1.3 Piecewise-Homogeneous Grading of Algebroid Singularities

In the first part of the present section, we shall show howC-polytopes (or equivalently
finite sets of weights) give rise to particular filtrations ofalgebroid singularities. These
are the so calledpiecewisefiltrations and generalize the well-known quasihomoge-
neous filtrations which are induced by only one weight. Afterthat, we shall deal with
the main properties of the associated gradedK-algebras.

Lemma 2.1.42.LetW ⊂ Zn
>0

be a finite set of weights and letd ∈ N. Then the sets

F≥d := {g ∈ K[[x]] : vW (g) ≥ d} ,

and
F>d := {g ∈ K[[x]] : vW (g) > d} .

are ideals ofK[[x]]. Moreover, we have

1. F≥0 = K[[x]] andF
>0 = m,

2. F
>d
⊂ F≥d andF≥d′ ⊂ F≥d for anyd

′ ≥ d and

3. for anyd
′ ∈ N, we haveF≥dF≥d′ ⊂ F≥d+d′ .

Proof. The proof is obvious.

Remark 2.1.43. 1. For any d ∈ N, it is easy to see that theK-linear spaces
K[[x]]/F≥d andK[[x]]/F>d are finite dimensional.

2. We observe clearly from Lemma 2.1.42 that the idealsF≥d, d ∈ N, give rise to a
decreasing filtration

F≥0 ⊃ F≥1 ⊃ . . . ⊃ F≥d ⊃ . . .

ofK[[x]]. On the other hand, ifI is a proper ideal ofK[[x]], then we see clearly
that

(F≥0 + I)/I ⊃ (F≥1 + I)/I ⊃ . . . ⊃ (F≥d + I)/I ⊃ . . .
is the induced quotient filtration on the algebroid singularity K[[x]]/I.

Definition 2.1.44. Let W ⊂ Qn
>0

be a finite set of weights and letI ⊂ K[[x]] be a
proper ideal. We call the decreasing filtration

(F≥0 + I)/I ⊃ (F≥1 + I)/I ⊃ . . . ⊃ (F≥d + I)/I ⊃ . . .

where ford ∈ N, F≥d := {g ∈ K[[x]] : vW (g) ≥ d} thepiecewise-homogeneous
filtration or W -filtration of the algebroid singularityK[[x]]/I.
Further, the ideals(F≥d + I)/I, d ∈ N, are called theW -ideals ofK[[x]]/I.
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In the following, we shall study the associated grading to a given piecewise filtra-
tion of an algebroid singularity. Next, we consider the associated gradedK-algebra
grW (K[[x]]/I), namely

grW (K[[x]]/I) :=
⊕

d∈N

grW , d(K[[x]]/I),

where
grW , d(K[[x]]/I) := F≥d/(F>d + (F≥d ∩ I)).

Remark 2.1.45. We observe that the monomials of theK-algebragr
W

(K[[x]]) are of
the form

δα = xα + F≥λW (α) ∈ F≥λW (α)/F>λW (α),

that isδα is the residue class of the monomialxα ofK[[x]] modulo the idealF>λW (α).
Considering Remark 2.1.21 and Lemma 2.1.22, the multiplication on gr

W
(K[[x]] is

defined as follows:

δα1
· δα2

:=






δα1+α2
, if for somew ∈W , λW (α1) = λw(α1)

andλW (α2) = λw(α2),

0 , otherwise.

Following [GrP02, 5.5.10], we define the initial ideal ofI associated toW .

Definition 2.1.46. LetW be a finite set of weights.

1. For f =
∑

α aαxα ∈ K[[x]] such thatd := vW (f), we call

InW (f) :=
∑

W−deg(xα)=d

aαxα

the initial form of f with respect toW .

2. LetI ⊂ K[[x]] be an ideal. The ideal

InW (I) := 〈InW (f) : f ∈ I \ {0}〉 ⊂ K[x]

is called theinitial ideal of I with respect toW .

Notation 2.1.47. If W contains only one weight, then forf ∈ K[[x]], we denote
InW (f) := In(f).

Remark 2.1.48. 1. InW (f) is a (PH) polynomial of type(W , vW (f)).

2. It is of interest to note that in generalInW (fg) 6= InW (f)InW (g) while the
equality holds when the setW contains only one weight.
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Example 2.1.49.Let W = {(1, 2), (3, 1)}. We considerf = x5 + xy2 + y5 and
g = x7 + y7. It is clear thatf is (PH) of type(W ; 5) and g is is (PH) of type
(W ; 7). Moreoverf = InW (f) andg = InW (g). ButInW (fg) = x12 + x8y2 +
xy9 + y12 6= InW (f)InW (g).

Proposition 2.1.50.LetI ⊂ K[[x]] be an ideal and letW be a finite set of weights in
Zn>0. Then

grW (K[[x]]/I) ∼=
⊕

d≥0

K[x]d/InW (I)d

asK-vector spaces.

Proof. Let d ∈ Z>0, we define the following twoK-vector spces:
K[x]d := 〈xα : vW (xα) = d〉K andInW (I)d := InW (I) ∩K[x]d.
Cleary, we haveK[x]d

∼= F≥d/F>d.
Hence, we can consider the canonicalK-linear surjection

ϕd : K[x]d ։ F≥d/(F>d + (F≥d ∩ I))
f 7→ f̄ .

In the following, we show thatInW (I)d = Ker(ϕd). First, letf ∈ I be such that
vW (f) = d. Thus, we can writef = InW (f) + g, with g ∈ F>d.
Hence,f − g ∈ F>d + (F≥d ∩ I) and thereforeϕd(InW (f)) = 0. This yields
InW (I)d ⊂ Ker(ϕd). On the other hand, letf ∈ K[x]d be such thatϕd(f) = 0.
Thenf ∈ F>d+(F≥d∩I), that is there existg ∈ F>d andh ∈ F≥d∩I with f = g+h.
But f ∈ K[x]d andg ∈ F>d yield tof = InW (h) ∈ InW (I)d and thus the inclusion
InW (I)d ⊃ Ker(ϕd) follows.
Soϕd is an isomorphism ofK-vector spaces. Hence, we have

K[x]d/InW (I)d
∼= F≥d/(F>d + (F≥d ∩ I))

and the K-vector space isomorphism

⊕

d≥0

K[x]d/InW (I)d
∼= gr

W
(K[[x]]/I)

clearly follows.

Using the computer algebra system SINGULAR, the computation of the initial ideal is
almost immediate if we deal with only one weight as the following lemma shows.

Lemma 2.1.51.LetI ⊂ m be an ideal, and let letw ⊂ Zn
>0

. Further, let{f1, . . . , fs}
be a standard basis ofI with respect to a local weighted ordering associated tow.
Then

In(I) = 〈In(f1), . . . , In(fs)〉.
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Proof. The proof that we shall give is similar to the one given in [GrP02, 5.5.11].
Let f ∈ I. For{f1, . . . , fs} is a standard basis of I with respect to aw- local weighted
ordering, there exist a unitu ∈ K[[x]]∗ andg1, . . . , gs ∈ K[[x]] such that

uf =

s∑

i=1

gifi and vw(In(uf)) ≤ vw(In(gifi)),

for all i. Now, let

N := {1 ≤ i ≤ s : vw(In(uf)) = vw(In(gifi))} .
Finally Remark 2.1.21 yields

In(f) =
∑

i∈N

In(gi)In(fi).

Remark 2.1.52. In general, Lemma 2.1.51 fails when the finite set of weightsW

contains more than one element, for it is not possible to construct a monomial ordering
which is compatible with the piecewise orderingvW . Indeed, let for exampleW =
{(1, 2) , (3, 1)}. AlthoughvW (xy2) = 5 > vW (x4) = 4, we havevW (y2 · xy2) =
7 < vW (y2 · x4) = 8.

In the last part of this subsection, we shall investigate (piecewise-homogeneous)graded
algebroid singularities associated to zero dimensional ideals ofK[[x]]

Proposition 2.1.53. Let W ⊂ Zn
>0

be a finite set of weights and letI ⊂ K[[x]] be
a proper ideal ofK[[x]]. If dimK(K[[x]]/I) is finite, thendimK(gr

W
(K[[x]]/I)) is

also finite.

Proof. K[[x]]/I is a finite dimensional vector space means that the Krull dimension
of theK-algebraK[[x]]/I is zero. Hence, there existsk ∈ Z>0 such thatmk ⊂ I and
thus there is ad0 such thatF≥d ⊂ F≥d0 ⊂ mk ⊂ I for anyd ≥ d0. But then

(I ∩ F≥d) + F>d = F≥d

for d ≥ d0, and hence

gr
W

(K[[x]]/I) =

d0⊕

d=0

F≥d/(F>d + (F≥d ∩ I)).

It thus suffices to see that eachF≥d/(F>d+(F≥d∩I)) has finite dimension. However,
there is an integerm such thatmm ⊂ F>d ⊂ (F≥d ∩ I) + F>d, so that the dimension
is bounded bydimK(F≥d/m

m) which is clearly finite.

Corollary 2.1.54. Let W ⊂ Zn
>0

be a finite set of weights and letI ⊂ K[[x]] be a
proper ideal ofK[[x]]. If dimK(K[[x]]/I) is finite, then there exists an epimorphism
ofK-vector spaces

gr
W

(K[[x]]/I) ։ K[[x]]/I.
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Proof. By Proposition 2.1.53, we know thatdimK(gr
W

(K[[x]]/I)) is finite. Hence,
we can write the gradedK-algebra as a finite sum

m⊕

d=0

F≥d/(F>d + (F≥d ∩ I)).

For d ∈ Z
>0 , it is clear that the monomials ofW -degree preciselyd generate the

K-spaceF≥d/F>d. Thus, their images inF≥d/(F>d+F≥d∩I) span this linear space.
Hence, a set of monomials{eα : α ∈ Λ} is a basis ofgr

W
(K[[x]]/I) if for each value

d of vW lying between0 andm, thoseeα of W -degree preciselyd are independant
modulo the idealF>d + F≥d ∩ I.
LetB = {eα : α ∈ Λ} be a basis ofgr

W
(K[[x]]/I) consisting of monomials.

We claim that the set{eα mod(I) : eα ∈ B} span the linear spaceK[[x]]/I.

Indeed, letg ∈ K[[x]] such thatvW (g) = d. We writeg = gd + g>d wheregd is
(PH) of W -degree equal tod andg>d ∈ F>d.
Let {eα : α ∈ Λd} be the subset of monomials ofB of W -degree preciselyd. Then,
we can write

gd =
∑

α∈Λd

cαeα + h+ h1,

where the coefficientscα are inK, h ∈ F≥d ∩ I andh1 ∈ F>d.
Therefore, it follows clearly that

g mod(I) =
∑

α∈Λd

cα(eα mod(I)) + h1 mod(I).

If we denoted1 = vW (h1), then we have clearlyd1 > d and using the same consider-
ations as forgd leads to

g mod(I) =
∑

α∈Λd∪Λd1

cα(eα mod(I)) + h2 mod(I),

where{eα : α ∈ Λd1} is the subset of monomials ofB with W -degree precisely
d1 andh2 ∈ F>d1 . As the idealI is zero dimensional, we see clearly that the claim
follows after finitely many iterations.

Remark 2.1.55. LetW ⊂ Zn
>0

be a finite set of weights and letf ∈ m ⊂ K[[x]]. We
considerMf := K[[x]]/j(f) andTf := K[[x]]/I the Milnor algebra and the Tjurina
algebra off respectively. Hence, ifµ(f) < ∞ (resp. τ(f) < ∞), then it follows by
Proposition 2.1.53

µ(f) ≤ dimK(grW (Mf )) <∞,

(resp. τ(f) ≤ dimK(grW (Tf )) <∞).
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2.1.4 Toric Varieties andC-polytopes

In the last part of the present section, we shall discuss how we associate to anyC-
polytope a toric variety.
LetK be an algebraically closed field of positive characteristic.
We writeK∗ for the setK \ {0}.
We denote the ring of Laurent polynomialsK[x1, x1

−1, x2, x2
−1, . . . , xn, xn

−1] by
K[x,x−1].
Furthermore, we consider the algebraic torus

(K∗)
n

:= Spec(K[x,x−1]).

Definition 2.1.56.A toric variety is an irreducible algebraic varietyX overK equipped
with an action of an algebraic torus(K∗)

n having an open dense orbit.

For the sequel, letP ⊂ Rn
>0

be aC-polytope and let

W := W P = {w∆ : ∆ facet of P }

be the finite set of weights associated toP (cf. Remark 2.1.17). Furthermore, let
LP = {λ∆ : ∆ facet ofP } be the set of linear functions associated toP .
Following Wall in [Wal99a], we shall use the following notation:

Notation 2.1.57. For any face∆ of P ,

1. we writeP [∆] for the cone over∆ (with base0),

2. we denote
R∆ := {f ∈ K[x] : supp(f) ⊂ P [∆]}

for the ring spanned by the monomials which correspond to thelattice points of
P [∆], and finally

3. we writeM∆ for the semigroupMon(R∆) of monomials inR∆

Remark 2.1.58. Letα be a lattice point inZn
≥0

. Then, it is easy to notice that

xα ∈M∆ ⇐⇒ vW (xα) = v∆(xα)⇐⇒ λW (α) = λ∆(α).

We summarize the main properties of the ringR∆ in the following proposition due to
Kouchnirenko.

Proposition 2.1.59.LetP be aC-polytope inRn
>0

and let∆ be any face ofP . Then,

1. R∆ is a graded Cohen-Macaulay ring.

2. Any inclusionδ ⊂ ∆ of faces ofP induces an epimorphism

π∆,δ : R∆ ։ Rδ.

Proof. See [Kou76].
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Remark 2.1.60. LetP be aC-polytope inRn
>0

and letW := W P be the finite set of
weights associated toP . Further, let∆ be a facet ofP .

1. If we denote byR the gradedK-algebragrW (K[[x]]), then it is clear that we
can identify the ringR∆ with a subring ofR. Moreover, the grading ofR∆ is
induced by the one ofR. More precisely, it is induced by the linear function
λ∆ ∈ LP . Hence, for any inclusionδ ⊂ ∆, we see easily that the grading on
Rδ is induced by the restriction ofλ∆ on the coneP [δ].

2. Let
J∆ =

⊕
α 6∈P [∆]

K · δα ⊂ R,

whereδα = xα +F>λW (α) is the residue class of the monomialxα modulo the
idealF>λW (α). It is easy to see thatJ∆ is an ideal ofR. Furthermore, we have
obviously that

R∆
∼= R/J∆.

Hence, we have clearly an epimorphism ofK-algebras

π∆ : R −→ R∆.

On the other hand,R is clearly isomorphic to the polynomial ringK[x] for
it is generated by monomials. Then, it follows thatR∆ is a finitely generated
K-algebra.

3. For any inclusionδ ⊂ ∆ of faces and with the notations of Proposition 2.1.59,
we have

πδ = π∆,δ ◦ π∆.

Before giving the main proposition of this subsection, let us fix some notations follow-
ing Wall in [Wal99a].

Notation 2.1.61. LetP be aC-polytope and let∆ be any face ofP , then we write

T∆ := Spec(R∆)

for the affine spectrum associated toR∆.

Proposition 2.1.62.LetP be aC-polytope inRn
≥0

and let∆ be a face ofP . Then, the
affine spectrumT∆ := Spec(R∆) of R∆ is a toric variety. Furthermore,(K∗)

n acts
onT∆ with one orbit corresponding to each face of∆.

Proof. For the proof, we use the analogy that exists with the well-known case where
(K = C) and we quote for example [GKZ94] and [Wal99a].
Let P be aC-polytope inRn

>0
and let∆ be a face ofP . Further, letW := W P be

the finite set of weights associated toP .
Clearly, we can considerR∆ as a subring ofK[x1, x1

−1, . . . , xn, xn
−1]. Then, it

follows that the image of the associated map(K∗)n −→ T∆ is dense inT∆.
On the other hand, each pointξ of T∆ corresponds to a ring homomorphism

φξ : R∆ −→ K.
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Hence, we have clearly the following action of(K∗)
n onT∆.

χ∆ : (K∗)n × T∆ −→ T∆

(µ , ξ) 7→ χ∆(µ, ξ) := µ · ξ,

where forµ = (µ1, . . . , µn), the pointµ · ξ corresponds to the ring homomorphism
µ · φξ : R∆ −→ K defined by

(µ · φξ)(f(x1, . . . , xn)) = f(µ1x1, . . . , µnxn), f ∈ R∆.

On the other hand, we have by Proposition 2.1.59 that any inclusionδ ⊂ ∆ of faces
induces an epimorphismR∆ ։ Rδ and therefore an inclusionTδ →֒ T∆. Thus the
subset ofT∆ given by

U∆ := T∆ \
⋃
{Tδ : δ is a proper face of∆}

is open inT∆.
Besides,U∆ can be characterized as follows:
ξ ∈ U∆, if and only if,φξ defines a homomorphism from the semigroup of monomials
M∆ toK∗.
For a proof of this intermediate result we refer to [Wal99a] since the arguments used
there are independent of the characteristic.
Furthermore, ifξ ∈ U∆, then it turns out that the corresponding homomorphismφξ
is induced by evaluating on a pointrξ ∈ (K∗)

n. Indeed,φξ can be extended (non-
uniquely) to a homomorphism̃φξ : Zn → K∗. Moreover letrξ be the point of(K∗)

n

with corrdinates
rξ,i := φ̃(ǫi),

where fori = 1, . . . , n,

i
ǫi = (0 . . . 0, 1, 0 . . . 0).

Thus, we see easily that for any monomialm = xα ∈M∆, we have

φξ(x
α) = rα.

Then, it follows that there is a surjective homomorphism

(K∗)
n

։ U∆,

and thereforeU∆ is dense inT∆.
Finally, we shall show thatU∆ corresponds to one orbit of the actionχ∆.
Let ξ ∈ U∆, we denote byOξ the orbit of the pointξ under the actionχ∆, that is

Oξ := {µ · φξ : µ ∈ (K∗)
n}.

Further, letrξ be the a point of(K∗)
n corresponding to the homomorphismφξ. Hence,

by definition of the actionχ∆ and the characterization ofφξ via rξ, we have for any
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monomialxα ∈M∆

µ · φξ(xα) = φξ(µ
αxα)

= µαrξ
α

= (µrξ)
α
.

Hence, the homomorphismµ · φξ takes its values inK∗ and therefore it corresponds
to a point ofU∆. This shows the inclusion

Oξ ⊂ U∆.

Conversely, letξ′ be an arbitrary point ofU∆. Then, the corresponding homomorphism
φξ′ is induced by evaluating on a pointrξ′ ∈ (K∗)

n. Further, letµξ,ξ′ := rξ′rξ
−1 ∈

(K∗)n and letxα ∈M∆ be a monomial. Then, we have

φξ′(x
α) = rξ′

α

= µξ,ξ′rξ
α

= µξ,ξ′ · φξ(xα).

Hence,ξ′ ∈ Oξ and thereforeU∆ ⊂ Oξ.
Thus,U∆ = Oξ and similarly each face of∆ corresponds to one orbit of the action
χ∆.

Corollary 2.1.63. LetP be aC-polytope inRn
>0

such that the associated set of weights
W P is a subset ofQn

>0
and let ∆ be a face ofP . Then, the projective spectrum

Proj(R∆) of the graded ringR∆ is a toric variety.

Proof. Let P be aC-polytope inRn
>0

and let∆ be a face ofP . Further, letλ∆ be the
linear function ofLP associated to∆ with λ∆ = 〈w∆ , ·〉 andw∆ = (w1, . . . , wn) ∈
Qn

>0
. Then, it is a well-known fact thatProj(R∆) can be considered as the quotient

byK∗ (with action induced byλ∆) of the toric varietyT∆. See [Wal99a].
More precisely, letN ∈ Z>0 be such thatNw∆ ∈ Zn

>0
. On the other hand, we recall

that in the proof of Theorem 2.1.62, we associate to any pointξ ∈ T∆ a morphism of
rings

φξ : R∆ −→ K

and we define an actionχ∆ of (K∗)n onT∆. Then, we get an action ofK∗ onT∆ as
follows:

K∗ × T∆ −→ T∆

(t , ξ) 7→ χ∆((tNw1 , . . . , tNwn) , φξ).

Moreover, we have
Proj(R∆) ∼= T∆/K

∗.

Thus, the claim follows.
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2.2 C-Polytopes and derivations

In the following, we define the filtred order of aK-derivation with respect to a finite
setW of weights.
For this purpose, we associate to any derivation of the formxα∂xi

then-tupleα − ǫi
of Zn

≥0
obtained fromα by decreasing the coordinateαi by 1.

Definition 2.2.1. 1. Letξ = g∂xi
wherei ∈ {1, . . . , n} andg ∈ K[[x]].

W -ord(ξ) := vW (ξ) := min{λW (α− ǫi) : α ∈ supp(g)}

is called the piecewise-homogeneous order or theW -order ofξ.

2. More generally, we define theW -order of a derivationξ =
∑n

i=1
gi∂xi

as fol-
lows

W -ord(ξ) := vW (ξ) := min{vW (gi∂xi
) : 1 ≤ i ≤ n}.

We setW -ord(0) :=∞.

Remark 2.2.2. Let ξ =
∑n

i=1
gi∂xi

∈ DerK(K[[x]]) and letW be a finite set of
weights. Then, fori = 1, . . . , n, we have

vW (gi) ≥ vW (ξ) + λW (ǫi).

Indeed, fori, 1 ≤ i ≤ n, let α ∈ supp(gi). As the functionsλw, w ∈W , are linear,
then we can write

λw(α) = λw(α− ǫi) + λw(ǫi).

Hence by Definition ofλW , we have

λw(α) ≥ λW (α− ǫi) + λW (ǫi) and so

λW (α) ≥ λW (α− ǫi) + λW (ǫi).

Thus,vW (gi) ≥ vW (ξ)+vW (ǫi) follows obviously from Definitions 2.1.18 and 2.2.1.

Lemma 2.2.3. Let f ∈ K[[x]] andξ ∈ DerK(K[[x]]). Further, letW be a finite set
of weights. Then,

vW (ξf) ≥ vW (ξ) + vW (f).

Before starting the proof, we would like to mention that alsoin characteristic zero, the
equality does not necessarily hold as the following exampleshows.

Example 2.2.4.Let char(K) = 0 and letW = {(1
7 ,

2
7 ) , (1

6 ,
1
4 )}.

Further,letξ = x∂y ∈ DerK(K[[x, y]]) and letf = y.
Obviously,ξf = x and hencevW (ξf) = vW (x) = 1

7 .
Clearly, we havevW (f) = vW (y) = 1

4 . On the other hand, we associateξ to the
point(1,−1) and thus we havevW (ξ) = − 1

7 . Hence,

vW (ξf) =
1

7
>

3

28
= vW (ξ) + vW (f).
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Now, we give the proof of Lemma 2.2.3.

Proof. Let f ∈ K[[x]] and letξ ∈ DerK(K[[x]]).
First, we suppose thatξ is of the formξ = g∂xi

, wherei ∈ {1, . . . , n} andg ∈ K[[x]].
Hence,ξf = gfxi

and we observe that iffxi
= 0, then the lemma is trivial as we have

vW (0) =∞.
We assumefxi

6= 0, then we have

supp(ξf) ⊆ {β + α− ǫi : β ∈ supp(g) andα ∈ supp(f)}.

Hence, by Definition 2.1.18, we have

vW (ξf) = vW (gfxi
)

≥ min {λW (β + α− ǫi) : β ∈ supp(g) andα ∈ supp(f)}

On the other hand, we have for allw ∈W

λj(β + α− ǫi) = λj(β − ǫi) + λj(α)

≥ λW (β − ǫi) + λW (α).

Thus,
λW (β + α− ǫi) ≥ λW (β − ǫi) + λW (α).

This leads to

vW (ξf) ≥ min {λW (β − ǫi) + λW (α) : β ∈ supp(g) andα ∈ supp(f)}
= vW (ξ) + vW (f).

Now, supposeξ is of the formξ =
∑n
i=1 gi∂xi

.
It follows by Definitions 2.1.18 and 2.2.1, that

1. vW (ξ) = min{vW (gi∂xi
) : i = 1, . . . , n}.

2. vW (ξf) = min{vW (gifxi
) : i = 1, . . . n}.

Moreover, it follows from the first part of our proof that for any i, 1 ≤ i ≤ n, we have

vW (gifxi
) ≥ vW (gi∂xi

) + vW (f)

≥ vW (ξ) + vW (f).

Hence,vW (ξf) ≥ vW (ξ) + vW (f) follows clearly.

Following Arnold [Arn74 6.6], we give in the final part of the first section a technical
lemma which we need later for the proof of our central theoremabout normal forms.
For this purpose, let againW be a finite set of weights.

Lemma 2.2.5. Let f ∈ m2 be a formal power series and letϕ ∈ Aut(K[[x]]) be an
automorphism of the formϕ : xi 7→ xi + gi, i = 1, . . . n, such that

vW (gi) > vW (xi),
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for all i = 1, . . . , n. Further, letW be a finite set of weights. Then,

ϕ(f) = f + ξf +R,

whereξ =
∑n

i=1 gi∂xi
∈ DerK(K[[x]]) andR ∈ K[[x]] satisfies

vW (R) > vW (ξ) + vW (f).

Proof. We consider a finite set of weightsW . Further, letf ∈ m2 and letϕ ∈
Aut(K[[x]]) be defined by
ϕ : xi 7→ xi + gi, i = 1, . . . n, such thatvW (gi) > vW (xi) for all i = 1, . . . , n.
We can assume by linearity ofϕ and the linearity of the action of a derivation on
the set of power series thatf is a monomial inK[[x]] and we writef = xα, where
α = (α1, . . . , αn) ∈ Zn

≥0
. Thus, we have

ϕ(f) = (x1 + g1)
α1 . . . (xn + gn)

αn .

By developing the right hand side of the equation, we obtain

ϕ(f) = xα +

n∑

k=1

αkgkx1
α1 . . . xk

αk−1 . . . xn
αn +

|α|∑

|m|=2

(
α1

m1

)
. . .

(
αn
mn

)
g1
m1 . . . gn

mnxα1−m1

1
. . . xαn−mn

n

= f + ξf +R,

whereξ =
∑n

i=1 gi∂xi
∈ DerK(K[[x]]) and

R =
∑|α|

|m|=2

(
α1

m1

)
. . .
(
αn

mn

)
g1
m1 . . . gn

mnxα1−m1
1

. . . xαn−mn

n
.

If R = 0, then the claim of Lemma 2.2.5 follows obviously.
If R 6= 0, we denote for anym ∈ Zn

≥0
such that2 ≤|m |≤| α |,

Rm :=

(
α1

m1

)
. . .

(
αn
mn

)
g1
m1 . . . gn

mnxα1−m1

1
. . . xαn−mn

n .

Moreover, forh ∈ K[[x]] and for anyw ∈W , we writevw(h) for the weighted order
of h with respect to the weightw. We have clearly from Definition 2.1.18

vW (h) = min{vw(h) : w ∈W }.

On the other hand, using Remark 2.2.2, we get for anyw ∈W

vw(Rm) ≥
(

n∑

i=1

mivw(gi)) + λw(α−m

)

≥
(

n∑

i=1

mi(vw(ξ) + λw(ǫi))) + λw(α−m

)

= |m | vw(ξ) +

n∑

i=1

miλw(ǫi) + λw(α−m).
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Clearly,λw(α−m) =
∑n

i=1
(αi−mi)λw(ǫi) follows by linearity of the functionλw.

Therefore, we have

vw(Rm) ≥ |m | vw(ξ) +

n∑

i=1

αiλw(ǫi)

= |m | vw(ξ) + λw(α)

Then, it follows that

vW (Rm) ≥|m | vW (ξ) + vW (f).

As |m |≥ 2, we obtain then

vW (Rm) > vW (ξ) + vW (f).

On the other hand, by Remark 2.1.21 we have that,

vW (R) ≥ min{vW (Rm) : 2 ≤|m |≤| α |}.

Hence, the claimvW (R) > vW (ξ) + vW (f) clearly follows.

2.3 Non-Degenerate Hypersurface Singularities

In this section, we give the definitions of non-degeneracy. These are essentially stan-
dard, and were established amongst others in [Arn74] and [Kou76].
We recall thatK is an algebraically closed field of arbitrary characteristic.
First, we shall fix some necassary notations for the sequel.

For a subsetI ⊂ {1, . . . , n}, we recall that

RI = {x ∈ Rn : xi = 0 if i 6∈ I} =
⋂

i6∈I

{xi = 0} .

Hence, we have obviously:

• R∅ = {0} and

• R{1,...,n} = Rn.

Similarly, we define

KI = {r ∈ Kn : ri = 0 if i 6∈ I} .

Notation 2.3.1. If f ∈ K[[x]] and δ is a face of aC-polytope, then we writefδ,xi

(1 ≤ i ≤ n) for the partial derivations of the power seriesfδ.

In the following, we shall generalize Wall’s definition of non-degeneracy for arbitrary
characteristic. But before going into the details, we wouldlike to notice that in [Kou76]
Kouchnirenko defines non-degeneracy only with respect toNewton polytopesof con-
venienthypersurface singularities, while in [Wal99a], non-degeneracy is defined in the
more general setting of arbitraryC-polytopes.
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Definition 2.3.2. Letf ∈ K[[x]] and letP be aC-polytope such thatsupp(f) has no
point belowP . Furthermore, letδ be any face ofP .

1. We say thatf is non-degenerateor f satisfies(ND1) with respect toδ if

{r ∈ Kn : fδ,x1(r) = . . . = fδ,xn
(r) = 0} ⊂

⋃

1≤i≤n

{xi = 0} .

That is, there is no common zero of thefδ,xi
, 1 ≤ i ≤ n, in the open torusK∗n.

2. f is called(ND1) with respect toP if f is (ND1) with respect to each face of
P .

3. If f is (CO) and moreover the condition(ND1) holds for each face of the New-
ton polytopeΓ(f), then we say thatf is NPND (non-degenerate with respect
to the Newton polytope).

4. A hypersurface singularityR is called(ND1) with respect toδ (resp.NPND)
if there existsf ∈ K[[x]] such thatf is (ND1) with respect toδ (resp.NPND)
and moreoverRf ∼= R.

Remark 2.3.3. Let f ∈ K[[x]] and letP be aC-polytope such thatsupp(f) has no
point belowP . It is of interest to notice that from Definition 2.3.2, we have clearly that
f is (ND1) with respect to a faceδ of P (resp. with respect toP ), if and only if,fP

is (ND1) with respect toδ (resp. with respect toP ).

Example 2.3.4. Let char(K) = 0 and we consider theA1-singularity given by the
equationf = y2 + xz + z2 ∈ K[[x, y, z]]. Further, we consider theC-polytopeP

in R3
≥0

which is the triangle with the vertices of coordinates(2, 0, 0), (0, 2, 0) and
(0, 0, 2).

x

y

z

∆1

∆2
∆3

We observe that all points ofsupp(f) lie onP . On the other hand,P has the following
inner faces:

• The facet of the triangle wich is the wholeC-polytopeP .

• The line segment∆1 = [(2, 0, 0), (0, 2, 0)].

• The line segment∆2 = [(0, 2, 0), (0, 0, 2)].

• The line segment∆3 = [(2, 0, 0), (0, 0, 2)].
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We show in the following, thatA1 satisfies(ND1) at any inner face ofP . Indeed, we
have

• fP = y2 + xz+ z2, fP ,x = z, fP ,y = 2y andfP ,z = x+ 2z. It follows clearly
that (0, 0, 0) is the unique common zero of the functionsfP ,x, fP ,y andfP ,z.

• f∆1 = y2 and hence, we see that any common zero of the functionsf∆1,x, f∆1,y

andf∆1,z lies on the coordinate hyperplane{y = 0}.
• f∆2 = y2 + z2. Thus, we havef∆2,x = 0, f∆2,y = 2y andf∆2,z = 2z. Then,

it follows that any common zero of these functions lies on theintersection of the
coordinate hyperplanes{y = 0} and{z = 0}.
• f∆3 = z2 + xz and as the above, we show that any singular point of this trun-

cation lies on{x = 0} ∩ {z = 0}.
Then, it follows from Definition 2.3.2 that(ND1) holds at each inner face ofP . How-
ever, if we consider the0-dimensional faceδ = {(2, 0, 0)} ofP belonging to thex-axis,
we havefδ = 0 and thus the property(ND1) fails at this face.
Nevertheless, if we consider the triangle with vertices(1, 0, 1), (0, 2, 0) and (0, 0, 2),
we see easily that it represents the Newton polytopeΓ(f) and moreover(ND1) holds
at any face of this compact polytope (which is not aC-polytope). Nevertheless,f is
notNPND asf is not(CO).

Lemma 2.3.5. Let f ∈ m3 ⊂ K[[x]] be (SQH) with principal part f∆ having
weighted degreed. If char(K) does not devided, then the hypersurface singularity
Rf = K[[x]]/〈f〉 is (ND1) with respect to∆.

Proof. By definition of semiquasihomogeneity, we haveτ(f∆) < ∞. Moreover, as
char(K) ∤ d, it follows by Lemma 2.1.33 thatµ(f∆) <∞. Hence, by Lemma 2.1.35

{r ∈ Kn : f∆,x1(r) = . . . = f∆,xn
= 0} = {0} .

Therefore,f is (ND1) with respect to∆ and soRf is also.

Remark 2.3.6. Let f ∈ m3 ⊂ K[x] be (QH) of weighted degreed and moreover
(CO). If char(K) does not divided, attention should be drawn to the following:
The above Lemma 2.3.5 asserts only thatf is (ND1) with respect to the(n − 1)-
dimensional face ofΓ(f). To claim thatf isNPND, we should show thatf is (ND1)
with respect to each faceδ of Γ(f). The following example shows, that this is not
necessarily the case.

Example 2.3.7. Let char(K) = 0 and letq ∈ Z>0 be such thatq ≥ 2. Further-
more, letg = (x + y)q + xq−1z + zq ∈ K[x, y, z]. Clearly g is homogeneous of
degreeq and τ(g) is finite. Moreover, letP ∈ R3

≥0
be the convex hull of the points

{(q, 0, 0), (0, q, 0), (0, 0, q)}. It is easy to see thatP = Γ(g). Let ∆ be the face of
P which is the line segment of the(x, y)-hyperplane having the end points of coor-
dinates(q, 0, 0) and (0, q, 0). We consider the truncationg∆ = (x + y)q. We have
g∆,x = g∆,y = q(x+ y)q−1 andg∆,z = 0. Thus

{r ∈ Kn : g∆,x(r) = g∆,y(r) = g∆,z(r) = 0} ⊂ {x+ y = 0} .
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So for example the point(1,−1, 1) is a common zero of the partial derivations ofg∆
and therefore, g does not satisfy condition(ND1) at the face∆. We observe however
thatg satisfies(ND1) at the unique facet ofΓ(g).

Remark 2.3.8. We would like to mention that the property(ND1) is in general pre-
served neither underR-actions nor underK-actions. Indeed, letg = (x+ y)2 + xz+
z2 ∈ K[[x, y, z]]. Let∆ be the line segment with the end points(2, 0, 0) and(0, 2, 0).
In Example 2.3.7 we showed thatg is not(ND1) with respect to∆. On the other hand,
if we consider the followingK-automorphism onK[[x, y, z]]

φ : x 7→ x, y 7→ x+ y, z 7→ z,

then we see easily thatg = φ(f), wheref = y2 + xz + z2 ∈ K[[x, y, z]]. In Example
2.3.4 though, we showed thatf is (ND1) with respect to∆.

In his paper [Kou76] about Newton polytopes and Milnor numbers, Kouchnirenko es-
tablishes the following important property resulting fromnon-degeneracy.

Proposition 2.3.9. LetK be an algebraically closed field of arbitrary characteristic
and letf ∈ K[[x]]. If f is NPND, thenf has a finite Milnor number. Moreover,
µ(f) = µN (f).

Proof. See [Kou76].

Remark 2.3.10.Example 2.3.7 shows that the converse of Proposition 2.3.9 is not true
in general. Indeed, forq ≥ 2, the homogeneous polynomialg = (x+ y)

q
+ xq−1z +

zq ∈ K[[x, y, z]] has finite Milnor number but is notNPND since it is not(ND1)
with respect to a face ofΓ(g).

In characteristic zero however, Kouchnirenko shows that the statement of Proposition
2.3.9 does also hold for non-degenerate elements wich are not necessary convenient
(CO).

Proposition 2.3.11.LetK be an algebraically closed field of characteristic zero and
let f ∈ K[[x]]. If f satisfies(ND1) at each face of the Newton polytopeΓ(f), then
µ(f) is finite andµ(f) = µN (f).

Proof. See [Kou76].

In his paper [Wall99a] on Newton polytopes and non-degeneracy, Wall manages to
establish on the fieldC a condition of non-degeneracy which includes the case of
all semiquasihomogeneous hypersurface singularities andwhere the principal results
proved in [Kou76] still hold. Wall calls this conditionstrict non-degeneracy. In the
following, we formulater Wall’s definition in arbitrary characteristic.

Definition 2.3.12. Let f ∈ K[[x]] and let δ be any face of aC-polytopeP such
that no point ofsupp(f) lies belowP . Further, for anyr = (r1, . . . , rn) ∈ Kn, let
Ir := {i : ri 6= 0}.

1. We say thatf is strictly non-degenerateor f satisfies(ND2) at δ if, for any
common zeror of the functionsfδ,xi

(1 ≤ i ≤ n), we haveδ ∩RIr = ∅.
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2. We say thatf satisfiesNPND∗ with respect toP if f satisfies(ND2) for every
inner face ofP .

3. A hypersurface singularityR is called(ND2) with respect toδ (resp.NPND∗

with respect toP ) if there isf ∈ K[[x]] such thatf satisfies(ND2) at δ (resp.
f satisfiesNPND∗ with respect toP ) and moreoverRf ∼= R.

Remark 2.3.13. 1. First, we would like to mention that according to the lemma
1.1 in [Wal99a], if (ND2) holds at anyinner face then it also holds for any
face of theC-polytope. Indeed, this lemma establishes that for any faceδ of a
C-polytopeP , there exists an inner faceδ

′

of P with δ
′ ∩ RIδ = δ (for the

notations, we refer to 2.1.3). Therefore, for any subsetI ∈ {1, . . . , n}, we see
clearly that the conditionδ ∩ RI = ∅ for any inner face ofP implies the same
condition for any face ofP .

2. If the condition(ND2) holds for an inner faceδ, then we should have neces-
sarily thatfδ 6= 0. Otherwise, anyr ∈ (K \ {0})n is a common zero offδ,xi

,
1 ≤ i ≤ n. AsRIr = Rn, we have thereforeδ ∩ RIr 6= ∅ wich contradicts the
condition(ND2) at δ.

The following lemma helps understanding condition(ND2).

Lemma 2.3.14.Let f ∈ m ⊂ K[[x]] and letδ be a face of aC-polytopeP such that
no point ofsupp(f) lies belowP . Furthermore, letr ∈ Kn be a common zero offδ,xi

,
1 ≤ i ≤ n. If f is (ND2) with respect toδ, thenfδ vanishes identically onKIr and
thereforefδ,xi

, 1 ≤ i ≤ n, do so too.

Proof. Let r ∈ Kn be a common zero offδ,xi
, 1 ≤ i ≤ n. Throughout this proof, we

denoteI := Ir. If we write f =
∑

α∈supp(f)

aαx
α, then we getfδ =

∑
α∈δ

aαx
α.

On the other hand, asδ ∩ RI = ∅, then it follows that for anyα = (α1, . . . , αn) ∈ δ
there existsi 6∈ I such thatxi dividesxα. Indeed, sinceα ∈ δ, thenα 6∈ RI . Hence,
there existsi 6∈ I such thatαi 6= 0 and thus we getxi | xα.
Now lets = (s1, . . . , sn) ∈ KI , that issi = 0 for all i 6∈ I. Then, for anyα ∈ δ, we
have clearlysα = 0 and thereforefδ(s) = 0. This means thatfδ vanishes identically
onKI and obviously all derivations offδ too.

Here, we notice thatKI is a union of torus. Of course,r ∈ KI and Lemma 2.3.14
asserts that condition(ND2) implies thatr is not an isolated singularity off (see Def-
inition 1.2.9).

The next lemma compares condition(ND2) to condition(ND1).

Lemma 2.3.15.Let f ∈ K[[x]] and letP ⊂ Rn
≥0

be aC-polytope. Further, letδ be
any inner face ofP . If f satisfies(ND2) at δ thenf satisfies also(ND1) at δ.

Proof. Let f ∈ K[[x]] and letδ be aninner face of aC-polytopeP ⊂ Rn
≥0

. On the
other hand, letr = (r1, . . . , rn) be a common zero to thefδ,xi

1 ≤ i ≤ n.
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We assume(ND2) holds atδ and we suppose thatri 6= 0 for all i = 1, . . . , n, which
meansf does not satisfy(ND1) with respect toδ.
Hence, if we denoteI = {i : ri 6= 0}, then we haveRI = Rn and

∅ = δ ∩RI = δ ∩ Rn = δ

which is impossible. Thereforef is (ND1) with respect toδ.

The converse of Lemma 2.3.15 is not true in general as the following example shows

Example 2.3.16.In char(K) = 0, we consider the isolated plane curve singularity of
equationf = x3 + x2y + y4. Let∆ be the line segment joining the points(3, 0) and
(0, 3). Obviously,∆ is aC-polytope and moreover no point ofsupp(f) lies belowP .
On the other hand, we have

f∆ = x3 + x2y, f∆,x = 3x2 + 2xy, and f∆,y = x2.

Hence a common zero tof∆,x andf∆,y must lie on they-axis and thusf is (ND1) at
∆. However, the pointr = (0, 1) is a common zero off∆,x andf∆,y, while∆∩RIr =
∆ ∩ ({0} × R) = {(0, 3)} 6= ∅. This shows thatf is not(ND2) at ∆.

⋄

3

3
∆

Nevertheless, in the special case where the inner face is disjoint from the coordinate
subspaces, we show that conditions(ND2) and(ND1) are equivalent (cf. [Wal99a]).
We formulate this in the next lemma.

Lemma 2.3.17.Letf ∈ K[[x]] and letP ⊂ Rn
>0

be aC-polytope. Then, for a faceδ
disjoint from the coordinate subspaces, conditions(ND1) and(ND2) coincide.

Proof. Let P ba aC-polytope inRn
>0

and letδ be a face ofP that is disjoint from
the coordinate subspaces, that isδ lies in (R \ 0)

n. Hence the implication(ND2) =⇒
(ND1) follows from Lemma 2.3.15 as in particularδ is an inner face ofP .
Conversely, letf be a power series inK[[x]] and letr be a common zero of the equa-
tionsfδ,xi

, 1 ≤ i ≤ n. We suppose thatf satisfies the condition(ND1) with respect
to P . Then, it follows that the setI = {i : ri 6= 0} is strictly contained in the set
of all indices{1, . . . , n} and henceRI is contained in the complement of(R \ 0)

n.
Therefore, by assumption onδ, we have thatδ ∩ RI = ∅ and so the condition(ND2)
follows.
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Lemma 2.3.18. Let f ∈ K[[x]] and letP ⊂ Rn
>0

ba a C-polytope. Further, let
δ = {a = (a1, . . . , an) ∈ Zn} be an inner0-dimensional face ofP . Then,f satisfies
(ND2) at δ, if and only if, a ∈ supp(f) and moreoverchar(K) does not divide
gcd(a1, . . . , an).

Proof. Let a = (a1, . . . , an) ∈ Kn and letδ = {a} be an inner vertex ofP .
Hence, we have clearlyfδ = c · xa, wherec ∈ K, besidesai 6= 0 for all i = 1, . . . , n
(see Definition 2.1.4). Iff is (ND2) atδ, then it follows by Remark 2.3.13 thatfδ 6= 0
and hencea ∈ supp(f). On the other hand, if we suppose thatchar(K) divides
gcd(a1, . . . , an), then all partial derivations offδ would be zero.
Hence, in particular,r = (r1, . . . , rn) ∈ Kn, with ri = 1 for all i = 1, . . . , n, is
a common zero offδ,xi

, 1 ≤ i ≤ n, which yieldsδ ∩ RIr = δ 6= ∅. Thus, the
contradiction to the condition(ND2) at δ follows.
Conversely, ifa ∈ supp(f) andchar(K) does not divide thegcd of the coordinates
of a, we see thatfδ 6= 0 and moreover, ifr = (r1, . . . , rn) is a common zeroe of the
partial derivations offδ, thenrj = 0 for soomej ∈ {1, . . . , n}. There again, if we
supposeδ ∩RIr 6= ∅, then we getaj = 0 which is impossible. Therefore,f is (ND2)
at δ.

In [Wal99a, 1.2], Wall establishes that over the fieldC, theNPND∗ property implies
the ”isolated” property. The following proposition shows that Wall’s statement holds
in arbitrary characteristic too.

Proposition 2.3.19.If f ∈ K[[x]] satisfiesNPND∗ for someC-polytopeP , then the
origin is an isolated singularity off , that isµ(f) is finite.
Moreoverµ(f) = VN (Γ−(f)).

Proof. The proof that we give in the following is an adaptation to arbitrary character-
istic of the one given by Wall in [Wal99a].
Let f ∈ K[[x]] and letP ⊂ Rn

≥0
be aC-polytope such thatf isNPND∗ with respect

to P . We claim that, the set
Λ = {i : fxi

6= 0}
is not empty.
Otherwise, it follows that any pointr = (r1, . . . , rn) ∈ Kn with ri = 1, for all
i = 1, . . . , n, is a common zero of the functionsfxi

, 1 ≤ i ≤ n. Thus, for the set
Ir = {i : ri 6= 0}, we haveRIr = Rn. Then, it is clear that for any inner faceδ of P ,
δ ∩ RIr 6= ∅ which is a contradiction toNPND∗ for f with respect toP .
Moreover, for any inner faceδ of P , we notice thatfδ 6= 0 (cf. Remark 2.3.13).
We suppose that0 is not an isolated singular point off . Hence,dim(Mf ) ≥ 1 and it
follows by thecurve selection lemma(cf. Lemma 1.2.15) that there exists a reduced
irreducible curveK[[x]]/J , whereJ is a proper ideal, such that

Mf ։ K[[x]]/J.

Let
I

′

= {i : xi ∈ J} and I = {1, . . . , n} \ I ′

.
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We haveI 6= ∅, otherwiseI
′

= {1, . . . , n} which impliesm ⊂ J against the assump-
tion dim(K[[x]]/J) = 1. Thus, we have{0} ( RI .
On the other hand, asP is aC-polytope, we have necessarily that

Rn
>0
⊃ P ∩ RI 6= ∅.

Moreover, it follows by the curve selection lemma that thereexists aK-algebra homo-
morphism

ψ, K[[x]] −→ K[[t]],

such thatj(f) ⊂ Ker(ψ).
More precisely, for anyi ∈ I, the existsmi ∈ Z>0 andbi ∈ K \ {0}, such that

ψ(xi) = bit
mi + higher terms.

We consider onP ∩ RI the minimum of the linear functionλ defined onRn by

λ(a) =
∑

i∈I

miai,

and we write
ν = mina∈P∩RIλ(a).

Let δ be the face ofP ∩ RI along which the valueν is attained.
We recall that

I
′

δ
= {i : xi = 0 on δ} and Iδ = {1, . . . , n} \ I ′

δ
.

We have

I
′

= {i : xi = 0 on RI} ⊂ {i : xi = 0 on δ} = I
′

δ
.

Indeed, the inclusion follows becauseδ ⊂ RI . Hence,Iδ ⊂ I.
Moreover, we know by [Wal99a, Lemma 1.1] that we can choose aninner faceδ

′

of
P such that

δ
′ ∩RIδ = δ. (2.3)

We define an algebroid curve singularityR0 by the parametrization

ψ0 : K[[x]]→ K[[t]]

given by
ψ0(xi) = bit

mi if i ∈ Iδ and ψ0(xi) = 0 otherwise.

As no point ofsupp(f) lies belowP , then we have clearly that

ψ(f) = atν + higher terms,

wherea ∈ K. Similarly, we have for anyi ∈ Λ,

ψ(fxi
) = cit

ν−mi + higher terms, where ci ∈ K. (2.4)



2.3 Non-Degenerate Hypersurface Singularities 54

And we get
ψ0(fδ,xi

) = cit
ν−mi . (2.5)

On the other hand, we havej(f) ⊂ Ker(ψ) by the curve selection lemma, so it follows
in particular that in equation(2.9), ci = 0, for all i ∈ Λ. Hence, we have obviously by
equation(2.10)

j(fδ) ⊂ Ker(ψ0).

Let t ∈ K \ {0} and letr = (r1, . . . , rn) ∈ Kn be such that

ri = bit
mi if i ∈ Iδ and ri = 0 otherwise,

then we have clearly that, fori = 1, . . . , n, fδ,xi
(r) = 0. On the other hand, we have

Ir = {i : ri 6= 0} = Iδ.

Hence, it follows from(2.8) that

δ
′ ∩ RIr = δ

′ ∩ RIδ = δ 6= ∅.

But this contradicts(ND2) for δ
′

and thus the claimµ(f) <∞ follows.
Finally, the claimµ(f) = VN (Γ−(f)) shall be shown at the end of Section 3.1 of
the next Chapter 3 as a corollary of Proposition 2.3.9 and Theorem 3.1.15 on finite
determinacy in arbitrary characteristic.

Corollary 2.3.20. Let f ∈ K[[x]] and letR = Rf be the hypersurface singularity
associated tof . If R isNPND∗ with respect to some polytopeP , thenR is isolated.

Proof. Forf ∈ K[[x]], we know thatτ(f) ≤ µ(f). Thus, Corollary 2.3.20 is a trivial
consequence from Definition 2.3.12 and Proposition 2.3.19.

Remark 2.3.21. The converse of Proposition 2.3.19 does not hold in general as the
following example shows.

Example 2.3.22.The converse of Proposition 2.3.19 does not hold in general as the
following example shows. Letchar(K) = 2, and letf = x6 + x5y + y3 ∈ K[[x, y]].
We haveµ(f) = 13, moreover we can see easily thatf is (SQH) of principal part
f∆ = x6 + y3 which is a(QH) polynomial of type((1, 2) ; 6). As char(K) = 2
divides the degree of quasihomogeneity (6), the subsequent Proposition 2.3.23 asserts
that there is noC-polytopeP ⊂ R2

>0
with respect to whichf isNPND∗.

6

3

x

y

∆

f = x6 + x5y + y3
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Proposition 2.3.23.Let f ∈ m3 ⊂ K[[x]] be(SQH) with principal partf∆ having
weighted degreed ∈ Z>0. Then, the following are equivalent

1. f isNPND∗ with respect to someC-polytopeP of Rn
≥0

,

2. µ(f∆) is finite,

3. char(K) does not divided.

Proof. The implication(1)⇒ (2) follows by Proposition 2.3.19 becausef∆ does also
satisfyNPND∗ with respect toP .
(2)⇔ (3) follows by Lemma 2.1.33.
It remains only to show the implication(2)⇒ (1). To do so, we consider the extension
of the facet∆ to the coordinate hypersurfaces which we denote by∆̄. It is clear that
∆̄ is aC-polytope inRn

≥0
.Furthermore it has a unique inner face, which is itself, and

the associated truncationf∆̄ is equal tof∆. On the other hand, we have from Lemma
2.1.35, that0 is the unique common zero off∆,xi

, i = 1, . . . , n. Hence, the associated
setRI is equal to{0}. Moreover, we claim that0 6∈ ∆̄. Indeed, if we assume the
contrary, then we have necessarily that the set{α ∈ Rn : α ∈ supp(f∆)} ⊂ RJ ,
whereJ is strictly contained in{1, . . . , n}.
This means that there existsi, 1 ≤ i ≤ n, such that the polynomialf∆ does not depend
on the indeterminatexi. Thereforef∆,xi

= 0 but this is a contradiction toµ(f∆) <∞.
Thus, we have obviously that̄∆∩RI = ∅which shows thatf isNPND∗ with respect
to ∆̄.

In [Wal99a], Wall deals in part with complex plane curves fulfilling NPND∗ with
respect to aC-polytopeP and considers howP compares with the Newton polytope.
He comes to the conclusion that for reducedplane curve singularities there is always
a way to make the conditionNPND∗ satisfied. Moreover, after investigating Wall’s
observations, we observe easily and without any need to further proofs that his conclu-
sions hold also in characteristic zero. We summarize this observations in the following
two lemmas.

Lemma 2.3.24.Let char(K) = 0 and letf ∈ K[[x, y]] be reduced. LetP ⊂ R2
≥0

be
a C-polytope. Further, letδ be an inner vertex ofP and let∆ be an inner edge ofP
with end points(a, b) and(c, d). Then, we have

1. f satisfies(ND2) at δ , if and only if,δ is a vertex ofΓ(f).

2. If ∆ is disjoint from the coordinate axes (i.e(a, b) and(c, d) are inner vertices
of P ), thenf satisfies(ND2) at ∆, if and only if,∆ is an edge ofΓ(f).

3. If one end of∆ - say (a,b)- is an inner vertex , and the other - (c,d) - lies on the
x-axis (i.ed = 0), thenf satisfies(ND2) at ∆, if and only if,∆ is an edge of
Γ(f) or there is a point(c̃, d̃) of Γ(f) on∆ with d̃ = 1 and so the line segment
[(a, b), (c̃, 1)] is an edge ofΓ(f).
Inverting the roles ofc andd, we have the same statement if the point(c, d) lies
on they-axis.
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4. If each end point of∆ lies on a coordinate axis, thenf satisfies(ND2) at ∆, if
and only if,f is semiquasihomogeneous(SQH).

Proof. cf. [Wal99a].

Remark 2.3.25. First, we observe that the first statement of Lemma 2.3.24 canbe
considered as a corollary of Lemma 2.3.18 in characteristiczero. Moreover, we note
that Lemma 2.3.24 establishes that any(SQH) bivariate power series in characteristic
zero isNPND∗ with respect to its Newton polytope.

Lemma 2.3.26.Let char(K) = 0 and letf ∈ K[[x, y]] be reduced. Then there is a
C-polytopeP ⊂ R2

≥0
with respect to whichf satisfiesNPND∗. Moreover if the term

xy does not appear inf , thenP can be uniquely determined by a minimal set of linear
functionsλj .

Proof. cf. [Wal99a].

Remark 2.3.27. Example 2.3.22 shows that the claim of Lemma 2.3.26 does not hold
in arbitrary characteristic.

In the last part of this chapter, we shall investigate in finite characteristic, how non-
degeneracy affects the well-known formula

µ(f) = 2δ(f)− r(f) + 1

for reduced plane curve singularities overC and which is in general not true in finite
characteristic (cf. Remark 1.2.18).
For this purpose, we should present in the following the condition of non-degeneracy
introduced in [BeP00].

Definition 2.3.28. Let f ∈ m2 ⊂ K[[x, y]] and letΓ be the Newton polytope off .
After Beelen und Pellikaan,f is non-degenerate in the weak sense(WND), if

1. f is (CO) and

2. for every line segmentδ of Γ
{
r ∈ Kn : fδ(r) = fδ,x(r) = fδ,y(r) = 0

}
⊂
{
x = 0

}
∪
{
y = 0

}
.

Lemma 2.3.29.Let f ∈ m2 ⊂ K[[x, y]] be(CO). Furthermore, letΓ be the Newton
polytope off and letδ be a line segment ofΓ.

1. If f is (ND1) with respect toδ, thenf is (WND) with respect toδ too.

2. If f is (ND2) with respect toδ, thenf is (WND) with respect toδ too.

Proof. The first assertion is straightforward from Definition 2.3.2and 2.3.28. Hence,
the second assertion follows clearly by Lemma 2.3.15.

Let f ∈ m, we recall thatµN (f) denotes the Milnor number off (cf. Definition
2.1.10). The following claim is due to [BeP00]
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Theorem 2.3.30.Let f ∈ m2 ⊂ K[[x, y]] be(CO). If is non-degenearte in the weak
sense, then

µN (f) = 2δ(f)− r(f) + 1,

whereδ(f) is the delta invariant off andr(f) is the number of irreducible factors of
f .

Proof. cf. [Bep00, 3.11 and 3.17]

Corollary 2.3.31. Letf ∈ m2 ⊂ K[[x, y]] beNPND, then

µ(f) = 2δ(f)− r(f) + 1.

Proof. The claim is straightforward from Proposition 2.3.9 and Theorem 2.3.30.
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Chapter 3

Finite Determinacy and Normal
Forms

This chapter deals with the main results related to determinacy and computation of
normal forms in arbitrary characteristic.
In the first part, we recall the notions of jets and finite determinacy for right and for
contact equivalence. Moreover, we show that the well-knowntheorem about finite
determinacy overC (cf. [GLS06, 2.23]) does also hold in characteristic zero. After-
wards, we formulate a new theorem on finite determinacy in arbitrary characteristic.
Moreover, as it is the case overC, we show that the properties ”isolated” and ”finitely
determined” for hyersurface singularities are also equivalent in arbitrary characteristic.
For the purpose of providing a general setting to the computation of normal forms in fi-
nite characteristic, we formalize Arnold and Wall methods overC in the second section
of the present chapter. Also, we introduce new objects and formulate the new condi-
tions(AA) and(AAC) and show that they are weaker than those imposed by Arnold
and Wall for their development of the theory.
With these preparations made, we formulate in the last section our results about normal
forms and bounds of determinacy in arbitrary characteristic.

Throughout the present chapterK denotes an algebraically closed field of arbitrary
chracteristic.

3.1 Finite Determinacy of Isolated Hypersurface Sin-
gularities

We review briefly the definitions of jets and finite determinacy.

Definition 3.1.1. Letf ∈ K[[x]] andk be a positive integer. Then
f (k) := image off in K[[x]]/mk+1 denotes thek-jet of f and we write
J (k) := K[[x]]/mk+1 for theK-vector space of allk-jets.

59
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Definition 3.1.2. 1. f ∈ K[[x]] is calledcontact k-determined (resp. right k-
determined) if for eachg ∈ K[[x]] with f (k) = g(k) we havef

c∼g (resp.f
r∼g).

We say then thatf is determined by itsk-jet up to contact (resp. right) equiva-
lence.

2. f ∈ K[[x]] is called finitely contact determined (resp.finitely right deter-
mined) if f is contact (resp. right)k-determined for some positive integerk.

3. The minimal suchk is called the degree of contact determinacy(resp. the
degree of right determinacy) of f .

Proposition 3.1.3. The degree of contact (resp. right) determinacy is an invariant of
theK-orbit (resp.R-orbit).

Proof. The proof is straightforward from the above Definition 3.1.2.

We recall that a hypersurface singularity is a localK-algebra of the form

Rf = K[[x]]/〈f〉 where f ∈ m ⊂ K[[x]].

In the next definition of finitely determined hypersurface singularities, the choice of the
contact equivalence is motivated by the following observation:
Forf , g ∈ m, we haveRf ∼= Rg, if and only if,f

c∼ g.

Definition 3.1.4. Let f ∈ m ⊂ K[[x]] and letk ∈ Z>0. The hypersurface singularity
Rf is calledfinitely k-determined if f is finitelycontactk-determined. The minimal
suchk is called thedegree of determinacyofRf .

We would like to mention that in the above definitions, we consider the total degree
onK[[x]]. Now, considering a finite set of weights, we introduce in thefollowing the
notion ofpiecewise finite determinacy.

Definition 3.1.5. LetW ⊂ Qn
>0

be a finite set of weights and letf ∈ K[[x]]. Further,

let d ∈ Q≥0. Thenf (W ,d) := image off in K[[x]]/F>d is called the(W , d)-jet
of f (or the piecewise-homogeneousd-jet of f with respect to W ) and we write
J (W ,d) := K[[x]]/F>d for theK-vector space of all(W , d)-jets.

Definition 3.1.6. LetW ⊂ Qn
>0

be a finite set of weights.

1. f ∈ K[[x]] is calledcontact piecewised-determined (resp. right piecewise
d-determined) with respect toW if for eachg ∈ K[[x]] with f (W ,d) = g(W ,d)

we havef
c∼ g (resp.f

r∼ g).

2. f ∈ K[[x]] is called finitely contact piecewise determined(resp. finitely
right piecewise determined) if f is contact (resp. right) piecewise(W , d)-
determined for some finite set of weightsW ⊂ Qn

>0
and somed ∈ Q

>0
.

3. The minimal suchd is called the piecewise-homogeneous degree of contact
determinacy(resp.the piecewise-homogeneous degree of right determinacy)
of f with respect toW .
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Definition 3.1.7. Let f ∈ m ⊂ K[[x]]. Further, letW ⊂ Qn
>0

be a finite set of
weights and letd ∈ Q

>0
. We call the hypersurface singularityRf finitely piecewise

d-determined with respect toW if f is finitelycontactpiecewised-determined with
respect toW . The minimal suchd is called the degree of piecewise determinacy ofRf
with respect toW .

The following observation on zero-dimensional ideals is very useful for the sequel.

Lemma 3.1.8. Let I be a proper ideal inK[[x]] and letk be a positive integer. Then

m
k ⊂ I ⇐⇒ m

k ⊂ I + m
k+1.

Proof. The implication (⇒ ) is obvious.
The converse (⇐) follows by applying Nakayama’s lemma to the ideal〈mk+1, I〉/I of
K[[x]]/I.

Remark 3.1.9. The filtred version of Lemma 3.1.8 is wrong. In other words, ifwe
consider the filtration ofK[[x]] associated to a given finite set of weights and ifI is a
proper ideal ofK[[x]], then

F≥d ⊂ I + F>d 6=⇒ F≥d ⊂ I.

For example, letchar(K) = 3 and letf = x7 + x3y2 + y4 ∈ K[[x, y]]. We consider
the idealtj(f) and the finite set of weightsW := {(1/7 , 2/7) , (1/6 , 1/4)} ⊂ Q2

>0
.

Using theSINGULAR functiongrideal from the librarygradalg.lib, we compute

F≥1 = 〈x7, x5y, x2y3, x3y2, y4〉.

Again usingSINGULAR, we show thatx7, x3y2, y4 ∈ tj(f). On the other hand, we
havevW (x2y3) = vW (x5y) = 13/12 > 1, thusx2y3 andx5y are inF>1. Altogether,
we see thatF≥1 ⊂ tj(f) + F>1. NeverthelessF≥1 6⊂ tj(f) asx5y 6∈ tj(f).

In (analytic) singularity theory over the fieldC of complex numbers, it is established
that any isolated (analytic) hypersurface singularity is right as well as contact finite
determined. This is for example the statement of Theorem2.23 in [GLS06] where the
proof uses mainly the so calledinfinitesimal characterization of local triviality. Nev-
ertheless, we observe that the arguments used by the authorsin [GLS06] for the proofs
show actually that all these statements hold also over algebraically closed fields of char-
acteristic zero. Indeed, we need only to prove the followingclaim about the existence
and uniqueness of solutions of ordinary differential equations in characteristic zero.

Lemma 3.1.10.LetR be a commutative ring of characteristic zero.

1. LetG = (g1, . . . , gn) ∈ R[[x, t]]
n

= R[[x1, . . . , xn, t]]
n.

For a givena = (a1, . . . , an) ∈ 〈x〉n, the differential equation

∂Y

∂t
(x, t) = G(Y (x, t), t) with initial condition Y (x, 0) = a

has a unique solution.
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2. Letu ∈ R[[t]]. For a givena ∈ R, the differential equation

∂y

∂t
= u · y

has a unique solutiony ∈ R[[t]] with y(0) = a.

Proof. LetR be a commutative ring such thatchar(R) = 0.

1. To show the first claim, we use induction onn.
Forn = 1, letg ∈ R[[x, t]] and leta ∈ 〈x〉. We consider the ordinary differential
equation

∂y

∂t
(x, t) = g(y(x, t), t) (3.1)

with initial conditiony(x, 0) = a.
We write g =

∑
j,k≥0

bj,kx
jtk and y =

∑
i≥0

ci(x)t
i. Comparing both sides of

the equation (3.1), we show that this differential equationhas a unique solution.
Indeed, the conditiony(x, 0) = a yieldsc0(x) = a. On the other hand, equation
(3.1) is equivalent to

∑

i≥0

(i+ 1)ci+1(x)t
i = g(y(x, t), t)

=
∑

j,k,l≥0

bj,kdl(x)t
k+l

where
dl(x) =

∑

i1+...+ij=l

ci1(x) · . . . · cij (x).

Hence, sincechar(R) = 0, we get fori ≥ 0

ci+1 = (
1

i+ 1
) ·




∑

k+l=i

bj,k
∑

i1+...+ij=l

ci1(x) · . . . · cij (x)



 (3.2)

Clearly, the recursive formula (3.2) determines uniquely the coefficients ofy.
LetG = (g1, . . . , gn) ∈ R[[x, t]]

n
= R[[x1, . . . , xn, t]]

n.
For a givena = (a1, . . . , an) ∈ 〈x〉n, we consider the differential equation

∂Y

∂t
(x, t) = G(Y (x, t), t), Y (x, 0) = a. (3.3)

We denoteR′ := R[[xn]] andR′[[x′, t]] = R[[xn]][[x1, . . . , xn−1, t]]. Writing

• G′ = (g1, . . . , gn−1) ∈ R′[[x′, t]]
n−1 and

• a′ = (a1, . . . , an−1) ∈ 〈x′〉n−1 ⊂ R′[[x′]]n−1,
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the induction hypothesis yields that the differential equation

∂Y ′

∂t
(x′, t) = G′(Y ′(x′, t), t), Y ′(x′, 0) = a′ (3.4)

has a unique solutionY ′ = (y1, . . . , yn−1) ∈ R′[[x′, t]]
n−1

= R[[x, t]]
n−1.

On the other hand, we observe thatR[[x, t]] = R[[x′]][[xn, t]]. Hence, if we set
g = gn(y1, . . . , yn−1, xn, t), we see easily that the existence and the unicity in
R[[x′]][[xn, t]] of the solution of the ordinary differential equation

∂ϕ

∂t
(xn, t) = g(ϕ(xn, t), t), ϕ(xn, 0) = an (3.5)

follow again by the induction hypothesis. Finally, letyn(x, t) = ϕ(xn, t). Alto-
gether, we get thatY = (y1, . . . , yn) ∈ R[[x, t]]

n is the unique solution of the
differential equation (3.3).

2. Letu ∈ R[[t]]. For a givena ∈ R, we see easily that the differential equation

∂y

∂t
= u · y, y(0) = a (3.6)

can be considered as an equation of the form (3.3), wheren = 0. Indeed, it
suffices to takeG(Y (t)) = u · Y (t).

In the following we give the fundamental theorem on infinitesimal characterization of
local triviality in characteristic zero.

Theorem 3.1.11. (Infinitesimal characterization of local triviality). Let K be a
field of characteristic zero. Further, letF ∈ 〈x1, . . . , xn〉 ⊂ K[[x1, . . . , xn, t]] and let
b ≥ 0, c ≥ 0 be integers.

1. The following are equivalent

(a) ∂F
∂t
∈ 〈x1, . . . , xn〉b ·

〈
∂F
∂x1

, . . . , ∂F
∂xn

〉
+ 〈x1, . . . , xn〉c · 〈F 〉.

(b) There existsφ = (φ1, . . . , φn) ∈ K[[x, t]]
n, u ∈ K[[x, t]] satisfying

i. u(x, 0) = 1,
ii. u(x, t)− 1 ∈ 〈x1, . . . , xn〉c ·K[[x, t]],
iii. φi(x, 0) = xi, i = 1, . . . , n,

iv. φi(x, t)− xi ∈ 〈x1, . . . , xn〉b ·K[[x, t]], i = 1, . . . , n,
v. u(x, t) · F (φ(x, t), t) = F (x, 0).

2. Moreover, the condition

∂F

∂t
∈ 〈x1, . . . , xn〉b ·

〈
∂F

∂x1
, . . . ,

∂F

∂xn

〉

is equivalent to1.(b) with u = 1.
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Proof. Using the claim of Lemma 3.1.10 which holds in characteristic zero, we no-
tice that the arguments used in the proof of [Theorem 2.22, GLS06] of infinitesimal
characterization of local triviality overC show in the same way the claim of Theorem
3.1.11.

At the end of the present section, we shall give a characterization of finitely determined
hypersurface singularities. For this task, the following observation is crucial.

Remark 3.1.12. Actually, the proof given in [GLS06, Theorem 2.22] shows that the
implication(b)⇒ (a) of Theorem 3.1.11 holds even in positive characteristic.

The finite determinacy theorem, asserting that isolated hypersurface singularies are
finitely determined, follows in characteristic zero from Theorem 3.1.11 and Lemma
3.1.8.

Theorem 3.1.13. ( Finite determinacy theorem in characteristic zero).
Letf ∈ m ∈ K[[x]] and letchar(K) = 0.

1. f is right k-determined if

m
k+1 ⊂ m

2 · j(f). (3.7)

2. f is contactk-determined if

m
k+1 ⊂ m

2 · j(f) + m · 〈f〉. (3.8)

Proof. cf. [GLS06, Theorem 2.23]

Remark 3.1.14. Theorem 3.1.13 does not hold in finite characteristic as the following
example shows: Letchar(K) = 2 and let f = y2 + x3y. Using SINGULAR, we
show thatτ(f) = 5, henceRf is an isolated plane curve singularity. Further, we
write I for the idealm〈f〉+ m2j(f). We havem5 ⊂ I. Nevertheless,f is not contact
4-determined as it would follow from Theorem 3.1.13. Otherwise, we would have for
examplef

c∼ f+x5 but this is impossible sincef has two irreducible components while
f + x5 has only one.

In the sequel, we assume the fieldK to have an arbitrary characteristic.

Theorem 3.1.15. (Finite determinacy theorem in arbitrary characteristic).
Letf ∈ m2 ⊂ K[[x1, . . . , xn]] such thatn ≥ 2.

1. f is right (2k − ord(f) + 2)-determined if

m
k ⊂ j(f). (3.9)

2. f is contact (2k − ord(f) + 2)-determined if

m
k ⊂ tj(f). (3.10)
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Proof. We start by giving the proof of the second assertion of the theorem concerning
the contact determinacy. Letf ∈ K[[x]] be such thatord(f) ≥ 2 and letk ∈ Z>0

be such thatmk ⊂ tj(f). We denotes := ord(f) and, for alli, 1 ≤ i ≤ n, ri :=
ord(fxi

).
It follows from (3.10) thatτ(f) < ∞. Hence the set{i : fxi

6= 0} is not empty
sincen ≥ 2. Moreover, it is clear thatri ≥ s − 1, for all 1 ≤ i ≤ n. Thus, it
follows from (3.10) thatmk ⊂ ms + ms−1 ⊂ ms−1. Therefore,k ≥ s − 1 follows.
Throughout this proof, we denoteN := 2k − s+ 2 and we considerg ∈ K[[x]] such
thatg−f ∈ mN+1. We show in the following thatg

c∼f . For this purpose, we construct
inductively sequences

• (up)p≥1 ⊂ K[[x]]∗,

• (ϕp)p≥1 ⊂ Aut(K[[x]]) and

• (fp)p≥0 ⊂ K[[x]], such thatf0 = f and for allp ≥ 1, we have

(a) fp = upϕp(fp−1),

(b) fp
c∼ f and

(c) g − fp ∈ mN+p+1.

In the following, we describe the first step of our construction. First of all, it easy to
notice thatN + 1 = 2k − s + 3 ≥ k + s − 1 − s + 3 = k + 2. On the other hand,
asmN+1 = mN+1−kmk, then it follows from (3.10) thatmN+1 ⊂ mN+1−ktj(f), and
thus we can write

g − f =
∑

1≤i≤n

b(1)
i
fxi

+ b(1)
0
f,

with b(1)
i
∈ mN+1−k, for all i = 0, . . . , n.

Moreover, we haveN+1−k = k−(s−1)+2 ≥ 2. Therefore, if we setu1 := 1+b(1)
0

,
then we see clearly thatu1 is a unit inK[[x]]. Besides,

ϕ1 : K[[x]] −→ K[[x]]

xi 7→ xi + b(1)
i

for i = 1, . . . , n

is aK-algebra automorphism onK[[x]] and

ϕ1(f) = f +
∑

1≤i≤n

b(1)
i
fxi

+ h1, with h1 ∈ m
N+2.

Indeed,h1 has the following form:

h1 =
∑

1≤l≤t≤s

∑

1≤i1≤...≤is≤n

αi1,...,isxi1 ·. . .·xil−1
·b(1)

il
·xil+1

·. . .·xit−1 ·b(1)it ·xit+1 ·. . .·xis+H1,

where the coefficientsαi1,...,is ∈ K andord(H1) ≥ ord(h1). Clearly, we have

ord(h1) ≥ min
1≤i1≤...≤is≤n

ord(αi1,...,isxi1 · . . . · b(1)il
· . . . · b(1)

it
· . . . · xis)

≥ 2(N + 1− k) + (s− 2)

= N + 2.
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Now letf1 := u1ϕ1(f). We have

f1 =
(
1 + b(1)

0

)(
f +

n∑

i=1

b(1)
i
fxi

+ h1

)

= g +

n∑

i=1

b(1)
0
b(1)

i
fxi

+
(
1 + b(1)

0

)
h1.

On the other hand, we have for alli = 1, . . . , n

ord(b(1)
0
b(1)

i
fxi

) ≥ 2(N + 1− k) + ri

≥ 2(N + 1− k) + s− 1

= N + 2 + (N − 2k + s− 1)

= N + 3.

Hencef1
c∼f andg − f1 ∈ mN+2. Altogether yields

(a) ord(f1) = ord(f) = s and

(b) mk ⊂ tj(f1) sincetj(f1) = ϕ1(tj(f)) follows by Lemma 1.2.7).

In this way, we getf1 ∈ K[[x]] having the same properties asf and moreoverg − f1
lies in a higher power of the maximal idealm asg − f . Proceeding recursively we
construct the sequences(up)p≥1, (ϕp)p≥1 and(fp)p≥0 as required. Now it is clear that
the sequence(fp)p≥0 converges tog in the m-adic topology ofK[[x]] since for any
positive integerM ≥ 1, there exists by our construction an integerM ′ ≥ 1 such that
g − fp ∈ mM for all p ≥M ′. Hence the claimg

c∼ f clearly follows.

Finally to show the first assertion of the theorem, we assume thatmk ⊂ j(f). Similarly,
we construct sequences

• (ϕp)p≥1 ⊂ Aut(K[[x]]) and

• (fp)p≥0 ⊂ K[[x]], such thatf0 = f and for allp ≥ 1, we have

(a) fp = ϕp(fp−1),

(b) fp
r∼ f and

(c) g − fp ∈ mN+p+1.

Observing again thatmN+1 = mN+1−kmk ⊂ mN+1−kj(f), then we can write

g − f =
∑

1≤i≤n

b(1)
i
f

xi

with b(1)
i
∈ mN+1−k, for all i = 1, . . . , n. Hence, arguing in the same way as in the

first part of our proof shows that

ϕ1 : K[[x]] −→ K[[x]]

xi 7→ xi + b(1)
i

for i = 1, . . . , n
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is aK- algebra automorphism onK[[x]] and

ϕ1(f) = f +
∑

1≤i≤n

b(1)
i
f

xi
+ h1,

with h1 ∈ mN+2. Thus settingf1 := ϕ1(f) shows thatg − f1 = −h1 ∈ mN+2.
Proceeding recursively as in the proof of the second assertion of the theorem, we con-
struct the sequences(ϕp)p≥1 and (fp)p≥0 such that the latter converges tog in the
m-adic topology. Thusg

r∼ f clearly follows.

Remark 3.1.16. If char(K) = 0, we notice that the bound for determinacy given in
Theorem 3.1.15 is in general higher than the one provided by Theorem 3.1.13. Indeed,
(3.10) implies thatmk+2 ⊂ m2j(f) + m〈f〉. Hence, it follows by Theorem 3.1.13 that
f is k+1-determined. Instead, Theorem 3.1.15 asserts thatf is 2k−s+2-determined
and2k − s+ 2 ≥ k + 1 follows ask ≥ s− 1.

From the viewpoint of calculations, there is a handy way to compute the smallest bound
of determinacy that one can obtain from Theorem 3.1.15. To doso, we need to compute
the smallest positive integerk for which condition(3.9) or (3.10) holds. Using SIN-
GULAR this computation can be accomplished by the functionhighcorner of an ideal
(in our case the Milnor or the Tjurina ideal) when a local degree ordering is predefined.
The output is a monomial and the integerk is then the total degree of this monomial
added to1. For more details, we refer to [GrP02].

We attempt in the following to compare the bound of determinacy that we get from
Theorem 3.1.15, and other well-known bounds of determinacyin positive characteris-
tic. For this purpose, we make first the following observation.

Proposition 3.1.17.Letf ∈ m2 ⊂ K[[x]].

1. If µ(f) <∞, thenj(f) ⊃ mµ(f).

2. If τ(f) <∞, thentj(f) ⊃ mτ(f).

Proof. The assertions of Proposition 3.1.17 can both be proved in the same way. There-
fore and for the reason of size, we only show the second assertion.
By assumption,Tf is a finite dimensionalK-vector space of dimensionτ(f). We set
τ := τ(f) andI := tj(f). Furthermore, fors ∈ Z

>0
, let

m̄
s := (ms + I)/I,

be the image ofms in Tf . It is clear that for anys, m̄s is a finite dimensionalK-vector
subspace ofTf . We claim that for all1 ≤ s ≤ τ , we havedimK(m̄s) ≤ τ − s.
We argue by induction ons.
For s = 1, as m̄ is the maximal ideal of the localK-algebraTf , we have then
dimK(Tf/m̄) = 1 and thereforedimK(m̄) = τ − 1.
Now, lets be such that1 ≤ s < τ and we suppose thatdimK(m̄s) ≤ τ − s. We have
to consider the following two possibilities:



3.1 Finite Determinacy of Isolated Hypersurface Singularities 68

• m̄s+1 = m̄s. Then, it follows by Nakayama’s lemma thatm̄s = 0 and hence
mτ ⊂ ms ⊂ I.

• m̄s+1 is a proper subspace of̄ms. Thus,dimK(m̄s+1) ≤ dimK(m̄s) − 1 ≤
τ − (s+ 1).

Therefore, we havedimK(m̄τ ) = 0 and hencemτ ⊂ I.

In [GrK90], the authors established the following bounds ofdeterminacy in positive
characteristic.

Theorem 3.1.18.Let char(K) ≥ 0 and letf ∈ K[[x]].

1. If µ(f) <∞, thenf is right 2µ(f)-determined.

2. If τ(f) <∞, thenf is contact2τ(f)-determined.

Proof. See [GrK90].

Remark 3.1.19. It turns out that the bounds given in Theorem 3.1.15 are in generel
better than those given by Theorem 3.1.18. Indeed, letf ∈ m2 ⊂ K[[x]] be such that
τ(f) < ∞. Then, it follows from Proposition 3.1.17 thatmτ ⊂ tj(f). Hence, if we
consider the smallest positive integerk such thatmk ⊂ tj(f), we have clearly

2τ(f) ≥ 2k ≥ 2k − (ord(f) − 2).

Similarly, we notice that the same claim holds for the boundsof right determinacy.

Example 3.1.20.Letchar(K) = 23 and letf = y8 + x8y4 + x23 ∈ K[[x, y]]. Using
SINGULAR, we getτ(f) = 105 andm25 ⊂ tj(f). While Theorem 3.1.18 asserts that
210 is a bound of contact determinacy off , we obtain from Theorem 3.1.15 thatf is
contact44-determined.

It is established overC that isolated hypersurface singularities are finitely determined
and the converse does also hold ([GLS06, Corollary 2.39]). The last part of the present
section is devoted to the study of this claim in positive characteristic. It is straight-
forward from Theorems 3.1.15 and 3.1.18 that in arbitrary characteristic, any isolated
hypersurface singularity (resp. anyf ∈ K[[x]] for which 0 is an isolated singular-
ity) is finitely contact (resp. right) determined. The following proposition asserts that,
conversely, the claim does also hold.

Theorem 3.1.21.Letf ∈ m ⊂ K[[x]].

1. If f is right k-determined, thenm · j(f) ⊃ mk+1.

2. If f is contactk-determined, thenm · j(f) + 〈f〉 ⊃ mk+1.

Proof. We show only the second assertion of the theorem as the first one can be proved
in the same way.
Let f ∈ m be contactk-determined, and letl ∈ Z

>0
be such thatl ≥ k + 1.

Let f (l) be thel-jet of f . Furthermore, letK(l) be thel-jet of the contact groupK.
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Throughout this proof we shall writeG for the algebraic groupK(l).
Considering the regular algebraic action, where by abuse ofnotationu, Φ andh denote
k-jets and their representations at the same time,

ψ(l) : G× J (l) −→ J (l)

((u , φ) , h) 7→ (u , φ) · h := (u · φ(h))
(l)

ofG on the smooth varietyJ (l), Luna’s slices theorem yields the existence inJ (l) of a
sliceS to the orbitGf (l) at the pointf (l) under the actionψ(l) (cf. [Slo80, 5.1 Lemma
1]). This means by definition that

1. f (l) ∈ S and

2. the morphism

ψ
S

: G× S −→ J (l)

((u , φ) , h) 7→ (u , φ) · h

is smooth, which is equivalent toψ
S

is flat and all fibres are smooth (cf. [Har77,
Theorem 10.2]).

Let g ∈ mk+1, we shall show in the following thatg ∈ m2 · j(f) + m · 〈f〉. First we
notice that, asf is k-determined,f (l) + tg(l) ∈ Gf (l) follows obviously for anyt ∈ K.
Hence,L =

{
f (l) + tg(l) : t ∈ K

}
is a line inGf (l) andψ−1

S
(L) is smooth inG×S.

Moreover,ψ−1
S

(L) ⊂ G ×
{
f (l)
}

. Indeed, let((u , φ), h) ∈ ψ−1
S

(L) ⊂ G × S, then
(u , φ) · h ∈ L ⊂ Gf (l). Hence, forG is a group, we geth ∈ Gf (l). Altogether, we
geth ∈ Gf (l) ∩ S =

{
f (l)
}

.
Furthermore, we have obviouslyψ−1

S
(f (l)) = Gf(l) ×

{
f (l)
}

whereGf(l) is the sta-
bilizer of f (l). On the other hand, asψ−1

S
(L) is smooth, then we can write it as a

product
ψ−1

S
(L) ∼= Gf(l) × L.

Thus, it follows that the morphismψ−1
S

(L) −→ L is smooth. Moreover, we see clearly
that((1 , id), f (l)) ∈ ψ−1

S
(L). Then by the curve selection lemma there exists a smooth

locally closed varietyT in G of dimension1 and such that(1 , id) ∈ T . Besides, the
morphismT ×

{
f (l)
}
−→ L is smooth and locally an isomorphism. Thus, for any

t ∈ K, there exists locally a unique(ut , φt) ∈ T such thatut ·φt(f (l)) = f (l) + tg(l).
Moreover(u0 , φ0) = (1 , id) holds.
Recall that each automorphismφ of K[[x]] is uniquely represented by a tuple
(φ1, . . . , φn) ∈ K[[x]]n of power series such that

φi(0) = 0 for all i = 1, . . . , n

and

det

(
∂φi
∂xj

(0)

)

i,j=1,...,n

6= 0.
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Since the operation

inv : G −→ G : (u, φ) 7→
(
φ−1(u−1), φ−1

)

of taking inverses is a self-inverse morphism of the algebraic groupG, its restriction to
T

T −→ G : (ut, φt) 7→
(
φ−1
t (u−1

t ), φ−1
t

)

is an isomorphism fromT onto its image, both of which are smooth curves inG.
In particular, parametrizing the image there are power seriesu ∈ K[[x, t]] and
φ = (φ1, . . . , φn) ∈ K[[x, t]]n such that

• u(x, t) = φ−1
t

(
u−1
t (x)

)
and

• φi(x, t) = φ−1
t (xi) for i = 1, . . . , n.

Sinceu0 = 1 andφ0 = idK[[x]]n we have

• u(x, 0) = φ−1
0

(
u−1

0 (x)
)

= φ−1
0 (1) = 1 and

• φi(x, 0) = φ−1
0 (xi) = xi for i = 1, . . . , n.

Altogether withF (l) = f (l) + t · g(l) and

ut · φt
(
f (l)
)

= f (l) + t · g(l)

yields

F (x, 0) = f (l) = φ−1
t (u−1

t ) · φt
(
F l
)

= u(x, t) · F (l)
(
φ(x, t), t

)
.

Applying the derivation∂
∂t

to both sides of the equation we get

0 =
∂u

∂t
(x, t) · F (l)

(
φ(x, t), t

)

+u(x, t) ·
(

n∑

i=1

∂F (l)

∂xi

(
φ(x, t), t

)
· ∂φi
∂t

(x, t) +
∂F (l)

∂t

(
φ(x, t), t

)
)
.

Evaluating the right hand side fort = 0 and applying the above relations foru(x, 0)
andφi(x, 0) we get

0 =
∂u

∂t
(x, 0) · f (l) +

n∑

i=1

∂f (l)

∂xi
· ∂φi
∂t

(x, 0) + g(l),

or equivalently

g(l) = −∂u
∂t

(x, 0) · f (l) −
n∑

i=1

∂f (l)

∂xi
· ∂φi
∂t

(x, 0).

Moreover, we have
∂u

∂t
(x, 0) ∈ K[[x]]
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and
∂φi
∂t

(x, 0) ∈ 〈x1, . . . , xn〉

for i = 1, . . . , n, since then it follows that

g ∈ 〈f〉+ m · j(f) + m
l+1

for anyl ≥ k + 1. Hence in particular

g ∈ 〈f〉+ m · j(f) + m
k+2.

Thus the claimmk+1 ⊂ m · j(f) + 〈f〉 follows by Lemma 3.1.8.

Whith these preparation made, we give in the following a characterization of finite
determinacy.

Corollary 3.1.22. LetK be an algebraically closed field of arbitrary characteristic.
Letf ∈ K[[x]] and letRf be the local ring of the hypersurface singularity defined by
f . Then,

1. 0 is an isolated singularity off , if and only if,f is right finitely determined.

2. Rf is isolated, if and only if,Rf is finitely determined.

Proof. In both assertions of Corollary 3.1.22, theif part is straightforward from Theo-
rem 3.1.21 while theonly if part follows obviously from Theorem 3.1.15.

At the end of this first section, we give the proof of the secondclaim of Proposition
2.3.19.

Proof. of Proposition 2.3.19 (the sequel)Let f ∈ K[[x]]. We suppose thatf satis-
fiesNPND∗ with respect to someC-polytopeP . We have to show thatµ(f) =
VN (Γ−(f)). This claim was established and proved by Wall overC in [Wal99a, 1.5].
It turns out that his arguments show also the claim in arbitrary characteristic. Hence,
to avoid repetition, we present shortly Wall’s idea for the proof: As f is NPND∗,
the first part of Proposition 2.3.19 asserts thatµ(f) is finite and Corollary 3.1.22 es-
tablishes thatf is right finitely determined. On the other hand, suppose thatfor some
q, 1 ≤ q ≤ n, Γ(f) intersects thexi-axis for q < i ≤ n but not for1 ≤ i ≤ q.
We choosem1, m2, . . . ,mq ∈ Z>0 such thatm1 is greater than the degree of de-
terminacy andm2 < . . . < mq. We setm = (m1, . . . ,mq) ∈ Zq>0 and we write

fm = f +
∑

1≤i≤q
xi
mi . Clearlyfm

r∼ f and thereforeµ(f) = µ(fm) follows. Wall

shows that the convenient power seriesfm isNPND. Hence, Proposition 2.3.9 yields
µ(fm) = VN (Γ−(fm)). On the other hand, the mapm 7→ VN (Γ−(fm)) is affine in
eachmi separately. Moreover, it follows from Remark 2.1.12 that for all m we have
VN (Γ−(fm)) ≤ µ(fm). Thus, formi large enough,VN (Γ−(fm)) ≤ µ(f) and so
VN (Γ−(fm)) is constant formi >> 0. HenceVN (Γ−(fm)) is identically constant.
Finally taking eachmi = 0, we getVN (Γ−(f)) which completes the proof.
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3.2 (AA) and (AAC)-Hypersurface Singularities

For the purpose of computation of normal forms overC with respect to the right equiv-
alence, Arnold introduced in [Arn74, 9.2] a condition that he called(A). In the first
part of this section, we review briefly this condition and then reformulate it to a new
condition which is compatible in arbitrary characteristicwith the contact equivalence.
For the sequel, letW ⊂ Zn

>0
be an irredundant finite set of weights and letP be its

associatedC-polytope (cf. Remark 2.1.17).

Definition 3.2.1. Let f ∈ K[x] be(PH) of type(W ; d). We say thatf is (A) with
respect toW or f is (A) with respect toP if for any non zerog ∈ j(f) there exists a
derivationξ such that

(A1) vW (g) = vW (ξ) + vW (f) and

(A2) vW (g − ξf) > vW (g).

In other words, we say thatf is (A) with respect toW (or equivalently with respect
to P ) if any non zerog ∈ j(f) satisfies conditions(A1) and(A2) with respect tof
andW (or equivalently with respect tof andP ).

We adapt in the following the condition(A) to arbitrary characteristic and we denote
it (AC) where the added letterC refers to the contact equivalence relation.

Definition 3.2.2. Letf ∈ K[x] be(PH) of type(W ; d). We say thatf is (AC) with
respect toW or f is (AC) with respect toP if for any non zerog ∈ tj(f) there exist
a formal power seriesb0 ∈ K[[x]] and a derivationξ ∈ DerK(K[[x]]) such that

(AC1) vW (g) = min{vW (b0) + vW (f) ; vW (ξ) + vW (f)} and

(AC2) vW (g − b0f − ξf) > vW (g).

Hence,f is (AC) with respect toW (equivalentlyP ) if any non zerog ∈ tj(f) sat-
isfies conditions(AC1) and(AC2) with respect tof andW (equivalentlyf andP ).

We use for the following lemma Notation 2.1.57.

Lemma 3.2.3. Let f ∈ K[x] be (PH) of type(W ; d) and letP be theC-polytope
associated toW . Further, let∆ be a face ofP and letxα ∈ R∆.

1. If xα ∈ R∆ ∩ j(f) is (A1) and (A2) with respect tof andW , then for any
β ∈ P [∆] the monomialxα+β satisfies also(A1) and (A2) with respect tof
andW .

2. If xα ∈ R∆∩ tj(f) is (AC1) and(AC2) with respect tof andW , then for any
β ∈ P [∆] the monomialxα+β satisfies also(AC1) and(AC2) with respect to
f andW .
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Proof. The claims of Lemma 3.2.3 can be both proved in the same way. Hence for the
reason of size we show only the second claim.
To do so, we suppose thatxα ∈ R∆∩ tj(f) and besides conditions(AC1) and(AC2)
hold with respect tof andW . Moreover, forβ ∈ P [∆], Remark 2.1.58 yields

• vW (xα) = v∆(xα),

• vW (xβ) = v∆(xβ),

• xα+β ∈ R∆ and thereforevW (xα+β) = v∆(xα+β).

On the other hand there existξ ∈ DerK(K[[x]]) andb0 andh ∈ K[[x]] such that
xα = b0f + ξf + h with

(AC1) vW (xα) = min{vW (b0) + vW (f) ; vW (ξ) + vW (f)} and

(AC2) vW (h) > vW (xα).

Thus we can write
xα+β = (xβb0)f + (xβξ)f + xβh.

Moreover, asxα is (AC2) with respect tof andW , and using Lemma 2.1.22 we get

vW (xβh) > vW (xα+β) (3.11)

Indeed

vW (xβh) ≥ vW (xβ) + vW (h)

> vW (xβ) + vW (xα)

= v∆(xα) + v∆(xβ)

= v∆(xα+β)

= vW (xα+β)

Furthermore, sincexα is (AC1) with respect tof andW , we can suppose without
loss of generality thatvW (xα) = vW (b0) + vW (f).
We claim that eithervW (ξf) = vW (ξ) + vW (f) or vW (b0f) = vW (b0) + vW (f)
holds. IndeedvW (h) > vW (xα) yields

vW (xα) ≥ min{vW (b0f) ; vW (ξf)}
≥ min{vW (b0) + vW (f) ; vW (ξ) + vW (f)}
= vW (b0) + vW (f) = vW (xα).

Then, it follows thatvW (xα) = min{vW (b0f) ; vW (ξf)}.

• If min{vW (b0f) ; vW (ξf)} = vW (b0f), then we get

vW (b0) + vW (f) = vW (xα) = vW (b0f).
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• If min{vW (b0f) ; vW (ξf)} = vW (ξf), that is

vW (ξf) = vW (xα)

= vW (b0) + vW (f)

≤ vW (ξ) + vW (f)

Nevertheless, Lemma 2.2.3 assertsvW (ξ) + vW (f) ≤ vW (ξf). Hence, we get
vW (ξf) = vW (ξ) + vW (f).

And so the claim follows. Using this we show in the following thatxα+β is (AC1)
with respect tof andW .

(a) If vW (b0f) = vW (b0)+vW (f) = vW (xα), then it follows from Lemma 2.1.22
thatvW (f) = v∆(f) andvW (b0) = v∆(b0). Therefore

vW (xα+β) = vW (xα) + vW (xβ)

= vW (b0) + vW (f) + vW (xβ)

= v∆(b0) + v∆(f) + v∆(xβ)

= v∆(xβ · b0) + v∆(f)

= vW (xβ · b0) + vW (f).

(b) If vW (ξf) = vW (ξ) + vW (f) = vW (xα), then we show as for the above that

vW (xα+β) = vW (xβξ) + vW (f).

Thereforexα+β is (AC1) with respect tof andW . Moreover, it follows clearly from
(3.11) that the condition(AC2) holds which terminates the proof.

Proposition 3.2.4. Let f ∈ K[x] be (QH) of type(w ; d), w ∈ Zn
>0

andd ∈ Z
>0

.
Thenf is (A) and(AC) with respect to{w}.

Proof. Let f ∈ K[x] be a quasihomogeneous polynomial of type(w ; d), w ∈ Zn
>0

andd ∈ Z
>0

. We writew = (w1, . . . , wn) andI = tj(f).
For anyi = 1, . . . , n, we have clearly that

f
xi

is either 0 or a (QH) polynomial of type (w ; d− wi).

For g ∈ I, we show in the following the existence of power seriesb0 andg1 ∈ K[[x]]
and a derivationξ such that

g = b0f + ξf + g1

satisfying

• (AC1) : v(g) := w-ord(g) = min{v(b0) + v(f) ; v(ξ) + v(f)} and
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• (AC2) : v(g − b0f − ξf) > v(g).

To do so, we consider the setI := {i : 1 ≤ i ≤ n and f
xi
6= 0}.

We notice that the setI may be empty whenchar(K) > 0.
For the sequel, we denote the setI ∪ {0} by I0 andf by f

x0
.

As g ∈ I, then we can writeg =
∑

i∈I0
hifxi

, where thehi are power series inK[[x]].

For i ∈ I0, we denotedi := v(hi).
Hence, fori ∈ I0, we can write

hi := h(1)
i

+ h(2)
i
,

whereh(1)
i
∈ K[x] is a(QH) polynomial ofw-degree equal todi and

h(2)
i
∈ K[[x]] is such thatv(h(2)

i
) > di. Hence

g =
∑

i∈I0

h(1)
i
f

xi
+
∑

i∈I0

h(2)
i
f

xi
.

We setw0 := 0 and we observe that the polynomialsh(1)
i
f

xi
, i ∈ I0, are(QH) of

degreedi + d− wi. Thus we have obviously for alli ∈ I0

v(h(1)
i
f

xi
) = v(h(1)

i
) + v(f

xi
) = di + d− wi.

On the other hand, we have for anyi ∈ I0,

v(h(2)
i
f

xi
) = v(h(2)

i
) + v(f

xi
)

> di + d− wi
= v(h(1)

i
f

xi
).

Then, it follows clearly that

v(g) ≥ min
{
v(h(1)

i
f

xi
) : i ∈ I0

}

= min {di + d− wi : i ∈ I0}

Now,leti0 ∈ I0 such thatmin {di + d− wi : i ∈ I0} = di0 + d− wi0 .

• If v(g) = di0 + d − wi0 , then the claim of the Proposition 3.2.4 follows clearly
by takingb0 = h(1)

0
, ξ =

∑
i∈I

h(1)
i
∂xi

, g1 =
∑

i∈I0
h(2)

i
f

xi
and besides by

showing thatv(ξ) = min {di − wi : i ∈ I}. To do so we consider the linear
functionλ: Rn → R associated tow and defined by

λ(α) := 〈w,α〉 :=
n∑

i=1

wiαi,
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with α = (α1, . . . , αn) ∈ Rn. On the other hand, Definition 2.2.1 yields

v(ξ) = min
{
v(h(1)

i
∂

xi
) : i ∈ I

}

= min
{
min{λ(α− ǫi) : α ∈ supp(h(1)

i
)} : i ∈ I

}

= min
{
min{λ(α) : α ∈ supp(h(1)

i
)} − λ(ǫi) : i ∈ I

}

= min
{
v(h(1)

i
)− λ(ǫi) : i ∈ I

}

= min {di − wi : i ∈ I} .

• If v(g) > di0 + d − wi0 however, there exists a subsetI(1)
0

of I0 containingi0
such that

1. di + d− wi = di0 + d− wi0 for all i ∈ I(1)
0

and

2.
∑

i∈I
(1)
0

h(1)
i
f

xi
= 0.

Hence, we have
g =

∑

i∈I0\I
(1)
0

h(1)
i
f

xi
+
∑

i∈I0

h(2)
i
f

xi
.

Now we have to consider two cases:

(a) If I0 \ I(1)
0
6= ∅, then we get

v(g) ≥ min
{
di + d− wi : i ∈ I0 \ I(1)

0

}
.

If the equality holds, then the claim follows.
If not, then we use the same considerations as in the above to rewriteg.

(b) If I0 \ I(1)
0

= ∅, theng has the form

g =
∑

i∈I0

h(2)
i
f

xi
.

In this case we decompose the power seriesh(2)
i

, i ∈ I0, into their(QH)
parts as we did for the power serieshi, i ∈ I0.

Thus, using again the method that we followed in the case where the equality between
the weighted orders does not hold, we show that after finitelymany iterations there
exists a subsetI∗

0
of I0 such that

g =
∑

i∈I∗
0

bifxi
+ g1,

where

1. for all i ∈ I∗
0
, bi is a(QH) polynomial,
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2. v(g) = min
{
v(bifxi

) : i ∈ I∗
0

}
= min

{
v(bi) + v(f

xi
) : i ∈ I∗

0

}
and

3. v(g1) > v(g).

Hence, the claim follows by setting

ξ =
∑

i∈I∗
0
\{0}

bi∂xi
.

Altogether, it yieldsf is (AC) with respect to{w}. Finally, we should notice that the
so far used arguments in the present proof show in the same waythat f is (A) with
respect to{w}. Hence in order to avoid repetition, we decide to omit the proof of the
last claim.

Considering a(PH) polynomialf , we discuss in the following how condition(A)
(resp.(AC)) is related to the piecewise-homogeneous grading of theK-algebrasMf

(resp.Tf ). For this purpose we consider:

Notation 3.2.5. Letf ∈ K[x] be(PH) of type(W ; d).

1. We write

jA
W

(f) := 〈g ∈ j(f) : g is (A1) with respect tof, W 〉

and

tjAC
W

(f) := 〈g ∈ tj(f) : g is (AC1) with respect tof, W 〉 .

2. For d ∈ N, we write

jA
W

(f, d) := 〈g ∈ j(f) : vW (g) = d and g is (A1) with respect tof, W 〉

and

tjAC
W

(f, d) := 〈g ∈ tj(f) : vW (g) = d and g is (AC1) with respect tof, W 〉 .

3. We denote
grA

W
(Mf ) :=

⊕

d≥0

F≥d/(j
A
W

(f, d) + F>d),

and
grAC

W
(Tf ) :=

⊕

d≥0

F≥d/(tj
AC
W

(f, d) + F>d).

Refering to Definition 2.1.44, we should mention thatgrA
W

(Mf ) (resp.grAC
W

(Tf )) is
a K-algebra in the same way asgr

W
(Mf ) (resp. gr

W
(Tf )). Nevertheless, it is of

interest to notice the following.
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Remark 3.2.6. If µ(f) < ∞ (resp. τ(f) < ∞), then Proposition 2.1.53 estab-
lishes thatgr

W
(Mf ) (resp. gr

W
(Tf )) has finite dimension asK-vector space. For

grA
W

(Mf ) (resp. grAC
W

(Tf )) yet, the dimension can be infinite as Example 3.2.16
shows.

Furthermore, it is not difficult to establish the following relations between the so far
definedK-algebras.

Lemma 3.2.7. Let f ∈ K[x] be (PH) of type(W ; d). Then, there exist canonical
epimorphisms ofK-vector spaces

grA
W

(Mf ) ։ grAC
W

(Tf) , gr
A
W

(Mf ) ։ gr
W

(Mf ) , gr
AC
W

(Tf ) ։ gr
W

(Tf ).

If moreoverf is (A) (resp. (AC)) with respect toW , thengrA
W

(Mf ) ∼= gr
W

(Mf )
(resp.grAC

W
(Tf ) ∼= gr

W
(Tf ) ) asK-vector spaces.

Proof. The claim of lemma 3.2.7 is straightforward from Definition 2.1.44 and Nota-
tion 3.2.5. This is why we choose to omit the proof.

For the sequel, we consider a(PH) polynomialf such thatµ(f) < ∞ (resp.τ(f) <
∞). The emphasis is put on the relations between the Milnor (resp. Tjurina) algebra of
f and their associated piecewise-homogeneous gradings.

Lemma 3.2.8. Letf ∈ K[x] be(PH) of type(W ; d).

1. If τ(f) <∞, then
grAC

W
(Tf ) ։ gr

W
(Tf) ։ Tf .

2. If µ(f) <∞, then
grA

W
(Mf ) ։ gr

W
(Mf) ։ Mf .

Proof. The claim is straightforward from Corollary 2.1.54 and Lemma 3.2.7.

From the computational point of view, the following proposition is crucial for it pro-
vides a characterization of conditions(A) and(AC) by means of finite dimensional
K-vector spaces.

Proposition 3.2.9. Letf ∈ K[x] be(PH) of type(W ; d).

1. If µ(f) < ∞, thenf is (A) with respect toW , if and only if,grA
W

(Mf ) ∼= Mf

asK-vector spaces, i.edimK(grA
W

(Mf )) = µ(f)

2. If τ(f) <∞, thenf is (AC) with respect toW , if and only if,grAC
W

(Tf ) ∼= Tf
asK-vector spaces, i.edimK(grAC

W
(Tf )) = τ(f).

Proof. In the following we only show the second assertion of proposition 3.2.9 as the
first one can be proved in the same way. Hence, we consider a piecewise-homogeneous
polynomialf ∈ K[x] such thatτ(f) < ∞. We denoteIf := tj(f) andIAC

f,d
:=

tjAC
W

(f, d). Moreover, letB = {eα,α ∈ Λ} be a basis of theK-vector spacegrAC
W

(Tf )
consisting of monomials ofK[[x]].
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As grAC
W

(Tf ) ։ grW (Tf ) ։ Tf follows by Lemma 3.2.8, thenB projects to a gener-
ating system ofTf . Namely, the set{eα mod(If ), α ∈ Λ} is a generating system of
Tf . First, we suppose thatf satisfies the condition(AC) and we show that the system
{eαmod(If ),α ∈ Λ} is linearly independant inTf . Indeed, considering a relation∑

α∈Λ
cαeαmod (If ) ≡ 0, where forα ∈ Λ, cα ∈ K, means that

∑

α∈Λ

cαeα ∈ If . (3.12)

If the leastW -degree of a monomial occuring in the relation (3.12) with non zero
coefficient isd ∈ Z>0, then we have

vW

(
∑

α∈Λ

cαeα

)
= d.

Hence, ∑

α∈Λ

cαeα ∈ F≥d ∩ If .

Moreover, using Notation 3.2.5, condition(AC2) yields
∑

α∈Λ

cαeα ∈ IACf,d
+ F>d.

Hence, in theK-spaceF
≥d
/(IAC

f,d
+ F

>d
), we have

∑
α∈Λ

cαeα = 0. Thus, the set

{eα : α ∈ Λ} is dependant in theK-spaceF
≥d
/(IAC

f,d
+ F

>d
) against the choice of

theeα and so the claim follows.
Now, we suppose that the surjectiongrAC

W
(Tf ) ։ Tf is an isomorphism ofK-linear

spaces. Hence, the set{eα mod(If) : α ∈ Λ} is a basis of the linear spaceTf .
For the sequel we considerg ∈ K[[x]] such thatvW (g) = d. Hence, we can write
g = gd + g>d wheregd is (PH) of type(W ; d) andvW (g>d) > d. We denote

Λ
(d)

:=
{
α ∈ Λ : W -deg(eα) = d

}
andΛ

(>d)
:=
{
α ∈ Λ : W -deg(eα) > d

}
.

Hence, we can write

gmod (If ) =
∑

α∈Λ(d)

cαeαmod (If ) +
∑

α∈Λ(>d)

cαeαmod (If ). (3.13)

On the other hand, we have

gd −
∑

α∈Λ(d)

cαeα ∈ IACf,d
+ F>d. (3.14)

Now we assumeg ∈ If . As
{
eα mod(If ) : α ∈ Λ

}
is a basis ofTf , then it follows

in particular from(3.13) that all the coefficientscα, α ∈ Λ(d), are0. Thus,(3.14)
becomes

gd ∈ IACf,d
+ F>d.

Therefore,g ∈ IAC
f,d

+ F>d and so the claim follows.
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Although the central result of Arnold in [Arn74, 9.5] on normal forms supposes that
the condition(A) holds, Wall observed in his paper [Wal99a] that this condition is not
necessary. We shall reformulate Wall’s discussion in the next section of the present
chapter and give an explicit development about the computation of normal forms. For
this purpose, it deserves to elaborate the following new conditions.

Definition 3.2.10. Let f ∈ K[x] be (PH) of type(W ; d). We say thatf is almost
(A) and we writef is (AA) (resp.f is almost (AC) and we writef is (AAC)) with
respect toW if dimK(grA

W
(Mf ) <∞ (resp.dimK(grAC

W
(Tf )) <∞. Furthermore,

we call aK-basis ofgrA
W

(Mf) (resp. grAC
W

(Tf )) consisting of monomials aregular
basisofMf (resp.Tf ).

Notation 3.2.11. If f is (AA) (resp. (AAC)) with respect toW and if P is theC-
polytope associated toW , then we say also thatf is (AA) (resp.(AAC)) with respect
to P .

Lemma 3.2.12.Let f ∈ K[x] be(PH) of type(W ; d). If f is (AA) with respect to
W thenf is (AAC) with respect toW .

Proof. It follows from Lemma 3.2.7 thatdimK(grAC
W

(Tf )) ≤ dimK(grA
W

(Mf ))
which shows obviously the claim.

Remark 3.2.13. Let f ∈ K[x] be(PH) of type(W ; d). The following observations
are straightforward from Proposition 3.2.9:

1. If µ(f) < ∞ andf is (A) with respect toW thenf is also(AA) with respect
to W .

2. If τ(f) < ∞ and f is (AC) with respect toW thenf is also (AAC) with
respect toW .

Proposition 3.2.14. Let char(K) = 0 and letf = xa + λx2y2 + yb ∈ K[[x, y]],
whereλ 6= 0, a ≥ 4 andb ≥ 5. If µ(f) < ∞ (resp.τ(f) < ∞), thenf is (A) (resp.
(AC)) with respect toΓ(f). Furthermore, there exists a regular basis ofMf (resp. of
Tf ) consisting of monomials lying strictly belowΓ(f).

Proof. Let char(K) = 0 and letf = xa + λx2y2 + yb ∈ K[[x, y]], whereλ 6= 0,
a ≥ 4 andb ≥ 5. Without loss of generality, we can suppose thatb ≥ a. We write
a = da′ andb = db′ whered = gcd(a, b). Clearlyf is (PH) of type

(
W ; d̄

)
where

W = {(2b′, (a− 2) · b′) , ((b − 2) · a′, 2a′)} andd̄ = 2da′b′.
Arnold established thatf is (A) with respect toΓ(f) and showed the existence of a
regular basis ofMf such that any monomial in it lies strictly belowΓ(f). For the proof
of this claim we refer to [Arn74, 9.8 and 9.9].
For the sequel, we assumeτ(f) <∞ and we show thatf is (AC). We have

fx = axa−1 + 2λxy2 , fy = 2λx2y + byb−1.

So, it is not difficult to see that the set of monomials

B =
{
1, x, . . . , xa−1, y, xy, y2, . . . , yb−1

}
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is a K-vector space basis ofTf . Thusτ(f) = a+ b.
Moreover, we claim that the monomialsxy2, x2y, x2y2, xa andyb fulfill conditions
(AC1) and(AC2) with respect tof andW . Indeed, we can write

(1) xy2 = ξ1f + h1 whereξ1 = 1
2λ∂x andh1 = − 1

2λax
a−1.

(2) x2y = ξ2f + h2 whereξ2 = 1
2λ∂y andh1 = − 1

2λby
b−1.

(3) x2y2 = α1f + ξ3f , whereα1 is a non zero constant andξ3 = α2x∂x + α3y∂y
with alsoα2, α3 ∈ K \ {0}.

(4) xa = β1f + ξ4f , whereξ4 = β2x∂x + β3y∂y andβi ∈ K \ {0} for 1 ≤ i ≤ 3.

(5) yb = γ1f + ξ5f , whereξ5 = γ2x∂x + γ3y∂y andγi ∈ K \ {0} for 1 ≤ i ≤ 3.

On the other hand, we have

(1) vW (xy2) = a′(b + 2) and vW (ξ1) = −(b − 2)a′. Thus, we get clearly
vW (xy2) = vW (ξ1) + vW (f). Moreover

vW (h1) = 2b′(a− 1) = vW (xy2) + (b′(a− 2)− 2a′) > vW (xy2).

Therefore the claim follows forxy2.

(2) In the same wayx2y satisfies(AC1) and(AC2) with respect tof andW .

(3) ObviouslyvW (ξ3) = 0 andvW (x2y2) = vW (f). This implies clearly the claim
for x2y2. Besides we see easily in the same way thatxa andyb satisfy(AC1)
and(AC2) with respect tof andW .

In the following, we denote by∆1 the line segment ofΓ(f) with end points(a, 0)
and(2, 2) and we write∆2 for the line segment of with end points(2, 2) and(0, b).
Besides, letδ1,2 = {(2, 2)}. It is evident that∆1, ∆2 andδ1,2 are faces ofΓ(f).
Moreover,xa−1, x2y andx2y2 are in the coneP [∆1]. Thus, asxn ∈ P [∆1] for any
n ∈ N, then it follows from Lemma 3.2.3 that any monomial in the set

{
x2+ny , x2+ny2 , xa+n : n ∈ N

}

is (AC1) and(AC2) with respect tof andW . In the same way, sincexy2, x2y2 and
yb in P [∆2], it follows from Lemma 3.2.3 that any monomial in

{
xy2+n , x2y2+n , yb+n : n ∈ N

}

is (AC1) and(AC2) with respect tof andW .
Altogether, this shows thatdimK(grAC

W
(Tf )) < ∞ and aregular basis ofTf is con-

tained in the setB. ThereforedimK(grAC
W

(Tf )) ≤ ♯(B) = τ(f). However, Lemma
3.2.8 states thatdimK(grAC

W
(Tf )) ≥ τ(f). Hence the claimf is (AC) follows from

Propsition 3.2.9. Finally, it is easy to see that all monomials in B lie strictly above
Γ(f). This terminates the proof.
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a2

2

b

∆1

∆2

Regular basis of

f = xa + λx2y2 + yb

In arbitrary characteristic, the following claim generalizes Proposition 3.2.14.

Proposition 3.2.15. Let char(K) 6= 2 and letf = xa + λx2y2 + yb ∈ K[[x, y]],
whereλ 6= 0, a ≥ 4 andb ≥ 5. If µ(f) < ∞ (resp.τ(f) < ∞), thenf is (AC) with
respect toΓ(f). Furthermore, there exists a regular basis ofTf lying belowΓ(f).

Proof. The proof repeats the so far used arguments in the one of Proposition 3.2.14.
Hence for the reason of size we discuss shortly the followingcases:

(i) If char(K) ∤ a, char(K) ∤ b andchar(K) ∤ ab− 2 · (a+ b) , we observe thatfx
andfy are equal to the respective partial derivatives off in characteristic zero.
Thus, the proof of Proposition 3.2.14 shows in the same way the claim of the
present proposition.

(ii) If char(K) ∤ a, char(K) ∤ b, butchar(K) | ab− 2 · (a+ b), then we can see in
this case thatxa 6∈ tj(f) anddimK(grAC

W
(Tf )) = τ(f) = a+ b+ 1.

(iii) If char(K) | a andchar(K) ∤ b, then we have

fx = 2λxy2 , fy = 2λx2y + byb−1.

Nevertheless, in this case also, it is not difficult to see that the monomialsxy2,
x2y, x2y2, xa andyb do fulfill conditions(AC1) and(AC2) with respect tof
andW and the claim follows in the same way as in the above.

(iv) The claim in the casechar(K) | b andchar(K) ∤ a can be easily derived from
the case(iii).

(v) If char(K) | a andchar(K) | b, then

fx = 2λxy2 , fy = 2λx2y.

Arguing as in the proof of Proposition 3.2.14, we can show that τ(f) = a+b+1
and the set

B =
{
1, x, . . . , xa−1, y, xy, y2, . . . , yb

}

is at the same time aK-vector space basis and a regular basis ofTf . This shows
the claim.
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We should mention that the claim of Proposition 3.2.15 is in general not true when
char(K) = 2.

Example 3.2.16.Let char(K) = 2 and letf = x5 + x2y2 + y4 ∈ K[[x, y]]. f is
(PH) of type(W , d), whereW = {(4, 6) ; (5, 5)} andd = 20. UsingSINGULAR,
we can computeτ(f) = 16 and show that〈x , y〉7 ⊂ tj(f). However, we claim
that f is not even(AAC). Indeed, letn ∈ Z>0 be such thatn ≥ 2, then obviously
y4n ⊂ m7 ⊂ tj(f). On the other hand, we show in the following thaty4n does not
satisfy(AC2) with respect tof andW .
We havefx = x4 andfy = 0, then we can writey4n as

y4n = y4n−4f + (xy4n−4)∂xf + x2y4n−2.

Besides, settingξ = (xy4n−4)∂x, we havevW (y4n) = 20n = vW (y4n−4) + vW (f)
andvW (ξ) = 20n − 20. Thus, clearlyvW (y4n) = vW (ξ) + vW (f). Nevertheless,
vW (y4n− y4n−4f − ξf) = vW (x2y4n−2) = 20n and this shows thatf is not(AC2).
Hence the infinite set

{
y4n : n ≥ 2

}
is contained in aK-basis of the vector space

grAC
W

(Tf ) and so the claim thatf is not(AAC) clearly follows.

In [Wal99a], Wall established overC that if f ∈ K[[x]] is NPND∗ with respect
to someC-polytopeP , thenfP is (AA) with respect toP . To show this claim, Wall
presented a pure algebraic proof based on the observations of Kouchnirenko in [Kou76,
4,6] and which is independant of the characteristic. Therefore the same claim does hold
in arbitrary characteristic.

Proposition 3.2.17.Let f ∈ K[[x]] such thatchar(K) ≥ 0. If f satisfiesNPND∗

with respect to someC-polytopeP , thenfP is (AA) and(AAC) with respect toP .

Proof. See [Wall99a, 2.2 and 2.3] for a proof of the claim thatfP is (AA) with respect
to P . Finally,fP is (AAC) with respect toP follows from Lemma 3.2.12.

Corollary 3.2.18. Let f ∈ m3 be (SQH) with principal part f∆ having weighted
degreed ∈ Z>0. If char(K) does not divided, thenf is (AA) and (AAC) with
respect to its Newton polytope.

Proof. The proof is straightforward from Proposition 2.3.23 and Proposition 3.2.17.

The next proposition was motivated by the following observations: In the classification
of simple and unimodal plane curve singularities, the caseswhich mostly occur are
those of elements ofK[[x, y]] which are(SQH) or (SPH) with respect to a2-facet
Newton polytope (see for example [AGV85], [Sch90], [GrK90], [DrG98]). Moreover,
as we shall see in the next section, the computation of regular bases provides an impor-
tant tool to the computation of normal forms.

Proposition 3.2.19.Letf = xa + λxcyd + yb ∈ K[[x, y]] be reduced such that
λ ∈ K \ {0}, a > c, b > d andad+ bc < ab. Thenf is (AAC) with respect toΓ(f),
if and only if, there existsk ∈ Z>0 such that any monomial of total degreek · (c + d)
satisfies(AC1) and(AC2) with respect tof andΓ(f).
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Proof. Throughout this proof, we denoteΓ := Γ(f), ∆1 = [(a, 0), (c, d)] and more-
over∆2 = [(c, d), (0, b)]. Clearly∆1 and∆2 are the two facets ofΓ. Furthermore, let
W := {w1 ; w2} ⊂ Z2

>0
wherew1 = bc · (d ; a − c) andw2 = ad · (b − d ; c). It

is easy to see thatf is (PH) with respect toW of degreeabcd. Moreover we say for
short that a monomial is(AC1) and(AC2) if it satisfies these conditions with respect
to f andW . Furthermore, we writedeg(M) for the total degree of a monomialM .
If f is (AAC) with respect toΓ, that isdimK(grAC

W
(Tf )) < ∞, then there exists

N ∈ Z>0 such that any monomial inmN is (AC1) and(AC2). We setk the smallest
positive integer such thatk · (c+ d) ≥ N .
Conversely, we suppose that there existsk ∈ Z>0 such that any monomialxαyβ with
α+ β = k · (c+ d) is (AC1) and(AC2). We claim that any monomial inmk·(c+d) is
also(AC1) and(AC2). Indeed, we consideri ∈ N and

Bi =
{
M ∈Mon(K[[x]]) : (k + i) · (c+ d) ≤ deg(M)) ≤ (k + i+ 1) · (c+ d)

}
,

and we show by induction that any monomialM ∈ Bi, i ∈ N, is (AC1) and(AC2).

ac

d

b

∆1

∆2

T

T̄

Ti

T̄i

f = xa + λxcyd + yb

is (AAC)

For this purpose we consider the following triangles inR2
≥0:

(1) T has the vertices(0, 0), (c, 0) and(c, d).

(2) T̄ has the vertices(0, 0), (d, 0) and(c, d).
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(3) Ti has the vertices((k + i) · c, (k + i) · d), ((k + i + 1) · c, (k + i) · d) and
((k + i+ 1) · c, (k + i+ 1) · d).

(4) T̄i has the vertices((k + i) · c, (k + i) · d), ((k + i) · c, (k + i + 1) · d) and
((k + i+ 1) · c, (k + i+ 1) · d).

LetM be a monomial such thatdeg(M) = k · (c+ d). We have by assumption thatM
is (AC1) and(AC2). Hence, it follows by Lemma 3.2.3 that

1. if M ∈ P [∆1], then for anyr ∈ N, xrM is (AC1) and(AC2) follows,

2. if M ∈ P [∆2], then for anyr ∈ N, we haveyrM is (AC1) and(AC2).

Thus, in order to prove the claim fori = 0 and based on these observations, it is enough
to show that any monomial having its support inT0 (resp. inT̄0) is (AC1) and(AC2).
Nevertheless, such monomials can be written as the product of xkcykd and a monomial
having its support either onT ⊂ P [∆1] or T̄ ⊂ P [∆2].
On the other handxkcykd ∈ P [∆1]∩P [∆2]. Hence, it follows from Lemma 3.2.3 that
the lattice points ofT0 andT̄0 correspond to monomials which are(AC1) and(AC2).
Hence again by Lemma 3.2.3, we deduce that any monomialM , for which it holds
k · (c+ d) ≤ deg(M) ≤ (k + 1) · (c+ d), is (AC1) and(AC2).
The induction stepi⇒ i+1 can be proved in the same way by considering the triangles
Ti, T̄i, T andT̄ .
Altogether, this shows that any monomialM such thatdeg(M) ≥ k · (c+ d) is (AC1)
and(AC2). ConsequentlygrAC

W
(Tf) is finite dimensional asK-vector space and this

terminates the proof.

Example 3.2.20.Let char(K) = 3 and we consider a plane curve singularity of type
E3,3 corresponding to the equationf = x12 + x3y2 + y3 ∈ K[[x, y]]. Furthermore,

let W =
{
(6; 27) , (8; 24)

}
and letd = 72. Clearly,f is reduced andf is (PH) of

type{W ; d}. Using in SINGULAR the functionisAC from the librarygradalg.lib
(cf. Algorithm 4.3.4 in Chapter 4), we show that any monomialof total degree15
satisfies both of(AC1) and(AC2) with respect tof andW . Thus Proposition 3.2.19
yieldsf is (AAC) with respect toW . Moreover, using the functionACgrbase from
gradalg.lib (cf. Algorithm 4.2.4 in Chapter 4) shows that

B =
{
1, x, . . . , x12, y, xy, x2y, y2, xy2, x2y2, xy3, x2y3, x2y4

}

is a K-basis of the vector spacegrAC
W

(Tf ). HencedimK(grAC
W

(Tf )) = 22 while
τ(f) = 21. Thereforef is not(AC).

For f ∈ K[[x, y]] arising in the same way as in Proposition 3.2.19, we notice that the
same claim holds for the condition(AA).

Proposition 3.2.21. Let f = xa + λxcyd + yb ∈ K[[x, y]] be reduced, such that
λ ∈ K \ {0}, a > c, b > d andad + bc < ab. Thenf is (AA) with respect toΓ(f),
if and only if, there existsk ∈ Z>0 such that any monomial of total degreek · (c + d)
satisfies(A1) and(A2) with respect tof andΓ(f).
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Proof. In the same way as the proof of Proposition 3.2.19, this proofis also based
on Lemma 3.2.3. We need only to replace conditions(AC), (AC1) and (AC2) by
conditions(A), (A1) and(A2) respectively.

Example 3.2.22.Let char(K) = 5. We consider the plane curve singularity of type
W1,1 of equationf = x7 + x3y2 + y4 ∈ K[[x, y]]. It is easy to notice thatf is (PH)

of type{W ; d} whereW =
{
(12; 24) , (14; 21)

}
andd = 84. Using SINGULAR,

we show that any monomial of total degree10 is (A1) and (A2) with respect tof
andW . Thusf is (AA) with respect toW follows by Proposition 3.2.21. Moreover,
dimK(grA

W
(Mf )) = 16 andµ(f) = 16. Hence, Proposition 3.2.9 yieldsf is (A) with

respect toW .

3.3 Normal Forms of Isolated Hypersurface Singulari-
ties

Throughout this sectionK denotes an algebraically closed field of arbitrary character-
istic.

Using the notions elaborated so far, we reformulate briefly the main statement given by
Arnold in [Arn74] on the computation of normal forms over thefield C.

Theorem 3.3.1.Let f ∈ m ⊂ C[[x]] be such thatµ(f) is finite and letW ⊂ Zn
>0

be
a finite set of weights corresponding to the Newton polytopeΓ of f . Furthermore, let
{eα : α ∈ Λ} be aK-basis ofMfΓ consisting of monomials.
If the principal partfΓ of f satisfies condition(A), then

f
r∼ fΓ +

∑

α∈Λ∗

cαeα,

where
Λ∗ ⊂

{
α ∈ Λ : vW (eα) > vW (f)

}

and the coefficientscα ∈ C are suitable.

Proof. cf. [Arn74, 9.5].

Nevertheless, as it was already observed by Wall in [Wal99a], the additional condition
(A) in Theorem 3.3.1 is not necessary for the proof and can be omitted as we shall
see in the next result. Indeed, Arnold’s theorem can be reformulated as follows for the
computation of normal forms with respect to the contact equivalence:

Theorem 3.3.2.Let f ∈ m ⊂ K[[x]] be such thatτ(f) is finite and letW ⊂ Zn
>0

be
a finite set of weights corresponding to the Newton polytopeΓ of f .
Further, let{eα : α ∈ Λ} be aK-basis ofgrAC

W
(TfΓ) consisting of monomials. Then,

f
c∼ fΓ +

∑

α∈Λ∗

cαeα,
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where
Λ∗ is a finite subset of

{
α ∈ Λ : vW (eα) > vW (f)

}

and the coefficientscα ∈ K are suitable.

Proof. Let f ∈ m be such thatτ(f) is finite. We denote the Newton polytopeΓ by P

and we writeW for a finite set of weights which is associated toP in Zn
>0

. Clearly
fP is a(PH) polynomial with respect toW . Letd := vW (f). Then, we can write

f = fP + f1, with vW (f1) > d.

Let
{
eα : α ∈ Λ

}
be aK-basis ofgrAC

W
(TfP

) consisting of monomials and let

Λ
′

:=
{
α ∈ Λ : vW (eα) > d

}
.

For the proof of Theorem 3.3.2, we construct inductively a sequence of power series
(gq)q∈Z

≥0

such that

• g0 = f ,

• gq c∼ f for all q and

• the sequence(gq)q converges in them-adic topology to an element of the form
fP +

∑
α∈Λ∗

cαeα where the latter sum has finitely many terms.

We describe in the following the first step of our construction. We havef = fP + f1,
whered1 := vW (f1) > d. Moreover, we can write

f1 = f (d1)
1

+ f (>d1)
1

,

where

• f (d1)
1

is a(PH) polynomial of type(W ; d1) and

• vW (f (>d1)
1

) > d1.

For the sequel we denotetjAC
W

(fP , d1) by IAC
d1

and we consider

Λ′
1

= {α ∈ Λ
′

: vW (eα) = d1}.

Of courseΛ
′

1
can be empty in the case where all monomials of piecewise-homogeneous

degreed1 satisfy(AC1) and(AC2) with respect tofP andW . If not, then
{eα : α ∈ Λ

′

(1)} is a basis of theK-vector spaceF
≥d1

/(F
>d1

+ (F
≥d1
∩ IAC

d1
)). So

we can write
f (d1)

1
=
∑

α∈Λ′
1

cαeα + b(1)
0
fP + ξ1fP + h1,

where

• cα ∈ K for all α ∈ Λ′
1

.
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• b(1)
0
∈ K[[x]] andξ1 =

∑n

i=1
b(1)

i
∂xi
∈ DerK(K[[x]]) satisfy

d1 = min{vW (b(1)
0

) + d , vW (ξ1) + d}.

• Finally h1 ∈ K[[x]] is such thatvW (h1) > d1.

Moreover, forvW (b(1)
0

) ≥ d1 − d > 0, we get

b(1)
0
∈ m, (3.15)

On the other hand, for all1 ≤ i ≤ n, Remark 2.2.2 yields

vW (b(1)
i

) ≥ vW (ξ1) + λW (ǫi),

where
i

ǫi = (0 . . . 0, 1, 0 . . . 0).

As vW (ξ1) ≥ d1 − d > 0, then it follows for alli = 1, . . . , n, that

vW (b(1)
i

) > λW (ǫi). (3.16)

Furthermore, we claim that theK-algebra morphismϕ1 defined by

ϕ1 : K[[x1, . . . , xn]] −→ K[[x1, . . . , xn]]

xi 7→ xi − b(1)i

is a K-automorphism onK[[x]].
To show the claim, we can suppose without loss of generality after permutation of the
indeterminatesx1, . . . , xn that

λW (ǫ1) ≥ λW (ǫ2) ≥ . . . ≥ λW (ǫn).

Using this together with the relation (3.16) shows thatb(1)
1
∈ m2. Furthermore, for all

i = 2, . . . , n, we get

b(1)
i

mod(m2) =
i−1∑

l=1

ai,lxl,

where the coefficientsai,l ∈ K. Hence, we can write the Jacobian matrixJ(ϕ1) as
follows





1 −a2,1 −a3,1 . . . −an,1
0 1 −a3,2 . . . −an,2
... 0 1 . . .

...
... 0

. . .
. . .

...
0 . . . . . . 0 1
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Obviously, we havedet(J(ϕ1)) = 1. Thereforeϕ1 ∈ Aut(K[[x]]). Moreover,

ϕ1(f) = ϕ1(fP + f1)

= ϕ1(fP ) + ϕ1(f
(d1)
1

) + ϕ1(f
(>d1)
1

)

= ϕ1(fP ) + ϕ1(f
(d1)
1

) +R1

with R1 = ϕ1(f
(>d1)
1

) ∈ F>d1 for f (>d1)
1

∈ F>d1 andϕ1 ∈ Aut(K[[x]]).
By Lemma 2.2.5, we can write

ϕ1(f) = fP − ξ1fP + f (d1)
1
− ξ1f (d1)

1
+R1 +R

′

1

= (1 + b(1)
0

)fP +
∑

α∈Λ
′
(1)

cαeα + (h1 − ξ1f (d1)
1

+R
′

1
)

wherevW (R
′

1
) > min{vW (ξ1) + vW (fP ) , vW (ξ1) + vW (f (d1)

1
)} ≥ d1.

Again by Remark 2.1.19, we have

vW (ξ1f
(d1)
1

) ≥ vW (ξ1) + vW (f (d1)
1

)

≥ (d1 − d) + d1

> d1.

Hence, we can write

ϕ1(f) = (1 + b(1)
0

)fP +
∑

α∈Λ
′
(1)

cαeα +R
′′

1
, with vW (R

′′

1
) > d1. (3.17)

Besides, it follows by (3.15) that the power series(1 + b(1)
0

) is a unit inK[[x]]. Thus,
multiplying both left and right hand side of the equation (3.17) by(1 + b(1)

0
)−1 leads

to the equation

(1 + b(1)
0

)−1ϕ1(f) = fP +
∑

α∈Λ
′
(1)

cαeα + f2, and vW (f2) > d1.

We setg1 = (1 + b(1)
0

)−1ϕ1(f). Obviously, we haveg1
c∼ f and

g1 = fP +
∑

α∈Λ
′
(1)

cαeα + f2, with vW (f2) > d1 > d. (3.18)

Note that ifΛ
′

1
= ∅, then the equation (3.18) changes to

g1 = fP + f2, with vW (f2) > d1 > d. (3.19)

Proceeding recursively, we construct the sequence{(gq)}q. On the other hand, as
τ(f) is finite, then it follows by Theorem 3.1.15 thatf is finitely contact determined.
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Hence, there exists a finite subsetΛ∗ of Λ
′

such that the sequence(gq)q≥0 converges
to fP +

∑
α∈Λ∗

cαeα in them-adic topology. Thus, the claim

f
c∼ fP +

∑

α∈Λ∗

cαeα

clearly follows.

We recall that, ifM ∈ Mon(K[[x]]) is a monomial inK[[x]], thendeg(M) denotes
the total degree ofM . If we devote a closer look to the proof of Theorem 3.3.2, then
we can easily see that it actually shows the following claim.

Theorem 3.3.3. Let f ∈ m ⊂ K[[x]] and letk ∈ Z>0 be such thatmk ⊂ tj(f).
Further, letW ⊂ Zn

>0
be a finite set of weights corresponding to the Newton polytope

Γ of f and let let{eα : α ∈ Λ} be aK-basis ofgrAC
W

(TfΓ) consisting of monomials.
Then,

f
c∼ fΓ +

∑

eα∈E(f)

cαeα,

where

E(f) ⊂
{
M ∈Mon(K[[x]]) : deg(M) ≤ 2k−ord(f)+2 , vW (M) ≥ vW (f−fΓ)

}

and the coefficientscα ∈ K are suitable.

Proof. cf. proof of Theorem 3.3.2.

Obviously, the setE(f) which is defined in Theorem 3.3.3 is finite. Moreover, we
can in the same way reformulate Arnold’s theorem in arbitrary characteristic for right
equivalence.

Theorem 3.3.4. Let f ∈ m ⊂ K[[x]] and letk ∈ Z>0 be such thatmk ⊂ j(f).
Further, letW ⊂ Zn

>0
be a finite set of weights corresponding to the Newton polytope

Γ of f and let let{eα : α ∈ Λ} be aK-basis ofgrA
W

(MfΓ) consisting of monomials.
Then,

f
r∼ fΓ +

∑

eα∈E(f)

cαeα,

where

E(f) ⊂
{
M ∈Mon(K[[x]]) : deg(M) ≤ 2k−ord(f)+2 , vW (M) ≥ vW (f−fΓ)

}

and the coefficientscα ∈ K are suitable.

Proof. The arguments used in the proof of Theorem 3.3.2 show in the same way the
claim of Theorem 3.3.4. Thus, we decide here for the reason ofsize to omit the proof.
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Example 3.3.5.Letchar(K) = 2 and letf = x2y2+y4+x5+x5y7+x3y9+x9y4+
x15 ∈ K[[x, y]]. UsingSINGULAR, we getτ(f) = 16 andm7 ⊂ tj(f). On the other
hand, it is easy to see that the set of weightsW = {(4, 6) ; (5, 5)} corresponds to the
Newton polytopeΓ of f and moreoverfΓ = x2y2 + y4 + x5. In Example 3.2.16, we
have shown that the(PH) polynomialfΓ does not satisfy(A) with respect toΓ since
it is not even(AA) with respect toΓ. Hence,grAC

W
(TfΓ) has an infinite dimension as

aK-vector space. Moreover, let

E(f) =
{
M ∈Mon(K[[x]]) : deg(M) ≤ 12 andvW (M) ≥ 60

}
.

Using the functionACgrbase from the librarygradalg.lib in SINGULAR, we obtain
the set

{
xy11 , y12

}
as intersection of the setE(f) and aK-basis ofgrAC

W
(TfΓ) con-

sisting of monomials. Thus, the claim

f
c∼ x2y2 + y4 + x5 + c1xy

11 + c2y
12 for somec1, c2 ∈ K

follows clearly by Theorem 3.3.3.

In the last part of the present chapter we shall investigate the effect of the conditions
(AA) and(AAC) on the computations of normal forms and bounds of determinacy.
As it should be expected, it turns out that these conditions are more suited for compu-
tations.
Before going into the details, we recall that an elementf ∈ K[[x]] is called semi-
-piecewise-homogeneous, if there exists aC-polytopeP in Rn

≥0
such that no point of

supp(f) lies belowP and moreover the piecewise-homogeneous polynomialfP has a
finite Tjurina number (cf. Definition 2.1.37).

Theorem 3.3.6.Let f ∈ m ⊂ K[[x]] be(SPH) with respect to aC-polytopeP and
let W ⊂ Zn

>0
be a finite set of weights corresponding toP . If fP is (AAC) with

respect toP and
{
eα : α ∈ Λ

}
is a regular basis ofTfP

, thenf is finitely contact
determinedand

f
c∼ fP +

∑

α∈Λ∗

cαeα,

where
Λ∗ ⊂

{
α ∈ Λ : vW (eα) ≥ vW (f − fP )

}

and the coefficientscα ∈ K are suitable.

Remark 3.3.7. We should observe that the set of indicesΛ∗ in Theorem 3.3.6 can be
empty. Indeed, if we suppose for example that all points corresponditiong tosupp(eα),
α ∈ Λ, lie belowP , then it is obvious thatΛ∗ = ∅. In this case we havef

c∼ fP .

We give in the following a proof of Theorem 3.3.6.

Proof. Let f ∈ m ⊂ K[[x]] be (SPH) with respect to aC-polytopeP . Definition
2.1.37 states that the principal partfP has a finite Tjurina number. Moreover, the
assumptionfP is (AAC) with respect toP means by definition that theK-algebra
grAC

W
(TfP

) has a finite dimension as aK-vector space. On the other hand, letΛ′ =
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{
α ∈ Λ : vW (eα) ≥ vW (f−fP )

}
. Hence, following in the same way the arguments

used in the constructive proof of Theorem 3.3.2, we show the existence of a sequence
{gq}q such that

(1) gq
c∼ f for all q ≥ 0 and

(2) for allN ∈ Z
>0

, there existsqN andcα ∈ K such thatgq − fP −
∑

α∈Λ′

cαeα ∈
mqN , for all q ≥ N .

Therefore the sequence{gq}q converges tofP +
∑

α∈Λ∗

cαeα in them-adic topology

of K[[x]]. Hence, forΛ∗ =
{

α ∈ Λ∗ : cα 6= 0
}

the claim

f
c∼ fP +

∑

α∈Λ∗

cαeα, (3.20)

clearly follows. We still have to show thatf is finitely contact determined.
Let d = vW (f) = vW (fP ) and ifΛ∗ 6= ∅, letd′ = max {vW (eα) : α ∈ Λ∗}. More-
over, if Λ∗ 6= ∅, we setD = max{d , d′}, otherwise we takeD = d. Furthermore,
let k be a positive integer such thatmk+1 ⊂ F>D and leth ∈ mk+1. Considering
g = f + h, we see clearly thatg is (SPH) with respect toP andfP is its principle
part. Besides, asvW (h) > D ≥ vW (eα), for all α ∈ Λ∗, it follows that the decompo-
sition of the piecewise-homogeneous parts ofh in theK-basis{eα : α ∈ Λ} does not
change the coefficientscα in the relation (3.20). Thus using the same arguments as so
far, we show that

g
c∼ fP +

∑

α∈Λ∗

cαeα.

That isf + h
c∼ f . Hencef is k-determined and this terminates the proof.

Example 3.3.8. Let char(K) = 3. We recall that any plane curve singularity of
typeE3,3 can be associated to a(SPH) element ofK[[x, y]] having the principal
part f0 = x12 + x3y2 + y3. Obviously,f0 is (PH) of type{W ; d} whereW ={
(6; 27) , (8; 24)

}
andd = 72. Moreover, we have shown in Example 3.2.20 thatf0 is

(AAC) with respect toW . Hence, it follows from Theorem 3.3.6 that anyE3,3-plane
curve singularity is finitely contact determined. On the other hand, using inSINGULAR

the functionACgrbase from the librarygradalg.lib, we obtain all monomials in aK-
vector space basis ofgrAC

W
(Tf) havingW -degree bigger than72. These arexy3, x2y3

andx2y4. Hence, Theorem 3.3.6 asserts that any equationf ∈ K[[x]] corresponding
to a plane curve singularity of typeE3,3 has the following normal form

f
c∼ f0 + c1xy

3 + c2x
2y3 + c3x

2y4,

for somec1, c2, c3 ∈ K.

Example 3.3.9. We consider in the following a plane curve singularity of typeW1,1

corresponding to an equationg ∈ K[[x, y]] such thatg is (SPH) of principal part
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f = x7 + x3y2 + y4 ∈ K[[x, y]]. LetW =
{
w1 = (12, 24) , w2 = (14, 21)

}
⊂ Z2

>0
.

Clearly f is (PH) of type(W ; d) whered = 84. Hence, we can writeg = f + g1
with vW (g1) > 84. In the following, we shall compute a normal form ofg in arbitrary
characteristic.

(1) If char(K) 6= 2 and char(K) 6= 3 and char(K) 6= 7, then it is not difficult
to see thatf is NPND∗. Hencef is (AAC) with respect toW follows by
Proposition 3.2.17 and therefore there exists a finiteK-basisB of grAC

W
(Tf )

consisting of monomials. Moreover, we notice that in this casefx andfy have
respectively the same support as whenchar(K) = 0. Thus we can assume
without loss of generality thatchar(K) = 0. On the other hand, it is easy to see
that all the lattice points on the Newton polytope off correspond to monomials
which satisfy(AC1) and (AC2) with respect tof andW . Moreover, Lemma
3.2.3 asserts that any monomialM for which vW (M) > 84 holds, is(AC1)
and (AC2). Therefore no element of the basisB have aW -order bigger than
84. Then it follows by Theorem 3.3.6 thatg

c∼ f .

(2) If char(K) = 7, then we can easily show, that in this case the same claims as
those ofchar(K) = 0 do also hold, especially we haveg

c∼ f . So for the reason
of size we decide not to go into the details.

(3) If char(K) = 3, then we can show in the same way as in Example 3.2.16 thatf
is not(AAC). ThusdimK(grAC

W
(Tf )) is infinite. On the other hand, usingSIN-

GULAR we getm7 ⊂ tj(f). Hence Theorem 3.1.15 yieldsf is 12-determined.
On the other hand, the functionACgrbase of the librarygradalg.lib provides
all monomials in aK-basis ofgrAC

W
(Tf) having total degree smaller than12

andW -degree bigger than84. These monomials arexy4, x2y3, x2y4 andx2y5.
Then, it follows by Theorem 3.3.6 that

g
c∼ f + c1xy

4 + c2x
2y3 + c3x

2y4 + c4x
2y5,

for someci ∈ K, 1 ≤ i ≤ 4. Nevertheless, if we consider the parametrization
equivalence

p∼ which is equivalent to
c∼ (cf. Definition 1.3.4 and Lemma 1.3.6),

it is established in [Bou02], that in characteristic3, g
c∼ f + ax2y3 for some

a ∈ K

(4) If char(K) = 2, then we have as in the latter case thatf is not (AA). Again,
usingSINGULAR, we show thatm10 ⊂ tj(f) and moreover the monomialsxi,
8 ≤ i ≤ x18 andxjy, 6 ≤ j ≤ 17 andxy4 are those monomials of aK-basis of
grAC

W
(Tf ) having total degree smaller or equal18 andW -degree bigger than

84. Using the same arguments as in the above we getg
c∼ f + ax6y for some

a ∈ K \ {0}.
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73

2

4

W1,1 in char(K) = 0

The following corollary shows that(AAC) is an appropriate condition.

Corollary 3.3.10. Letf ∈ m ⊂ K[[x]] be(SPH) with respect to aC-polytopeP . If
the principal partfP of f satisfies the condition(AAC) with respect toP , thenf has
a finite Tjurina number. That is the hypersurface singularityRf is isolated.

Proof. The proof is straightforward from Theorem 3.3.6 and Corollary 3.1.22.

Remark 3.3.11. (1) Corollary 3.3.10 states that a(SPH) power seriesf ∈ K[[x]]
having a principal partfP which satisfies(AAC) with respect to the corre-
spondingC-polytopeP has a finite Tjurina number. In other words, the finite-
ness ofτ(fP ) implies under the condition(AAC) the finiteness ofτ(f). Never-
theless, it should be noticed, that in this caseτ(f) ≤ τ(fP ).

(2) In general, as the following example shows, it is not truethat (SPH) elements
ofK[[x]] have finite Tjurina number.

Example 3.3.12.Let char(K) = 2 and letf = x2y2 + y4 + x5 + x3y2 ∈ K[[x, y]].
Clearlyf is (SPH) andf0 = x2y2+y4+x5 is its principal part. We haveτ(f0) = 16
whileτ(f) is infinite. Furthermore we should notice thatf0 is not(AAC) with respect
to its Newton polytope (cf. Example 3.2.16).

In the particular case of(SQH) elements though, we obtain the following interesting
result.

Corollary 3.3.13. Letf ∈ m ⊂ K[[x]] be(SQH). Thenf has a finite Tjurina number,
that is the hypersurface singularityRf is isolated.

Proof. Let f ∈ m ⊂ K[[x]] be(SQH) with principal partf∆. By Definition 2.1.37,
we have thatf∆ is (QH) andτ(f∆) < ∞. Moreover, it is established in Proposition
3.2.4 thatf∆ is (AC) with respect to its Newton polytope. Thus the claim clearly
follows by Corollary 3.3.10

We should mention the analogy with Proposition 2.1.41 whichdeals with the Milnor
number. Nevertheless, attention should be drawn to the factthat whileµ(f) = µ(f∆),
the equality does not in general hold for the Tjurina numbersτ(f) andτ(f∆).

Going back to the general case of(SPH) hypersurface singularities, we formulate
in the following a result on normal forms in relation with thecondition(AA). In the
same way as for(AAC), the following theorem shows that(AA) is an appropriate
condition since it implies the finiteness of the Milnor number.
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Theorem 3.3.14.Letf ∈ m ⊂ K[[x]] be(SPH) with respect to aC-polytopeP and
let W ⊂ Zn

>0
be a finite set of weights corresponding toP . If µ(fP ) < ∞ andfP is

(AA) with respect toP and moreover
{
eα : α ∈ Λ

}
is a regular basis ofMfP

, then
f is finitely right determined and

f
r∼ fP +

∑

α∈Λ∗

cαeα,

where
Λ∗ ⊂

{
α ∈ Λ : vW (eα) ≥ vW (f − fP )

}

and the coefficientscα ∈ K are suitable.

Proof. we decide to omit the proof since it is an exact repetition of the arguments of
the proof of Theorem 3.3.6.

Remark 3.3.15.Letf ∈ m ⊂ K[[x]] be(SPH) with respect to aC-polytopeP . If the
principal part fP has a finite Milnor number and is(A) or fP is (AC)) with respect
to its Newton polytope, then using Proposition 3.2.9, we canreplace in Theorem 3.3.14
(resp. Theorem 3.3.6) aK-basis of the vector spacegrA

W
(MfP

) (resp.grAC
W

(TfP
)) by

aK-basis of the vector spaceMfP
(resp.TfP

).

Example 3.3.16.Let char(K) 6= 2 and letf ∈ K[[x, y]] be an equation correspond-
ing to a plane curve singularity of typeTp,q, that is f is (SPH) of principal part
f0 = xp + λx2y2 + yq, whereλ 6= 0 and 1

p
+ 1

q
< 1

2 . Then, Proposition 3.2.15 and

Theorem 3.3.6 yieldf
c∼ f0.

Example 3.3.17.Let char(K) = 2 and letf ∈ K[[x, y, z]] be associated to a hyper-
surface singularity of typeQ10, that isf is (SQH) of principal partf0 = x2z+y3+z4.
Clearly,f0 is (QH) of type(W = {(9 , 8 , 6)} ; 24).
Using SINGULAR, we show thatτ(f0) = 16 and we get the following basisB of the
K-vector spaceTf0 consisting of monomials:
B = {1, x, y, xy, z, xz, yz, xyz, z2, xz2, yz2, xyz2, z3, xz3, yz3, xyz3}.
On the other hand, we see clearly that the four monomialsxyz2, xz3, yz3 andxyz3

haveW -degree bigger than24. Therefore in characteristic2, we have

f
c∼ x2z + y3 + z4 + c1xyz

2 + c2xz
3 + c3yz

3 + c4xyz
3,

for somec1, c2, c3 andc4 ∈ K.
On the other hand, we observe thatvW (xyz3) = 35 is the biggestW -degree of the
monomials inB. Furthermore, the functiondegHC from the librarygradalg.lib deliv-
ers the smallest positive integerk such thatmk+1 ⊂ F>35. It turns out thatk = 5 and
therefore it follows from Theorem 3.3.6 thatf and hencef0 are 5-determined. More-
over, it is of interest to observe that this bound of determinacy is more suited for the
effective computations as the one obtained by Theorem 3.1.15. Indeed, asm6 ⊂ tj(f0),
Theorem 3.1.15 asserts thatf0 is 12− 3 + 2 = 11-determined.

Based on these observations and arguing as in the proof of Theorem 3.3.6, we attempt
in the last part of the present chapter to give explicit bounds of determinacy in the case
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of (SPH) hypersurface singularities.

For the sequel, we considerf ∈ m ⊂ K[[x]] which is (SPH) with respect to aC-
polytopeP .

Theorem 3.3.18.Letf ∈ m ⊂ K[[x]] be(SPH) such thatfP is (AAC) with respect
to P . Further, letW ⊂ Zn>0 be a finite set of weights corresponding toP and let
{eα : α ∈ Λ} be aK-basis ofgrAC

W
(TfP

) consisting of monomials.
Thenf is k-contact determined ifmk+1 ⊂ F>D where

D := max
{
vW (fP ) , max {vW (eα) : α ∈ Λ}

}
.

Proof. To avoid repetition, we simply refer to the last part of the proof of Theorem
3.3.6.

Example 3.3.19.Let char(K) = 23 and let f = x23 + x8y4 + y8 ∈ K[[x, y]].

Clearlyf is (PH) of type{W ; d} whereW =
{
(16 ; 60) , (23 ; 46)

}
andd = 368.

On the other hand,τ(f) = 105. Moreover, it is not difficult to see thatf isNPND∗.
Therefore, by Proposition 3.2.17,f is (AAC) with respect to its Newton polytope.
HencedimK(grAC

W
(Tf )) is finite.

Furthermore, using the functionACgrbase from the librarygradalg.lib, we get
dimK(grAC

W
(Tf )) = 123 and aK-basisB = {eα : α ∈ Λ} of the vector space

grAC
W

(Tf ) consisting of monomials such that

max
{
vW (eα) : eα ∈ B ∩ F>368

}
= 598.

Moreover with the functiondegHC from gradalg.lib, we getm38 ⊂ F>598. Hence,
by Theorem 3.3.18,f is 37-contact determined. Finally, refering to Example 3.1.20,
it is of interest to notice that this bound of determinacy is much smaller than the one
obtained by Theorem 3.1.18 (cf. also [GrK90]) and Theorem 3.1.15 respectively.

In the same way as in Theorem 3.3.18, we establish the following for right-determinacy.

Theorem 3.3.20.Let f ∈ m ⊂ K[[x]] be(SPH) such thatµ(fP ) is finite andfP is
(AA) with respect toP . Further letW ⊂ Zn>0 be a finite set of weights corresponding
to P and let{eα : α ∈ Λ} be aK-basis ofgrA

W
(MfP

) consisting of monomials.
Thenf is k-right determined ifmk+1 ⊂ F>D where

D := max
{
vW (fP ) , max {vW (eα) : α ∈ Λ}

}
.

Proof. cf. the proof of Theorem 3.3.6.

In the particular case where condition(AC) (resp. (A)) holds, we can reformulate
Theorem 3.3.18 (resp. Theorem 3.3.20) as follows.

Corollary 3.3.21. Let f ∈ m ⊂ K[[x]] be(SPH) such thatfP is (AC) with respect
to P . Further letW ⊂ Zn>0 be a finite set of weights corresponding toP and let
d = vW (f). If D andk are positive integers such thatmk+1 ⊂ F≥D ⊂ tj(fP )∩F>d,
thenf is k-contact determined.
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Proof. Let f ∈ m ⊂ K[[x]] be (SPH) such thatfP is (AC) with respect toP .
HencedimK(grAC

W
(TfP

) < ∞. Further letW ⊂ Zn>0 be a finite set of weights
corresponding toP and letB := {eα : α ∈ Λ} be aK-basis ofgrA

W
(TfP

) consisting
of monomials. On the other hand, settingd := vW (f) = vW (fP ), we considerD and
k ∈ Z

>0 such that
F≥D ⊂ tj(fP ) ∩ F>d (3.21)

and
m
k+1 ⊂ F≥D (3.22)

First of all, we notice that ifN = max {vW (eα) : α ∈ Λ}, thenN < D. Otherwise,
let α ∈ Λ be such thatvW (eα) = N , theneα ∈ F≥N ⊂ F≥D ⊂ tj(f). For fP is
(AC) with respect toW , theneα would satisfy(AC1) and(AC2) with respect toW
and thereforeeα = 0 in grAC

W
(TfP

) against the choice ofB. HenceN < D. Besides
d < D follows clearly from the relation (3.21). Hence, if we write

D′ := max
{
vW (fP ) , max {vW (eα) : α ∈ Λ}

}
,

thenD > D′ clearly follows.
Altogether with the relation (3.22) shows thatmk+1 ⊂ F>D′ . Hence,f is k-contact
determined by Theorem 3.3.18.

Example 3.3.22.We consider a hypersurface singularity of typeE7 corresponding to
an equationf ∈ K[[x, y, z]]. That is,f is (SQH) of principal partf0 = x3+xy3+z2.
Clearly f0 is (QH) of type

{
w = (6 , 4 , 9) ; 18

}
. Hence, by Proposition 3.2.4,f0 is

(AC) with respect to its Newton polytope. We show in the followingthat the degree of
contact determinacy ofE7 is 4 whenchar(K) 6= 2 and5 whenchar(K) = 2.
Observing that2 and3 divide the weighted degree18 of f0, we consider the following
cases:

(1) Casechar(K) 6= 2 andchar(K) 6= 3. UsingSINGULAR, we getτ(f0) = 7 and

moreover the setB =
{
1, x, y, xy, y2, y3, y4

}
is aK-basis ofTf0 (cf. Remark

3.3.15). We notice that the weighted degree of any monomial inB is smaller than
18. Moreover, it is easy to see thatF≥19 ⊂ tj(f0) ∩ F>18. On the other hand,
using the functiondegHC from the librarygradalg.lib, we getm5 ⊂ F≥19.
Altogether, this yields by Corollary 3.3.21 thatf is 4-determined. Clearlyf is
not 3-determined, since for example we would havef

c∼ f − xy3 but the latter
has an infinite Tjurina number. Thus4 is the degree of determinacy off .

(2) Casechar(K) = 3. Using in the same waySINGULAR, we show that
F≥21 ⊂ tj(f0) ∩ F>18 and moreoverm6 ⊂ F≥21.
Thus, Corollary 3.3.21 asserts thatf is 5-determined. Nevertheless, we have

B =
{
1, x, x2, y, xy, x2y, y2, xy2, x2y2

}
is aK-basis ofTf0 . Moreoverx2y2 is

the only monomial inB having weighted degree bigger than18 andvw(x2y2) =
20. Hence, by Theorem 3.3.6, we have

f
c∼ f0 + cx2y2 , c ∈ K.
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On the other hand, considering the set of monomials of total degree5, it is easy
to see that the weighted degree of all of them buty5 is bigger than20. Hence,
if M ∈ Mon(K[[x, y, z]]) such thatdeg(M) = 5 andM 6= y5, then Theorem
3.3.6 asserts that for anyb ∈ K, f0 + cx2y2 + bM

c∼ f0 + cx2y2 c∼ f .
Moreover, we can writey5 = ξf0 whereξ = y2∂x. Clearyvw(y5) = vw(ξ) +

vw(f0) and thereforey5 = 0 in grAC
W

(Tf0). Thus for anya ∈ K, f + ay5 c∼ f .
Altogether yields4 is the degree of determinacy off .

(3) Casechar(K) = 2. UsingSINGULAR, we show thatτ(f0) = 14 and moreover
m7 ⊂ F≥26 ⊂ tj(f0) ∩ F>18. Hence,f is 6-determined follows by Corollary
3.3.21. Moreover, the set

B :=
{

1, x, y, xy, y2, y3, y4, z, xz, yz, xyz, y2z, y3z, y4z
}

is aK-basis ofTf0 . Clearly,B ∩ F>18 =
{
y3z, y4z

}
and25 = vW (y4z) >

vW (y3z) = 21. On the other hand all monomialsM of total degree6 but y6

have weighted degree bigger than25. Thus, by Theorem 3.3.6,f + M
c∼ f .

Moreover,y6 = ξf0 whereξ = y3∂x. Sincevw(y6) = vw(ξ) + vw(f0), y6 = 0

in grAC
W

(Tf0) and Theorem 3.3.6 yieldsf + ay6 c∼ f for all a ∈ K. Altogether,
we obtainf is 5-determined. However, sinceτ(f0 + y4z) = 12 6= τ(f0), thenf
is not4-determined. This shows that the5 is the degree of contact determinacy
of f .

Finally, it is of interest to notice that ifchar(K) 6= 2 andchar(K) 6= 3, then Lemma
2.1.32 yields for allg ∈ K[[x]], f

c∼ g, if and only iff
r∼ g. Thus due to the above, we

see that in this case also, the degree of right determinacy ofany hypersurface singu-
larity of typeE7 is 4. If char(K) = 2 or char(K) = 3 though, Lemma 2.1.33 asserts
thatµ(f0) is infinite.

In some cases we can even give explicitly the degree of determinacy as the following
result shows. First we recall thatf ∈ K[[x]] is called convenient or(CO), if its
Newton polytope meets all coordinate subspaces (cf. Definition 2.1.6).

Corollary 3.3.23. Let f ∈ m ⊂ K[[x]] be (SPH) such thatfP satisfies(AC) with
respect toP . Further, letW ⊂ Zn>0 be a finite set of weights corresponding toP

and letd := vW (fP ). If fP is (CO) andF>d ⊂ tj(fP ), thenf is deg(fP )-contact
determined wheredeg(fP ) is the total degree offP . If moreover for any proper subset
Λ of supp(fP ), the truncation(fP )Λ has an infinite Tjurina number, thendeg(fP ) is
thedegreeof contact determinacy off .

Proof. Let f ∈ m ⊂ K[[x]] be(SPH) such thatfP satisfies(AC) with respect toP .
Moreover letW = {wj : j ∈ J} ⊂ Zn>0 be a finite set of weights corresponding to
P and letd := vW (fP ). We writeN = deg(fP ) for the total degree offP .
We suppose in the following thatfP is (CO) andF>d ⊂ tj(fP ) and we claim that
mN+1 ⊂ F>d ⊂ tj(f)∩F>d. Nevertheless, the inclusionF>d ⊂ tj(f)∩F>d follows
clearly forF>d ⊂ tj(fP ). On the other hand, letα = (α1, . . . , αn) ∈ Zn

≥0
such
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thatxα ∈ mN+1. We show in the following thatvW (xα) > d. For this purpose, we
consider then-tuples

i
ǫi = (0 . . . 0, 1, 0 . . . 0),

wherei = 1, . . . , n. As fP is (CO), then there existsβ = (β1, . . . , βn) ∈ Zn>0 such
thatβi · ǫi ∈ supp(fP ) for all 1 ≤ i ≤ n. Without loss of generality, we can suppose
thatβ1 = deg(fP ) = N . On the other hand, asfP is (PH) of W -degreed, we can
write for i = 2, . . . , n,

β1 ·
(
min
j∈J
{w(j)

1
}
)

= βi ·
(
min
j∈J
{w(j)

i
}
)

= d.

For all i, sinceβ1 ≥ βi, it follows that

min
j∈J
{w(j)

1
} ≤ min

j∈J
{w(j)

i
}.

Altogether, this yields forj ∈ J
n∑

i=1

w(j)
i
αi ≥

n∑

i=1

αi ·
(
min
j∈J
{w(j)

i
}
)

≥
(
min
j∈J
{w(j)

1
}
)
·
( n∑

i=1

αi

)

≥ (N + 1)
(
min
j∈J
{w(j)

1
}
)

= (β1 + 1)
(
min
j∈J
{w(j)

1
}
)

= d + min
j∈J
{w(j)

1
}

> d.

Thus the claim follows. On the other hand, Corollary 3.3.21 yields f is N -contact
determined.
For the last part of the proof, we suppose that for any subsetΛ of supp(fP ), we have
τ((fP )Λ) =∞, then it is easy to see thatf cannot be (N − 1)-determined. Otherwise
f

c∼ fP − xβ1
1

would follow which is impossible sinceτ(f) <∞ by Corollary 3.3.10
while τ(fP − xβ1

1
) = ∞ by assumption. HenceN = deg(fP ) is the degree of

determinacy off .

Example 3.3.24.Let char(K) 6= 2 and letf ∈ K[[x, y]], as in Example 3.3.16 be
associated to aTp,q-plane curve singularity. Further, letf0 = xp + λx2y2 + xq be
the principal part off0, whereλ 6= 0 and 1

p
+ 1

q
< 1

2 . Clearly f0 is (CO). On the
other hand, writingd for the piecewise-homogeneous degree off , Proposition 3.2.15
asserts thatf0 is (AC) with respect to its Newton polytope and moreoverF>d ⊂ tj(f).
Hence, by Corollary 3.3.23, we obtain that the positive integerdeg(f0) = max{p , q}
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is a bound of contact determinacy off . Without loss of generality, we can assume
p = deg(f0). We observe that actuallyp is the degree of contact determinacy of
f . Indeed, if we supposef is (p − 1)-determined, thenf

c∼ f0 − xp would follow.
Nevertheless, sincef0 − xp is not reduced, this yieldsτ(f0 − xp) = ∞ whence a
contradiction.

Corollary 3.3.25. Let f ∈ m ⊂ K[[x]] be (SPH) such thatµ(fP ) is finite and
moreoverfP is (A) with respect toP . Further letW ⊂ Zn>0 be a finite set of weights
corresponding toP and letd = vW (f). If D andk are positive integers such that
mk+1 ⊂ F≥D ⊂ j(fP ) ∩ F>d, thenf is k-right determined.

Proof. The arguments used in the proof of Corollary 3.3.21 show in the same way the
claim. Hence we decide to omit the proof here for the reason ofsize.

In the particular case of(CO) elements, we get for right degree of determinacy a
similar result as in Corollary 3.3.23.

Corollary 3.3.26. Let f ∈ m ⊂ K[[x]] be (SPH) such thatµ(fP ) is finite and
moreoverfP is (A) with respect toP . Further let d = vW (f). If fP is (CO)
andF>d ⊂ j(fP ), then thenf is deg(fP )-contact determined. If moreover for any
proper subsetΛ ofsupp(fP ), the truncation(fP )Λ has an infinite Milnor number, then
deg(fP ) is thedegreeof right determinacy off .

Proof. cf. proof of Corollary 3.3.23.



Chapter 4

Implementation in SINGULAR

In the present chapter we discuss the methods used in the so far Chapters 2 and 3
from the computational point of view. For this purpose, we shall present algorithms
which we implement in the computer algebra system SINGULAR under the library
gradalg.lib (cf. Appendix B).
First, we show how to compute the ideals of a filtration

(
Fl
)
l∈Z

≥0

of K[[x1, . . . , xn]]

which is related to a finite set of weightsW ⊂ Zn
>0

.
Afterwards, we present algorithms for the computation of regular bases up to a given
degree.

Throughout this chapter,W denotes a finite set of weights contained inZn
>0

.

4.1 Basic Tools.

In this section, we shall present the basic algorithms whichare used for the implemen-
tation of the main procedures of the librarygradalg.lib in SINGULAR.

Let W ⊂ Zn
>0

, the first algorithm computes the piecewise-homogeneous ordervW (f)
of a polynomialf ∈ K[x] (cf. Definition 2.1.18). We recall that if the setW contains
only one weightw, then considering in SINGULAR a local weighted degree ordering
with respect tow, the functionord computesvw(f). For details, we refer to [GrP02]
and [GPS06].

Algorithm 4.1.1. (PIECEWISE-HOMOGENEOUS ORDER OF A POLYNOMIAL)

Input: A polynomialf ∈ K[x] and a finite set of weightsW ⊂ Zn
>0

.
Output: vW (f).

proceduregrord(f,W )
choosew ∈W

W = W \ {w}
N = vw(f)
tmpord = 0

101
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for all w ∈W do
tmpord = vw(f)
if tmpord < N then

N = tmpord
end if

end for
return N

end procedure

Proof. SinceW is a finite set, the algorithm terminates. Correctness follows obviously
from Definition 2.1.18.

Algorithm 4.1.2. (PIECEWISE-HOMOGENEOUS ORDER OF A MONOMIAL DERIVATION)

Input: A monomialM ∈ K[x1, . . . , xn], a finite set of weightsW = {w1, . . . ,ws}
and a positive integeri such that1 ≤ i ≤ n.

Output: vW (M∂xi
).

procedureDergrord(M,W , i)
choosew ∈W

W = W \ {w}
N = vw(M)−w[i]
tmpord = 0
for all w ∈W do

tmpord = vw(M)−w[i]
if tmpord < N then

N = tmpord
end if

end for
return N

end procedure

Proof. Correctness of the algorithm follows from Definition 2.2.1 and termination fol-
lows since the setW is finite.

The next algorithm computes the initial form of a polynomialwith respect to a finite
set of weightsW (cf. Definition 2.1.46). Moreover, we recall that in SINGULAR, the
functionsleadcoef andleadmonom(f) compute respectively the leading coefficient
and the leading monomial of a polynomial with respect to a given monomial ordering
(cf. [GrP02] and [GPS06]).

Algorithm 4.1.3. (PIECEWISE-HOMOGENEOUS INITIAL FORM OF A POLYNOMIAL)

Input: A polynomialf ∈ K[x] and a finite setW ⊂ Zn
>0

.
Output: InW (f).

proceduregrlead(f,W )
M = 0
tmplead = 0
N = vW (f)
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while f 6= 0 do
M = leadcoef(f) ∗ leadmonom(f)
f = f −M
if vW (M) = N then

tmplead = tmplead+M
end if

end while
return tmplead

end procedure

Proof. To see termination, note thatf has finitely many monomials. Correctness fol-
lows clearly from Definition 2.1.46.

For the next algorithm, we refer to Definition 3.1.5.

Algorithm 4.1.4. (PIECEWISE-HOMOGENEOUS JET OF A POLYNOMIAL)

Input: A polynomialf ∈ K[x], a finite setW ⊂ Zn
>0

and a positive integerd.
Output: f (W ,d).

procedurepwjet(f,W , d)
if vW (InW (f)) > d then

return 0
end if
g = 0
tmpjet = 0
while f 6= 0 do

g = InW (f)
f = f − g
if vW (g) ≤ d then

tmpjet = tmpjet+ g
end if

end while
return tmpjet

end procedure

Proof. The termination follows asf has finitely many monomials.

Denotingf =
∑

α

aαx
α andΛ∗ =

{
α ∈ supp(f) : vW (xα) ≤ d

}
, the correctness

follows from
f (W ,d) =

∑

α∈Λ∗

aαx
α.

Remark 4.1.5. For f ∈ K[x], we recall thatdeg(f) denotes the total degree of the
polynomialf . On the other hand, considering a monomial ordering> and a zero-
dimensional idealI ⊂ K[x]>, we explain in the following the use of someSINGULAR

functions which are relevant for the sequel.
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• std(I) computes a standard basis of the idealI with respect to>.

• If the generators ofI are a standard basis , then

– highcorner(I) returns the smallest monomial not contained inI.

– kbase(I) computes aK-vector space basis (consisting of monic monomi-
als) ofK[x]>/I.

– reduce(f, I) return0, if and only if,f ∈ I.

Algorithm 4.1.6. (kspan(I))

Input: A local degree ordering> and a zero-dimensional idealI ⊂ K[x]>.
Output: The maximal set (consisting of monic monomials) which generate the quo-

tient ringK[x]>/I asK-vector space.
procedurekspan(I)

J = std(I)
k is deg(highcorner(I)) + 1
mk = std(mk)
B = kbase(mk)
tmp = 0
for all monomialsM ∈ B do

if reduce(M,J) 6= 0 then
tmp = tmp, {M}

end if
end for
return tmp

end procedure

Proof. Let xα = highcorner(I) and letM ∈ Mon(K[x]) such thatdeg(M) >
deg(xα). Since> is a local degree ordering, thenM < xα. HenceM ∈ I follows by
definition of the highcorner ofI (cf. [GrP02, 1.7.11]). Settingk = deg(xα)+1 yields
〈x〉k ⊂ I. Furthermore the set

B := kbase(〈x〉k) =
{
M ∈Mon(K[x]) : deg(M) < k

}

is aK-vector space basis ofK[x]>/〈x〉
k. Obviously the setB is finite which shows

the finiteness of the algorithm. Moreover, if we consider thefollowing epimorphism of
K-vector spaces

K[x]>/〈x〉
k

=
⊕

M∈B
K ·M −→ K[x]>/I

M 7→ Mmod(I)

then it is not difficult to see that the set
{
Mmod(I) : M 6∈ I

}
is a maximal gener-

ating system of the vector spaceK[x]>/I. Therefore the correctness of the algorithm
follows.
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Algorithm 4.1.7. (PIECEWISE-HOMOGENEOUS ORDER OF APOWER OF〈x1, . . . , xn〉)
Input: A local degree ordering>, a positive integerN and a finite setW ⊂ Zn

>0
.

Output: The biggest positive integerd such thatF≥d ⊃ 〈x1, . . . , xn〉N .
proceduredegHCS((N,W ))

J = std(mN )
chooseM ∈ J
D = vW (M)
J = J \ {M}
Dtmp = 0
for all monomialsM ∈ J do

Dtmp = vW (M)
if Dtmp < D then

D = Dtmp
end if

end for
return D

end procedure

Proof. The finiteness follows sinceK[x]> is Noetherian. To show the correctness,

note thatJ =
{
M ∈ Mon(K[x]) : deg(M) = N

}
is a standard basis of〈x〉N .

Moreover, iff ∈ 〈x〉N , then there existsM ∈ J such thatM dividesf . Hence, we
can witef = M · g, whereg ∈ K[x]>. On the other hand, Remark 2.1.21 yields

vW (f) ≥ vW (g) + vW (M) ≥ vW (M) ≥ min
{
M : M ∈ J

}
.

This shows the correctness.

Algorithm 4.1.8. (TOTAL DEGREE OFhighcorner(F≥N ))

Input: A local degree ordering>, a positive integerN and a finite setW ⊂ Zn
>0

.
Output: The total degree ofhighcorner(F≥N ).

proceduredegHC((N,W ))
k = 1
D = min{l : m ⊂ F≥l}
while D < N do

for all k ≥ 2 do
D = min{l : mk ⊂ F≥l}

end for
end while
return k − 1

end procedure

Proof. It follows clearly by the definition of the idealF≥N that theK-vector space
K[x]>/F≥N has finite dimension and this shows the finiteness of the algorithm. For
the correctness, we notice that

〈x〉k ⊂ F≥N ⇐⇒ N = min{l : m
k ⊂ F≥l},
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and this latter condition is checked inductively starting by k = 1. Thus, the firstk,
for which this condition is fulfilled, is obviously the smallestk where〈x〉k ⊂ F≥N .
Moreover, arguing in the same way as in the proof of Algorithm4.1.6, we see thatk−1
is the total degree of the highcorner of a standard basis ofF≥N .

Algorithm 4.1.9. (W -IDEAL )

Input: A local degree ordering>, a positive integerN and a finite setW of weights.
Output: A standard basis of theW -idealF≥N .

proceduregrideal((N,W ))
k = degHC(N,W )

I = std(〈x〉k+1
)

J = kbase(I)
tmp = I
for all M ∈ J do

if vW (M) ≥ N then
tmp = tmp+ 〈M〉

end if
end for
return std(tmp)

end procedure

Proof. Let k = degHC(N,W ), then Algorithm 4.1.8 yields〈x〉k+1 ⊂ F≥N . Fur-
thermore, it is easy to see that the setJ =

{
M ∈ Mon(K[x]) : deg(M) ≤ k

}
is a

representative of aK-vector space basis ofK[x]
>
/〈x〉k+1. To see the correctness of

the algorithm, we write

S1 =
{
M ∈ J : vW (M) ≥ N

}

and

S2 =
{
xα ∈Mon(K[x]) : |α| = k + 1 andxα has no divisor inS1

}
.

We show in the following thatS = S1 ∪ S2 is a standard basis ofF≥N . Clearly,
S ⊂ F≥N ∩ Mon(K[x]). On the other hand, letg ∈ F≥N and letLM(g) be the
leading monomial ofg with respect to>. If LM(g) 6∈ mk+1, that isdeg(LM(g)) ≤ k,
thenLM(g) ∈ S1 follows sincevW (LM(g)) ≥ vW (g) ≥ N . If we suppose that
LM(g) ∈ mk+1, then there exists obviously a monomialxα such that|α| = k and
xα | LM(g). Moreover if there existsM ∈ S1 such thatM | xα, thenM divides
alsoLM(g). If not, thenxα ∈ S2 by construction. Altogether yields that there exists
a monomial inS such thatM | LM(g) and this shows the claim (cf. [GrP02, 1.6.1]).
The termination follows obviously, sinceF≥N is zero-dimensional and moreover the
setJ is finite.
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LetN be a positive integer. With theW -idealF≥N at our disposal, we compute in
the following aK-basis of the vector spaceK[x]N := 〈xα : vW (xα) = N〉K .

Algorithm 4.1.10. (grlist)

Input: A local degree ordering>, a positive integerN and a finite setW of weights.
Output: A K-vector space basis ofK[x]N (consisting of monomials).

proceduregrlist((N,W ))
I = grideal(N,W )
tmp = 0
for all monomialsM ∈ I do

if vW (M)=N then
tmp = tmp ∪ {M}

end if
end for
return tmp

end procedure

Proof. The termination is straightforward, forK[x]
>

is Noetherian. On the other hand,

we notice that the setB =
{
xα : vW (xα) = N

}
represents aK-basis of the vector

spaceK[x]N . Moreover, by Algorithm 4.1.9, the idealI = grideal(N,W ) is a
standard basis ofF≥N consisting of monomials. Letxα ∈ B, then there exists a
monomialM ∈ I andg ∈ K[x]

>
such thatxα = M · g. As vW (M) ≤ vW (M) +

vW (g) ≤ vW (xα) = N ≤ vW (M), it follows thatvW (g) = 0 and henceg = 1 for
M andxα are monic. Therefore

B = {M ∈ I : vW (M) = N} .
This shows the correctness of the algorithm.

4.2 K-bases ofgrA
W

(Mf) and grAC
W

(Tf)

LetW be a finite set of weights inZn
>0

and letf ∈ K[x] be(PH) of type(W ; d). We
have shown in Section 3.3 of this thesis that the computationof a normal form with re-
spect to

r∼ (resp.
c∼) for (SPH) hypersurface singularities havingf as principal part is

closely related to the computation of aK-vector space basis of the gradedK-algebras
grA

W
(Mf) (resp. grAC

W
(Tf)). Nevertheless, in Remark 3.2.6, we have observed that

the dimension of these asK-vector spaces is in general infinite.
In the present section, we give algorithms to compute the elements of a monomialK-
basis ofgrA

W
(Mf ) (resp.grAC

W
(Tf )) up to a given degree.

ForN ∈ Z≥0, we recall the ideal

jA
W

(f, d) := 〈g ∈ j(f) : vW (g) = d and g is (A1) with respect tof, andW 〉
and its initial idealInW (jA

W
(f, d)) with respect toW (cf Definition 2.1.46).

The following algorithm computes a generating sytem of theK-vector space

InW (jA
W

(f, d))
N

:= InW (jA
W

(f, d)) ∩K[x]N .
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The idea of the algorithm is to perform separate calculations for the different weights
w ∈W and then fit them together.

Algorithm 4.2.1. (Aideal)

Input: A local degree ordering>, a (PH) polynomialf ∈ K[x1, . . . , xn] of type
(W ; d) andN a positive integer.

Output: A set ofK-generators ofInW (jA
W

(f))
N

consisting of(PH) polynomials
of type(W ; N).
procedureAideal(f,W , N )

I = j(f)
D = N − d
J = grlist(D,W )
L = 0
for all i ∈ {1, . . . , n} do

L = L , 〈xifxi
〉 · J

end for
tmp = I, L
for all w ∈W do

tmpw = 0
for all i ∈ {1, . . . , n} do

Qw,i = grlist(D + w[i],W )
tmpw,i = 0
for all M ∈ Qw,i do

if vW (M∂xi
) = D then

tmpw,i = tmpw,i , M
end if

end for
Pw,i = 〈fxi

〉 · tmpw,i

tmpw = tmpw, Pw,i

end for
tmp = tmp , tmpw

end for
spantmp = 0
for all g ∈ tmp do

if vW (g) = N then
spantmp = spantmp, InW (g)

end if
end for
return spantmp

end procedure

Proof. Let f ∈ K[x] be(PH) of type(W , d) and letN be a positive integer. First,
we show the correctness ofAideal. For this purpose, we consider the following finite
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dimensionalK-vector spaces:

V1 :=

n⊕

i=1

〈xαxi∂xi
: vW (xα) = N − d〉K ,

for w ∈W

V2 :=
n⊕

i=1

K[x]N−d+wi
,

V2,W :=
⊕

w∈W

V2,w,

V2 :=

n⊕

i=1

〈xα∂xi
: xα ∈ V2,W andvW (xα∂xi

) = N − d〉
K

and

V :=

n⊕

i=1

〈xα∂xi
: vW (xα∂xi

) = N − d〉K .

We claim thatV = V1 + V2. Indeed,V1 ⊂ V follows clearly from Definition 2.2.1
andV2 is obviously contained inV . Hence,V1 + V2 ⊂ V . Conversely, letxα∂xi

∈ V
whereα ∈ (α1, . . . , αn) ∈ Zn

≥0
.

• If αi 6= 0, then we can writexα∂xi
= xrxi∂xi

with r = α − ǫi. Again using
Definition 2.2.1 shows thatvW (xr) = xrxi∂xi

= N − d and soxrxi∂xi
∈ V1

follows.

• If αi = 0 and writing forw ∈ W , w = (w1, . . . , wn), then Definition 2.2.1
yields

vW (xα∂xi
) = min {vw(xα)− wi : w ∈W } .

Let w ∈W such thatvW (xα∂xi
) = vw(xα∂xi

) = vw(xα) − wi. Hence, we
get vw(xα) = N − d + wi which impliesvW (xα) ≤ N − d + wi. On the
other hand, Remark 2.2.2 yieldsvW (xα) ≥ vW (xα∂xi

) + wi = N − d + wi.
Altogether, this shows thatvW (xα) = N − d + wi. Hencexα ∈ V2,w and so
xα∂xi

∈ V2 clearly follows.

For the sequel, we denote

V (f) :=

n∑

i=1

〈xαfxi
: xα∂xi

∈ V 〉K[x]>
.

Letxαfxi
∈ V (f), then it follows by Lemma 2.2.3 thatvW (xαfxi

) ≥ vW (xα∂xi
)+

vW (f) = N . We claim that

InW (jA
W

(f,N))
N

= InW (V (f)) ∩K[x]N .
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Indeed, letg ∈ InW (V (f)) ∩ K[x]N . Without loss of generality we can assume
g = InW (xαfxi

) wherexαfxi
∈ V (f) and moreoverg is (PH) of type(W ; N).

Hence

vW (xα∂xi
f) = vW (xαfxi

)

= vW (g)

= N

= (N − d) + d

= vW (xα∂xi
) + vW (f)

and the latter equality holds sincexα∂xi
∈ V . Thus,g ∈ InW (jA

W
(f,N))

N
. Con-

vesely, letg ∈ InW (jA
W

(f,N))
N

. Here again, we can assume thatg = InW (ξf + h)
wherevW (g) = vW (ξf) = vW (ξ) + vW (f) = N andvW (h) > N . Hence, we
haveg = InW (ξf). Moreover, asf is (PH), and writing the decomposition ofξ
into its(PH) parts, we getg = InW (InW (ξ)f) whereInW (ξ) is a(PH) derivation
such thatvW (ξ) = N − d. This yields(ξ) ∈ V and thereforeg ∈ InW (V (f))N =
InW (V (f))∩K[x]N . Altogether, this shows the correctness of the algorithm. Finally
the termination is obvious since we are computing with a finite set of weightsW and
finitely dimensionalK-vector spaces.

Desposing ofAideal, we give in the following an algorithm to compute a generating
system of theK-vector spaceInW (tjAC

W
(f,N))

N
where

tjAC
W

(f, d) := 〈g ∈ tj(f) : vW (g) = d and g is (AC1) with respect tof andW 〉 .

Algorithm 4.2.2. (ACideal)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: A set ofK-generators ofInW (tjAC
W

(f))
N

consisting of(PH) polynomials
of type(W ; N).
procedureACideal(f,W , N )

I = grlist(N − d,W )
J = I · 〈f〉
tmp = 0
for all M ∈ J do

tmp = tmp, InW (M)
end for
spantmp = tmp,Aideal(f,W , N)
return spantmp

end procedure

Proof. The termination follows for the same reasons as for Algorithm 4.2.1. To see
correctness, we consider the idealJ

〈
b · f : b ∈ K[x]N−d

〉
K[x]>

and we claim that

InW (tjAC
W

(f))
N

= InW (J)N + InW (jA
W

(f))
N
.
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First, we should observe that, asf is (PH) of type(W ; d), then we have
vW (f) = vw(f) = d for all w ∈W .
Thus, Lemma 2.1.22 asserts thatvW (b · f) = vW (b) + vW (f) for all b ∈ K[x]>.
Hence the inclusionInW (J)N + InW (jA

W
(f))

N
⊂ InW (tjAC

W
(f))

N
follows clearly.

Conversely, letg ∈ InW (tjAC
W

(f))
N

. Then in the same way as in the proof of Algo-
rithm 4.2.1, we can writeg = InW (InW (b)f) + InW (InW (ξ)f) with b ∈ K[x]>
andξ ∈ DerK(K[x]>) such that

vW (g) = min {vW (InW (b0)) + vW (f) ; vW (InW (ξ)) + vW (f)} .

This shows clearly the claim.

Arguing similarly as in the proof of Proposition 2.1.50, we get

K[x]N/InW (jA
W

(f))
N
∼= F≥N/(j

A
W

(f,N) + F>N )

and
K[x]N/InW (tjAC

W
(f))

N
∼= F≥N/(tj

AC
W

(f,N) + F>N ).

Considering these finitely dimensional vector spaces, the following two algorithms are
devoted for the computation ofK-bases consisting of monomials.

Algorithm 4.2.3. (Akbase)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: A basis of theK-vector spaceF≥N/(j
A
W

(f,N)+F>N ) consisting of mono-
mials.
procedureAkbase(f,W , N )

I = std(Aideal(f,W , N))
J = grlist(N,L)
B = 0
for all monomialsM ∈ J do

if reduce(M, I) = M then
B = B , M

end if
end for
return B

end procedure

Proof. Termination of the algorithm is most easily seen since we have finitely dimen-
sional vector spaces. For correctness, we denote the idealInW (jA

W
(f))

N
by IA and

we consider the epimorphism ofK-vector spaces

K[x]N ։ K[x]N/IA.

MoreoverJ = grlist(N,W ) =
{
xα : α ∈ Λ

}
is aK-basis ofK[x]N consisting of

monomials. Hence, the setB =
{
xαmod(IA) : xα ∈ J, andxα 6∈ IA

}
generates the

vector spaceK[x]N/IA. We denoteΛ∗ the set of indices of the elements ofB and we
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claim thatB is linearly independant inK[x]N/IA. Indeed, we consider a zero linear

combination of the elements inB in K[x]N/IA, that is a relation
∑

α∈Λ∗

cαxα = 0.

Then, there existsg ∈ IA such that
∑

α∈Λ∗

cαxα = g in K[x]N . Therefore, we can

write g =
∑

α6∈Λ∗

bαx
α. Thuscα = 0 for all α ∈ Λ∗ clearly follows sinceJ is aK-

basis ofK[x]N . This implies thatB is aK-basis of the vector spaceK[x]N/IA and
therefore shows the correctness of the algorithm.

The following algorithm computes in the same way aK-basis of the vector space
F≥N/(tj

AC
W

(f,N) + F>N ).

Algorithm 4.2.4. (ACkbase)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: A basis of theK-vector spaceF≥N/(tj
AC
W

(f,N) + F>N ) consisting of
monomials.
procedureACkbase(f,W , N )

I = std(ACideal(f,W , N))
J = grlist(N,L)
B = 0
for all monomialsM ∈ J do

if reduce(M, I) = M then
B = B , M

end if
end for
return B

end procedure

Proof. For the proof, we need only to replace the vector spaceInW (jA
W

(f))
N

by
InW (tjAC

W
(f))

N
in the proof ofAkbase and follow the same arguments. Hence, to

avoid repetition, we decide to omit the proof of Algorithm 4.2.4

With these tools at our disposal, we can easily compute the subset of aK-basis of
grA

W
(Mf ) andgrAC

W
(Tf) respectively, consisting of monomials up to a given degree.

Algorithm 4.2.5. (Agrbase)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: The elements in a monomial basis of theK-vector spacegrA
W

(Mf ) having a
total degree smaller or equal toN .
procedureAgrbase(f,W , N )

I = kbase(std(〈x〉N+1
))

B = 0
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for all M ∈ I do
if reduce(M, std(Aideal(f,W , vW (M)))) = M then

B = B , M
end if

end for
return B

end procedure

Proof. The proof is straightforward from the one ofAkbase.

Algorithm 4.2.6. (ACgrbase)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: The elements in a monomial basis of theK-vector spacegrAC
W

(Tf ) having a
total degree smaller or equal toN .
procedureACgrbase(f,W , N )

I = kbase(std(〈x〉N+1
))

B = 0
for all M ∈ I do

if reduce(M, std(ACideal(f,W , vW (M)))) = M then
B = B , M

end if
end for
return B

end procedure

Proof. The proof is straightforward from the one ofACkbase.

4.3 Checking Conditions(AA) and (AAC)

The algorithms which we shall present in this last section are motivated by the charac-
terizations established in Proposition 3.2.21 and 3.2.19 of conditions(AA) and(AAC)
respectively.

We consider a piecewise-homogeneous polynomialf ∈ K[x] of type (W ; d) and a
positive integerN .

Algorithm 4.3.1. (Aspan)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: TheK-generators ofInW (jA
W

(f))
N

which belong toj(f) .
procedureAspan(f,W , N )

I = Aideal(f,W , N)
J = std(j(f))
G = 0
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for all g ∈ I do
if reduce(g, J) = 0 then

G = G , g
end if

end for
return G

end procedure

Proof. Termination and correctness are straightforward from the above.

Algorithm 4.3.2. (ACspan)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
N a positive integer.

Output: TheK-generators ofInW (tjAC
W

(f))
N

which belong totj(f) .
procedureACspan(f,W , N )

I = ACideal(f,W , N)
J = std(tj(f))
G = 0
for all g ∈ I do

if reduce(g, J) = 0 then
G = G , g

end if
end for
return G

end procedure

Proof. Termination and correctness are straightforward from the above.

With these tools at our disposal, we present in the followingtwo algorithms which
check the conditions(A) and(AC) respectively for all monomials having a given total
degree.

Algorithm 4.3.3. (isA)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
k a positive integer.

Output: 1 if all the monomials having total degreek satisfy(A) with respect tof and
W , 0 otherwise.
procedure isA(f,W , k)

I = std(〈x〉k)
for all M ∈ I do

if reduce(M, std(Aspan(f,W , vW (M)))) 6= 0 then
return 0

end if
end for
return 1

end procedure
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Proof. Note that in the computer algebra system SINGULAR, a standard basis of the
ideal〈x〉k consists of all monomialsM ∈Mon(K[x]) having total degreedeg(M) =
k.
Termination follows obviously since condition(A) is checked for only finitely many
elements. For Correctness, we notice that forM ∈Mon(K[x]), we have

M is(A1) and(A2) with respect tof andW if and only ifM ∈ Aspan(f,W , vW (m)).

Indeed, this claim is straightforward from Definition 3.2.1and the Algorithms 4.2.1
and 4.3.1.

Algorithm 4.3.4. (isAC)

Input: A local degree ordering>, a(PH) polynomialf ∈ K[x] of type(W ; d) and
k a positive integer.

Output: 1 if all the monomials having total degreek satisfy(AC) with respect tof
andW , 0 otherwise.
procedure isAC(f,W , k)

I = std(〈x〉k)
for all M ∈ I do

if reduce(M, std(ACspan(f,W , vW (M)))) 6= 0 then
return 0

end if
end for
return 1

end procedure

Proof. We decide to omit the proof since it is similar to the one of Algorithm. 4.3.3
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Chapter 5

Some Applications of the
Lefschetz Principle

In the standard references about hypersurface singularities, the main results are formu-
lated and proved essentially over the fieldC of complex numbers. In this chapter we
shall transfer theorems known forC to arbitrary fields of characteristic zero known as
Lefschetz principle. In this way, we shall give explicit proofs to widely accepted claims
about hypersurface singularities in characteristic zero.
The first part of the present chapter deals with the tools needed for the proofs of the
main results. First we show that subfields generated by countable sets in characteristic
zero are isomorphic to subfields ofC. After that, we formulate explicitly the Lefschetz
principle for the study cases occuring in this chapter. Afterwards, we consider field
extensionsK ′ ⊂ K and investigate the interrelation between algebroid singularities
overK ′ and those overK obtained by extension of scalars.
In the second part, we deal with isolated hypersurface singularities in characteristic
zero. We shall show that in this case, the finiteness of the Tjurina number is equivalent
to the finiteness of the Milnor number. Furthermore, we show that the Milnor number
of a semiquasihomogeneous singularity is equal to the Milnor number of its principal
part. Finally, we consider well-known properties of the Milnor number which are in
general not true in positive characteristic and show them inthe context of characteristic
zero.

5.1 Preliminaries

5.1.1 Subfields Generated by Countable Sets in Characteristic Zero

In this subsction, we consider an algebraically closed fieldK of characteristic zero and
we shall present in the next theorem an interesting propertyof subfields ofK which
are generated by a countable number of elements. This property turns out to be a useful
tool to transfer theorems known forC to arbitrary fields of characteristic0.

117



5.1 Preliminaries 118

Theorem 5.1.1.LetK be a field of characteristic0, and letA be a countable subset
ofK. ThenQ(A) is Q-isomorphic to a subfield ofC.

Proof. We give here a constructive proof.
Writing Q(A) = ∪{Q(α1, . . . , αn) : α1, . . . , αn ∈ A} where the union is over all
finite subsets ofA, we show in the following, that the subfieldQ(A) of K is Q-
isomorphic to a subfieldQ(B̃) of C whereB̃ is a countable subset{ξ̃i}i of C. We
shall proceed in several steps.
First, we construct a countable subsetB := {ξn : n ≥ 1} as follows:

{
ξ1 ∈ C/Q transcendental
ξn ∈ Q(ξ1, . . . , ξn−1)/Q transcendental

Let ξ1 be an arbitrary transcendental element ofC/Q,
and forn ≥ 2, let ξn be a transcendent element ofQ(ξ1, . . . , ξn−1)/Q.
This construction is possible since there is an infinite and uncountable transcendence
basis forC/Q. Thus, for everyn ≥ 2, the existence ofξn is assured, for otherwise the
extensionC/Q(ξ1, . . . , ξn−1) would be algebraic andQ(ξ1, . . . , ξn−1) would contain
a transcendence basisS of the extensionC/Q, which would mean by definition that the
extensionQ(ξ1, . . . , ξn−1)/Q(S) is algebraic and thereforeQ(S) andQ(ξ1, . . . , ξn−1)
would have the same cardinality. But this is of course false,for Q(ξ1, . . . , ξn−1) is
countable whileQ(S) is uncountable. Moreover, considering the above construction
of the subsetB, we notice that for alli, ξi is a transcendental element ofC/Q.
Now, letn, k ≥ 1 and{αik , . . . , αi(k+n−1)

} be an arbitrary finite subset ofA with n
elements.
We show by induction onn, that the subfieldQ(αik , . . . , αi(k+n−1)

) of Q(A) is Q-
isomorphic to a subfield ofC.
Forn = 1, consider the fieldQ(αik).

• If αik is transcendental overQ, then we have

Q(αik) ∼= Q(x) ∼= Q(ξik)

In this case we takẽξik := ξik .

• If αik is algebraic overQ andPk := min(Q, αik), then it follows that

Q(αik) ∼= Q[x]/〈Pk(x)〉 ∼= Q[ξik ]/〈Pk(ξik)〉

It is clear that, the fieldQ[ξik ]/〈Pk(ξik)〉 is an algebraic extension ofQ and is
finitely generated by a zero ofPk in C which we denote bỹξik .

Let K̃(1) := Q(ξ̃ik). In both casesQ(αik) is Q-isomorphic to the subfield̃K(1) of C.
Furthermore, we can show that, for everyl ≥ 1, we haveξik+l

is transcendental over
K̃(1). Instead, we consider again both of the above cases:
In the first case wherẽξik := ξik , the claim follows by the construction of the subset
B. In the second case, we consider theQ-surjection

s : Q[ξik ] −→ Q[ξik ]/〈Pk(ξik )〉 = Q(ξ̃ik)
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Suppose that there exists anl ≥ 1 such thatξik+l
is algebraic overQ(ξ̃ik). Then there

exists a polynomial̃P (x) ∈ Q(ξ̃ik)[x] such thatP̃ (ξik+l
) = 0. Writing

P̃ (x) =
∑

1≤t≤d

atx
t =

∑

1≤t≤d

s(bt)x
t,

where for allt, at ∈ Q(ξ̃ik) andbt ∈ Q[ξik ], it turns out that the relation

0 = P̃ (ξik+l
) =

∑

1≤t≤d

s(bt)(ξik+l
)t

is an algebraic dependence relation betweenξik andξik+l
. But this is impossible by

construction of the subsetB.

Let now n ≥ 2 and suppose thatQ(αik , . . . , αi(k+n−2)
) is Q-isomorphic to a sub-

field K̃(n−1) = Q(ξ̃ik , . . . , ξ̃i(k+n−2)
) of C and for all l ≥ 1, we haveξi(k+l+n−2)

is

transcendental over̃K(n−1).
LetLn−1 := Q(αik , . . . , αi(k+n−2)

) andLn := Q(αik , . . . , αi(k+n−1)
).

We haveQ ⊂ Ln−1 ⊂ Ln ⊂ Q(A) andLn = Ln−1(αi(k+n−1)
).

As in the above, we consider two cases:

• If αi(k+n−1)
is transcendental overLn−1, then we have

Ln ∼= Ln−1(x) ∼= K̃(n−1)(ξi(k+n−1)
)

In this case we takẽξi(k+n−1)
:= ξi(k+n−1)

.

• If αi(k+n−1)
is algebraic overLn−1 andP

(k+n−1)
:= min(Ln−1, αi(k+n−1)

), then
it follows that

Ln ∼= Ln−1[x]/〈P(k+n−1)
(x)〉 ∼= K̃(n−1)[ξi(k+n−1)

]/〈P
(k+n−1)

(ξi(k+n−1)
)〉

It is clear that, the field̃K(n−1)[ξi(k+n−1)
]/〈P

(k+n−1)
(ξi(k+n−1)

)〉 is an algebraic

extension ofK̃(n−1) and is finitely generated by a zero ofP
(k+n−1)

in C which

we denote bỹξi(k+n−1)
.

Let K̃(n) := K̃(n−1)(ξi(k+n−1)
).

Altogether yieldsQ(αik , . . . , αi(k+n−1)
) is Q-isomorphic to the subfield̃K(n) of C.

Moreover, proceeding as for the induction stepn = 1, we have for alll ≥ 1, ξi(k+l+n−1)

is transcendental over̃K(n).
With these preparations made, we define the followingQ-morphism of fields

φ : Q(A) −→ C

αi 7→ ξ̃i

r 7→ r for all r ∈ Q

Considering the countable setB̃ := {ξ̃i}, it follows clearly from the above, thatφ is
a Q-isomorphism fromQ(A) onto the subfieldQ(B̃) of C. Hence, the claim follows.
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The Lefschetz principle
As we have already mentioned in the introduction of the present chapter, we shall
bring answers in the general setting of algebraically closed fields of characteristic zero
to problems on hypersurface singularities which are already solved in the case of the
field C.
The method we shall use for transfering results on hypersurface singularities overC to
arbitrary algebraically closed fields of characteristic zero is called theLefschetz princi-
pleand can be formulated as follows:
Let (P ) be a problem over an algebraically closed fieldK of characteristic0 such that
(P ) can be formulated over a subfieldK

′

of K which is isomorphic to a subfield of
C. If moreover, the answer(A) of the problem(P ) is in K

′

and the problem(P ) is
solvable overC, then(P ) is also solvable overK and has the same answer as inC.

Schematically, the Lefschetz principle can be described asfollows:
((

(P ) overK
′

)
∧
(
K

′ ∼= K∗ ⊂ C

))∧
(

(A) in K
′

)
∧
(

(P ) solvable overC

)

︸ ︷︷ ︸ww�
(
(P ) solvable overK

)

In practice, for the problems dealt with in this chapter, thesubfieldK
′

of K is of the
form Q(S) whereS is a countable subset ofK. On the other hand, Theorem 5.1.1
establishes thatQ(S) is isomorphic to a subfield ofC.
Concretely, the method we shall follow to generalize known results overC to arbitrary
algebraically closed fields of characteristicO consists of three principal steps. We
consider an algebraically closed fieldK of characteristic zero and a problem overK
which is solvable overC.

• First, we show that the given problem overK can be formulated on a subfield
Q(S) of K whereS is a countable subset ofK.

• Then, we show that the answer of the problem is inQ(S).

• Finally, we show that the problem which is initially solvable overC is also solv-
able overK and has the same answer as inC.

Throughout this chapter we shall often use the following notation:

Notation 5.1.2. Letf =
∑
α

aαx
α ∈ K[[x]]. We write

Coeff(f) := {aα : α ∈ supp(f)} .

5.1.2 Extension of Scalars

LetK ′ ⊂ K be a field extension. We consider the polynomial rings

K ′[x] := K ′[x1, . . . , xn] and K[x] := K[x1, . . . , xn]
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in finitely many variables. It is established that the latterring can be obtained from the
first one by extension of scalars. This is precisely formulated in the next lemma.

Theorem 5.1.3.LetK ′ ⊂ K be a field extension and letI ⊂ K ′[x] be a proper ideal.
Then, there is a canonical isomorphism

(K ′[x]/I)⊗K′K−̃→K[x]/IK[x].

Proof. See [Bos00, 7.2, Satz 10]

As the elements of polynomial algebras as well as those of tensor product algebras
can be represented as finite sums, we should notice that the isomorphisms in Theorem
5.1.3 are canonical. On the other hand, replacing polynomial rings by power series
rings make these finitess arguments, as we may expect, no moreavailable. Hence, in
order to generalize the statement of Theorem 5.1.3 to power series rings, we should
consider thecompletedtensor product.

Definition 5.1.4. LetK be a field and let(A,m) and (B, n) be noetherian localK-
algebras. We call theK-algebra

A⊗̂KB := lim←−
(p,q)

(A/mp⊗KB/nq)

the completed tensor product ofA andB overK.

Remark 5.1.5. 1. It is shown in [Ser00] that the completed tensor productA⊗̂KB
is naturally isomorphic asK-algebra to the completion ofA⊗KB for the
(m⊗KB +A⊗Kn)-adic topology.

2. LetK ′ ⊂ K be a field extension andI ⊂ K ′[[x]] be a proper ideal. If we
consider theK ′-algebra(K ′[[x]]/I)⊗K′K, we see easily that it has also aK-
algebra structure given by

λ · (gmod(I))⊗β = (g mod(I))⊗λβ,
for g ∈ K ′[[x]], λ andβ in K. Besides, thisK-algebra is noetherian and local
with the maximal idealm := (〈x〉/I)⊗K′K.
If moreover we denote byA theK-algebra(K ′[[x]]/I)⊗K′K, then it follows by
the first part of this remark that

(K ′[[x]]/I)⊗̂K′K ∼= Â,

whereÂ is the completion ofA in them-adic topology.
Furthermore, we have

Â :=

{
(a1, a2, . . .) ∈

∞∏

i=1

A/mi : ai ≡ ajmodm
i if j > i

}

andÂ has a natural ring structure, given by component wise addition and mul-
tiplication. On the other hand, we have manifestly

A/mi ∼= (K ′[[x]]/〈x〉i + I)⊗K′K.
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Theorem 5.1.6. LetK ′ ⊂ K be a field extension and letI ⊂ K ′[[x]] be a proper
ideal. Then, we have an isomorphism ofK-algebras

(K ′[[x]]/I)⊗̂K′K
∼=−→ K[[x]]/IK[[x]].

Proof. LetK ′ ⊂ K be a field extension and letI ⊂ K ′[[x]] be a proper ideal.
IK[[x]] denotes the ideal generated byI in K[[x]]. Furthermore, letf be a formal
power series and letk be a positive integer. Throughout this proof, we shall write
jk(f) for thek-jet of f . Furthermore, fork ≥ 1, we consider the following ideal of
K ′[[x]]:

Jk :=
〈
j

k−1
(f) , xα : f ∈ I and | α |≥ k

〉
K′[[x]]

and we claim thatK ′[[x]]/(I + 〈x〉k) ∼= K ′[x]/Jk asK-algebras. Indeed, let

φ : K ′[[x]] −→ K ′[[x]]/Jk

g 7→ j
k−1

(g)mod(Jk)

Clearly,φ is a surjective homomorphism of localK-algebras. On the other hand, let
g ∈ Ker(φ). Hence there existf1, . . . , fs ∈ I andg1, . . . , gs ∈ K ′[[x]] such that

j
k−1

(f) −
s∑

j=1

gj · jk−1
(fj) ∈ 〈x〉k ∩ K ′[[x]]. Thus,j

k−1
(f −

s∑

j=1

gj · fj) = 0 and

thereforef ∈ I + 〈x〉k. Conversely, it is straightforward thatI + 〈x〉k ⊂ Ker(φ).
Thus, the claim follows. Afterwards, we show that

JkK[[x]] :=
〈
j

k−1
(f) , xα : f ∈ IK[[x]] and | α |≥ k

〉
K[[x]]

.

We denote the ideal on the right hand side byJK
k

and we notice that the inclusion

JkK[[x]] ⊂ JK
k

is trivial. Conversely, letf =
s∑

i=1

figi ∈ IK[[x]] with fi ∈ I and

gi ∈ K[[x]], i = 1, . . . , s.

Clearly, we havej
k−1

(f) =
s∑

i=1

j
k−1

(fi)jk−1
(gi)mod(〈x〉k) which shows the claim.

Altogether, this yields

K ′[[x]]/(I + 〈x〉k)⊗K′K ∼= K ′[x]/Jk⊗K′K
∼= K ′[x]/JkK[[x]]

= K ′[x]/JK
k

∼= K[[x]]/(IK[[x]] + 〈x〉k).

Hence, we obtain

(K ′[[x]]/I)⊗̂K′K = lim←−
k

(K ′[[x]]/(I + 〈x〉k)⊗K′K)

∼= lim←−
k

(K[[x]]/(IK[[x]] + 〈x〉k))

∼= K[[x]]/IK[[x]].
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This terminates the proof.

Theorem 5.1.7.LetK ′ ⊂ K be a field extension and letI be a proper ideal ofK ′[[x]].

1. There is an injectiveK-algebra homomorphism

(K ′[[x]]/I)⊗K′K →֒ K[[x]]/IK[[x]]. (5.1)

2. dimK′(K ′[[x]]/I) is finite, if and only if,dimK(K[[x]]/IK[[x]]) is finite. In
this case, there is an isomorphism ofK-algebras

(K ′[[x]]/I)⊗K′K
∼=−→ K[[x]]/IK[[x]].

Furthermore,dimK′(K ′[[x]]/I) = dimK(K[[x]]/IK[[x]]).

Proof. LetK ′ ⊂ K be a field extension and letI be a proper ideal ofK ′[[x]]. The first
assertion of Theorem 5.1.7 is an easy corollary of Theorem 5.1.6. Indeed, we have only
to consider the injection of(K ′[[x]]/I)⊗K′K in its completion(K ′[[x]]/I)⊗̂K′K and
notice that the latterK-algebra is isomorphic toK[[x]]/IK[[x]] by Theorem 5.1.6.
In the following, we show the equivalence

dimK′(K ′[[x]]/I) <∞⇐⇒ dimK(K[[x]]/IK[[x]]) <∞.

If dimK′(K ′[[x]]/I) <∞, then there exists a positive integerl such that

〈x〉l ⊂ I.

Thus,
〈x〉l ⊂ IK[[x]]

follows clearly and thereforedimK(K[[x]]/IK[[x]]) <∞.
Conversely, we assumedimK(K[[x]]/IK[[x]]) < ∞. Hence, we have by (5.1) that
dimK((K ′[[x]]/I)⊗K′K) < ∞. If we suppose thatdimK′(K ′[[x]]/I) is infinite,
then there exists for any positive integerd a surjection

K ′[[x]]/I → K ′d → 0.

Thus, it follows by the right exactness of the tensor productthat

(K ′[[x]]/I)⊗K′K ։ Kd.

Hence,dimK((K ′[[x]]/I)⊗K′K) ≥ d, for anyd ∈ Z
>0 , against the finiteness of the

dimension of theK-vector space(K ′[[x]]/I)⊗K′K.

For the sequel, we suppose thatdimK′(K ′[[x]]/I) is finite.
Then, there existsN ∈ Z

≥0
such that〈x〉N ⊂ I. Thus we can write

K ′[[x]]/I + 〈x〉i = K ′[[x]]/I
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for all i ≥ N . Altogether, this yields

(K ′[[x]]/I)⊗̂K′K = (K ′[[x]]/I)⊗K′K.

Hence,
K[[x]]/IK[[x]] ∼= (K ′[[x]]/I)⊗K′K (5.2)

follows by Theorem 5.1.6.
It remains to show thatdimK′(K ′[[x]]/I) = dimK(K[[x]]/IK[[x]]).
Let d := dimK′(K ′[[x]]/I) and letd1 := dimK(K[[x]]/IK[[x]]). It follows from
the isomorphism (5.2) thatdimK((K ′[[x]]/I)⊗K′K) = d1.
Moreover, tensoring byK the exact sequence ofK ′-vector spaces

0→ K ′[[x]]/I → K ′d → 0

yields an isomorphism ofK-vector spaces

(K ′[[x]]/I)⊗K′K ∼= Kd,

which implies thatd1 = d and this terminates the proof.

5.2 Isolated Hypersurface Singularities in Characteris-
tic Zero

5.2.1 The Milnor and the Tjurina Numbers

The following proposition gives a characterization of isolated hypersurface singulari-
ties in characteristic zero.

Proposition 5.2.1. Let f ∈ K[[x1, . . . , xn]] whereK is an algebraically closed field
andchar(K) = 0. Thenτ(f) is finite, if and only if,µ(f) is finite.

Proof. Let f ∈ K[[x1, . . . , xn]]. We recall that

τ(f) := dimK(Tf ) ≤ µ(f) := dimK(Mf ),

whereTf andMf are the Tjurina algebra and the Milnor algebra respectively. It is
clear that ifµ(f) is finite, thenτ(f) is also finite.
Let A :=

{
Coeff(f), Coeff(fx1), . . . , Coeff(fxn

))
}

. Clearly,A has a countable
number of elements.
We setK ′ := Q(A) andI := 〈f, fx1 , . . . , fxn

〉 ⊂ K ′[[x]]. It is easy to see that
IK[[x]] = tj(f). Furthermore asdimK(K[[x]]/tj(f)) = τ(f) is finite, then it fol-
lows by Theorem 5.1.7 thatdimK′(K ′[[x]]/I) is also finite. On the other hand, by
Thorem 5.1.1, there exist a subfield̃K of C an an isomorphism

ϕ : K ′ → K̃.

Clearly,ϕ lifts to aK-algebra isomorphism

φ : K ′[[x]]→ K̃[[x]].
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Moreover, it follows by Lemma 1.2.7 thatφ(I) = tj(φ(f)) ⊂ K̃[[x]].
Hence,K ′[[x]]/I ∼= K̃[[x]]/tj(φ(f)) which yieldsdimK̃(K̃[[x]]/tj(φ(f)) is finite.
Considering the field extensioñK ⊂ C and using again Theorem 5.1.7, we get

dimC

(
C[[x]]/tj(φ(f))C[[x]]

)
<∞.

But this means that the Tjurina number ofφ(f) is finite overC and therefore the
Milnor number must be also finite overC, that is dimC(C[[x]]/j(φ(f))C[[x]]) is
finite. Hence,dimK̃(K̃[[x]]/j(φ(f)K̃[[x]]) < ∞ follows by Theorem 5.1.7 and
dimK′(K ′[[x]]/j(f)K ′[[x]]) follows asφ is an isomorphism.
Also, Theorem 5.1.7 implies thatdimK(K[[x]]/j(f)) is finite which means that the
Milnor number off overK is finite.

5.2.2 Semiquasihomogeneous Hypersurface Singularities in Char-
acteristic Zero

In the following, we would like to generalize to the charecteristic zero an important
property of(SQH) power series which is established over the fieldC of complex
numbers. First, we should recall that, in characteristic zero, a power series
f ∈ K[[x1, . . . , xn]] is called(SQH) of principal partf∆, if

1. f∆ is (QH) of type(w ; d) wherew is a weight inQn
>0

andd ∈ Z>0,

2. f = f∆ + g, whereg ∈ K[[x]] is such thatvw(g) > d and finally

3. µ(f∆) is finite.

Proposition 5.2.2.LetK be an algebraically closed field of characteristic zero and let
f ∈ K[[x]] be(SQH) with principal partf∆. Thenµ(f) = µ(f∆) <∞.

Proof. Let f = f∆ + g wheref∆ is (QH) of type(w ; d) andvw(g) > d.
LetA :=

{
Coeff(f), Coeff(fx1) . . . , Coeff(fxn

)
}

and letK ′ := Q(A). Theorem
5.1.1 establishes thatK ′ is isomorphic to a subfield̃K of C. Hence, there exists an
isomorphismϕ : K ′ → K̃ which clearly lifts to an isomorphism ofK-algebras

φ : K ′[[x1, . . . , xn]] → K̃[[x1, . . . , xn]]

a 7→ ϕ(a), a ∈ K ′

xi 7→ xi, i = 1, . . . , n

It turns out thatφ(f) is (SQH) in K̃[[x]] with principal partφ(f∆). Indeed, write

f =
∑

〈w ,α〉=d

aαx
α +

∑

〈w ,α〉>d

aαx
α = f∆ + g,

where the coefficientsaα ∈ K ′. Hence,

φ(f) =
∑

〈w ,α〉=d

ϕ(aα)xα +
∑

〈w ,α〉>d

ϕ(aα)xα = φ(f∆) + φ(g).
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Clearlyφ(f∆) is (QH) of type (w ; d). On the other hand, sinceµ(f∆) < ∞, then
we havedimK(K[[x]]/j(f∆)K[[x]]) is also finite too. Thus, Theorem 5.1.7 yields
dimK′(K ′[[x]]/j(f∆)K ′[[x]]) <∞. Moreover, sinceφ is an isomorphism, we obtain
that the dimension of thẽK-vector spacẽK[[x]]/j(φ(f∆))K̃[[x]] is finite too. There-
fore, the claimφ(f) is (SQH) in K̃[[x]] follows.
As K̃ is a subfield ofC, then it is clear thatφ(f) is (SQH) in C[[x]] with principal
partφ(f∆). Hence,

µ(φ(f)) = µ(f∆) over C (5.3)

Finally considering the field extensions̃K ⊂ C andK ′ ⊂ K, it follows by Theorem
5.1.7 and the fact thatφ is an isomorphism that

dimK(K[[x]]/j(f)K[[x]]) = dimK′(K ′[[x]]/j(f)K ′[[x]])

= dimK̃(K̃[[x]]/j(φ(f))K̃[[x]])

= dimC(C[[x]]/j(φ(f))C[[x]]).

In the same way, we have

dimK(K[[x]]/j(f∆)K[[x]]) = dimK′(K ′[[x]]/j(f∆)K ′[[x]])

= dimK̃(K̃[[x]]/j(φ(f∆))K̃[[x]])

= dimC(C[[x]]/j(φ(f∆))C[[x]]).

Altogether with (5.3), this yields

dimK(K[[x]]/j(f)K[[x]]) = dimK(K[[x]]/j(f∆)K[[x]]),

that isµ(f) = µ(f∆) overK.

5.3 Milnor Number in Characteristic Zero

5.3.1 Milnor Number and K-Actions

In characteristic zero, the Milnor number is an invariant under theK-action.

Proposition 5.3.1.LetK be an algebraically closed field of characteristic zero and let
f , g ∈ K[[x]]. Then,

f
c∼ g =⇒ µ(f) = µ(g).

Proof. Let f , g ∈ K[[x]] and letu ∈ K[[x]]∗ be a unit andψ ∈ Aut(K[[x]]) be an
automorphism, such thatg = u · ψ(f). If u = 1, then we havef

r∼ g and it is well
known thatµ(f) = µ(g) holds in arbitrary characteristic. Hence, to prove the theorem,
it is enough to show that for any unitu, we haveµ(f) = µ(u · f).
Let A :=

{
Coeff(u), Coeff(f), Coeff(fxi

)1≤i≤n
}

. Clearly,A has a countable
number of elements. Hence, it follows by Theorem 5.1.1, thatthe field
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K ′ = Q(A) is isomorphic to a subfield̃K of C. We callϕ this isomorphism and so we
get an isomorphism

φ : K ′[[x1, . . . , xn]] → K̃[[x1, . . . , xn]]

a 7→ ϕ(a), a ∈ K ′

xi 7→ xi, i = 1, . . . , n.

Obviously, by definition ofK ′, we haveu · f ∈ K ′[[x]] and moreover, asφ is an
isomorphism, it follows thatφ(u) is a unit inK̃[[x]] and hence also a unit inC[[x]].
Therefore, we have

dimC(C[[x]]/j(φ(f))C[[x]]) = dimC(C[[x]]/j(φ(u) · φ(f))C[[x]]). (5.4)

First, we suppose that overK, µ(f) is finite, that isdimK(K[[x]])/j(f)K[[x]] is
finite. Then it follows by Theorem 5.1.7 and the fact thatφ is an isomorphism that

dimK(K[[x]]/j(f)K[[x]]) = dimK′(K ′[[x]]/j(f)K ′[[x]])

= dimK̃(K̃[[x]]/j(φ(f))K̃ [[x]])

= dimC(C[[x]]/j(φ(f))C[[x]])

< ∞.

Hence, it follows by equation (5.4) that

dimC(C[[x]]/j(φ(f))C[[x]]) = dimC(C[[x]]/j(φ(u) · φ(f))C[[x]]) <∞.

Thus, using again Theorem 5.1.7 and the isomorphismφ, we get

dimC(C[[x]]/j(φ(u) · φ(f))C[[x]]) = dimK̃(K̃[[x]]/j(φ(u) · φ(f))K̃ [[x]])

= dimK′(K ′[[x]]/j(uf)K ′[[x]])

= dimK(K[[x]]/j(u · f)K[[x]])

< ∞.

Altogether, we get overK
µ(f) = µ(u · f) <∞.

Now, we assumeµ(f) is infinite overK, i.e dimK(K[[x]])/j(f)K[[x]] = ∞. Then,
it is straightforward from the above thatµ(u · f) is also infinite overK, for otherwise,
if µ(u ·f) <∞, then using the same arguments as so far, the claimµ(u−1 ·u ·f) <∞
would follow against the assumption. Altogether, we obtainµ(f) = µ(u · f).

5.3.2 Equivalent Definitions in Characteristic Zero

OverC, it is established that, if we fix the number of irreducible factors of a reduced
f ∈ C[[x, y]], then theδ-invariant and the Milnor number off determine each other.
It turns out that this statement holds in the same way for algebraically closed fields of
characteristic zero.
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Proposition 5.3.2. LetK be an algebraically closed field such thatchar(K) = 0 and
let f ∈ m ⊂ K[[x, y]] be reduced. Further, letδ(f) be the delta invariant off and let
r(f) be the number of irreducible factors off . Then

µ(f) = 2δ(f)− r(f) + 1. (5.5)

Proof. In the following, letK be an algebraically closed field of characteristic0 and
let f ∈ m ⊂ K[[x, y]] be reduced having the following decomposition into irreducible
factors

f = u · f1 . . . fr, (5.6)

whereu is a unit inK[[x]] and, fori = 1, . . . , r, fi ∈ m ⊂ K[[x]] is irreducible.
Hence, the numberr(f) of irreducible factors off is r.
Moreover, letA = {Coeff(u), . . . , Coeff(f1), . . . , Coeff(fr)} and letK ′ = Q(A).
By Theorem 5.1.1,K ′ is isomorphic to a subfield̃K of C. This field isomorphism
clearly yields an isomorphism fromK ′[[x]] ontoK̃[[x]] which we shall denote byφ.
First, we writer′ for the number of irreducible factors off in K ′[[x]]. The equal-
ity r′ = r is straightforward from the decomposition (5.6) off in K[[x, y]] and the
definition of the subfieldK ′ of K. Moreover, we writeR′ andR for theK ′-algebra
K ′[[x]]/〈f〉 and for theK-algebraK[[x]]/〈f〉 respectively.
Besides, the normalizations ofR′ andR shall be denoted̄R′ andR̄ respectively.
We haveR′ ∼=

⊕r
i=1K

′[[ti]] andR̄ ∼=
⊕r

i=1K[[ti]].
Thus, Theorem 5.1.7 yields the existence of an injectiveK-algebra homomorphism

R̄′⊗K′K →֒ R̄.

On the other hand,̄R is a finitely generatedR-module and theK-vector spacēR/R
has a finite dimension which isδ(f) by definition. In the same waydimK′(R̄′/R′) is
finite. Hence, we can argue as in the proof of Theorem 5.1.7 to deduce the isomorphism
of K-algebras

R̄′/R′⊗K′K ∼= R̄/R, (5.7)

and the equality
δ(f) = dimK(R̄/R) = dimK′(R̄′/R′). (5.8)

On the other hand, forφ is an isomorphism, it follows clearly thatr is also the number
of irreducible factors ofφ(f) in K̃[[x, y]] and moreoverδ(f) is equal to theδ-invariant
of φ(f) overK̃.
For the sequel, we writẽR (resp.O) for the associated curve singularity ofφ(f) overK̃

(resp. overC) and we denote bȳ̃R andŌ the normalizations of̃R andO respectively.
Before going into further details, we should notice that asf is reduced overK, then
it follows that the Milnor numberµ(f) = dimK(K[[x, y]]/j(f)) is finite. Hence, it
follows by Theorem 5.1.7 and the isomorphismφ that the Milnor numberµ(φ(f)) of
φ(f) overC is also finite and we haveµ(f) = µ(φ(f)). Thereforeφ(f) is also reduced
in C[[x, y]] and hence theδ-invariantδ1 of φ(f) overC is finite. Thus, in the same way
as for (5.7) and (5.8), we deduce thatδ1 = δ(φ(f)). Hence it follows by the above that
δ1 = δ(f). Moreover, if we denote byr1 the number of irreducible branches ofφ(f)
overC, we see easily thatr ≤ r1. Hence using the formula (5.5) overC, we can write

µ(f) = 2δ(f)− r1 + 1.
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On the other hand asr ≤ r1, we get

µ(f) ≤ 2δ(f)− r + 1.

However, we have by Remark 1.2.18 thatµ(f) ≥ 2δ(f) − r + 1. Thus the equality
(5.5) clearly holds.
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Appendix A

Field Theory

In this appendix we review some classical results from field theory.
The fields of rational numbers and complex numbers shall be denoted byQ andC
respectively.
K[x1, . . . , xn] denotes the polynomial ring inn variables andK(x1, . . . , xn) is the
field of rational functions inn variables.
If F ⊂ K are fields, thenK is called afield extensionof F . Throughout this appendix,
we will refer to the pairF ⊂ K as the field extensionK/F .
If K andL are extension fields ofF , then a homomorphismφ : K −→ L is an
F -homomorphism ifφ(a) = a for all a ∈ F . If φ is bijective, then it is called an
F -isomorphism.

A.1 Field extensions

We recall a few general results about field extensions.

Definition A.1.1. LetK be a field extension ofF . If A is a subset ofK, then the ring
F [A] generated byF andA is the intersection of all subrings ofK that containF and
A. The fieldF (A) generated byF andA is the intersection of all subfields ofK that
containF andA. If A = {a1, . . . , an} is finite, we will writeF [A] = F [a1, . . . , an]
andF (A) = F (a1, . . . , an). If A is finite, we call the fieldF (A) a finitely generated
extension ofF .

Proposition A.1.2. LetK be a field extension ofF anda1, . . . , an ∈ K.Then

F [a1, . . . , an] = {f(a1, . . . , an) : f ∈ F [x1, . . . , xn]}

and

F (a1, . . . , an) =
{f(a1, . . . , an)

g(a1, . . . , an)
: f, g ∈ F [x1, . . . , xn], g(a1, . . . , an) 6= 0

}
,

soF (a1, . . . , an) is the quotient field ofF [a1, . . . , an].

131
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Morandi, 1.1.9., [Lang].

For arbitrary subsetsA of K we can describe the fieldF (A) in terms of finite
subsets ofA. This description is often convenient for turning questions about field
extensions into questions about finitely generated field extensions.

Proposition A.1.3. Let K be a field extension ofF and letA be a subset ofK. If
α ∈ F (A), thenα ∈ F (a1, . . . , an) for somea1, . . . , an ∈ A. Therefore,

F (A) =
⋃
{F (a1, . . . , an) : a1, . . . , an ∈ A, }

where the union is over all finite subsets ofA.

Morandi 1.1.10., [Lang].

Definition A.1.4. (Algebraic and transcendental elements.)

LetK be a field extension ofF .

1. An elementα ∈ K is algebraicoverF if there is a non zero polynomialP (x) ∈
F [x] withP (α) = 0. If α is not algebraic overF , thenα is said to betranscen-
dental overF . If every element ofK is algebraic overF , thenK is said to be
algebraic overF , andK/F is called an algebraic extension.

2. The set{α ∈ K : α is algebraic overF} is calledthe algebraic closureof F
in K.

Definition A.1.5. If α is algebraic over a fieldF , the minimal polynomial of α over
F is the monic polynomialP (x) of least degree inF [x] for whichP (α) = 0; it is
denoted bymin(F, α).

Let us make some remarks concerning algebraic and transcendental elements.

Remark A.1.6. LetK/F be a field extension and letα ∈ K.Then, we have the fol-
lowing:

1. If α is algebraic overF , then the polynomialmin(F, α) is irreducible overF .
Furthermore,

F [α] = F (α) ∼= F [x]/〈min(F, α)〉

2. If α is transcendental overF , then it follows thatF [α] ∼= F [x] and therefore
F (α) ∼= F (x).

For the following remark, we refer to [Lang]

Remark A.1.7. If F is a field which is not finite, then any algebraic extension ofF has
the same cardinality asF . Hence, for example, the algebraic closureQa of Q in C is
countable.
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A.2 Transcendental extensions and transcendence bases

We recall some properties of field extensions that are not algebraic.

Definition A.2.1. (algebraically independent sets)
Let K/F be a field extension, and lett1, . . . , tn ∈ K. the set{t1, . . . , tn} is al-
gebraically independentoverF if f(t1, . . . , tn) 6= 0 for all non zero polynomials
f ∈ F [x1, . . . , xn]. an arbitrary setS ⊂ K is algebraically independent overF if
any finite subset ofS is algebraically independent overF . If a set is not algebraically
independent overF , then it is said to bealgebraically dependentoverF .

Lemma A.2.2. Let K/F be a field extension. Ift1, . . . , tn ∈ K are algebraically
independent overF , thenF [t1, . . . , tn] andF [x1, . . . , xn] are F -isomorphic rings,
and soF (t1, . . . , tn) andF (x1, . . . , xn) areF -isomorphic fields.

Morandi 5.19.5.

Lemma A.2.3. letK/F be a field extension, and lett1, . . . , tn ∈ K. then the following
statements are equivalent:

1. the set{t1, . . . , tn} is algebraically independent overF .

2. For eachi, ti is transcendental overF (t1, . . . , ti−1, ti+1, . . . , tn).

3. For eachi, ti is transcendental overF (t1, . . . , ti−1).

Morandi 5.19.7.

Definition A.2.4. (Transcendence basis)If K is a field extension ofF , a subsetS of
K is a transcendence basisfor K/F if

1. S is algebraically independent overF , and

2. K is algebraic overF (S).

Note that,∅ is a transcendence basis forK/F if and only ifK/F is algebraic.

The following theorem proves the existence of a transcendence basis for any field ex-
tension.

Theorem A.2.5. LetK/F be a field extension.

1. There exists a transcendence basis forK/F .

2. IfT ⊂ K such thatK/F (T ) is algebraic, thenT contains a transcendence basis
for K/F .

3. If S ⊂ K is algebraicallly independent overF , thenS is contained in a tran-
scendence basis ofK/F .

4. If S ⊂ T ⊂ K such thatS is algebraically independent overF andK/F (T ) is
algebraic, then there is a transcendence basisB for K/F with S ⊂ B ⊂ T .
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Morandi 5.19.14.

It turns out that, the size of a transcendence basis for an extensionK/F is unique.
Indeed,

Theorem A.2.6. LetK/F be a field extension. IfS andT are transcendence bases
for K/F , then|S| = |T |.

Morandi 5.19.15.

Therefore, the following definition makes sense:

Definition A.2.7. The transcendence degreetrdeg(K/F ) of a field extensionK/F is
the cardinality of any transcendence basis ofK/F .

Example A.2.8. Consider the field extensionC/Q. SinceQ is countable andC is un-
countable, the transcendence degree ofC/Q must be infinite; it is in fact uncountable.



Appendix B

Singular Library ”gradalg.lib”

version="$Id: gradalg.lib,v 1.33 2007/05/07 $";
category="graded algebras";
info="
LIBRARY: gradalg.lib Piecewise-Homogeneous Graded Algebras

AUTHORS: Gert-Martin Greuel greuel@mathematik.uni-kl.de
Yousra Boubakri yousra@mathematik.uni-kl.de

PROCEDURES:
grordS(f,w); weighted order of a polynomial f
grord(f,W); (PH)-order of f
Dergrord(f,W,n); (PH)-order of a monomial derivation
grlead(f,W); (PH)-initial form of f
pwjet(f,W,N); (PH)-jet of f
kspan(I); maximal set of generators of qring(I)
degHCS(N,W); (PH)-order of maxideal(N)
degHC(W,N); total deg of HC of N-th graded ideal
grideal(N,W); standard basis of the N-th graded ideal
grlist(N,W); monomials with grord equal to N
AidealS(f,w,N); (QH)-poly of grordS = N and (A)
AspanS(f,w,N); (QH)-poly in j(f) of grordS = N and (A)
ACidealS(f,w,N); (QH)-poly of grordS = N and (AC)
ACspanS(f,w,N); (QH)-poly in tj(f) of grordS = N and (AC)
AkbaseS(f,w,N); N-th space K-basis of the w-(A)-algebra
ACkbaseS(f,w,N); N-th space K-basis of the w-(AC)-algebra
AgrbaseS(f,w,N); K-basis up to deg <= N of the w-(A)-algebra
ACgrbaseS(f,w,N); K-basis up to deg <= N of the w-(AC)-algebra
Aideal(f,W,N); (PH)-poly of grord = N and (A)
Aspan(f,W,N); (PH)-poly in j(f) of grord = N and (A)
ACideal(f,W,N); (PH)-poly of grord = N and (AC)

135



136

ACspan(f,W,N); (PH)-poly in tj(f) of grord = N and (AC)
Akbase(f,W,N); N-th space’s K-basis of the W-(A)-algebra
ACkbase(f,W,N); N-th space’s K-basis of the W-(AC)-algebra
Agrbase(f,W,N); K-basis up to deg <= N of the W-(A)-algebra
ACgrbase(f,W,N); K-basis up to deg <= N of the W-(AC)-algebra
is_A(f,W,N); 1 if all monomials of deg = N are (A)
is_AC(f,W,N); 1 if all monomials of deg = N are (AC)
";

LIB "sing.lib";
LIB "hnoether.lib";
LIB "qhmoduli.lib";
//---------------------------------------------------------
proc grordS(poly f, intvec w)
"USAGE: grordS(f, w); f a polynomial, w a positive weight
RETURN: weighted order of f with respect to w
"

if (size(f)==1)
return(deg(f,w));
else

def old = basering;
list rl = ringlist(old);
rl[3][1] = list("ws", w);
def r = ring(rl);
setring r;
poly f = fetch(old, f);
return(ord(f));

//---------------------------------------------------------
proc grord(poly f, list L)
"
USAGE: grord(f, L); f a polynomial,

L a finite list of weights
RETURN: (PH)-order of f with respect to the L
"

int s=size(L);
int N=grordS(f,L[1]);
int tmpord;
for (int i=2; i<=s; i++)

tmpord = grordS(f,L[i]);
if (tmpord < N)
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N = tmpord;

return(N);

//---------------------------------------------------------
proc Dergrord(poly f, list L, int n)
"USAGE: Dergrord(f, L,n); f a monomial, L a finite list of

weights, n a positive integer smaller than
the number of variables of the basering

RETURN: (PH)-order of the derivation f*d_(x_n) wrt to L
"
if (size(f) != 1)

ERROR("the given polynomial is no monomial!");

if (n > nvars(basering))

"Error: last input bigger than the number of
variables in the basering!";
return(0);

int s=size(L);
int N=grordS(f,L[1])-L[1][n];
int tmpord;
for (int i=2; i<=s; i++)

tmpord = grordS(f,L[i])-L[i][n];
if (tmpord < N)
N = tmpord;

return(N);

//---------------------------------------------------------
proc grlead(poly f, list L)
"
USAGE: grlead(f, L); f a polynomial,

L a finite list of weights
RETURN: (PH)-initial form of f with respect to L
"

poly m;
poly tmplead;
int N=grord(f,L);
while(f != 0)

m=leadcoef(f)*leadmonom(f);
f=f-m;



138

if (grord(m,L)==N)
tmplead= tmplead+m;

return(tmplead);

//---------------------------------------------------------
proc pwjet(poly f, list L, int N)
"
USAGE: pwjet(f, L, N); f a polynomial,

L a finite list of weights, N a positive integer
RETURN: (PH)-jet of f
"

if (grord(grlead(f,L),L) > N)
return(0);

poly m;
poly tmpjet;
while (f != 0)

m=grlead(f,L);
f=f-m;
if (grord(m,L) <= N)
tmpjet=tmpjet + m;

else
return(tmpjet);

return(tmpjet);

//----------------------------------------------------------
proc kspan(ideal I)
"USAGE: kspan(I); f polynomial, I ideal
ASSUME: I is a zero-dimensional ideal, the monomial ordering

is a local degree ordering
RETURN: the maximal set consisting of monic which generate

qring(I) as vector space
"

if(attrib(basering,"global")==1)

"Error: monomial ordering is not local!";
return (0);

ideal J=std(I);
if (dim(J) != 0)

"Error: ideal not zero-dimensional!";
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return (0);

poly p = highcorner(J);
int D = deg(p,1:nvars(basering))+1;
ideal mD=maxideal(D);
attrib(mD,"isSB",1);
ideal K=kbase(mD);
int s=ncols(K);
ideal tmp;
tmp[s]=0;
for (int i=1; i <= s; i++)

if (reduce(K[i],J,1) != 0)
tmp[i]=K[i];

return(simplify(tmp,2));

//---------------------------------------------------------
proc degHCS(int N , list L)
"USAGE: degHCS(N,L); N an integer,

L a finite list of weights
RETURN: (PH)-order of maxideal(N).
"

ideal MN=maxideal(N);
int s=ncols(MN);
int D=grord(MN[1],L);
int Dtmp;
for (int i=2; i<=s; i++)

Dtmp=grord(MN[i],L);
if (Dtmp<D) D=Dtmp;

return(D);

//---------------------------------------------------------
proc degHC(int N , list L)
"USAGE: degHC(N,L); N an integer,

L a finite list of weights
ASSUME: the monomial ordering is a local degree ordering
RETURN: the total degree of the highest corner of

the N-th graded ideal
"
int n=1;
int D= degHCS(1,L);
while (D < N)
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n++;

D=degHCS(n,L);

return(n-1);

//---------------------------------------------------------
proc grideal(int N , list L)
"USAGE: grideal(N,L); N a positive integer,

L a finite list of weights
ASSUME: the monomial ordering is a local degree ordering
RETURN: a standard basis of the N-th graded ideal
"

int d=degHC(N,L);
ideal M=maxideal(d+1);
ideal I=kspan(M);
int s=size(I);
ideal tmp=M;
for (int j=1; j<=s; j++)

if (grord(I[j],L) >= N)
tmp= tmp, I[j];

return(std(tmp));

//---------------------------------------------------------
proc grlist(int N , list L)
"USAGE: grlist(N,L); N a positive integer,

L a finite list of weights
ASSUME: the monomial ordering is a local degree ordering
RETURN: the list of minic monomials having (PH)-order = N
"
ideal I=grideal(N,L);
int s=ncols(I);
ideal tmp;
tmp[s]=0;
poly p;
for (int i=1; i <=s; i++)

p=I[i];
if(grord(p,L)==N)tmp[i]=p;

return(simplify(tmp,2));
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//---------------------------------------------------------
proc AidealS(poly f, intvec w, int N)
"USAGE: AidealS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: A set of K-generators of (QH)-polynomials of weighted

order N and fulfilling condition (A) for f and w
"
ideal J=jacob(f);
int s=size(w);
if (s != nvars(basering))
ERROR("weight not compatible!");

list l=w;

if ( f!=grlead(f,l))
ERROR("polynomial not quasihomogeneous!");

ideal tmp=J;
ideal Ii,Ji;
int i;
for (i=1; i <= s; i++)

Ii=grlist(N-grord(f,l)+w[i],l);
Ji=Ii*J[i];
tmp=tmp,Ji;

tmp=simplify(tmp,6);
int stmp=size(tmp);
if (stmp != 0)

ideal spantmp;
spantmp[stmp]=0;
for (i=1; i<=stmp; i++)

if (grord(tmp[i],l)==N)
spantmp[i]=grlead(tmp[i],l);

return(simplify(spantmp,2));

else
return (ideal(0));

//---------------------------------------------------------
proc AspanS(poly f, intvec w, int N)
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"USAGE: AspanS(f,w,N); f a (QH) polynomial with respect to w,
N a positive integer

ASSUME: the monomial ordering is a local degree ordering
RETURN: A set of K-generators of (QH)-polynomials of weighted

order N in j(f) which are (A) with respect to f and w
"

ideal J=jacob(f);
ideal J1=std(J);
int s=size(w);
if (s != nvars(basering))
ERROR("weight not compatible!");

list l=w;

if ( f!=grlead(f,l))
ERROR("polynomial not quasihomogeneous!");

ideal tmp=J;
ideal Ii,Ji;
poly fi;
int i;
for (i=1; i <= s; i++)

Ii=grlist(N-grord(f,l)+w[i],l);
Ji=Ii*J[i];
tmp=tmp,Ji;

tmp=simplify(tmp,6);
int stmp=size(tmp);
if (stmp != 0)

ideal spantmp;
spantmp[stmp]=0;
for (i=1; i<=stmp; i++)

if (grord(tmp[i],l)==N)
fi=grlead(tmp[i],l);
if(reduce(fi,J1)==0)
spantmp[i]=fi;

return(simplify(spantmp,2));

else
return (ideal(0));
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//---------------------------------------------------------
proc ACidealS(poly f, intvec w, int N)
"USAGE: ACidealS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: A set of K-generators of (QH)-polynomials of

weighted order N, and fulfilling condition (AC)
with respect to f and w

"
list l=w;
ideal I=grlist(N-grord(f,l),l);
ideal J=I*f;
int r=size(J);
if (r != 0)

int i;
ideal tmp;
tmp[r]=0;
for (i=1; i <= r; i++)
tmp[i]=grlead(J[i],l);
ideal spantmp=tmp,AidealS(f,w,N);// A_spanS checks the

assumptions
return (simplify(spantmp,6));

else
return(AspanS(f,w,N));

//---------------------------------------------------------
proc ACspanS(poly f, intvec w, int N)
"USAGE: ACspanS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: A set of K-generators of (QH)-polynomials of

weighted order N in tj(f) which are (AC) with
respect to f and w

"
list l=w;
ideal I=grlist(N-grord(f,l),l);
ideal J=I*f;
int r=size(J);
if (r != 0)

int i;
ideal tmp;
tmp[r]=0;
for (i=1; i <= r; i++)
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tmp[i]=grlead(J[i],l);
ideal spantmp=tmp,AspanS(f,w,N);// A_spanS checks the

assumptions
return (simplify(spantmp,6));

else
return(AspanS(f,w,N));

//---------------------------------------------------------
proc AkbaseS(poly f, intvec w, int N)
"USAGE: AkbaseS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a basis (consisting of monomials) of the N-th vector

space of the w-(A)-graded algebra of j(f)
"

list l=w;
ideal I=std(AidealS(f,w,N));
ideal J=grlist(N,l);
int s=size(J);
if (s != 0)

ideal L;
L[s]=0;
for (int i=1; i<=s; i++)

if(reduce(J[i],I)==J[i])
L[i]=J[i];

return(simplify(L,2));

else
return(ideal(0));

//---------------------------------------------------------
proc ACkbaseS(poly f, intvec w, int N)
"USAGE: ACkbaseS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a basis (consisting of monomials) of the N-th vector

space of the w-(AC)-graded algebra of tj(f)
"

list l=w;
ideal I=std(ACidealS(f,w,N));
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ideal J=grlist(N,l);
int s=size(J);
if (s != 0)

ideal L;
L[s]=0;
for (int i=1; i<=s; i++)

if(reduce(J[i],I)==J[i])
L[i]=J[i];

return(simplify(L,2));

else
return(ideal(0));

//---------------------------------------------------------
proc AgrbaseS(poly f, intvec w, int N)
"USAGE: AgrbaseS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a K-basis (consisting of monomials having total

degree smaller or equal to N) of the w-(A)-graded
algebra of j(f)

"

list l=w;
int D=invdegHCS(N+1,l);
ideal tmp;
for (int i=0; i <=D; i++)

tmp=tmp,AkbaseS(f,w,i);

return(simplify(tmp,6));

//---------------------------------------------------------
proc ACgrbaseS(poly f, intvec w, int N)
"USAGE: ACgrbaseS(f,w,N); f a (QH) polynomial with respect

to w, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a K-basis (consisting of monomials having total

degree smaller or equal to N) of the w-(AC)-graded
algebra of tj(f)

"

list l=w;



146

int D=invdegHCS(N+1,l);
ideal tmp;
for (int i; i <=D; i++)

tmp=tmp,ACkbaseS(f,w,i);

return(simplify(tmp,6));

//---------------------------------------------------------
proc Aideal(poly f, list L, int N)
"USAGE: Aideal(f,L,N); f a (PH) polynomial with respect

to a finitelist L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a set of K-generators of (PH)-polynomials having

(PH)-order N, and fulfilling condition (A) for f and L
"

ideal J=jacob(f);
if ( f!=grlead(f,L))
ERROR("polynomial not piecewise homogeneous!");

int s=size(L);
if ( s == 1)
intvec w=L[1];
return(AspanS(f,w,N));

int D=N-grord(f,L);
ideal Q, Ql;
ideal m=maxideal(1);
ideal P=grlist(D,l);
int sm=size(m);
for (int l=1; l<=sm; l++)

Ql=m[l]*P*J[l];
Q=Q,Ql;

ideal tmp=J,Q;
ideal tmpi,tmpij,Iij,Kij;
int si,sij, j,k;
for (int i=1; i <= s; i++)

si=size(L[i]);
if (si != nvars(basering))
ERROR("weight not compatible!");

tmpi=0;
for (j=1; j <= si; j++)

Iij=grlist(D+L[i][j],L);
sij=size(Iij);
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if (sij != 0)

tmpij=0;tmpij[sij]=0;
for (k=1; k <=sij; k++)

if (Dergrord(Iij[k],L,j)==D)
tmpij[k]=Iij[k];

Kij=tmpij*J[j];
tmpi=tmpi,Kij;

tmp=tmp,tmpi;

tmp=simplify(tmp,6);
int stmp=size(tmp);
if (stmp != 0)

ideal spantmp;
spantmp[stmp]=0;
for (j=1; j<=stmp; j++)

if (grord(tmp[j],L)==N)
spantmp[j]=grlead(tmp[j],L);

return(simplify(spantmp,2));

else
return (ideal(0));

//---------------------------------------------------------
proc Aspan(poly f, list L, int N)
"USAGE: Aspan(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a set of K-generators of (PH)-polynomials having

(PH)-order N in j(f), which are (A) with respect
to f and L

"
ideal J=jacob(f);
ideal J1=std(J);
if ( f!=grlead(f,L))
ERROR("polynomial not piecewise homogeneous!");

int s=size(L);
if ( s == 1)
intvec w=L[1];
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return(AspanS(f,w,N));
int D=N-grord(f,L);
ideal Q, Ql;
ideal m=maxideal(1);
ideal P=grlist(D,l);
int sm=size(m);
for (int l=1; l<=sm; l++)

Ql=m[l]*P*J[l];
Q=Q,Ql;

ideal tmp=J,Q;
ideal tmpi,tmpij,Iij,Kij;
poly fj;
int si,sij, j,k;
for (int i=1; i <= s; i++)

si=size(L[i]);
if (si != nvars(basering))
ERROR("weight not compatible!");

tmpi=0;
for (j=1; j <= si; j++)

Iij=grlist(D+L[i][j],L);
sij=size(Iij);
if (sij != 0)

tmpij=0;tmpij[sij]=0;
for (k=1; k <=sij; k++)

if (Dergrord(Iij[k],L,j)==D)
tmpij[k]=Iij[k];

Kij=tmpij*J[j];
tmpi=tmpi,Kij;

tmp=tmp,tmpi;

tmp=simplify(tmp,6);
int stmp=size(tmp);
if (stmp != 0)

ideal spantmp;
spantmp[stmp]=0;
for (j=1; j<=stmp; j++)
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if (grord(tmp[j],L)==N)
fj=grlead(tmp[j],L);
if(reduce(fj,J1)==0)
spantmp[j]=fj;

return(simplify(spantmp,2));

else
return (ideal(0));

//---------------------------------------------------------
proc ACideal(poly f, list L, int N)
"USAGE: ACideal(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a set of K-generators of (PH)-polynomials having

(PH)-order N and fulfilling (AC) with respect to
f and L

"
int s=size(L);
if (s == 1)
intvec w=L[1];
return(ACspanS(f,w,N));

ideal I=grlist(N-grord(f,L),L);
ideal J=I*f;
int j;
int r=size(J);
if (r !=0)

ideal tmp;
tmp[r]=0;
for (j=1; j <=r; j++)

tmp[j]=grlead(J[j],L);
ideal spantmp=tmp,Aideal(f,L,N); //Aideal checks

the assumptions
return (simplify(spantmp,6));

else
return (Aideal(f,L,N));

//---------------------------------------------------------
proc ACspan(poly f, list L, int N)
"USAGE: ACspan(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
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ASSUME: the monomial ordering is a local degree ordering
RETURN: a set of K-generators of (PH)-polynomials having

(PH)-order N in tj(f), which are (AC) with
respect to f and L

"
ideal H=f,jacob(f);
ideal K=std(H);
int s=size(L);
if (s == 1)
intvec w=L[1];
return(ACspanS(f,w,N));

ideal I=grlist(N-grord(f,L),L);
ideal J=I*f;
int i;
int r=size(J);
if (r !=0)

ideal tmp;
tmp[r]=0;
for (i=1; i <=r; i++)
if (reduce(grlead(J[i],L),K)==0)

tmp[i]=grlead(J[i],L);

ideal spantmp=tmp,Aspan(f,L,N); //Aspan checks
the assumptions

return (simplify(spantmp,6));

else
return (Aspan(f,L,N));

//---------------------------------------------------------
proc Akbase(poly f, list L, int N)
"USAGE: Akbase(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a basis (consisting of monomials) of the N-th vector

space of the L-(A)-graded algebra of j(f)
"

int n=size(L);
if (n == 1)
intvec w=L[1];
return(AkbaseS(f,w,N));

ideal J=grlist(N,L);
ideal P=Aideal(f,L,N);
ideal I=std(P);
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int s=size(J);
if (s != 0)

ideal Q;
Q[s]=0;
for (int i=1; i<=s; i++)

if(reduce(J[i],I)==J[i])
Q[i]=J[i];

return(simplify(Q,2));

else
return (ideal(0));

//---------------------------------------------------------
proc ACkbase(poly f, list L, int N)
"USAGE: ACkbase(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a basis (consisting of monomials) of the N-th vector

space of the L-(AC)-graded algebra of tj(f)
"

int n=size(L);
if (n == 1)

intvec w=L[1];
return(ACkbaseS(f,w,N));

ideal J=grlist(N,L);
ideal P=ACideal(f,L,N);
ideal I=std(P);
int s=size(J);
if (s != 0)

ideal Q;
Q[s]=0;
for (int i=1; i<=s; i++)

if(reduce(J[i],I)==J[i])
Q[i]=J[i];

return(simplify(Q,2));

else
return(ideal(0));
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//---------------------------------------------------------
proc Agrbase(poly f, list L, int N)
"USAGE: AgrbaseS(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a K-basis (consisting of monomials having total

degree smaller or equal to N) of the L-(A)-graded
algebra of j(f)

"

ideal M=maxideal(N+1);
attrib(M,"isSB",1);
ideal I=kbase(M);
int s=size(I);
ideal tmp;
tmp[s]=0;
int ri;
ideal Ji,Pi;
for (int i=1; i <= s; i++)

ri=grord(I[i],L);
Ji=Aideal(f,L,ri);
Pi=std(Ji);
if (reduce(I[i],Pi)==I[i])
tmp[i]=I[i];

return(simplify(tmp,2));

//---------------------------------------------------------
proc ACgrbase(poly f, list L, int N)
"USAGE: ACgrbase(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: a K-basis (consisting of monomials having total

degree smaller or equal to N) of the L-(AC)-graded
algebra of tj(f)

"

ideal M=maxideal(N+1);
attrib(M,"isSB",1);
ideal I=kbase(M);
int s=size(I);
ideal tmp;
tmp[s]=0;
int ri;
ideal Ji,Pi;
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for (int i=1; i <= s; i++)

ri= grord(I[i],L);
Ji=ACideal(f,L,ri);
Pi=std(Ji);
if (reduce(I[i],Pi)==I[i])
tmp[i]=I[i];

return(simplify(tmp,2));

//---------------------------------------------------------
proc isA(poly f, list L, int N)
"USAGE: isA(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: 1 if each monomial having total degree N is (A) with

respect to f and L, 0 otherwise
"

ideal M=maxideal(N);
int s=ncols(M);
int Ni;
ideal Ji;
for (int i=1; i <= s; i++)

Ni=grord(M[i],L);
Ji=std(A_span(f,L,Ni));
if(reduce(M[i],Ji,1)!=0) return(0);

return(1);

//---------------------------------------------------------
proc isAC(poly f, list L, int N)
"USAGE: isAC(f,L,N); f a (PH) polynomial with respect

to a finite list L of weights, N a positive integer
ASSUME: the monomial ordering is a local degree ordering
RETURN: 1 if each monomial having total degree N is (AC) with

respect to f and L, 0 otherwise
"

ideal M=maxideal(N);
int s=ncols(M);
int Ni;
ideal Ji,Ki;
for (int i=1; i <= s; i++)
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Ni=grord(M[i],L);
Ji=std(AC_span(f,L,Ni));
Ki=reduce(M[i],Ji,1);
if(Ki!=0) return(0);

return(1);

//---------------------------------------------------------
proc limdeg_NF(poly f, intvec w1, intvec w2)
"USAGE: limdeg_NF(f,w1,w2); f a (PH) polynomial with respect

to a set of 2 weights w1 and w2
ASSUME: the monomial ordering is a local degree ordering
RETURN: the largest power, of the monomial corresponding to

the inner vertex of the Newton polygon of f,
having total degree lower than the bound 2k-ord(f)+2
of determinacy

"
ideal I=f,jacob(f);
ideal J=std(I);
list l1=w1;
list l2=w2;
poly P=grlead(grlead(f,l1),l2);
int k=deg(highcorner(J),1:nvars(basering))+1;
int s=deg(lead(f),1:nvars(basering));
int N=2*k-s+2;
int D=deg(P,1:nvars(basering));

return(N/D);

//---------------------------------------------------------
proc bd_NF(poly f, intvec w1, intvec w2)
"USAGE: bd_NF(f,w1,w2); f a (PH) polynomial with respect

to a set of 2 weights w1 and w2
ASSUME: the monomial ordering is a local degree ordering
RETURN: the bigget positive integer, lower than the bound

2k-ord(f)+2 of determinacy, for which all monomials
having total degree equal to this number fulfill (AC)
with respect to f and w_1, w_2; and returns
2k-ord(f)+2 if such integer does not exist

"

list l1=w1;
list l2=w2;
list L=w1,w2;
ideal I=f,jacob(f);
ideal J=std(I);
int k=deg(highcorner(J),1:nvars(basering))+1;



155 B Singular Library ”gradalg.lib”

int s=ord(f);
int B=2*k-s+2;
int Btmp;
int d1=limdeg_NF(f,w1,w2);
poly P=grlead(grlead(f,l1),l2);
int N=deg(P,1:nvars(basering));
int i;
intvec tmp;
for (i=1; i <= d1; i++)

if (is_AC(f,L,N*i)) return(N*i);

return(B);
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[GLS06] G.-M. Greuel, C. Lossen and E. Shustin,Introduction to Singularities
and deformations, Math. Monographs, Springer-Verlag (2006).

[GPS06] G.-M. Greuel, G. Pfister and H. Schönemann, SINGULAR 3.
A Computer Algebra System for Polynomial Computations.Cen-
tre for Computer Algebra, University of Kaiserslautern (2006).
http://www.singular.uni-kl.de.



159 BIBLIOGRAPHY

[Gre85] G.-M. Greuel,Constant Milnor number implies constant multiplicity
for quasihomogeneous singularities.Manuscr. math.56 (1985), 159–
166.

[GrK90] G.-M. Greuel and H. Kröning,Simple singularities in positive charac-
teristic, Math. Zeitschrift203(1990), 339–354.

[GrP02] G.-M. Greuel and G. Pfister,A SINGULAR introduction to commutative
algebra, Springer-Verlag (2002).

[Har77] R. Hartshorne,Algebraic Geometry., Graduate Texts in Math.52,
Springer-Verlag (1977).

[Hoc72] M. Hochster,Rings of invariants of tori, Cohen-Macaulay rings gener-
ated by monomials, and polytopes.Ann. of Math.96 (1972), 318–337.

[Hol98] H. Holzberger,Klassifikation von T-Singularitaeten in positiver Char-
acteristic, Diplomarbeit, Universität Kaiserslautern (1998).

[KiS85] K. Kiyek and G. Steinke,Einfache Kurvensingularitäten in beliebiger
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