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Introduction

A classical conjecture in the representation theory of finite groups, the McKay conjec-
ture, states that for any finite group G and for any prime p, the number |Irrp′(G)| of
complex irreducible characters of p′–degree coincides with the number |Irrp′(NG(P ))|
of complex irreducible characters of p′–degree of the normalizer NG(P ) of any Sylow
p–subgroup P of G.

Recently a reduction theorem for the McKay conjecture was proved by Isaacs, Malle
and Navarro [IMN07, Theorem B]: The general McKay conjecture is true if a certain
stronger version holds for all finite simple groups and their covering groups. A simple
group admitting the stronger conditions of [IMN07, Section 10] is called “good”.
This result has sparked a lot of research in an attempt to prove that all finite simple
groups are good. Malle has considered the sporadic groups, alternating groups and
exceptional covering groups of Lie type in [Mal08a]. For the finite simple groups
of Lie type and p not the defining characteristic there are partial results by Malle
and Späth [Mal07,Mal08b,Spä09,Spä10a,Spä10b], in particular they show that the
exceptional groups of Lie type are good for those primes.

In this work the goal is to make progress towards proving that the finite simple
groups of Lie type are good for their defining characteristic. It was shown in [Bru09a]
that most groups of Lie type that coincide with their universal cover are good for
their defining characteristic, mainly by counting characters. This covers many of the
exceptional groups of Lie type. In the last months further results by Brunat [Bru09b,
Bru10] and Brunat and Himstedt [BH09] have appeared on the arXiv, extending the
earlier results and showing among other things that those groups of Lie type for
which the center of the universal cover is of order two or three, are good for their
defining characteristic.

A major ingredient necessary to show that a simple group G is good is the construc-
tion of an automorphism–equivariant bijection for the universal covering group of G
that respects central characters. We generalize a construction of Alexandre Turull
for SLn(q) [Tur08, Section 4] to all types of finite reductive groups, making use of the
so called Steinberg map. This yields more structural bijections than those obtained
by Brunat and we obtain new results for groups with more complicated covering and
automorphism groups (e.g. types An and Dn), as well as recovering many of the
results of Brunat by far simpler methods.
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We don’t consider Suzuki and Ree groups and related exceptional automorphisms of
the untwisted groups B2(2f ), F4(2f ) and G2(3f ), as well as certain very small cases
given in Table 13.2. With the exception of Dn(2) and 2Dn(2) the groups that we
don’t consider have already been treated with other methods elsewhere, see [Mal08a],
[Bru09a] and [Cab08]. However, it is possible to generalize our method to the Suzuki
and Ree groups and the exceptional automorphisms, see Example 9.5. Combining
the earlier work on these special cases with our results, we obtain:

Theorem 1. Let G be a finite simple group of Lie–type1, Gsc a simply connected
algebraic group defined over an algebraically closed field of characteristic p and F a
Frobenius map of Gsc, such that GF

sc is the universal central extension of G. Let UF

be a Sylow p–subgroup of GF
sc, BF

sc = NGF
sc

(UF ) and Z := Z(GF
sc). Then there exists

a bijection
f : Irrp′(B

F
sc)→ Irrp′(G

F
sc),

with the following properties for all η ∈ Irrp′(B
F
sc):

• Let ηZ denote the unique character of Z below η, then ηZ = f(η)Z.

• For any diagonal automorphism d stabilizing BF
sc we have f(ηd) = f(η)d.

• Let Nη denote the orbit of η under the action of the group of diagonal auto-
morphisms, then f(Nσ

η ) = f(Nη)
σ for an arbitrary automorphism σ of GF

sc

stabilizing BF
sc.

As a special case we recover the results of [Bru09a] and [Bru09b]: When G coincides
with GF

sc, i.e., if Z(GF
sc) is trivial, the sets Nη contain exactly one character and

the theorem then states that GF
sc must be “good” in most cases (see the proof of

Theorem 5 and Remark 2 in [Bru09a]). In [Bru09b] the numbers |Irrp′(GF
sc)| are

computed explicitly for most types, we obtain them in Theorem 11.8. The identity
dubbed “relative McKay” of [Bru09b, Theorem A] given there only for trivial or
prime order of H1(F,Z(Gsc)), namely

|Irrp′(GF
sc

∣∣ ν)| = |Irrp′(BF
sc

∣∣ ν)| for ν ∈ Irr(Z(GF
sc))

is an immediate consequence of Theorem 1. Suppose |Z(GF
sc)| = 2, 3 and that any

field or graph automorphism σ fixes at least one character of every σ–invariant set
f(Nη) (which is shown in this work only on the side of BF

sc, see Proposition 11.13),
then we can recover many of the results of [BH09] and [Bru10].

To show that all the finite simple groups of Lie type are good in their defining
characteristic much work remains to be done. In Section 16 we provide an interesting
example in the group SL9(F73) concerning extension properties of characters and pose
a conjecture on the action of Aut(GF

sc) on the sets Nη.

1except Dn(2) or 2Dn(2)
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Summary of contents

In Section 1 we introduce the simply connected simple algebraic groups Gsc using
the Steinberg presentation. Instead of directly considering the groups Gsc, we will
construct “universal” groups Gu that contain Gsc as their derived subgroup in Section
2. Using Frobenius maps in Section 3 we obtain the finite groups GF

sc and GF
u , whose

automorphism groups we describe in Section 4. We conclude the stating of well
known results by recalling the most important results of Clifford theory in Section 5.
In the last two sections of the preparatory Chapter I we go on to explore properties
of the universal groups in Section 6 and define the dual universal group G∗u in Section
7.

In Chapter II we develop a parametrization for the set Irrp′(NGF (UF )) where G = Gu

or G = Gsc. For a standard Frobenius map Fq of Gu we construct labels for the
elements of Irrp′(NG

Fq
u

(UFq)) in Section 8, see Theorem 8.6. We investigate the
action of automorphisms on the labels in Section 9 and give complete results in
Proposition 9.4. Next we generalize the construction of the labels to the twisted
groups in Section 10, see Theorem 10.8. We use those results for the universal
groups to describe Irrp′(NGF

sc
(UF )) in Section 11 relative to the labels constructed

earlier, see Proposition 11.3 and Proposition 11.4. Furthermore we obtain complete
results on the action of automorphisms on Irrp′(NGF

sc
(UF )), see Proposition 11.13.

As an application we infer the cardinalities |Irrp′(NGF
sc

(UF ))| (and thus |Irrp′(GF
sc)|

by Theorem 1) by combinatorial methods from the labels (Theorem 11.8). The
underlying characters of Z(GF

sc) are determined by Proposition 12.1 in Section 12.

The final Chapter III is concerned with the parametrization of Irrp′(G
F ) and tying

this together with the results of Chapter II. We recall a few facts from Deligne–
Lusztig theory in Section 13 to parametrize Irrp′(G

F
u ) by the semisimple conjugacy

classes of a dual group. The action of automorphisms of the dual group on the
semisimple classes is known, and compatible with the action of the corresponding
automorphisms on Irrp′(G

F
u ). However the author is not aware of any general results

on the action of non–diagonal automorphisms on the p′–characters contained in a
single Lusztig–series E(GF

sc, [s]), which would be required to extend the bijection f
from Theorem 1 to be Aut(GF

sc)–equivariant if Z(GF
sc) is non–trivial. To make use of

the results of Deligne–Lusztig theory we require a suitable parametrization for the
semisimple conjugacy classes of the dual groups. It turns out that the central tool here
is the parametrization of the semisimple classes of Gsc given by the Steinberg map.
This is explained in Section 14. Putting everything together in Section 15, we obtain
a natural Aut(GF

u )–equivariant bijection of Irrp′(B
F
u ) with Irrp′(G

F
u ) in Theorem 15.1.

This bijection is compatible with the multiplication by linear characters (Theorem
15.3), a property we use to construct the bijection f from Theorem 1 in Theorem
15.4. In Section 16 we briefly discuss remaining open problems.

3



Acknowledegment

I offer my sincere gratitude to my supervisor, Prof. Dr. G. Malle, who has supported
me throughout the progress on this thesis with his knowledge and patience, always
ready to offer helpful advice.

4



I. Fundamentals and preparation

Firstly we describe the simple algebraic group Gsc of simply connected type realized
by the Steinberg presentation in Section 1. Using Gsc we construct the universal
group Gu, an algebraic group with connected center, containing Gsc as the derived
subgroup in Section 2. Then we introduce the related finite groups GF

sc and GF
u in

Section 3, whose automorphism groups we describe in Section 4. We introduce the
concept of duality of algebraic groups and investigate the universal groups in this
regard in Section 7 using an explicit description of the dual fundamental weights of
Gu from Section 6. Furthermore we recall facts from Clifford theory in Section 5
that shall be needed later on.

1. Simply connected algebraic groups

The statements of this section about the Steinberg presentation can be found in
[Ste68] and [Car72], those about algebraic groups in [Hum75].

Notation 1.1. We shall keep the following fixed throughout the work. Let p be
a fixed prime number, k an algebraic closure of Fp, Φ an irreducible root system,
∆ = {α1, . . . , αn} a basis of Φ and Φ+ := Φ∩{

∑n
i=1 aiαi | ai ∈ N0} the set of positive

roots. The associated Dynkin diagrams, Cartan matrices and our chosen numbering
of the simple roots ∆ can be found in Appendix 17.

We define Gsc = Gsc(Φ,k) as the abstract group generated by symbols xα(t), where
α ∈ Φ, t ∈ k, subjected to the Steinberg relations:

xα(t1)xα(t2) = xα(t1 + t2),

hα(t1)hα(t2) = hα(t1t2) for t1t2 6= 0,

[xα(t1), xβ(t2)] =
∏
i,j>0

xiα+jβ

(
cijαβ(t2)itj1

)
for α 6= ±β,

where t1, t2 ∈ k, α, β ∈ Φ,

hα(t) := nα(t)nα(−1), nα(t) := xα(t)x−α(−t−1)xα(t) for t 6= 0

5



I. Fundamentals and preparation

and the cijαβ ∈ {±1,±2,±3} are as defined in [Ste68, Lemma 15]. Steinberg has
shown [Ste68, Theorem 8] that this gives a presentation for a simple algebraic group
over k of simply connected type with root system Φ.

The group Tsc := {hα(t) | α ∈ Φ+, t ∈ k×} is a direct product of the groups hαi(k
×)

for i = 1, . . . , n [Ste68, Lemma 28], hence it is a maximal torus of Gsc. To Tsc

belong the Z–lattices of algebraic homomorphisms X(Tsc) := Hom(Tsc,k
×) and

Y (Tsc) := Hom(k×,Tsc) of rank n. Composition of maps from X(Tsc) and Y (Tsc)
yields algebraic group homomorphisms k× → k× and those are of the form v 7→ vk

for some k ∈ Z. For ω ∈ X(Tsc) and β ∈ Y (Tsc) with (ω ◦ β)(v) = vk for all v ∈ k×

we set 〈ω, β〉 := k. This is a perfect pairing between X(Tsc) and Y (Tsc).

The root system Φ can be recovered in X(Tsc). We define the root subgroups

Uα := {xα(u) | u ∈ k}

each of which is isomorphic to the algebraic group (k,+) [Car72, 5.1]. The conju-
gation action of Tsc normalizes Uα by the proof of [Car72, 12.1.1] and thus yields
an automorphism of (k,+). Those are of the form u 7→ vu for some v ∈ k×. Hence
we can relate to every root subgroup Uα a homomorphism α′ : Tsc → k× such that
xα(u)t = xα(α′(t)u) for all t ∈ Tsc and u ∈ k. By the the proof of [Car72, 12.1.1] we
have 〈α′i, hαj〉 = Cij, where C is the Cartan matrix of Φ. We can construct an iso-
morphism of root systems, mapping α to α′ and the hα ∈ Y (Tsc) can be considered
to be the roots of a root system dual to Φ [Car85, 1.8]. We shall identify α′ with α
from now on.

Since Tsc is the direct product
∏n

i=1 hαi(k
×), a basis of the the Z–lattice Y (Tsc) is

given by the α∨i := hαi . In X(Tsc) we obtain a basis by considering the fundamental
weights ωi ∈ X(Tsc), defined by ωi (t) := vi for t =

∏n
j=1 hαj(vj) ∈ Tsc, hence the

fundamental weights are a dual basis of the α∨i with respect to the perfect pairing,
i.e., 〈ωi, α∨j 〉 = δij. We can obtain the ωi as Q–linear combinations of the simple
roots, with coefficients given by the rows of the inverse Cartan matrix:

〈
n∑
k=1

aikαk, α
∨
j 〉 = δij for all i, j ∈ {1, . . . , n}⇐⇒(aij)i,j C = En.

We would like to have a basis ω∨i of Y (Tsc) with 〈αi, ω∨j 〉 = δij, but usually Y (Tsc)
does not contain such a basis. We shall construct one for the universal groups in
Section 6.

The Z–span ZΦ of Φ ⊆ X(Tsc) is called the root lattice and Λ := X(Tsc)/ZΦ is the
fundamental group of Gsc. Since X(Tsc) and ZΦ both have rank n the fundamental
group is a finite abelian group. Let l denote the exponent of Λ, i.e., the least common
multiple of all orders of elements in Λ. Straight letters such as l, r or k will always
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1. Simply connected algebraic groups

denote some fixed constant, that may only depend on the type and rank of the
considered root system.

Let U :=
∏

α∈Φ+ Uα. The set U is a maximal connected unipotent subgroup and
Bsc := TscU = NGsc(U) a Borel subgroup of Gsc, see [Hum75, Corollary 23.1 D and
Theorem 30.4].
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I. Fundamentals and preparation

2. Universal algebraic group

The center Z of Gsc is a finite subgroup of Tsc given by Z = ∩ni=1 kerαi [DM91, 0.35].
Let rp be the minimal number of generators required to generate Z, where p is the
characteristic of k. By convention rp = 0 if Z is trivial. Let r be the maximal
rp occuring for any characteristic p and fixed root system Φ. For an injective group
homomorphism ρ : Z → Z where Z := (k×)

r
is a torus of rank r we define a universal

group of type Φ:
Gu := (Gsc ×Z) /

{(
z, ρ(z)−1

)
| z ∈ Z

}
This depends on the choice of ρ, we shall proof the existence of and fix specific ρ
at the end of Section 6. Since Gsc and Z are connected algebraic groups with finite
intersection this construction yields a connected algebraic group.

Usually we have r = 1. When Φ is a root system of type Dn and n is even then r = 2.
We shall denote this case by Deven. The case r = 0 occurs only in a few exceptional
root systems, of course Gu

∼= Gsc in this case.

Example 2.1. If l is a p–power, we have rp = 0 since |Z| = lrp′ [DM91, 13.14] and Z
contains only elements of p′–order. Thus Gu = Gsc × Z in this case. The universal
algebraic group is isomorphic to GLn+1(k) in type An and to CSp2n(k) in type Cn:
Identify Gsc with SLn+1(k), resp. Sp2n(k) as in [Car85, Section 1.11], then identify
Z with the one–dimensional torus of scalar matrices of GLn+1(k), resp. GL2n(k).
Take ρ as the natural identification and the assertion follows.

The universal group Gu contains Gsc via g 7→ (g, 1) and Z via z 7→ (1, z) where
· : Gsc×Z −→ Gu denotes the canonical epimorphism. For convenience we identify

elements of Gsc and Z with their images in Gu = GscZ. We shall write sz = (s, z)
for s ∈ Gsc and z ∈ Z. We denote the r canonical homomorphisms from k× to Z by
zi for i ∈ {1, . . . , r}, when r = 1 we omit the index. We also write sµ for s z(µ) or
s(µ1, µ2) for s z1(µ1) z2(µ2) and µ, µi ∈ k×.

By definition Z ⊆ Z(Gu) and Z ∩ Gsc = Z(Gsc), thus the universal group has
connected center Z(Gu) = Z. A maximal torus in Gu is given by Tu := TscZ (not
a direct product!). We set Bu := TuU = NGu(U).

Example 2.2. Consider type Dn and p odd. By Proposition 6.3 we obtain

Z(Gsc) =
{

1, hαn−1(−1)hαn(−1), a, b
}

where

a =

{
hαn−1(−1)

∏n−2
i=1 hαi((−1)i) n even,

hαn−1(−i)hαn(i)
∏n−2

i=1 hαi((−1)i) n odd,
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2. Universal algebraic group

b =

{
hαn(−1)

∏n−2
i=1 hαi((−1)i) n even,

hαn−1(i)hαn(−i)
∏n−2

i=1 hαi((−1)i) n odd,

for a primitive 4–th root of unity i ∈ k×.

If n is odd we define ρ(a) = i, ρ(b) = −i. If n is even we set ρ(a) = (−1, 1),
ρ(b) = (1,−1) and ρ(ab) = (−1,−1). Recall our convention to omit the map(s) z,
then

Z(Gsc) =

{
{1,−1, i,−i} n odd or

{(1, 1), (−1, 1), (1,−1), (−1,−1)} n even.
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I. Fundamentals and preparation

3. Finite groups

Let q := pk for some k ∈ N. We define the standard Frobenius map Fq : Gsc → Gsc to
be the map induced by xα(u) 7→ xα(uq) for all α ∈ Φ, this defines a homomorphism
of algebraic groups [Ste68, Chapter 10]. We can extend Fq to Gsc ×Z by z 7→ zq on
Z. Since Fq acts on Z(Gsc) by z 7→ zq as well, this also defines a standard Frobenius

map Fq on the factor group Gu. The set of fix points of Fq, denoted by G
Fq
sc resp.

G
Fq
u is a finite group [Car85, 1.17].

By “twisting” the standard Frobenius map, we can obtain further finite groups.
For this construction we assume that all the simple roots of ∆ are of the same
length, which means we won’t consider the Suzuki and Ree groups, those are treated
in [IMN07] and [Bru09a]. To the root system Φ belongs a Dynkin diagram. A
symmetry τ of that diagram can be be used to realize an automorphism Γ of Gsc,
a graph automorphism [Ste68, Theorem 29]. By the same Theorem we can choose
Γ such that Γ(xαi(u)) = xτ(αi)(u), i.e., it acts on the root subgroups Uαi belonging
to simple roots in the same way τ does on the nodes of the corresponding Dynkin
diagram. Whenever we speak of a graph automorphism of Gsc we shall mean one
with that property.

Example 3.1. In type An, n ≥ 2, the only graph automorphism is induced by
τ : αi 7→ αn−i+1. In type Dn we have one graph automorphism induced by αn−1 7→ αn
for all n ≥ 3 and another one by α1 7→ α4 7→ α3 7→ α1 if n = 4.

Let Γ be a graph automorphism of Gsc with associated symmetry of the Dynkin
diagram τ . For α ∈ ∆ and u ∈ k× we have Γ(hα(u)) = hτ(α)(u) by the definitions
of Γ and hα, so Γ stabilizes Tsc. Thus we can define an action of Γ on X(Tsc) and
Y (Tsc) by Γ(χ) := χ ◦Γ and Γ(γ) := Γ ◦ γ for χ ∈ X(Tsc) and γ ∈ Y (Tsc), of course
〈Γ(χ), γ〉 = 〈χ,Γ(γ)〉.

In Section 1 we identified the root system Φ with a subset of X(Tsc). Now we have
an action of Γ on ∆ ⊆ Φ ⊆ X(Tsc) defined above and one of τ on ∆. For t ∈ Tsc

and α ∈ ∆ we have

Γ−1 (xα(u))t = Γ−1
(
Γ(t)xα(u)Γ(t)−1

)
so Γ(t) acts on Uα by conjugation as does t on Γ−1(Uα) = Uτ−1(α), thus Γ acts on
∆ ⊆ X(Tsc) as the inverse of τ . When τ acts on the root system by τ(αi) = αj we
shall also write τ(i) = j, Γ(j) = i.

It is always possible to find an extension of a graph automorphisms of Gsc to Gu,
see Table 6.9. For example in type An such an extension is given by z 7→ z−1 on
Z and the corresponding Frobenius map would be z 7→ z−q on Z. We call such an
extension a graph automorphism of Gu and fix specific extensions in Table 6.9.
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3. Finite groups

Definition 3.2. A Frobenius map of G = Gsc or G = Gu is a homomorphism
F : G → G of algebraic groups, such that F = Fq ◦ Γ, where Fq is a standard
Frobenius map und Γ is a graph automorphism of G.

The groups GF where F involves a non–trivial graph automorphism are called twisted
groups of Lie type.

Proposition 3.3. A universal group Gu in the sense of the previous section, is
a connected algebraic group with connected center, [Gu,Gu] = Gsc and for every
Frobenius morphism F of Gsc there exists one of Gu that restricts to F .

Proof. The universal group Gu = GscZ is algebraic since Gsc and Z are algebraic
groups with finite intersection Z. A normal subgroup of finite index of Gu would
yield one of Gsc or Z by intersecting, so Gu must be connected. Since Z(Gsc) can be
considered a subset of Z by construction, we have Z(Gu) = Z which is a connected
torus of rank r. Furthermore we have [Gsc,Gsc] = Gsc by [DM91, 0.37] and since Z is
central [GscZ,GscZ] ⊆ Gsc, so [Gu,Gu] = Gsc. The extension property is discussed
above.

Proposition 3.4. A Sylow p–subgroup of GF
sc and GF

u is given by UF .

Proof. From the Steinberg relations it follows that UF is a p–group. It is a Sylow
p–subgroup of GF

sc and GF
u by [Car72, Theorem 9.4.10] in the untwisted case and by

[Car72, Lemma 14.1.2 and Proposition 14.1.3] in the twisted case.

11



I. Fundamentals and preparation

4. Automorphisms

Let F = Fq ◦Γ or F = Fq be a Frobenius map and q = pk. The automorphism group
of the finite group GF

sc is generated by the following automorphisms [Ste68, Theorem
10.30]:

• The diagonal automorphisms: those are given by conjugation with elements of
GF

u .

• The field automorphisms: those are induced by the Frobenius maps Fpi with
i | k. They are generated by Fp, and (Fp)

k = Fq.

• The graph automorphisms. Those only occur if the algebraic group Gsc admits
such an automorphism. If a non–trivial graph automorphism was used in the
definition of F then this coincides with a field automorphism since then Fq(g) =
Γ−1(g) for all g ∈ GF

sc.

• In types B2 and F4 with p = 2 and G2 with p = 3 there exist exceptional
automorphisms of the finite group GF

sc. Those arise from the symmetry of the
Coxeter diagram of those types [Car72, 12.3 and 12.4]. We won’t consider
them, since these groups and automorphisms are already treated in [Bru09a].
Our methods should apply to them as well though, see Example 9.5.

We only consider diagonal automorphisms that stabilize BF
sc, i.e., those that are

obtained by conjugating with elements of TF
u , since those already contain repre-

sentatives of all classes of diagonal automorphisms modulo conjugation in GF
sc (see

[Ste68] before Theorem 30).

For σ ∈ 〈Fq,Γ〉 we can also define actions on the lattices X(Tsc) and Y (Tsc) by

σ(β) := σ ◦ β for β ∈ Y (Tsc) and σ(ω) := ω ◦ σ for ω ∈ X(Tsc).

We can act from the left since 〈Γ, σ〉 is an abelian group. Remember the fundamental
weights ωi ∈ X(Tsc) with 〈ωi, α∨j 〉 = δij.

Lemma 4.1. We have
Γ(ωi) = ωΓ(i)

for a graph automorphism Γ and a fundamental weight ωi ∈ X(Tsc), i = 1, . . . , n.

Proof. Recall that Γ(i) = j if and only if Γ(αi) = αj and τ(j) = i, where τ is the
symmetrie of ∆ we used in defining Γ. Since Γ(xαi(u)) = xτ(αi)(u), we also have
Γ(hαi(t)) = hτ(αi)(t) by the definition of hαi = α∨i . Consider

〈Γ(ωi), α
∨
j 〉 = 〈ωi,Γ(α∨j )〉 = 〈ωi, α∨τ(j)〉 = 1⇐⇒ j = τ−1(i),

thus Γ(ωi) = ωτ−1(i) = ωΓ(i).

12



4. Automorphisms

There are extensions of all those automorphism to Aut(GF
u ): We extended field and

graph automorphisms in the previous section and the diagonal automorphisms are
restrictions of inner automorphisms of Gu. For the graph automorphisms the choice
of the extension can be ambiguous as the following example demonstrates.

Example 4.2. Let Gu be the universal group of type D4 and Γ the graph automor-
phism of order 3 of Gsc that maps xα1(u) to xα3(u). Then

Gu → Gu, s(z1, z2) 7→ Γ(s)(z−1
2 , z−1

2 z1) and s(z1, z2) 7→ Γ(s)(z2, z
−1
2 z−1

1 )

for s ∈ Gsc and zi ∈ k× both define extensions of Γ to Gu and together with
extensions of Γ−1 this yields four distinct outer automorphisms of Gu.

13
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5. Clifford theory

In this section we state well known results of Clifford theory and describe our conven-
tions for discussing the involved objects. Clifford theory describes the characters of
a finite group G relative to those of a normal subgroup H (and vice versa). We say a
character χ ∈ Irr(G) lies above η ∈ Irr(H) if η is a constituent of the restriction χ|H
of χ to H. We also say η is a character below or under χ. The set of all irreducible
characters of G above some fixed η ∈ Irr(H) is denoted by Irr(G | η).

Since H is a normal subgroup there is an action of G on H and Irr(H) by conjugation.
Conjugation in G fixes χ ∈ Irr(G) and so it must permute the constituents of the
restriction of χ to H. In fact the set of all irreducible characters of H below χ is
given by {ηg | g ∈ G}, [Isa94, Theorem 6.2]. The fix–point group of the action of G
on that set is called the inertia group IG(η) := {g ∈ G | ηg = η}.

Notation 5.1. In the special situation that G = GF
u (or G = BF

u ), H = GF
sc (resp.

H = BF
sc), η ∈ Irr(H) and χ ∈ Irr(G | η), we usually denote the set Irr(G | η) by

Mχ = Mη and the set {ηg | g ∈ G} by Nη = Nχ.

Theorem 5.2. For fixed η ∈ Irr(H) the sets Irr(IG(η) | η) and Irr(G | η) are in bijec-
tion. A bijection is given by induction of characters. If ψG = χ for ψ ∈ Irr(IG(η) | η)
and χ ∈ Irr(G | η), then ψ is the unique irreducible character of IG(η) below χ that
lies above η.

Proof. [Isa94, Theorem 6.11].

If there is a character ψ of the inertia group that restricts to η, we say η extends to
IG(η) and ψ is an extension of η.

Theorem 5.3. If ψ ∈ Irr(IG(η)) is an extension of η ∈ Irr(H) then

Irr(IG(η) | η) = {βψ | β ∈ Irr(IG(η)/H)} .

Proof. [Isa94, Corollary 6.17].

The situation is particularly favourable if G/H is cyclic. In this case it is also easy
to describe Irr(IG(η)/H).

Theorem 5.4. If G/H is cyclic, all irreducible characters of H extend to their
respective inertia groups.

Proof. [Isa94, Corollary 11.22].

14



6. Dual fundamental weights

6. Dual fundamental weights

In this section we fix the map ρ : Z → Z used in the construction of the univer-
sal group in Section 2 and define the dual fundamental weights ω∨j ∈ Y (Tu) with
〈αi, ω∨j 〉 = δij.

Notation 6.1. For a natural number n ∈ N we denote by np the p–part of n, i.e.,
the largest p–power that divides n. By np′ we denote the p–prime part of n, i.e.,
np′ := n/np. For an arbitrary fixed element µ ∈ k× let ν ∈ k denote an l–th root
of µ of order l|〈µ〉|, where l is the the exponent of X(Tsc)/ZΦ as in Section 1. The
number of l–th roots of unity in k is lp′ . If µ generates F×q let ζ be the primitive lp′–th
root of unity such that νq = ζν.

Let (aij)ij = C−1 ∈ Qn×n be the inverse Cartan matrix of Φ. For every j ∈ {1, . . . , n}
we define

βj : k× → Tsc, βj(µ) :=
n∏
k=1

hαk(µ
lakj) ∈ Tsc.

This is well defined: l is the exponent of Λ = X(Tsc)/ZΦ, thus (lωi)ZΦ ⊆ ZΦ, i.e.
laij ∈ Z since ∆ = {α1, . . . , αn} is a basis of ZΦ.

Lemma 6.2. The action of βj(µ) on the root subgroup Uαi is trivial if i 6= j, other-
wise

xαi(u)βi(µ) = xαi(µ
lu).

Proof. From Section 1 we know how Tsc acts on the Uα:

hαj(t)xαi(u)hαj(t)
−1 = xαi(t

Ciju),

where (Cij) is the Cartan matrix. Acting with βj(v) =
∏n

k=1 hαk(v
lakj) on xαi(u)

yields
xαi(v

l
∑n
k=1 Cikakju) = xαk(v

lδiju),

since (akj)k is the j–th column of the inverse Cartan matrix.

Of course βj ∈ Hom(k×,Tsc) = Y (Tsc) and by the above lemma we have

〈αi, βj〉 = δij l

Here 〈·, ·〉 : X(Tsc)× Y (Tsc)→ Z is the perfect pairing between X(Tsc) and Y (Tsc)
(see Section 1).

Proposition 6.3. Let ζ be as in Notation 6.1. The βj(ζ) generate Z := Z(Gsc).

15
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Proof. Given any z ∈ Z there exist vj ∈ k× with z =
∏
hαj(vj) since Z ≤Tsc. The

torus Tsc is a direct product of images of the hαj , and since |Z| = lp′ [DM91, Lemma
13.14] the vj must all be lp′–th roots of unity. We write z =

∏
hαj(ζ

bj). Therefore
z = β(ζ) for β =

∑
bjα
∨
j ∈ Y (Tsc). For z ∈ Z we must have αi(z) = 1 for all i, so

(αi ◦β)(ζ) = 1. Then we have 〈αi, β〉 ≡ 0 mod lp′ , it follows
∑
bj〈αi, α∨j 〉 ≡ 0 mod lp′ ,

thus Cb ≡ 0 mod lp′ .

A generating system of the kernel of C mod lp′ is given by the columns of (lp′C
−1)

which are well defined since lC−1 is an integer matrix and lp is invertible modulo
lp′ . Thus (bj)j = lp′

∑n
k=1 dk(ajk)j mod lp′ for some dk ∈ Z, but then z = β(ζ) =∑n

k=1(dk/lp mod lp′)βk(ζ).

Notation 6.4. By T∗sc we denote the torus of the simply connected group of dual
type, i.e., the group obtained by the same relations as Gsc but replacing the root sys-
tem Φ by a dual one Φ∗, for example the one generated by {α∨1 , . . . , α∨n} ⊆ Y (Tsc)⊗ZR
considered as an abstract root system. By ω∗i , β

∗
i and Z∗ we denote the objects cor-

responding to ωi, βi and Z in that group.

Note that T∗sc is not contained in the dual group of Gsc but in the dual group G∗u of
the universal group Gu. This will be explained in more detail in Section 7.

Lemma 6.5. We have ωi ◦ βj = ω∗j ◦ β∗i .

Proof. By the definition of the βi we have ωi(βj(v)) = vlaij , where the aij are the
entries of the inverse Cartan matrix. Now the Cartan matrix of the dual root system
Φ∗ is by definition just the transpose of the Cartan matrix of Φ. Since the inverse of
the transposed Cartan matrix is just the transposed inverse Cartan matrix, we have
ω∗i (β

∗
j (v)) = vlaji .

Using this we can define a natural bijection δ between Hom(Z∗,k×) and Z. The
ω∗i are a basis of X(T∗sc) so their restrictions to Z∗ are a generating system for
Hom(Z∗,k×). We set

δ(ω∗i ) :=
∏
j

hαj(ω
∗
i (β

∗
j (ζ))).

The map δ is injective since Tsc is a direct product of the images of the hαj and the
β∗j (ζ) generate Z∗ by Proposition 6.3. Using Lemma 6.5 and the fact that

∏n
j=1 hαj ◦

ωj is the identiy map on Tsc (remember that Tsc is a direct product of the images of
the hαi and 〈ωi, hαj〉 = δij) we obtain

δ(ω∗i ) =
∏

hαj(ω
∗
i (β

∗
j (ζ))) =

∏
hαj(ωj(βi(ζ))) = βi(ζ) ∈ Z.

Thus δ is surjective since the βi(ζ) generate Z, therefore δ is a natural group isomor-
phism of X(Z∗) with Z. Summing up the above:
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6. Dual fundamental weights

Proposition 6.6. There is a natural isomorphism δ : Hom(Z∗,k×)→ Z which maps
ω∗i |Z∗ to βi(ζ).

Notation 6.7. For some index set I we call e = [e(1), . . . , e(r)] ∈ Ir a multi index
of length r and use the following conventions. If X = {xi | i ∈ I} is some set with
elements indexed by I, then xe denotes [xe(1) , . . . , xe(r) ] ∈ X r. We also apply this
convention recursively: if f is defined on X then f(xe) = [f(xe(1)), . . . , f(xe(r))].

If Y is a set for which yi makes sense for i ∈ I then ye denotes [ye
(1)
, . . . , ye

(r)
]. We

allow for r = 0, i.e., empty multi indices e = [] if X or {yi | i ∈ I, y ∈ Y} contain
some kind of “trivial” element which is then denoted by x[], resp. y[].

If y = [y1, . . . , yr] ∈ Yr then ye denotes [ye
(1)

1 , . . . , ye
(r)

r ]. When discussing such a
y we mean the components if no other interpretation is possible, for example, if
y = [4, 9] ∈ Z2 then we say “y is a square” or “y(3,2) − 13 is greater then 50” but we
shall also say “the Z–ideal generated by y is Z”.

Note that when r = 1 this always reduces to the usual meaning and that is the one
we shall be most concerned with. In this work multi indices will always have r = r
components, where r is the rank of the central torus Z of the universal group, as
defined in Section 2. As such r = 0 occurs only for a few exceptional groups and
r ≥ 2 will only occur in the single case Deven.

We now use the isomorphism δ from Proposition 6.6 to fix a specific ρ : Z → Z from
the definition of the universal group in Section 2.

Proposition 6.8. There exists a multi index k = [k(j)] ∈ {1, . . . , n}r such that Z∗ is
a direct product of the groups 〈β∗

k(j)
(ζ)〉, where r is as defined in Section 2.

Proof. In all cases except type An this is clear from Proposition 6.3 since |Z∗| is a
prime power [Car85, Section 1.11]. For type An observe ord(β1(ζ)) = lp′ = |Z∗|.

To be able to do concrete computations and fix appropriate extensions of graph
automorphisms to Gu, we shall now choose k for all types. For a list of the inverse
Cartan matrices see the Appendix 17.

17



I. Fundamentals and preparation

Table 6.9: Choice of k and extensions of graph automorphisms

Type l k Γ(k) Extension of Γ to Z
An n+ 1 n 1 z 7→ z−1

Bn 2 n –
Cn 2 1 –
D2m+1 4 n n− 1 z 7→ z−1

D4 2 [3, 4] [4, 1] (z1, z2) 7→ (z−1
2 , z−1

2 z1)
D2m 2 [n, n− 1] [n− 1, n] (z1, z2) 7→ (z2, z1)
E6 3 1 6 z 7→ z−1

E7 2 2 –
E8, F4, G2 1 [] –

A word of warning: β∗k(ζ) generates the center of the simply connected group of the
dual type. Of course this only makes a difference for types Bn and Cn, but here k
differs depending on which type we decide to look at.

If Z∗ is trivial for all p, r = 0, k is the empty multi index and we have Z = 1. Of course
only three cases can occur: k = [] (trivial center, Gu = Gsc), k = [k(1)] (common
case) and k = [k(1), k(2)] (case Deven). We can now fix an embedding ρ : Z(Gsc)→ Z.
For all i ∈ {1, . . . , n} we set

ρ(βi(ζ)) :=
(
δ−1(βi(ζ))(β∗k(ζ))

)−1
= ω∗i (β

∗
k(ζ))−1.

If k ∈ Z2 this means ρ(βi(ζ)) = (ω∗i (β
∗
k(1)

(ζ)), ω∗i (β
∗
k(2)

)) by the multi index convention
6.7 (and ζ ∈ {1,−1}). This yields an injective embedding of Z(Gsc) into Z since it is
the composition of the natural isomorphism δ−1 from Proposition 6.6 with evaluation
at generators of Z∗.

Definition 6.10. We define the dual fundamental weights ω∨i : k× → Tu by

ω∨i (µ) := βi(ν)ν〈ωk,βi〉,

where ν is any l–th root of µ.

To see that this is well defined, observe that with the fixed identification ρ, Lemma
6.5 and our convention to omit the map(s) z we have

βi(ζ) = ζ−〈ωk,βi〉 =
r∏
l=1

zl(ζ
−〈ω

k(l)
,βi〉).

Had we chosen another l–th root ζν of µ the value of the dual fundamental weights
would remain unchanged:

βi(ζν)(ζν)〈ωk,βi〉 = βi(ν)ζ〈ωk,βi〉−〈ωk,βi〉ν〈ωk,βi〉 = βi(ν)ν〈ωk,βi〉.
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6. Dual fundamental weights

Proposition 6.11. We have

xαi(u)ω
∨
i (µ) = xαi(µ

δiju)

for all u ∈ k, µ ∈ k× and i, j ∈ {1, . . . , n}. In particular if we identify the simple
root αi ∈ X(Tsc) with its unique extension to X(Tu) that acts trivial on Z we have

〈αi, ω∨j 〉 = δij.

Proof. We defined ω∨i (µ) as βi(ν) times some central element, so this is just Lemma
6.2.
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7. Dual universal group

In the last section we fixed ρ : Z → Z for Gu. We shall now fix a slightly different ρ∗ :
Z∗ → Z∗ for G∗u, where G∗u is the universal group obtained by the same construction
as Gu in Section 2 for a root system of dual type, see Notation 6.4. We then show
that Gu and G∗u are in fact dual groups.

In Table 6.9 we fixed k ∈ Zr such that β∗k(ζ) generates Z∗ and we defined ρ by

ρ(βi(ζ)) := ωk(βi(ζ))−1.

For G∗u we define
ρ∗(β∗k(ζ)) := ζ

unless in case Deven, here we define

ρ∗(β∗k(1)(ζ)) := (ζ, 1) and ρ∗(β∗k(2)(ζ)) := (1, ζ).

Since β∗k(ζ) generates Z∗ and |Z∗| = lp′ (resp. |Z∗| = l2p′ in case Deven) this defines a
monomorphism ρ∗ : Z∗ → Z∗.

To any connected reductive algebraic group G with a maximal torus T we can
associate a root datum (X(T),Φ, Y (T),Φ∨), where Φ ⊆ X(T) := Hom(T,k×) is
the set of roots of G with respect to T and Φ∨ ⊆ Y (T) := Hom(k×,T) the set of
coroots. The structure of G is determined up to isomorphism by the root datum,
see [Hum75, 32.1].

Definition 7.1. Let G and G∗ be connected reductive algebraic groups with maximal
tori T and T∗. We say G is in duality with G∗ if there exists a isomorphism δ :
Y (T)→ X(T∗) that maps Φ∨ onto Φ∗. If δ is compatible with the action of Frobenius
endomorphisms F and F ∗ of G and G∗ respectively, then we say GF is in duality
with G∗F

∗
.

We call δ from Definition 7.1 a duality isomorphism. We shall now describe Y (Tu)
and X(T∗u) and show that a duality isomorphism exists.

Definition 7.2. Any g ∈ Gu can be written (non–uniquely) as g = sz with s ∈ Gsc

and z ∈ Z. We define a determinant map

det : Gu → k×, g 7→ det(sz) := zl,

unless in case Deven. Here define two distinct determinant maps by

det(1)(s(z1, z2)) := z2
1 and det(2)(s(z1, z2)) := z2

2 .
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7. Dual universal group

The map det is well defined, since lp′ is the exponent of Z(Gsc) = Gsc ∩ Z. As
usual det∗ denotes the corresponding map in the group G∗u. Note that in the case of
type An where Gu is isomorphic to GLn+1(k) the just defined determinant is in fact
the usual determinant map. The restriction of det to Tu is a prominent member of
X(Tu): it generates the kernel of the restriction map X(Tu)→ X(Tsc).

Definition 7.3. We define fundamental weights of G∗u by

ω̂∗i : T∗u → k×, sz 7→ ω̂∗i (sz) := ω∗i (s)z
〈ω∗i ,β∗k 〉

and ω̂∗i (s(z1, z2)) := ω∗i (s)z
〈ω∗i ,β∗k(1) 〉
1 z

〈ω∗i ,β∗k(2) 〉
2 in case Deven.

The decomposition of t = sz is determined up to central elements of Z, by the choice
of ρ∗ we have

sz = (sβ∗k(ζ))(ζ−1z) 7→ ω∗i (sβ
∗
k(ζ))ζ−〈ω

∗
i ,β
∗
k 〉z〈ω

∗
i ,β
∗
k 〉

and ω∗i (β
∗
k(ζ)) = ζ〈ω

∗
i ,β
∗
k 〉, thus ω̂∗i : T∗u → k× is well defined.

Lemma 7.4. For i = 1, . . . , n we have

〈det, ω∨i 〉 = 〈ω̂∗i , z∗〉.

For the case Deven consider the above equality to be a pair of equations over the two
components of det and z∗.

Proof. By the definitions of det and ω∨j we have(
det ◦ω∨j

)
(µ) = det(z(ωk(βi(ν))) = ωk(βi(ν

l)) = ωk(βi(µ))

for all µ ∈ k×, i.e.
〈det, ω∨i 〉 = 〈ωk, βi〉

and by the definition of the ω̂∗i

〈ω̂∗i , z∗〉 = 〈ω∗i , β∗k〉.

Thus the assertion follows by Lemma 6.5.

Proposition 7.5. a) A Z–basis of Y (Tu) is given by the canonical embedding(s)
z : k× → Z from Section 2 and the ω∨i : k× → Tu for i = 1, . . . , n defined in
Definition 6.10.

b) A Z–basis of X(T∗u) is given by the map(s) det∗ : T∗u → k× and the ω̂∗i : T∗u →
k× for i = 1, . . . , n from Definition 7.2 and Definition 7.3.
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c) The groups Gu and G∗u are dual in the sense of Definition 7.1 and a duality
isomorphism δ : Y (Tu) → X(T∗u) is given by ω∨i 7→ ω̂∗i for i = 1, . . . , n and
z 7→ det.

Proof. The root system Φ̂ of Gu is determined by the action of Tu = TscZ on
the minimal unipotent subgroups of Gu. Since Z is central we obtain a canonical
bijection α̂ 7→ α of Φ̂ with the root system Φ in X(Tsc), where α̂(tz) = α(t). We
shall identify α with α̂. Of course Z = ∩ni=1 kerαi. For a fixed y ∈ Y (Tu) we define

z := y −
n∑
i=1

〈αi, y〉ω∨i . (1)

By Proposition 6.11 we have 〈αi, ω∨j 〉 = δij, thus αi ◦ z = 0 for i = 1, . . . , n. Hence
z ∈ Y (Z). A basis of Y (Z) is given by z. Therefore we can express y as a Z–linear
combination of the proposed basis. This proves a).

For fixed x ∈ X(T∗u) define

z∗ := x−
n∑
j=1

〈x, α∗∨j 〉ω̂∗i .

We have 〈ω̂∗i , α∗∨j 〉 = δij which is clear from the definition of the ω̂∗i :

ω̂∗i (α
∗∨
j (µ)) = ω∗i (α

∗∨
j (µ)) = µδij .

Thus 〈z∗, α∗∨j 〉 = 0 for j = 1, . . . , n which means that z∗ is in the kernel of the
restriction map X(Tu)→ X(Tsc). Since that kernel is generated by det∗ we have b).

It is clear by a) and b) that δ is an isomorphism. To see that δ is a duality isomor-
phism we need to check that δ(Φ∨) = Φ∗. By construction

〈αi, α∨j 〉 = Cij = 〈α∗j , α∗∨i 〉,

so

α∨j =
n∑
i=1

Cijω
∨
i + c0 z

and

α∗j =
n∑
i=1

Cijω̂
∗
i + c′0 det∗

for some c0, c
′
0 ∈ Z. Applying 〈det, ·〉 and 〈·, z∗〉 to these equations and using Lemma

7.4 we obtain c0 = c′0. Therefore δ(α∨j ) = α∗j and δ(Φ∨) = Φ∗.
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7. Dual universal group

A root system of dual type is always the root system itself, except when it is of type
Bn or Cn. So if we are not in these types Gsc = [Gu,Gu] = [G∗u,G

∗
u] and the groups

Gu and G∗u are isomorphic but not “equal” since we have chosen different embeddings
ρ and ρ∗. Next we consider the case of the finite groups GF

u . Note that the types
Bn and Cn afford no graph automorphism, so whenever a graph automorphism is
involved in F we can assume Gu

∼= G∗u.

Proposition 7.6. For a Frobenius map F of Gu there exists a Frobenius map F ∗ of
G∗u such that GF

u and G∗F
∗

u are in duality by the duality isomorphism δ defined in
Proposition 7.5.

Proof. We need to construct F ∗ such that δ(F (χ)) = F ∗(δ(χ)) for all χ ∈ Y (Tu).
If F is a standard Frobenius map Fq we can choose F ∗ = F ∗q to be the standard
Frobenius of G∗u for the same q. If F involves a non–trivial graph automorphism,
i.e., F = Fq ◦ Γ, then Gsc is contained in Gu and G∗u. If we can find a graph
automorphism Γ∗ of G∗u such that

δ(Γ(χ)) = Γ∗(δ(χ)) for all χ ∈ Y (Tu), (2)

then F ∗ := F ∗q ◦ Γ∗ has the desired property. We simply define Γ∗ on X(T∗u) by
the equality (2), it then extends to an automorphism of G∗u by the first theorem of
[Hum75, 32.1].

Usually there is a canonical way to extend a graph automorphism of Gsc to Gu, the
only case which needs more attention is Deven. The graph automorphism of order
two must act by permutation of the two components of the central tori of Z and Z∗.
However the graph automorphism of order 3 in type D4 has multiple extensions from
Gsc to Gu as seen in Example 4.2. We call Γ∗ from the proof of Proposition 7.6 the
dual graph automorphism. If Γ is non–trivial we have α∗i = αi and thus δ(α∨i ) = αi.
Since

αΓ−1(i) = δ(α∨Γ−1(i)) = δ(Γ(α∨i )) = Γ∗(δ(α∨i )) = αΓ∗(i)

we see that that the restriction of Γ∗ to Gsc is Γ−1.

The duality isomorphism induces a natural isomorphism of T∗F
∗

u with Irr(TF
u ) which

we will now describe explicitly.

Definition 7.7. Let w be the smallest positive integer such that Fw is a standard
Frobenius (i.e. the order of the graph automorphism involved in F ) and µ a (qw−1)–
th root of unity in k×. We define

NFw/F : TFw

u → TF
u , t 7→ tF (t)F 2(t) . . . Fw−1(t)
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For our duality isomorphism δ : X(Tu) → Y (T∗u) there exists a unique “dual”
duality isomorphism δ∨ : Y (Tu)→ X(T∗u), see [Car85, Proposition 4.3.1] with similar
properties as those of δ stated in Definition 7.1. We have [DM91, Proposition 13.7]:

Proposition 7.8. There is a canonical isomorphism of Irr(TF
u ) with T∗F

∗
u which is

given by

d : Irr(TF
u )→ T∗F

∗

u , θ 7→ NF ∗m/F ∗

(
δ∨(θ̂)(µ)

)
,

where we identify θ with an element of X(TF
u ) and let θ̂ be any extension of θ ∈

X(TF
u ) to X(Tu).
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II. The p′–characters of the
normalizer

In this chapter we investigate the p′–characters of the normalizer of the fixed Sy-
low p–subgroup UF of GF

sc and GF
u . We proceed in several steps: First we consider

the normalizer BF
u in the universal group where F is a standard Frobenius map

in Section 8. Here we can construct labels parametrizing the characters of degree
prime to p (Theorem 8.6). We then determine the action of automorphisms on our
parametrization in Section 9 (Proposition 9.4). Next we generalize our construction
to the twisted cases in Section 10 (Theorem 10.8). Finally we investigate the relation-
ship between the labels of Irrp′(B

F
u ) and the p′–characters of the normalizer BF

sc in
the simply connected group using Clifford theory in Section 11. Section 11 provides
the two main results needed later on the action of linear characters (Proposition 11.3
and Proposition 11.4) and then goes on to further explore properties of Irrp′(B

F
sc)

for which we do not have direct proofs of equivalent statements in Irrp′(G
F
sc) (see

Theorem 11.8 and Proposition 11.13).

8. Parametrizing Irrp′(B
Fq
u )

As explained in Chapter I the Borel subgroup BF
u is the normalizer of UF in GF

u and
UF is a Sylow p–subgroup of GF

u and BF
u . We want to parametrize the characters

of BF
u of degree prime to p. Those must lie above linear characters of UF , since all

other characters of UF have degrees divisible by p. Using these characters and Clifford
theory we obtain labels for Irrp′(B

F
u ). In this section we shall only be concerned with

the case where F = Fq, i.e., when F is a standard Frobenius map, we will generalize
this construction in Section 10.

First we are looking for a set of elements ti ∈ T
Fq
u that generate T

Fq
u and act in

“diagonal fashion” on the root subgroups Uαj . For i = 1, . . . , n we define ti := ω∨i (µ),
where 〈µ〉 = F×q . By the definition of Fq, the ω∨i , the βi and ρ : Z → Z we have

Fq(ti) = βi(ν
q)ωk(βi(ν

q)) = tiβi(ζ)ωk(βi(ζ)) = ti.
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Proposition 8.1. Assume F = Fq. Together with t0 := 1Gsc ( r = 0), t0 := µ ∈ TF
u

( r = 1) or t0 := [t0(1) , t0(2) ] := [(1, µ), (µ, 1)] ( r = 2) the ti for i = 1, . . . , n generate
TF

u . We have
xαj(u)ti = xαj(µ

δiju) for i, j ∈ {1, . . . , n}.

The ti all have order q − 1 (unless t0 = 1, of course).

Proof. The statement about the action of the ti is Proposition 6.11. The formula
shows that the (q − 1)n products

∏n
i=1 t

fi
i , 0 ≤ fi ≤ q − 1, act differently on the

xαj(u), so they are all distinct. None of them are central except the trivial element.
Multiplying with the (q − 1) (resp. (q − 1)2) central elements in 〈t0〉 we obtain
(q − 1)n+1 (resp. (q − 1)n+2) elements of TF

u . Now ti = Fq(ti) = tqi so tq−1
i = 1.

Assumption 8.2. For all that follows we require

[UF ,UF ] =

(∏
β

Uβ

)F

where β runs over Φ+ \∆.

This is shown to be true using the commutator formula from Section 1, except when
GF

u is one of the groups in Table 13.2, see [How73, Lemma 7]. We shall only consider
groups for which Assumption 8.2 holds. Using Assumption 8.2 and the commutator
formula from Section 1 we see that UF /

[
UF ,UF

] ∼= ⊕ni=1U
F
αi

, since F = Fq sta-
bilizes all the root subgroups. A character of UF is linear if and only if it factors
through

τ := (τ1, . . . , τn) : UF /
[
UF ,UF

]
→ (Fq,+)n,

where

τi : UF /
[
UF ,UF

]
→ Fq, τi

(
n∏
j=1

xαj(uj)

)
:= ui.

Lemma 8.3. For any non–trivial (complex) character φ of (Fq,+), the whole char-
acter group of (Fq,+) is given by the characters u 7→ φ(tu) for t ∈ F×q .

Proof. Suppose φ(au) = φ(bu) for some a, b ∈ F×q and all u ∈ Fq. Multiplying
with elements of F×q is an automorphism of (Fq,+) therefore φ(ab−1u) = φ(u) for all
u ∈ Fq. It follows ab−1u− u = (ab−1 − 1)u ∈ kerφ for all u ∈ Fq. So either a = b or
we obtain a contradiction to the fact that φ is non–trivial. So the (q− 1) non–trivial
characters of (Fq,+) are in fact given by u 7→ φ(tu).
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Now fix any such non–trivial character φ of (Fq,+). We shall later refine that choice
of φ when we consider the action of field automorphisms, but for now any shall
suffice.

Set
φi := φ ◦ τi

and for any S ⊆ {1, . . . , n}
φS :=

∏
i∈S

φi.

Proposition 8.4. The φS, where S ranges over all subsets of {1, . . . , n}, form a com-
plete set of representatives for the orbits of the action of BF

u on the linear characters
of UF . (The empty product corresponds to the trivial character).

Proof. The action of BF
u on UF /

[
UF ,UF

]
is given by the action of TF

u
∼= BF

u /U
F

on UF /
[
UF ,UF

]
. The ti from Proposition 8.1 are a system of generators for TF

u .
By Proposition 8.1 and Lemma 8.3 we know that ti acts transitively on the characters
with kernel ker τi and trivial on those with kernel ker τj for i 6= j. Every character
with kernel [UF ,UF ] is uniquely a product of characters with kernel ker τi for i =
1, . . . , n.

By the construction it is clear that the inertia group of φS in BF
u is given by

IS := IBFu (φS) = 〈ti | i ∈ Sc〉UF

where
Sc := {0, 1, . . . , n} \ S.

Lemma 8.5. The characters of IS above φS are linear, in particular, every character
φS extends to IS.

Proof. The characters of IS above φS must lie above the trivial character of ker(φS).
But IS/ ker(φS) is abelian: the ti involved in IS act non–trivial only on the kernel of
φS.

Now any character χ ∈ Irrp′(B
F
u ) lies above a linear character of UF (since UF is a

p–group), so above some φS by Proposition 8.4 and by Clifford theory there must be
a unique character ψ of IS above φS that induces to χ. We shall use this to associate
labels to the characters Irrp′(B

F
u ). Define a map f̃ : Irrp′(B

F
u )→ Cn by

f̃(χ)i :=

{
ψ(ti) if i ∈ Sc,
0 if i ∈ S.
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II. The p′–characters of the normalizer

Now all the ti are (q− 1)–th roots of unity (by Proposition 8.1) and so must be their
images. We once and for all fix an embedding of F×q into the complex numbers (e.g.

µ 7→ e
2πi
q−1 ) and define f : Irrp′(B

F
u ) → Fnq by the composition of this identification

and f̃ .

Theorem 8.6. The map f is a bijection of Irrp′(B
F
u ) with the set of labels F×q ×(Fq)n

(or (F×q )2 × (Fq)n in case Deven, or {1} × (Fq)n if r = 1).

Proof. The map f is clearly injective. We have f(χ)0 6= 0 for all χ ∈ Irrp′(B
F
u ) since

t0 ∈ Z(Bu) is always contained in the inertia group IS. For a given label (a0, . . . , an),
we first determine the set S = {i | ai = 0}. The ai with i ∈ Sc then determine
a linear character ψ of IS above φS which we can induce to BF

u , where it must be
irreducible by Clifford theory and of degree prime to p by construction.
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9. Automorphisms and labels

We described the automorphisms of GF
sc and their extensions to GF

u in Section 4
and Section 7. In this section we describe the action of automorphisms on Irrp′(B

F
u )

by computing their action on the labels constructed in the previous section. The
diagonal automorphisms of GF

sc are inner automorphisms of GF
u so those act trivial

on Irrp′(B
F
u ) and the labels. This leaves us with field and graph automorphisms. We

still assume F = Fq, i.e., the untwisted case.

Proposition 9.1. Let Γ be a graph automorphism of Gu and Γ∗ the dual automor-
phism of G∗u (see Section 7). The automorphisms act on X(Tu) and Y (Tu) (resp.
X(T∗u) and Y (T∗u)) as described in Section 4. We have

Γ∗(ω̂∗i ) = ω̂∗Γ−1(i) + di det∗

and
Γ(ω∨i ) = ω∨Γ−1(i) + di z

for some di ∈ Zr. In case Deven take the sum over the two components of di det∗ resp.
di z.

Proof. Recall from Section 7 that if there exists a non–trivial graph automorphism
then Gu

∼= G∗u, both contain Gsc, Γ∗ = Γ−1 on {1, . . . , n} and the restriction of ω̂i
∗

to Tsc is ωi. We have Γ∗(ωi) = ωΓ∗(i) = ωΓ−1(i) by Lemma 4.1. Since the kernel of the
restriction map from X(T∗u) to X(T∗sc) is generated by det∗ and stabilized by Γ, the
first equation follows. The second is obtained by applying the duality isomorphism
δ from Proposition 7.5.

By Proposition 9.1 and the definition of the ti in Section 8 we have:

Corollary 9.2.

Γ(ti) = Γ(ω∨i (µ)) = ω∨Γ−1(i)(µ) z(µ)di = tΓ−1(i)t
di
0 .

Example 9.3. In type An the action of the graph automorphism on the ti from
Section 8 is given by

Γ(t0) = t−1
0 and

Γ(ti) = t−1
0 tn+1−i for i = 1, . . . , n.

In type Dn with n = 2m+ 1 it is given by

Γ(t0) = t−1
0 ,

Γ(ti) = t−1
0 ti for i = 1, . . . , n− 2 and
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II. The p′–characters of the normalizer

Γ(tn) = tn−1.

In type Dn with n = 2m it is given by

Γ(t0(1)) = t0(2) ,

Γ(ti) = ti for i = 1, . . . , n− 2 and

Γ(tn) = tn−1.

Proposition 9.4. Let (a0, . . . , an) be the label of χ ∈ Irrp′(B
F
u ) and (a′0, . . . , a

′
n) the

label of χσ where σ is an automorphism of GF
u that stabilizes BF

u and χσ is defined
by χσ(g) := χ(σ(g)).

• If σ = Fp is a field automorphism, we have

(a′0, . . . , a
′
n) = (ap0, a

p
1, . . . , a

p
n).

• If σ = Γ is a graph automorphism, we have

(a′0, . . . , a
′
n) = (ΓZ(a0), ad10 aΓ−1(1), . . . , a

dn
0 aΓ−1(n)),

with the di from Proposition 9.1 and ΓZ denoting the action of Γ on
(
F×q
)r

induced by z−1 as described explicitly in Table 6.9.

Proof. Recall the definitions of φS and φi from Section 8. Here S := {i | ai = 0},
χ lies above φS and all φgS have inertia group IS = {ti | i ∈ Sc} in BF

u . There is a
unique linear character ψ of IS lying above φS that induces to χ. The values of ψ on
the ti with i ∈ Sc correspond to the ai 6= 0 and aj = 0 for all j ∈ S.

Since the automorphism σ stabilizes UF it also acts on the characters of UF . For
the field automorphism we have σ(xα(u)) = xα(up), so the kernel of φσi is equal to
ker(φi). Therefore φσi must be conjugate to φi in BF

u . Then χσ lies above φS as
well. The unique character of IS above φS that induces to χσ must be ψσ. By the
construction of the ai and using σ(ti) = tpi we obtain the stated action of σ on the
label.

The action of Γ on the set {φi} is given by φi 7→ φΓ(i), therefore φΓ
S = φΓ(S). Then

χΓ lies above φΓ(S) and the unique character of IΓ(S) that induces to χΓ is ψΓ, which
is indeed a character of IΓ(S): For i ∈ Γ(S) we have

ψΓ(ti) = ψ(tΓ−1(i)t
di
0 )

by Corollary 9.2 and tΓ−1(i) ∈ IS. Therefore a′i = aΓ−1(i)a
di
0 . The statement about

a′0 is immediate from the definition of t0 = z(µ). The zero positions of the label
(a′0, . . . , a

′
n) must be Γ(S).
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Since the exceptional automorphisms of B2(2f ), F4(2f ) and G2(3f ) are treated else-
where, we don’t consider them here. However our method generalizes to these as
well, without proof:

Example 9.5. The exceptional automorphism γ in type B2 with F = F2f acts on
the labels of characters of BF

u as well. Since F = F2f the center of GF
sc is trivial and

we may consider GF
sc as the universal group (so we don’t have to define an action of

γ on Z). The action of γ and γ−1 on the labels is given by

(1, a1, a2) 7→ (1, a2, a
2
1)

and
(1, a1, a2) 7→ (1,

√
a2, a1),

which is well defined, since the entries of the labels are elements of F2f . Note γ2 = F2.
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10. Parametrizing Irrp′(B
F
u )

We now consider the case when F = Γ◦Fq and Γ is a non-trivial graph–automorphism.
Let w be the order of Γ. We have possible orders w = 2 (types An, Dn, E6) and w = 3
(type D4). The graph automorphism commutes with Fq, therefore Fw = (Fq)

w = Fqw

and GF
u ≤G

Fqw
u . This enables us to use the previous results for the untwisted case.

We assume the results and notation from Section 8 for Fqw , so µ is a fixed generator
of F×qw .

The action of Γ divides ∆ into orbits. Let ·∪mi=1Ai = {1, . . . , n} be the corresponding
partition of the index set. For a Γ–orbit A, we set UA = 〈Uαi | i ∈ A〉. The UA take
the role of the Uαi in the untwisted case. By the commutator relations of Section
1

Γ

(
n∏
i=1

xαi(uαi)

)
=

n∏
i=1

xαi(uΓ−1(αi))Θ

for some Θ ∈ [U,U]. Therefore (using Assumption 8.2 and thus excluding the groups
from Table 13.2)

UF /
[
UF ,UF

] ∼= ⊕mi=1UAi ,

where UA := UF
A /
[
UF ,UF

]
.

Lemma 10.1. Each of the UA is isomorphic to (Fq|A| ,+). For every orbit Ai fix
ai ∈ Ai, then such an isomorphism is given by

|A|−1∏
j=0

xΓ−j(αai )
(uj) 7→ u0.

Proof. Since the elements of UA are F–invariant we have uq0 = u1,. . . , uq|A|−2 = u|A|−1,

uq|A|−1 = u0. Thus uq
|A|

0 = u0 and the other ui are just conjugates of u0.

We set
ti := NFw/F (ω∨ai(µ)) for i = 1, . . . ,m,

where ω∨i ∈ X(Tu) is defined as in Section 6 and NFw/F : TFw

u → TF
u is defined

by NFw/F (t) := tF (t) . . . Fw−1(t) as in Section 7. Note that this coincides with the
definition of the ti in the untwisted case if Γ is trivial.

Proposition 10.2. For fixed i ∈ {1, . . . ,m} the action of ti on UAj with j 6= i is triv-

ial and the action on UAi is given by multiplication with µ
qw−1

q|Ai|−1 ∈ {µ, µq+1, µq
2+q+1}

(a generator of F×
q|Ai|

). Together with t0 := NFw/F (z(µ)) the ti for i = 1, . . . ,m

generate TF
u (in case Deven we set t0 := NFw/F (z1(µ))).
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Proof. We have Γ(ω∨i ) = ω∨Γ−1(ai)
+di z by Proposition 9.1. Thus the statement about

the trivial action on UAj with j 6= i is obvious. When determining the action on UAi
we can ignore the di z part since it is central. Thus ti acts on UAi in the same way
as
∏w−1

r=0 ω
∨
Γ−r(ai)

(µq
r
) does. We consider the isomorphism of Lemma 10.1 to describe

the action. All ω∨Γ−r(ai)(µ
qr) act trivially on Uαai

except for those with Γ−r(ai) = ai.
We save the reader and ourselves the general formula and point out that for all types
and orbits either Γ(ai) = ai or Γr(ai) 6= ai for r = 1, . . . , w− 1. The statement about
the generation of TF

u follows as in the untwisted case in Proposition 8.1 by counting
the number of distinct actions of products of the ti and finally multiplying by the
number of central elements, all generated by t0.

The ti act as desired, but they have small defects compared to those in the untwisted
case: their orders are not necessarily all the same and the first power acting trivial
on all UA need not be the trivial element, it can in fact be central. Using the fact
that t0 generates ZF , we obtain relations between the ti and t0 which shall carry over
to our parametrization.

Remark 10.3. Since tq
|Ai|−1
i acts trivial on all the UA by its definition, it must be a

central element of BF
u . Then there exist ri ∈ Z such that tri0 = tq

|Ai|−1
i .

We illustrate our notation in the following individual examples:

Example 10.4. Type An. Here Γ(αi) = αn+1−i, w = 2, Ai = {αi, αn+1−i} for
i ∈ {1, . . . , dn/2e}. We have F (z) = z−q for z ∈ Z and t0 = µ1−q. Let n = 2m or
n = 2m + 1, we have |Ai| = 2 and tq−1

i = 1 for i ∈ {1, . . . ,m}. If n = 2m + 1 then
|Am+1| = 1 and tq−1

m+1 = t−1
0 .

Example 10.5. Type Dn with Γ of order w = 2. Here Γ(αn−1) = αn, Ai = {αi}
for i ∈ {1, . . . , n − 2} and An−1 = {αn−1, αn}. If n = 2m − 1, then F (z) = z−q

for z ∈ Z and t0 = µ1−q, tq
2−1
n−1 = 1, tq−1

i = t−1
0 for i ∈ {1, . . . , n − 2}. If n = 2m,

then F ((z1, z2)) = (zq2, z
q
1) for (z1, z2) ∈ Z and t0 = (µ, µq), tq

2−1
n−1 = 1, tq−1

i = 1 for
i ∈ {1, . . . , n− 2}.

In type D4 with Γ of order w = 3, we have GF
u
∼= GF

sc×ZF , since F acts non–trivial
on all non–trivial elements of Z(GF

sc) (see Example 2.2). For this particular case, it
suffices to consider Gsc as the “universal” group Gu (so our notion of the universal
group now depends on the graph–automorphism involved in the Frobenius map for
D4). This saves us a lot of unnecessary technicalities later on.

Definition 10.6. When considering type 3D4 (that is D4 and F = Fq ◦ Γ where Γ
is of order 3) we define the ti differently than before. Using notation and definitions
from Section 6, we set

t0 := 1, t1 := NF 3/F (β1(ν)) = β1(ν)β3(ν)qβ4(ν)q
2

, t2 := NF 3/F (β2(ν)) = β2(ν)1+q+q2 .
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This is well defined and all assertions of Proposition 10.2 remain true, since we
changed the ti only by a central element and GF

sc ∩ ZF = 1.

Example 10.7. Type D4 with Γ of order w = 3.

Γ(α1) = α3, Γ(α3) = α4, A1 = {α1, α3, α4}, A2 = {α2}. We have tq
3−1

1 = 1 and
tq−1
2 = 1.

Theorem 10.8. There exists a map f from Irrp′(B
F
u ) to F×qw × (Fqw)m that defines

a bijection between Irrp′(B
F
u ) and all the tuples (a0, . . . , am) that fullfill the relations

aq
|Ai|−1
i = ari0 for i = 1, . . . ,m and ri ∈ Z as defined in Remark 10.3. We call those

tuples the labels of Irrp′(B
F
u ).

Proof. We can construct f completely analogously as in Section 8. We replace the
maps τi and φi by maps τAi and φAi and S by an analogously defined subset of
{1, . . . ,m}. Everything holds as in the untwisted case, except for the statement
about the orders of the ti. But since ψ is a linear character of IS the relations on the
ti carry over to the character values of ψ on the ti and thus the labels.

It is clear that this is a complete generalization of the results of Section 8: If we
simply consider a trivial graph automorphism and Ai = {i}, then the labels from
Theorem 10.8 and Theorem 8.6 coincide.
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11. Parametrizing Irrp′(B
F
sc)

We recall Notation 5.1. We have BF
sc CBF

u and p - |BF
u : BF

sc| so by Clifford theory
(Section 5) there is a partition Irrp′(B

F
u ) = ∪χMχ in one–to–one correspondence with

a partition Irrp′(B
F
sc) = ∪ηNη such that

Mχ := Irr(BF
u

∣∣ η) ⊆ Irrp′(B
F
u )

and
Nη :=

{
ηg
∣∣ g ∈ BF

u

}
⊆ Irrp′(B

F
sc),

for suitable η ∈ Irr(BF
sc) and χ ∈ Irr(BF

u

∣∣ η).

In this section we have two main goals: Firstly to expose the relationship between
the labels of characters in Mχ and secondly to describe the related sets Nη and the
action of automorphisms on those. As an application we compute the cardinalities
|Irrp′(BF

sc)| (Theorem 11.8).

Notation 11.1. For η ∈ Irr(BF
sc) and χ ∈ Irr(BF

u

∣∣ η) from corresponding sets we
shall also write Mχ = Mη and Nη = Nχ. For fixed χ ∈ Irrp′(B

F
u ) recall the definitions

of S, φS and IS = IBFu (φS) from Section 8 and Section 10. The set {φgS | g ∈ BF
u } is

the disjoint union of the orbits [φgS]BFsc := {φgsS | s ∈ BF
sc} of the action of BF

sc on that
set. We denote the set of all those orbits by

US :=
{

[φgS]BFsc

∣∣∣ g ∈ BF
u

}
.

Proposition 11.2. For χ ∈ Irrp′(B
F
u ) above φS there exists a unique η ∈ Nχ that

lies above φS and we have
IBFu (η) = ISBF

sc.

Proof. Recall ψ ∈ Irr(IS | φS) the linear character from the construction of the labels,
which by Clifford theory is the unique constituent of the restriction of χ to IS above
φS. Consider the restriction ψsc := ψ|Isc of ψ to Isc := IS ∩ BF

sc. The character ψsc

must be the unique character of Isc which is below χ and above φS, suppose ψ′sc is
another one. Then ψ′sc must be the restriction of some ψg for fixed g ∈ BF

u since all
characters of IS below χ are given by

{
ψx
∣∣ x ∈ BF

u

}
, those are all linear characters

by Lemma 8.5, thus ψ′sc is an extension of φS. Therefore ψg is an extension of φS as
well. But then ψg = ψ by the uniqueness of ψ. Now we consider Clifford theory from
UF to BF

sc. The inertia group of φS in BF
sc must be Isc = IBFu (φS) ∩BF

sc and there is
a bijection given by induction between Irr(Isc | φS) and Irr(BF

sc

∣∣ φS). Restriction of
χ to BF

sc must have a constituent η ∈ Irr(BF
sc

∣∣ φS) that has ψsc as a constituent in
its restriction to Isc, since ψsc is an constituent of the restriction of χ to Isc. We have

ψ
BFsc
sc = η. Now suppose there exists a second character η′ of BF

sc which is below χ
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and above φS. Then there exists ψ′sc ∈ Irr(Isc | φS) with ψ
′BFsc
sc = η′ and ψ′sc is below

χ and above φS as well. Thus ψ′sc = ψsc and η = η′ by the uniqueness of ψsc.

For the equality IBFu (η) = ISBF
sc assume g ∈ IBFu (η). Then ηg = η and thus φgS ∈

[φS]BFsc , so φgS = φsS for some s ∈ BF
sc. Now gs−1 ∈ IS, so g ∈ ISBF

sc. Conversely
assume g = ts with t ∈ IS and s ∈ BF

sc. Then φtS = φS and φtsS ∈ [φS]BFsc . But η is
the unique character of Nχ above [φS]BFsc , thus ts ∈ IBFu (η).

The following diagram illustrates the relationships between the various characters
and groups for g ∈ BF

u and s ∈ BF
sc:
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IS ∩BF
sc
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UF

IS ∩BF
sc

����������������������������

IS ∩BF
sc

IBFu (η)

IS

IS ∩BF
sc

OOOOOOOOOOOOOOOOOOOO

Here ψ is the unique character of IS above φS that induces to χ as defined in Section
8 and ψsc is the restriction of ψ as in the proof of Proposition 11.2 above. The values
of ψ on ti for i ∈ Sc define the values of the i–th position in the label of χ, whereas
S is the set of zero positions in the label.
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Proposition 11.3. For χ ∈ Irrp′(G
F
u ) we have

Mχ =
{
χλ̂
∣∣∣ λ̂ ∈ Irr(BF

u /B
F
sc)
}
.

Let λ̂ ∈ Irr(BF
u

∣∣ 1GF
sc

) = Irr(BF
u /B

F
sc) be a linear character of BF

u . Then the label of

χλ̂ is just the label of χ multiplied componentwise by the label of λ̂.

Proof. Unless in type Deven the factor group BF
u /B

F
sc is cyclic and the assertion about

Mχ then follows by Clifford theory (Theorem 5.4+Theorem 5.3+Theorem 5.2). In
case Deven we need to prove that all η ∈ Irrp′(B

F
sc) extend to their respective inertia

groups, in which case the assertion follows again by Theorem 5.3 and Theorem 5.2.
For η ∈ Nχ from Proposition 11.2 we have

|BF
u : IS| = χ(1) = e|BF

u : IBFu (η)|η(1) = e|BF
u : IBFu (η)||BF

sc : BF
sc ∩ IS|

for some e ∈ N since φS extends to IS and IS ∩BF
sc by Lemma 8.5. By Proposition

11.2 we have IBFu (η) = ISBF
sc and by a homomorphism theorem

|ISBF
sc/B

F
sc| = |IS/IS ∩BF

sc|,

thus |BF
u : IS| = |BF

u : ISBF
sc||BF

sc : IS ∩ BF
sc| (see the above diagram). Therefore

e = 1 and η extends to ISBF
sc.

The character λ̂ lies above the trivial character φ∅ of UF . Therefore its inertia group
in BF

u is BF
u itself and the label is defined by the values of λ̂ on all ti, i = 1, . . . ,m

(and m is the number of distinct orbits of the graph automorphism involved in F on
{1, . . . , n} as in the Section 10).

Both χ and λ̂χ must lie above the the same φS of UF since UF ⊆ BF
sc = ker λ̂. If ψ

is the unique character of IS above φS that induces to χ, then ψ
(
λ̂|IS

)
must be the

one that induces to χλ̂. For i ∈ Sc that is the assertion of the proposition. But the
other entries of χ’s and λ̂χ’s label are zero by definition.

The label of a linear character λ̂ of BF
u with BF

sc ⊆ ker λ̂ has a very specific form.
Observe that the determinant map defined in Definition 7.2 composed with the em-
bedding z : k× → Z provides an isomorphism of Bu/Bsc with Z (in case Deven con-
sider det : s(z1, z2) 7→ (det(1)(z1, z2), det(2)(z1, z2))). Recall our convention to omit
z (and z−1)! The restriction of det to BF

u provides an isomorphism of BF
u /B

F
sc
∼=

(Bu/Bsc)
F ∼= ZF by [DM91, Corollary 3.13] since Bsc is connected (Borel subgroups

are the maximal connected solvable subgroups [Hum75, 21.3]). Note that by the
same argument GF

u /G
F
sc
∼= ZF ∼= BF

u /B
F
sc.
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We can generate BF
u /B

F
sc by det−1(t0) since t0 generates ZF . When in case Deven

untwisted BF
u /B

F
sc is generated by [det−1(t0(1)), det−1(t0(2))] in conformance with the

multi index convention 6.7, otherwise ZF is cyclic. So λ̂ is already determined by
λ := λ̂(det−1(t0)) ∈

(
F×q
)r

with our usual identification of the complex (q−1)–th roots

of unity with F×q . To determine the label of λ̂ we evaluate λ̂ on the ti for i = 1, . . . ,m
(by the construction of the labels) and then express those values in terms of λ. To
do so we consider the relations between the det(ti) ∈ ZF . A generator of ZF is given
by t0, so we can write

det(ti) =
∏

tei0 ,

where ei ∈ Zr are multi indices as explained in our multi index convention 6.7 to
cover the case Deven and the product is over the multi index components of tei0 . We
have

λ̂(ti) = λ̂(det−1(det(ti))) = λ̂(det−1(
∏

tei0 )) =
∏

λ̂(det−1(t0))ei =
∏

λei .

When not in untwisted type Deven simply omit all the products to obtain the label
of λ̂:

(λl, λe1 , . . . , λem).

Otherwise with a := λ̂(det−1(t0(1))) and b := λ̂(det−1(t0(2))) the label is

(a2, b2, ae1
(1)

be1
(2)

, . . . , aen
(1)

ben
(2)

).

Proposition 11.4. We have ei
(j) = 〈ωk(j) , βai〉 for i ∈ {1, . . . ,m}, j ∈ {1, . . . , r} and

e0 = l, resp. e0(1) = [2, 0] and e0(2) = [0, 2] in case Deven. Here the ai are the fixed
representatives of the orbits of the graph automorphism involved in F on {1, . . . , n}
as in Section 10, we fixed k in Table 6.9 and l is the exponent of X(Tsc)/ZΦ, as
usual.

Proof. By the definitions of the ti = NFw/F (ω∨i (µ)) = NFw/F (βi(ν)ν〈ωk,βi〉) (see Defi-
nition 6.10 and Proposition 10.2) and det(sz) = zl (Definition 7.2):

det(ti) = det
(
NFw/F

(
ω∨ai(µ)

))
= NFw/F

(
ν〈ωk,βai 〉

)l
= NFw/F (µ)〈ωk,βai 〉

= t
〈ωk,βai 〉
0 .

Example 11.5. In case Deven with a and b as above, the label of λ̂ is

(a2, b2, ab, (ab)2, . . . , (ab)n−2, b
n
2 a

n−2
2 , b

n−2
2 a

n
2 ).
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This completes our description of the Mχ. For the characters of the Nχ we cannot give
such a nice description; we can only describe them relative to the sets Mχ. However
it is possible to determine the number of characters in Nχ, the corresponding central
character of Z(GF

sc) and the stabilizers in the group of automorphisms of BF
sc.

Proposition 11.6. Let η ∈ Irrp′(B
F
sc). The set Nη contains |ZF |/|Mη| distinct

characters. By Proposition 11.3 this number can be read off the label (a0, . . . , an)
of some χ ∈ Mη. In fact it depends only on the zero positions in the label, that is,
the set S defined in Section 8 for χ.

Proof. By Clifford theory

|Nη| = |BF
u : IBFu (η)| = |BF

u /B
F
sc : IBFu (η)/BF

sc| = |ZF |/|Mη|,

where |IBFu (η)/BF
sc| = |Mη| follows from Theorem 5.3 and Theorem 5.2 since we

showed in the proof of Proposition 11.3 that η extends to IBFu (η). By Proposition
11.2 we have IBFu (η) = ISBF

sc, which only depends on S.

We can read off the ei of the k–th row(s) of the inverse Cartan matrices by Proposition
11.4 (see Table 6.9 for the k’s and Appendix 17 for the inverse Cartan matrices),
thus we can explicitly state the action on the labels and compute |Irrp′(BF

sc)| using
Proposition 11.6.

Example 11.7. We consider type Cn and q ≡ 1 mod 2. Let (a0, . . . , an) be the
label of some χ ∈ Irrp′(B

F
u ). The labels of linear characters of BF

u are of the form
(λ2, λ2, . . . , λ2, λ) for λ ∈ F×q by Proposition 11.4. Then |Mχ| = q − 1 and |Nχ| = 1
if and only if an 6= 0. There are qn−1(q − 1)(q − 1) such labels, partitionened into
qn−1(q − 1) distinct sets Mχ, each lying above a unique character of BF

sc.

If an = 0 then |Mχ| = q−1
2

and |Nχ| = 2. There are qn−1(q−1) such labels, partitioned
into 2qn−1 distinct sets Mχ, each lying above two distinct characters of BF

sc.

Thus we obtain a total of qn + qn−1 distinct sets Mχ and |Irrp′(BF
sc)| = qn + 3qn−1.

Theorem 11.8. The cardinality |Irrp′(BF
sc)| for various types is given in Table 11.11.

Proof. We define a map f on the set of labels by multiplying a position i ≥ 1
in the label A := (a0, . . . , am) by some power of a0 6= 0, say f ((a0, . . . , am)) :=
(a0, . . . , a

k
0ai, . . . am) for some k ∈ N. Then f is injective since a0 6= 0 for all labels by

definition, and an inverse of f if given by (a′0, . . . , a
′
m) 7→ (a′0, . . . , a

′
i/a
′k
0 , . . . , a

′
m). For

the label L of some linear character an easy computation shows f(AL) = f(A)f(L)
where the product of labels is componentwise, which corresponds to the multiplica-
tion of the actual characters by Proposition 11.3. So counting the orbits of the group
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of linear characters on the set of labels and computing their lengths is equivalent to
doing so in the image of f . By applying several suitable maps of this form we can
bring the labels of linear characters into a “reduced” form where all the exponents
ei = 〈βai , ωk〉 (Proposition 11.4) are reduced modulo e0 = l. The “reduced” labels
of linear characters are given in Table 11.11. Using similar computations as in the
above example, we enumerate the number and sizes of orbits Mχ ⊆ Irrp′(B

F
u ) and

then apply Proposition 11.6. By the same argument, further transformations on la-
bels can be applied: For example permutation of the entries and taking powers prime
to q− 1 (resp. q+ 1) of individual entries. We do this explicitly below for the harder
cases.

Example 11.9. Consider type D2m and q ≡ 1 mod 4. When counting orbit lengths,
it is useful to define injective maps on the set of labels that make counting easier,
as described in the proof of Theorem 11.8. Permuting the entries ai with i ≥ 1 and
multiplying them by fixed powers of a0 6= 0 defines such a map. With these two
operations the label of the linear character given in Example 11.5 can be brought
into a form

(a2, b2, (ab), . . . , (ab), a, b, 1, . . . , 1).

We call an entry of a label an x–position if it is multiplied by x, where x ∈ {1, a, b, (ab)}.
The number of ab– and 1–positions is equal to m− 1. The size of Mχ is equal to

• (q − 1)2 if either both the a– and the b–position are not equal to zero, or one
of them and an ab–position are not equal to zero. This yields

x := qn−2(q − 1)2 + 2(qm−1 − 1)qm−1(q − 1)

distinct Mχ.

• (q − 1)2/4 if all ab–, a– and b– positions are zero. There are y := 4qm−1 such
Mχ.

• (q − 1)2/2 otherwise. There are

(q − 1)2qn − x(q − 1)2 − y(q − 1)2/4

(q − 1)2/2
= 2qn − 2x− y/2 = 2qn−2 + 4qm − 6qm−1

such Mχ.

We obtain qn + qn−2 + 2qm distinct Mχ and a total of qn + 3qn−2 + 6qm + 4qm−1

characters in Irrp′(B
F
sc).

Example 11.10. Type An. Let m := gcd(n + 1, q − 1), then there is a bijection
on the set of labels that leaves orbit lengths invariant, such that the labels of linear
characters are of the form

(λm, λ1 mod m, λ2 mod m, . . . , λn mod m).
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11. Parametrizing Irrp′(B
F
sc)

The size of Mχ is (q−1)
d

where d is the smallest positive divisor of m such that all
λk–positions with gcd(d, k) 6= d are equal to zero. Let ϕ be the Euler ϕ–function.
For fixed d < m there is a total of

P (d) :=
n+ 1

m
ϕ(m/d)

λd–positions and

N(d) :=
n+ 1

m

∑
l∈N:d|l|m

ϕ(m/l)− 1

λk–positions such that gcd(d, k) = d. Thus there is a total of∑
d|m, d<m

d(qP (d) − 1)qN(d)−P (d) +mq
n+1
m
−1

distinct sets Mχ and we have

|Irrp′(BF
sc)| =

∑
d|m, d<m

d2(qP (d) − 1)qN(d)−P (d) +m2q
n+1
m
−1.

A similar formula could be computed for the twisted case An.
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Table 11.11

Type label & reduced label of λ̂ q ≡ distinct Mχ |Irrp′ (BFsc)|

An (λ(n+1), λ, λ2, . . . , λn) any see Example 11.10

2An (λ(n+1), λ, λ2, . . . , λdn/2e)

Bn (λ2, λ, λ2, . . . , λn) 1 mod 2 qn + qbn/2c qn + 3qbn/2c

(λ2, λ, 1, λ, 1, . . .) 0 mod 2 qn qn

Cn (λ2, λ2, . . . , λ2, λ) 1 mod 2 qn + qn−1 qn + 3qn−1

(λ2, 1, . . . , 1, λ) 0 mod 2 qn qn

Dodd (λ4, λ2, . . . , λ2(n−2), λ−1, λ) 1 mod 4 qn + qn−2 + 2q

⌊
n−2
2

⌋
qn + 3qn−2 + 12q

⌊
n−2
2

⌋
(λ4, λ2, 1, . . . , λ−1, λ) 3 mod 4 qn + qn−2 qn + 3qn−2

0 mod 2 qn qn

2Dodd (λ4, λ2, . . . , λ2(n−2), λ) 1 mod 4 qn + qn−2 qn + 3qn−2

(λ4, λ2, 1, . . . , λ) 3 mod 4 qn + qn−2 + 2q

⌊
n−2
2

⌋
qn + 3qn−2 + 12q

⌊
n−2
2

⌋
0 mod 2 qn qn

Deven see Example 11.5 1 mod 2 qn + qn−2 + 2q
n−2
2 qn + 3qn−2 + 6q

n
2 + 4q

n−2
2

0 mod 2 qn qn

2Deven (λ2, λ2, . . . , λ2(n−2), λ) 1 mod 2 qn + qn−2 qn + 3qn−2

(λ2, 1, . . . , 1, λ) 0 mod 2 qn qn

3D4 (1, 1, 1) q4 q4

E6 (λ3, λ4, λ3, λ5, λ6, λ4, λ2) 1 mod 3 q6 + 2q2 q6 + 8q2

(λ3, λ, 1, λ2, 1, λ2, λ) 0, 2 mod 3 q6 q6

2E6 (λ3, λ4, λ3, λ5, λ6) 2 mod 3 q6 + 2q2 q6 + 8q2

(λ3, λ, 1, λ2, 1) 0, 1 mod 3 q6 q6

E7 (λ2, λ4, λ7, λ8, λ12, λ9, λ6, λ3) 1 mod 2 q7 + q4 q7 + 3q4

(λ2, 1, λ, 1, 1, λ, 1, λ) 0 mod 2 q7 q7

E8 (1, 1, 1, 1, 1, 1, 1, 1, 1) q8 q8

F4 (1, 1, 1, 1, 1) q4 q4

G2 (1, 1, 1) q2 q2

These numbers were also computed by Olivier Brunat in [Bru09b] using different
methods. Note that the λ here do not necessarily lie in the same field; they are
contained in Fqw where w is the order of the graph automorphism involved in F and
have order o(t0) ∈ {1, q − 1, q + 1}.

In addition to field and graph automorphisms, we have an action of BF
u on BF

sc by
conjugation. This action corresponds to the diagonal automorphisms of GF

sc. So, by
definition, the Nη are exactly the orbits of the group of diagonal automorphism on
Irrp′(B

F
sc), which we shall describe in more detail now. For fixed χ ∈ Irrp′(B

F
u ) let

η ∈ Nχ be as in Proposition 11.2. Then we can parametrize Nχ by the elements of

BF
u /IBFu (η) = BF

u /〈BF
sc, IS〉 ∼= ZF/〈det(ti) | i ∈ Sc〉,
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since IS = IBFu (φS) = 〈ti,UF | i ∈ Sc〉 and det provides a homomorphism of BF
u

onto ZF with kernel BF
sc, as explained earlier in this section and IBFu (η) = ISBF

sc by
Proposition 11.2. We set

NS := ZF/〈det(ti) | i ∈ Sc〉 = ZF/ det(IS).

A character ηg is then parametrized by det(gIS) ∈ NS. The conjugation action
of some g ∈ BF

u on Nχ corresponds to multiplication by det(g) in NS. Next we
investigate the other automorphisms. Suppose some automorphism γ of BF

sc stabilizes
Nχ. To obtain more information on the action of γ on Nχ we take a closer look on
the action of γ on the [φgS]BFsc of US (see Notation 11.1). We have a one–to–one
relationship between Nχ and US, which is compatible with the action of γ.

In Section 8 we arbitrarily chose some non–trivial character φ of (Fq,+) for our
construction of the φS. We shall refine that choice now.

Lemma 11.12. There are p− 1 non–trivial characters in Irr(Fq,+) that are fixed by
field automorphisms.

Proof. A character of (Fq,+) is determined by its values on an Fp–basis of (Fq,+) ∼=
(Z/pZ)l. An Fp–basis is given by powers of µ. Any character that is non–trivial on
µ0 = 1 and trivial on the remaining elements of this basis has the desired property.

So without loss of generality we can assume that the φS are fixed by the field auto-
morphism.

Proposition 11.13. Let χ ∈ Irrp′(B
F
u ) lie above φS, and γ be a field or graph

automorphism stabilizing Mχ.

1. Then Nχ and US are γ–invariant.

2. The action of BF
u on Nχ is equivalent to the action of BF

u on NS defined above
and equivalent to the canonical action on US, in particular |NS| = |Nχ| = |US|.

3. The character η ∈ Nχ corresponding to 1 in NS, which is the one above [φS]BFsc
from Proposition 11.2, is always fixed by γ. In particular the action of γ on
ηg ∈ Nχ, [φgS]BFsc ∈ US and det(gIS) ∈ NS is given by the action of γ−1 on the
conjugating element g.

Proof. We apply Clifford theory two times: from UF to BF
sc and from BF

sc to BF
u .

Since χ lies above φS, the characters of Nχ must also lie above BF
u –conjugates of

φS. Since Nχ only contains distinct BF
u –conjugates, every one of those must lie
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above a different BF
sc–orbit [φgS]BFsc ∈ US by Proposition 11.2. Those orbits are also

parametrized by NS, by the discussion preceding Lemma 11.12. By definition the
action of BF

u on NS is equivalent to the action on Nχ via conjugation.

Now suppose γ leaves Mχ invariant. Restriction of characters and application of γ
commute. Therefore γ may act on US and Nχ, but must leave them invariant as
well. The fixed character exists because we have just chosen φS in such a way that
it is always fixed by field automorphisms. Graph automorphisms that stabilize Mχ

fix S by Proposition 9.4 and thus have to fix φS :=
∏

i∈S φi as well since they only
permute the groups Uαj/[U

F ,UF ]. Therefore [φS]BFsc is stabilized by field and graph
automorphisms, as is the unique character η ∈ Nχ above [φS]BFsc .

For any automorphism γ that fixes φS we have:(
φtS
)γ

(u) = φS(t−1γ(u)t) = (φγS)γ
−1(t) (u) = φ

γ−1(t)
S (u).

And thus the last assertion follows.

Remark 11.14. To determine if an automorphism γ of BF
sc fixes η ∈ Nχ we check

two conditions:

1. Does γ leave Mχ ⊆ Irrp′(B
F
u ) invariant? We have given an explicit description

of Mχ in this section and the action of γ on Irrp′(B
F
u ) is described by Proposition

9.4.

2. If so, which elements of NS are fixed by γ? The answer here depends only on
the type of Φ, the Frobenius map F and S, but not on the particular set Mχ.
The corresponding characters of Nχ are then fixed by γ.

Example 11.15. We consider type A2 and F = F72 , that is GF
u = GL3(72). Let χ

be the character with label (µ3, 0, 0) where µ generates F×72 . By Proposition 11.4 we
have

Mχ =
{

(λ3µ3, 0, 0)
∣∣ λ ∈ F×q

}
=
{

(λ3, 0, 0)
∣∣ λ ∈ F×q

}
.

Field and graph automorphisms stabilize Mχ, since by Proposition 9.4

Γ(λ3, 0, 0) = (λ−3, 0, 0) ∈Mχ

and
σ(λ3, 0, 0) = (λ21, 0, 0) ∈Mχ.

The set of zero positions is S = {1, 2} and there are three characters in Nχ corre-
sponding to the three elements of

NS = F×72/〈µ
3 = det(t0)〉 = {1, µ, µ2}.

The graph automorphism acts as ·−1 on NS since det(t1) = µ and det(Γ(t1)) =
det(t2t

−1
0 ) = µ−1. Since µ−1 = µ47 = µ2 we have one Γ–stable character and two
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that are interchanged by Γ in Nχ. The action of the field automorphism σ is given
by ·7 on NS. But µ7 = µµ6 = µ, so the field automorphism acts trivially on
NS. Taking diagonal automorphisms corresponds to multiplication in NS: the trivial
automorphism corresponding to 1 fixes everything, conjugation by t1 is multiplication
by µ in NS and permutes the three elements of NS cyclically. The character of Nχ

parametrized by 1 is fixed by 〈σ,Γ〉, µ is fixed by 〈σ, t1Γ〉 and µ2 is fixed by 〈σ, t21Γ〉.

Next consider the character χ with label (µ, 0, 0). The field automorphism σ still
leaves Mχ invariant but µ−1 = µ47 /∈ {µ1+3k | k ∈ N}, so Γ does not. The zero set
S is the same as before, so we do not have to repeat the computations for NS. The
three characters of Nχ are only fixed by 〈σ〉.

It is clear from the above example that the situation is somewhat complicated for
type An. For types Bn, Cn and E7 we have |Nχ| ≤ 2 so in those cases a set Nχ that
is stabilized by some automorphism γ of GF

sc is fixed pointwise by γ (Proposition
11.13). The complete situation for type Cn:

Proposition 11.16. Assume type Cn and p 6= 2.

• There are (q − 1)2qn−1 p′–characters of BF
u divided into (q − 1)qn sets Mχ of

size (q − 1), to each of which belongs a single character of BF
sc. A full set of

labels representative for the Mχ is given by

{(a0, . . . , an−1, 1) | ai ∈ Fq} .

The field automorphism σi stabilizes Mχ and thus the corresponding character
of BF

sc if and only if a1, . . . , an−1 ∈ Fpi.

• Furthermore there are (q−1)qn−1 other p′–characters of BF
u . Those are divided

into 2qn−1 sets Mχ of size (q − 1)/2, to each of which belong two characters of
BF

sc. A full set of labels representative for those Mχ is given by

{(1, a1, . . . , an−1, 0), (µ, a1, . . . , an−1, 0) | ai ∈ Fq} .

The non–trivial diagonal automorphism, induced by conjugation with tn, per-
mutes the two characters in each set Nχ. The field automorphism σi stabilizes
a set Mχ if and only a1, . . . , an−1 ∈ Fpi. If Mχ is stabilized by σi then the two
characters of Nχ are fixed by σi.

If p = 2 the (q− 1)qn p′–characters of BF
u are divided into qn sets Mχ of size (q− 1),

to each of which belongs a single character of BF
sc. A full set of labels representative

for the Mχ is given by (1, a1, . . . , an). A set Mχ is stabilized by σi if and only if
a1, . . . , an−1 ∈ Fpi.
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12. Corresponding characters of Z(GF
sc)

For a given η ∈ Irrp′(B
F
sc) we need to determine the unique character ηZ of Z(GF

sc)≤BF
sc

which lies below η. Since the characters of Nη are all conjugate in BF
u , they all lie

above the same ηZ and we may consider the restriction of some χ ∈ Mη to Z(GF
sc)

instead.

Proposition 12.1. Let (b0, . . . , bm) be the label for some χ ∈ Irrp′(B
F
u ). Since Z =

Z(GF
sc) and ZF = Z(GF

u ) are central, there exist unique characters χZ ∈ Irr(Z) and
χZF ∈ Irr(ZF ) underlying χ. Those are uniquely determined by b0 (the usual multi
index convention 6.7 for case Deven applies). With our fixed identification of F×q with
complex roots of unity:

χZF (t0) = b0 and

χZ(t0) = b
|ZF |/ gcd(|ZF |,l)
0 .

Proof. By the construction of the label χ is obtained by induction from some linear
character ψ of IS. Since Z(GF

sc)≤ZF ≤ IS we must have ψ |ZF= χZF .

But t0 generates ZF . The value of ψ on t0 is given by b0 of the label of χ. Therefore
we only need to determine a power of t0 that generates Z(GF

sc). The character χZ is
then determined by the same power of b0, since ψ is linear.

The center of GF
sc is generated by t

|ZF |/ gcd(|ZF |,l)
0 (the multi index convention 6.7

applies for case Deven) and l is defined as usual as the exponent of the fundamental
group.

Note that multiplication by linear characters leaves b
|ZF |/ gcd(|ZF |,l)
0 invariant, as it

should be: (λl)|Z
F |/ gcd(|ZF |,l) = 1 by Proposition 11.4. The relation

(c0, . . . , cn) ∼ (b0, . . . , bn)⇔ c
|ZF |/ gcd(|ZF |,l)
0 = b

|ZF |/ gcd(|ZF |,l)
0

partitions the set of labels into gcd(|ZF |, l) equivalence classes. Each contains the
characters lying above a common character of Z(GF

sc). In case Deven there are 4
classes if gcd(q − 1, 2) = 2 and one otherwise.
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We recall some facts of Deligne–Luzstig theory to describe the set of p′–characters
in the universal groups GF

u in Section 13. To make use of these results we require a
good parametrization of the semisimple conjugacy classes in the dual group, which
we obtain by considering the Steinberg map in Section 14 (see Proposition 14.2
and Proposition 14.4). Using these results we construct an equivariant bijection
between Irrp′(B

F
u ) and Irrp′(G

F
u ) (Section 15, Theorem 15.1). Finally we show that

the compability of this bijection with the multiplication of linear characters (Theorem
15.3) allows us to construct a bijection of Irrp′(B

F
sc) with Irrp′(G

F
sc) in Theorem 15.4.

In Section 16 we point out what remains to be done and provide some interesting
examples.

13. Deligne–Luzstig theory

Deligne–Lusztig theory provides a powerful tool to describe the irreducible characters
of the groups GF

u .

Proposition 13.1. Irr(GF
u ) can be partitioned into sets E(GF , [s]) where [s] runs

over the F–stable, semisimple conjugacy classes of the dual group G∗. If (Gu, F )
is not contained in Table 13.2, then every such set E(GF , [s]) contains exactly one
character of degree prime to p.

Table 13.2

Type Frobenius map

Dn Γ ◦ Fq q = 2 and Γ of order 2
Bn, Cn, Dn, G2, F4 Fq q = 2
G2 Fq q = 3

Proof. That Irr(GF
u ) can be partitioned in this way is well known and due to Luzstig,

see [DM91, Proposition 14.41]. Since our group has connected center, the rational
series and the geometric series coincide. The statement about the semisimple charac-
ters is due to the “Jordan decomposition” of characters: There is a bijection between
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a set E(GF , [s]) and the unipotent irreducible characters of the centralizer of s in
the dual group, see [DM91, Theorem 13.23]. This bijection modifies the degree only
by a number prime to p, see [DM91, Remark 13.24]. We are done when all possible
centralizers have exactly one unipotent character of degree prime to p, i.e., the trivial
character is the only unipotent character of degree prime to p. This is true for all
possible centralizers, except for those occuring in the groups listed in Table 13.2, see
[Mal07, Theorem 6.8].

From now on we shall only consider pairs (Gu, F ) that are not contained in Table
13.2. The known results on the groups of Table 13.2 are summarized in [Bru09a],
most of them are shown to be “good” in [Mal08a]. We denote the unique semisimple
character of GF

u determined by a conjugacy class [s] of G∗F
∗

u by χ[s].

Proposition 13.3. The linear characters Irr(Gu | 1Gsc) of Gu with kernel Gsc are
given by the set

{
χ[z]

∣∣ z ∈ Z(G∗F
∗

u )
}

. For semisimple s ∈ G∗F
∗

u and z ∈ Z(G∗F
∗

u ) we
have

χ[s]χ[z] = χ[sz].

Proof. [DM91, Proposition 13.30].

Next we want to determine the underlying central characters. To do that, we need to
describe the sets E(GF

u , [s]) in more detail. To every semisimple conjugacy class [s]
of G∗F

∗
u belongs a geometric conjugacy class of GF

u (see [DM91, Definition 13.2]): a
class of pairs (T, θ) where T is an F–stable torus of Gu and θ ∈ Irr(TF ), see [DM91,
Proposition 13.13]. The characters of E(GF

u , [s]) are the irreducible constituents of

the Deligne–Luzstig characters R
GF

u

TF
(θ). The relation between s and θ is given by

Proposition 7.8, i.e.

s = NF ∗m/F ∗

(
δ∨(θ̂)(µ)

)
.

The center ZF = Z(GF
u ) is contained in every maximal torus of GF

u , so ZF ⊆ T.

Proposition 13.4. With the notation as above

θ(t0) = det∗(s),

in case Deven

θ(t0(i)) = det∗(i)(s) for i = 1, 2.

Proof. We have

µ〈det∗,δ∨(θ̂)〉 = µ〈θ̂,z〉 = θ̂(z(µ))
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by duality. We are done in the untwisted case since then NF ∗m/F∗ = id and t0 = z(µ).

Define t := δ∨(θ̂)(µ) and again by duality

det∗(F ∗(t)) = µ〈det∗ ◦F ∗,δ∨(θ̂)〉 = µ〈θ̂,F◦z〉 = θ̂(F (z(µ))),

and thus

det∗(s) = det∗(tF ∗(t) . . . F ∗m−1(t)) = θ̂(NFm/F (z(µ))) = θ(t0).

Lemma 13.5. Let s ∈ G∗u. Then θ|Z(GF
u ) is the same for all pairs (T, θ) in the

geometric conjugacy class determined by s, and we have

χ|Z(GF
u ) = χ(1) · θ|Z(GF

u ) for all χ ∈ E(GF
u , [s]).

Proof. This is [Mal07, Lemma 2.2].

By Proposition 13.4 and Lemma 13.5, the unique underlying character of ZF for χ[s]

must be θ|ZF , which is determined by θ(t0) = det∗(s).

We need information on the action of automorphisms of GF
u resp. G∗F

∗
u on the χ[s],

here we follow [Bru09a, Proposition 1].

Proposition 13.6. Let σ either be a power of the graph automorphism Γ or the
standard Frobenius map Fp of Gu. As discussed in Section 7 we define σ∗ on G∗u.
Then we have

σ(E(GF
u , s)) = E(GF

u , σ
∗(s))

and therefore
χσ[s] = χ[σ∗(s)].

Proof. For σ = Fp this is [Bru09a, Proposition 1], for σ = Γ follow the proof given in
[Bru09a] word by word and observe that all the assertions remain valid. Note that
in [Bru09a] the action is from the left via σ(χ[s])(g) := χ[s](σ

−1(g)), whereas here the
action is defined by χσ[s](g) := χ[s](σ(g)).
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14. Steinberg map

The irreducible k–representations of Gsc can be parametrized by their heighest weight:
Given an irreducible kGsc module V there exists a maximal vector v+ ∈ V and a
dominant weight λ ∈ X(Tsc) such that Bsc.〈v+〉k ⊆ 〈v+〉k, t.v+ = λ(t)v+ for all
t ∈ Tsc and V = 〈Gscv

+〉k. For an introduction to this theory see [Hum75, Chapter
XI] or [MT11].

Recall the fundamental weights ωi ∈ X(Tsc) from Section 1. Let πi be the trace
function of an irreducible representation of heighest weight ωi. We call

π : Gsc → kn, g 7→ (π1(g), . . . , πn(g))

the Steinberg map. By [Ste65, Corollary 6.6.] this map seperates the semisimple
conjugacy classes of the simply connected group Gsc. We will use this result to
obtain labels for the semisimple conjugacy classes of GF

u that are compatible with
the labels of the characters of Irrp′(B

F
u ).

Lemma 14.1. Let z ∈ Z(Gsc) be a central element of Gsc and s ∈ Gsc semisimple.

a) πi(zs) = ωi(z)πi(s)

b) πi(Γ(s)) = πΓ(i)(s)

c) πi(Fq(s)) = πi(s)
q

Proof. Let R : G→ V be a representation that affords πi and v+ as above. We have
z ∈ Tsc, therefore z.v+ = ωi(z).v+. Let g1.v

+, . . . , gm.v
+ be a basis of V . Since z is

central z.(gi.v
+) = ωi(z)gi.v

+. Assertion a) follows.

By definition Γ stabilizes Bsc so v+ is a maximal vector of R ◦Γ as well. By Lemma
4.1 we have

Γ(t).v+ = ωi(Γ(t)).v+ = ωΓ(i)(t).v
+,

thus R ◦Γ is of heighest weight ωΓ(i). This proves b).

For c) without loss of generality assume s ∈ Tsc. We can diagonalize R(Tsc) simul-
taneously and thus tr(R(Fq(s))) = tr(R(sq)) = tr(R(s)q) = tr(R(s))q.

We define

π̂ : Gu → (k×)r × kn by π(sz) := (det(sz), π1(s)ω̂1(z), . . . , πn(s)ω̂n(z))
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for s ∈ Gsc and z ∈ Z, where det is as defined in 7.2 and ω̂i is an extension of ωi to
X(Tu). By convention π̂0 = det, i.e. we start indexing the components of π̂ at zero.
In case Deven we understand this to mean π̂0(i) = det(i) for i = 1, 2.

Proposition 14.2. The semisimple conjugacy classes of Gu are seperated by π̂ and
the conjugacy classes mapping to

(
F×q
)r × Fqn are precisely the (q − 1)rqn different

Fq–stable conjugacy classes of Gu.

Proof. Let π̂(sz) = π̂(s′z′). Since det(sz) = det(z) = det(z′) we have

z−1z′ ∈ ker det∩Z = Z(Gsc),

so s′z−1z ∈ Gsc. From πi(s
′)ωi(z

′) = πi(s)ωi(z) for all i ∈ {1, . . . , n} we have
πi(s

′) = πi(s)ω̂i(z
′z−1) = πi(sz

−1s′) by Lemma 14.1. Since π seperates classes on Gsc

we have [s] = [s′z−1z′] in Gsc and since z is central [sz] = [s′z′] in Gu.

By Lemma 14.1 we have πi(Fq(s)) = πi(s)
q, and since the action of Fq on Z is

given by taking q–th powers as well, we have π̂i(Fq(sz)) = π̂i(sz)q. Since Fq maps
semisimple classes to semisimple classes, [sz] is Fq–stable if and only if π̂i(sz) ∈ Fq
for all i ∈ {0, . . . , n}.

Now Gu has connected center and [Gu,Gu] = Gsc is simply connected, so the Fq–
stable semisimple conjugacy classes are precisely the semisimple conjugacy classes of
G
Fq
u [Car85, Corollary 3.7.2 and Proposition 3.7.3]. For sz ∈ G

Fq
u we call (b0, . . . , bn) =

π̂(sz) the label of [sz].

From now on we are considering the case of the semisimple conjugacy classes of G∗u
as defined in Section 7.

Lemma 14.3. Let Γ be a graph automorphism of Gu, (b0, . . . , bn) the label of some
F ∗q –stable conjugacy class [sz] of G∗u and (b′0, . . . , b

′
n) the label of [Γ∗(sz)]. Then

• b′0 = ΓZ(b0) where ΓZ is the action of Γ on
(
F×q
)r

induced by z−1 and

• b′i = bΓ−1(i)b
di
0 with the di from Proposition 9.1 for i = 1, . . . , n.

Proof. By the duality of det∗ and z (Proposition 7.5 and Proposition 7.6) we have

〈det∗, z∗〉 = 〈det, z〉 = l and 〈det∗ ◦Γ∗, z∗〉 = 〈det,Γ ◦ z〉.

Write z = z(v) for some v ∈ (k×)
r
, then b0 = v〈det∗,z∗〉 = v〈det,z〉 and b′0 = v〈det∗ ◦Γ,z∗〉 =

v〈det,Γ ◦ z〉 = ΓZ(b0). The second statement is immediate from Lemma 14.1 and Propo-
sition 9.1:

π̂(Γ∗(sz))i = πi(Γ
∗(s))ω̂∗i (Γ

∗(z)) = πΓ∗(i)(s)ω̂
∗
Γ∗(i)(z) det∗(z)di = π̂(sz)Γ∗(i)b

di
0 .

Recall Γ∗ = Γ−1 on {1, . . . , n}.
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Next consider a Frobenius map F = Fq ◦Γ that involves a non–trivial graph auto-
morphism. To find the full set of semisimple classes of G∗u that are stabilized by F ∗

it suffices to consider the set of semisimple classes of G
∗F ∗qw
u ⊇ G∗F

∗
u that is stabilized

by F ∗.

We recall notation from Section 10: Let A1, . . . , Am be the orbits of Γ on {1, . . . , n}
and ai ∈ Ai the fixed representatives of each orbit.

Proposition 14.4. Let sz ∈ G
∗F ∗qw
u with π̂(sz) = (b0, . . . , bn). Then [sz] is an F ∗–

stable conjugacy class of G∗u if and only if

• b0 = ΓZ(b0)q where ΓZ is the action of Γ on
(
F×q
)r

induced by z−1,

• bi = bqΓ−1(i)b
qdi
0 with the di ∈ Z from Proposition 9.1 and

• bri0 = bq
|Ai|−1

ai
for i ∈ {1, . . . , n}, for certain ri ∈ Z.

Proof. The first two statements follow from Lemma 14.3 and Lemma 14.1 c). Now

applying the second statement |Ai| times we see that a relation of the form bq
|Ai|

ai
=

baib
ri
0 holds for some ri ∈ Z.

If some F ∗–stable class [sz] has F ∗qw–label (b0, . . . , bn) we call (b0, ba1 , . . . , bam) the
label of [sz]. If Γ is trivial both definitions coincide. In case Deven and Γ non–trivial
of order 2 we call (b0(1) , b1, . . . , bn−1) the label.

Proposition 14.5. Let (b0, . . . , bm) be the label of some F ∗–stable conjugacy class
of G∗u. Then the ri from Proposition 14.4 and the ri from Remark 10.3 coincide. If
|Ai| = w then ri = 0, otherwise the ri are equal to the di from Proposition 9.1.

Proof. When |Ai| = w = o(Γ) then tq
w−1
i = 1 since ti = NFw/F (ω∨ai(µ)) and µ is of

order qw − 1. The bi are in Fqw so bq
w−1
i = 1, as well. Thus we are only interested

in the orbits of Γ on {1, . . . , n} of length smaller than w. The following cases can
occur:

Type i |Ai|

A2m−1 i = m 1
Dn i ≤ n− 2 1
E6 i = 2, 4 1

For w = 2 in types A2m−1, D2m+1 and E6 and i from the above table we have

ti = ω∨ai(µ)Γ(ω∨ai(µ))q = ω∨ai(µ)1+q z(µ)qdi (1)
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by Proposition 9.1. Thus

tqi = ω∨ai(µ)q+q
2

z(µ)q
2di = ω∨ai(µ)1+q z(µ)di = ti z(µ)(1−q)di = tit

di
0 ,

by Equation (1) and the definition of t0 := NFw/F (z(µ)) = z(µ)1−q. By Proposition

14.4 we have bqi = bib
−qdi
0 . But bq+1

0 = 1, so bqi = bib
di
0 in this case.

Next we consider w = 2 in type D2n. Equation (1) still holds by the multi index
convention 6.7 and di = [0, 0] for i ≤ n− 2 by Example 9.3. Thus

tqi = ti and bqi = bi.

When w = 3, i = 2 in type D4, review Definition 10.6 and the comments before it.
By convention Gu = Gsc in this case, so b0 = 1, t0 = 1, bq2 = b2 and tq2 = t2.

14.1. Other parametrizations of semisimple classes

In type An and Cn the label of a semisimple conjugacy class could have been obtained
as the coefficients of the characteristic polynomial of the class in the natural matrix
representation. In those cases our label and the coefficients of the characteristic
polynomial are closely related or even equal [Jan03, Part II, Chapter 2, 2.16 and
2.17]. Unfortunately no faithful matrix representation of dimension n or 2n of Gsc

exists for type Bn and Dn.

There is a parametrization of the semisimple conjugacy classes of SOF
n = (Gsc/Z

∗)F

by their characteristic polynomials and certain parameters ψ+, ψ− as described by
[Wal63], but no obvious or natural relationship between our parametrization and that
one is known to us. In fact one could construct a bijection of classes of GF

u obtained
by some rather tedious counting arguments (using the tools of [CE04, Chapter 16])
with our labels, but it is not clear (to the author) how this bijection can be made
into respecting central characters or automorphisms.
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15. Statement of results

Let f̂ : Irrp′(B
F
u ) → Irrp′(G

F
u ) be defined as follows: First map ψ ∈ Irrp′(B

F
u ) to

the label (a0, . . . , am) obtained in sections 10 and 8. Now map to the semisimple
conjugacy class [sz] of G∗F

∗
u with π̂(sz) = (a0, . . . , am), which exists by Proposition

14.2 and Proposition 14.4. In the twisted case we see that the entries of the labels
fulfill the same relations on both sides (Proposition 14.5). By Proposition 13.1 [sz]
defines a unique semisimple character χ ∈ Irrp′(G

F
u ), set f̂(ψ) := χ.

Theorem 15.1. The map f̂ defined above is a bijection of Irrp′(B
F
u ) with Irrp′(G

F
u )

and we have f̂(χγ) = f̂(χ)γ for field and graph automorphisms γ of GF
u and χ ∈

Irrp′(B
F
u ).

Proof. The map f̂ is a bijection as a composition of bijections as shown in all the
steps used to define f̂ . The action of field automorphisms is the action of the corre-
sponding field automorphism on the label (Proposition 9.4 and Lemma 14.1). The
compability of the bijection with graph automorphisms in the untwisted case is given
by Proposition 9.4 and Lemma 14.3.

Proposition 15.2. The map f̂ respects central characters: We have ZF ⊆ BF
u and

ZF ⊆ GF
u . If ν ∈ Irr(ZF ) is the unique central character below χ ∈ Irrp′(B

F
u ), then

it is also the one below f̂(χ).

Proof. Proposition 12.1 and the combination of Proposition 13.4 and Lemma 13.5.

Theorem 15.3. The map f̂ respects multiplication by linear characters, i.e., the
restriction of f̂ to Irr(BF

u

∣∣ 1BFsc
) defines a bijection with Irr(GF

u

∣∣ 1GF
sc

) and f̂(λχ) =

f̂(λ)f̂(χ) for all χ ∈ Irrp′(B
F
u ) and λ ∈ Irr(BF

u

∣∣ 1GF
sc

).

Proof. For this proof recall once more that we usually omit the map(s) z : (k×)
r →

Z(Gu), that we have fixed an identification of F×q with the (q − 1)–th roots of unity
in C and appeal to the multi index convention 6.7 to deal with the case Deven. The
label of a character λ ∈ Irrp′(BF

u

∣∣ 1BFsc
) has the form

(det∗(z), ω̂∗a1(z), . . . , ω̂∗am(z))

by Proposition 11.4, Lemma 6.5 and the definition of the ω̂∗i in Definition 7.3. But
this is just the label of the central element z ∈ G∗F

∗
sc . The central elements of G∗F

∗
u

parametrize exactly the linear characters Irrp′(GF
u

∣∣ 1GF
sc

) by Proposition 13.3. It is
also clear that the label of every central element of z ∈ Z(G∗F

∗
u ) defines a character

of Irr(BF
u

∣∣ 1BFsc
) with such a label by setting λ(det−1(t0)) := z. The multiplication
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of χ (resp. f̂(χ)) by λ (resp. f̂(λ)) is given by componentwise multiplication of the
corresponding labels on both sides (Proposition 11.3 for BF

u and Proposition 13.3
and the definition of π̂ for GF

u ).

Theorem 15.4. There exists a bijection f : Irrp′(B
F
sc) → Irrp′(G

F
sc) such that f

commutes with diagonal automorphisms, f preserves central characters and f(Nχ)σ =
f(Nσ

χ ) for all σ ∈ Aut(GF
sc) that stabilize BF

sc.

Proof. Let G = GF
u (or G = BF

u ) and H = GF
sc (resp. H = BF

sc). Consider the map
d := z ◦ det (in case Deven that is d := (z1 ◦ det(1), z2 ◦ det(2))). In both cases G/H is
isomorphic to ZF (see the discussion after Proposition 11.3). Fix χ ∈ Irrp′(G) and
recall Notation 5.1: The set of characters of H below χ is called Nχ and the set of
characters of G above any η ∈ Nχ is called Mχ.

Let f̂ : Irrp′(B
F
u )→ Irrp′(G

F
u ) be the bijection constructed above. Suppose that G/H

is cyclic. We have
Mχ = {χλ | λ ∈ Irr(G | 1H)}

by Theorem 5.3. By Theorem 15.3 we know that f̂ that is compatible with multi-
plication by linear characters arising from Irr(G/H), therefore |Mχ| = |Mf̂(χ)| and

|Mχ| = |IG(η) : H| by Theorem 5.2. Since G/H is cyclic this number uniquely de-
termines IG(η). The action of G on Nη = Nχ is equivalent to the action on the left
cosets of IG(η), therefore we can find a bijective mapping of Nχ onto Nf̂(χ) respecting
the conjugation action of G, that is, diagonal automorphisms of H. Every character
in Irrp′(B

F
sc) lies in some Nχ for χ ∈ Irrp′(B

F
u ) thus we can define a bijective mapping

f : Irrp′(B
F
sc) −→ Irrp′(G

F
sc)

in this way. By construction it is compatible with the action of diagonal automor-
phisms and the other properties follow directly from those of f̂ .

We are left with the case when G/H is not cylic, e.g., type Deven. We can again
apply Theorem 5.3 since all η ∈ Irrp′(H) extend to their respective inertia groups by
Proposition 11.3 on the side of BF

u and by [CE04, Theorem 15.11] for GF
u . Unfortu-

nately the number |IG(η) : H| does not determine IG(η) uniquely in this case. Since
ker d = H and H acts trivial on Nχ the action of d(G) on the cosets of d(I) is also
equivalent to the action of G on Nχ. Since d(I) always contains d(t0(1)) = (µ2, 1)
and d(t0(2)) = (1, µ2) it is of index at most 4 in d(G). If it is of index 4 or 1 the
action of G on Nχ is uniquely determined. So it remains to consider the case where
d(I) is of index 2 in d(G). There are three possible non–equivalent actions: one of
d(tn−1) = (µ, 1), d(tn) = (1, µ) and d(t1) = (µ, µ) acts trivially, i.e., is contained in
d(I) and the other two have the same non–trivial action. For fixed k, k′ ∈ {1, 2},
k 6= k′ consider the group H∗ := ker det(k). We have H CH∗CG and G/H∗ and
H∗/H are cyclic. We define M∗

χ := {χλ | λ ∈ Irr(G/H∗)} and N∗χ ⊆ Irrp′(H
∗) as the
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set of characters of H∗ below χ, let I∗ := IG(η∗) be the inertia group of η∗ ∈ N∗χ in

G. We proceed as in the cyclic case: d∗ := det(k′) provides an isomorphism of G/H∗

with F×q and |d∗(I∗)| = |M∗
χ|. There are only two possible cases

1. if |M∗
χ| = q − 1 then | Irr(H∗ | η)| = q−1

2
and

2. if |M∗
χ| =

q−1
2

then | Irr(H∗ | η)| = 2(q − 1).

In the first case we must have |H∗ : IH∗(η)| = 2 and there is an element hk ∈ H∗
that doesn’t stabilize η, otherwise we set hk := 1. We repeat the construction
interchanging the roles of k and k′. We can now distinguish the different actions of
G on d(I):

1. h1 non–trivial, h2 trivial: d(h1)d(I) = d(tn−1)d(I) = d(t1)d(I) and d(tn) ∈ d(I),

2. h2 non–trivial, h1 trivial: d(h2)d(I) = d(tn)d(I) = d(t1)d(I) and d(tn−1) ∈ d(I),

3. h1 and h2 non–trivial: d(tn)d(I) = d(tn−1)d(I) and d(t1) ∈ d(I).

Thus the action is decided by the three numbers |Mχ| and |M∗
χ| for k = 1, 2 and the

proposed bijection exists.

We have described the action of all automorphisms within sets Nχ ⊆ Irrp′(B
F
sc)

in Section 11 and computed the stabilizers in the group of automorphisms of all
characters in Irrp′(B

F
sc). Unfortunately we know very little about the action of the

(non–diagonal) automorphisms on Nχ ⊆ Irrp′(G
F
sc), so we cannot refine the somewhat

arbitrary choice of the bijection on the sets Nχ at this point. Also see Conjecture
16.1 in the next section.

Example 15.5. If Z(GF
sc) is trivial, the maps f̂ and f conincide. If the group of

automorphisms of GF
sc is cyclic (i.e. the order of Γ is prime to the order of Fp and

Gsc is not of type D4) then our results about f̂ show that GF
sc is “good” (see the

proof of [Bru09a, Theorem 5]).
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16. Outlook

There are two main problems that need to be solved to show that GF
sc is good in the

sense of [IMN07] with our method.

• The description of the action of non–diagonal automorphisms within the sets
Nη ⊆ Irrp′(G

F
sc).

• The bijection also needs to preserve extension properties in the group of auto-
morphisms.

Both problems are beyond the scope of this work. For the first problem our descrip-
tion of the action of automorphisms on Nη ⊆ Irrp′(B

F
sc) in Section 11 gives some hints.

In particular we show (Proposition 11.13) that for any graph or field automorphism
that stabilizes Nη there always exists at least one character of Nη that is fixed by it.
Therefore the action of field and graph automorphisms on the sets Nη can be solely
described by their action on the conjugating elements of GF

u , that is to say:

Conjecture 16.1. Let Nη denote the orbit of η ∈ Irrp′(G
F
sc) under the action of the

group of diagonal automorphisms D and A := StabOut(GF
sc)(Nη)/D. Then the action

of A on Nη is equivalent to the conjugation action of A on D/ID(η).

Note that the action of A on D/ID(η) is well defined regardless of truth or falsity of
the conjecture. If D is cylic then ID(η)CA. In type Deven an automorphism that
acts non–trivially on D can only be contained in A = StabOut(GF

sc)(Nη) if it stabilizes
ID(η), thus ID(η)CA here as well.

For the extension problem we can make a few interesting observations, that show,
that the extension properties pose a non–trivial problem.

Proposition 16.2. (“The common case”) Let χ ∈ Irrp′(G
F
u ). Suppose Mχ, and thus

Nχ, are stabilized by a field automorphism σ and that the reduced label (a0, . . . , an)
of χ has a non–zero λ1–position (see the Proof of Theorem 11.8 for the definition of
“reduced label” and Example 11.9 for a definition of λ1–position). Then Mχ contains
a character that is stabilized by σ.

Proof. Since the λ1–position i is non–zero, we find another label (a′0, . . . , a
′
n) in Mχ

with a′i = 1 by multiplying with a−1
i in this position. Now σ stabilizes Mχ and fixes

a′i = 1 by Proposition 9.4. All other labels in Mχ have a different value at the i–th
position, since i is a λ1–position and thus all possible values are taken.

We call this “the common case”, since there exists a λ1–position in the reduced labels
for every type, and so at least (q − 1) of every q characters are in such a set. In this
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case Nχ only contains a single character by Proposition 11.6. However, a set Mχ

that is stabilized by a field automorphism, needs not always contain an invariant
character.

Example 16.3. Consider Gu of type B2 with Frobenius map F = F9 and χ ∈
Irrp′(G

F
u ) with label (µ, 0, 0) where µ is a generator of F×9 . Then Mχ contains the

characters with labels

(µ, 0, 0), (µ3, 0, 0), (µ5, 0, 0) , (µ7, 0, 0),

none of which are fixed by F3, but Mχ is stabilized by F3.

There are even examples of χ ∈ Irrp′(GF
u

∣∣ 1Z(GF
sc)) above the trivial character of

the center and field automorphisms σ, such that Mχ does not contain a σ–invariant
character even though the whole set Mχ is stabilized by σ.

Example 16.4. Consider Gu of type A8 with Frobenius map F = F73 and field auto-
morphism σ = F7. Let χ be the character of Irrp′(G

F
u ) with label (1, 0, 0, µ, 0, 0, 0, 0, 0)

where µ is a primitive 9–th root of unity. Then Mχ (of size (73 − 1)/3) is stabilized
by σ, but not a single character is fixed. The set Nf−1(χ) ⊆ Irrp′(B

F
sc) contains three

characters each of which is fixed by σ (see Section 11).
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17. List of Cartan matrices and their inverses

We use the same numbering as [Hum78], the Cartan matrices C can be found in
[Hum78, Section 11.4], their inverses are given in Table 1 of [Hum78, Section 13.2]
as the coefficients of fundamental weights. Note that Carter [Car72] and Humphreys
[Hum78] use transposed notation. We have chosen to align with Humphreys.

17.1. Type An

Dynkin diagram

1 2 n− 1 n

Cartan matrix

2 −1 0 . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 0 . . . 0
. . . . . . . . . .
. . . . . . . . . .
. . . . . . −1 2 −1 0
0 0 0 0 . . . −1 2 −1
0 0 0 0 . . . 0 −1 2


i–th row of the inverse

1

n+ 1

(
1(n− i+ 1) 2(n− i+ 1) . . i(n− i+ 1)| i(n− i) . . i · 2 i

)
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17.2. Type Bn

Dynkin diagram

1 2 n− 1 n

Cartan matrix

2 −1 0 . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 0 . . . 0
. . . . . . . . . .
. . . . . . . . . .
. . . . . . −1 2 −1 0
0 0 0 0 . . . −1 2 −2
0 0 0 0 . . . 0 −1 2



i–th row of the inverse
(

1 2 . . i| i . . i
)

i ≤ n− 1

1
2

(
1 2 . . . . . n

)
i = n

17.3. Type Cn

Dynkin diagram

1 2 n− 1 n

Cartan matrix

2 −1 0 . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 0 . . . 0
. . . . . . . . . .
. . . . . . . . . .
. . . . . . −1 2 −1 0
0 0 0 0 . . . −1 2 −1
0 0 0 0 . . . 0 −2 2


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i–th row of the inverse(
1 2 . . i| i . . i 1

2
i
)

17.4. Type Dn

Dynkin diagram

1 2 n− 2 n

n− 1

Cartan matrix

2 −1 0 . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 0 . . . 0
. . . . . . . . . .
. . . . . . . . . .
. . . . . −1 2 −1 0 0
. . . . . . −1 2 −1 −1
0 0 0 0 . . 0 −1 2 0
0 0 0 0 . . 0 −1 0 2



i–th row of the inverse
(

1 2 . . i| i . i i
2

i
2

)
i ≤ n− 2(

1
2

2
2

. . . n−2
2

n
4

n−2
4

)
i = n− 1(

1
2

2
2

. . . n−2
2

n−2
4

n
4

)
i = n

17.5. Type E6

Dynkin diagram

1 3 4

2

5 6

61



IV. Appendix

Cartan matrix and inverse
2 0 −1 0 0 0
0 2 0 −1 0 0
−1 0 2 −1 0 0
0 −1 −1 2 −1 0
0 0 0 −1 2 −1
0 0 0 0 −1 2

 ,
1

3


4 3 5 6 4 2
3 6 6 9 6 3
5 6 10 12 8 4
6 9 12 18 12 6
4 6 8 12 10 5
2 3 4 6 5 4



17.6. Type E7

Dynkin diagram

1 3 4

2

5 6 7

Cartan matrix and inverse

2 0 −1 0 0 0 0
0 2 0 −1 0 0 0
−1 0 2 −1 0 0 0
0 −1 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 2


,

1

2



4 4 6 8 6 4 2
4 7 8 12 9 6 3
6 8 12 16 12 8 4
8 12 16 24 18 12 6
6 9 12 18 15 10 5
4 6 8 12 10 8 4
2 3 4 6 5 4 3



17.7. Type E8

Dynkin diagram

1 3 4

2

5 6 7 8
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Cartan matrix and inverse

2 0 −1 0 0 0 0 0
0 2 0 −1 0 0 0 0
−1 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2


,



4 5 7 10 8 6 4 2
5 8 10 15 12 9 6 3
7 10 14 20 16 12 8 4
10 15 20 30 24 18 12 6
8 12 16 24 20 15 10 5
6 9 12 18 15 12 8 4
4 6 8 12 10 8 6 3
2 3 4 6 5 4 3 2



17.8. Type F4

Dynkin diagram

1 2 3 4

Cartan matrix and inverse
2 −1 0 0
−1 2 −2 0
0 −1 2 −1
0 0 −1 2

 ,


2 3 4 2
3 6 8 4
2 4 6 3
1 2 3 2



17.9. Type G2

Dynkin diagram

1 2

Cartan matrix and inverse(
2 −1
−3 2

)
,

(
2 1
3 2

)
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