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Abstract

This research work focuses on the generation of a high resolution digital surface
model featuring complex urban surface characteristics in order to enrich the database
for runoff simulations of urban drainage systems. The discussion of global climate
change and its possible consequences have taken centre stage over the last decade.
Global climate change has triggered more erratic weather patterns by causing severe
and unpredictable rainfall events in many parts of the world. The incidence of
more frequent rainfall has led to the problem of increased flooding in urban areas.
The increased property values of urban structures and threats to people’s personal
safety have hastened the demand for a detailed urban drainage simulation model for
accurate flood prediction. Although the use of 2D hydraulic modelling approach in
rural floodplains is in practice for quite a long time, the use of the same approach
in urban floodplains is still in its infancy. The reason is mainly due to the lack of a

high resolution topographic model describing urban surface characteristics properly.

High resolution surface data describing hydrologic and hydraulic properties of com-
plex urban areas are the prerequisite to more accurately describing and simulating
the flood water movement and thereby taking adequate measures against urban
flooding. Airborne LiDAR (Light detection and ranging) is an efficient way of gen-
erating a high resolution Digital Surface Model (DSM) of any study area. The
processing of high-density and large volume of unstructured LiDAR data is a diffi-
cult and time-consuming task towards generating fine resolution spatial databases
when considering only human intervention. The application of robust algorithms in
terms of processing this massive volume of data can significantly reduce the data

processing time and thereby increase the degree of automation as well as accuracy.



This research work presents a number of techniques pertaining to processing, fil-
tering and classification of LiDAR point data in order to achieve higher degree of
automation and accuracy towards generating a high resolution urban surface model.
This research work also describes the use of ancillary datasets such as aerial images
and topographic maps in combination with LiDAR data for feature detection and
surface characterization. The integration of various data sources facilitates detailed
modelling of street networks and accurate detection of various urban surface types
(e.g. grasslands, bare soil and impervious surfaces). While the accurate characteri-
zation of various surface types contributes to the better modelling of rainfall runoff
processes, the application of LiDAR-derived fine resolution DSM serves as input to
2D hydraulic models and capable of simulating surface flooding scenarios in cases

the sewer systems are surcharged.

Thus, this research work develops high resolution spatial databases aiming at im-
proving the accuracy of hydrologic and hydraulic databases of urban drainage sys-
tems. Later, these databases are given as input to a standard flood simulation
software in order to: 1) test the suitability of the databases for running the simula-
tion; 2) assess the performance of the hydraulic capacity of urban drainage systems
and 3) predict and visualize the surface flooding scenarios in order to take necessary

flood protection measures.
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Chapter 1

Introduction

1.1 Motivation

The discussion of global climate change and its possible consequences have taken
centre stage over the last decade. Global climate change has triggered more er-
ratic weather patterns by causing severe and unpredictable rainfall events in many
parts of the world. The incidence of more frequent rainfall has led to the problem
of increased flooding in urban areas as well as raised increased awareness of this
problem. The process of urbanization in the form of continual infrastructure de-
velopment transforms the natural vegetated catchment into concrete and asphalt
sealing. Thus urbanization exerts a great impact on urban hydrology by increasing
the surface runoff. It is a standard practice to design urban drainage systems based
on historical rainfall data. As climate change is already having effects, conventional
design methods of urban drainage systems that do not consider climate change sce-
nario will prove inadequate to accommodate large volumes of water originating from
intense rainfall and subsequent excessive surface runoff. A drainage system collects
the stormwater and conveys it further downstream before it reaches a receiveing
body of water. In a built-up area, the surface runoff travels faster over impervious
surfaces and quickly reaches the sewer system, posing the risk of an overflow from
the underground pipe systems. When the peak flow rate exceeds the capacity of

the pipe flow, the excess water is flushed back to the surface through manholes and
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water inlets as well as it prevents surface runoff from entering the sewer systems,
resulting in surface flooding. This phenomenon is known as urban flooding. At this
point no water can enter into the pipe system and water travels down the street and
spills over the neighbouring topography exposing settlements and properties to the

risk of damage.

Modelling of urban flooding is important in order to reproduce the runoff behaviour
and simulate the flood depth. The results of the simulation also provide clear un-
derstanding of the drainage system weakness. Thus, information acquired from the
simulation results help the engineers and planners to take necessary steps for the
possible renovations and improvements of the hydraulic capacity. A flood model gen-
erally consists of two modules: hydrologic (surface) module and hydraulic (sewer)
module. The hydrologic module calculates the runoff from a given intensity of rain-
fall. The hydraulic module attempts to simulate the overland flow movements and
determines the flood depth and flow velocity. However, the accuracy of the simu-
lated results largely depends on the quality of the input data and full consideration
of surface flow as well as underground pipe flow. The main inputs for a flood model
featuring the 2D flow are topographic elevation data, runoff coefficients of different
surface types and boundary conditions (Bishop et al. [16]). The topographic eleva-
tion data, also known as DEM/DSM is the most important input data to any urban
flood model and the quality of the DEM directly influence the result of the model.
A high-resolution DEM representing urban structure such as buildings and streets
etc. and a detailed friction map of various urban surfaces can only simulate the

realistic flow velocity and flood depth of a real-world urban flooding scenario.

1.2 Problem statement

The use of two-dimensional hydraulic modelling in rural floodplains has been well-
documented in a number of studies (Neelz et al. [95]; Romanowicz and Bever [105];
Nicholas and Mitchell [96]; Bates et al. [15]). The last decade has seen a huge in-
crease in the computational power of the desktop computers and the availability of
topographic data at reasonable spatial resolution has caught the attention of river

engineers/hydrologists, leading them to adopt a two-dimensional approach to flood
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modelling. However, the enthusiasm for the widespread application of 2D models
was limited to rural floodplains until the recent availability of very high resolution
terrain data of complex urban scenes. With the introduction of a dual drainage
approach (Djordjevi¢ et al. [35]), the necessity for a high-quality DEM was seriously
addressed in order to model the urban flooding problem. Initially, the dual drainage
approach was based on the 1D surface models which represented the detailed DEM
of the streets and the neighbouring urban structures. With the emergence of soft-
ware packages supporting 1D hydraulic models such as MOUSE/MIKE 11 [147],
SOBEK [146] and EXTRAN [150], and their applicability for modeling the urban
flooding problem, the simulated flood depth and flow velocity showed good corre-
spondence with the field values, although they were not exactly the same. The
inherent shortcomings of the 1D approach, such as the limited capacity to calculate
flow velocity at the street cross-section and for the topography beyond the street
network, still remain a challenge. The demand for more realistic overland flow mod-
elling and consideration of extensive impacts of buildings make it essential to adapt

the urban flooding problem to 2D hydraulic models.

While the recent advancements provided by the increased computational power have
facilitated the setting-up of the 2D models, the requirement for a fine-resolution
topographic data of a relatively large urban area and subsequent data processing still
remain a problem for efficient implementation of 2D model approaches (Bishop et
al. [16]). Apart from the requirements for a fine-resolution and large-scale database,
a clear insight into and deep understanding of various urban structures and their
potential impact on the water flow behaviour is vitally important for modelling the
urban scene’s complexity. With the availability of new-generation high resolution
satellite imagery such as IKONOS and QUICKBIRD and the emergence of airborne
laser altimetry (LiDAR), topographic elevation data and surface information at
higher spatial resolution are becoming increasingly affordable. For quite a few years,
some researchers have already been using high resolution topographic data, mainly
LiDAR derived elevation data for modelling rural and urban floodplains (Bates et
al. [15]; Neelz and Pender [94]. High resolution topographic data collection based
on field surveys for the purpose of modelling urban flooding has also been reported
in the literature (Bishop et al. [16]; Schmitt et al. [111]).
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Although LiDAR technology has a clear advantage over traditional field surveys in
terms of faster data collection, the processing of large volumes of LiDAR point data,
often totalling millions of readings for a 1km by 1 km study area, poses a challenge to
the generation of accurate DEM. Manual processing of this huge volume of data by a
human operator is a tedious as well as a time-consuming task and requires repeated
manual efforts for every new study area. The application of robust data processing
techniques is necessary in order to extract features such as buildings, trees and streets
from a large volume and highly unstructured LiDAR point cloud. Fortunately,
researchers working in the field of photogrammetry and remote sensing have come
up with a set of algorithms in order to segment and classify LiDAR data. The
proposed algorithms are diverse in nature and targeted at specific applications. For
example, the task of updating existing city building maps require a LiDAR filtering
algorithm that detects only building objects. On the other hand, the purpose of
generating a virtual city model requires a filtering algorithm that not only detects
the building objects but also recognizes each planar surface of the roofs. However,
there is potential scope for applying different LiDAR filtering/classifying techniques
in order to detect and model urban structures such as buildings, streets, boundary
walls, street kerbs etc. Unfortunately, the hydrologists, flood modellers and river
engineers have either used manual processing of LiDAR data or utilized the already

processed DEM provided by a third party (an exception is Mason et al. [88]).
Apart from generating LiDAR-derived DEM, the task of detecting different land

cover types plays an important role in improving the overall accuracy of urban
runoff model. Accurate extraction of urban land cover types using LiDAR data and
aerial images provides not only useful information in terms of infiltration, evapotran-
spiration and surface runoff parameters and characteristics but also facilitates the
calculation of surface roughness coefficients in terms of hydraulics. However, recent
works related to urban flood modelling have not used any image classification tech-
nique to extract urban land cover types. Image classification approaches are tech-
niques that produce classified maps of the land cover types of a study scene. Most of
the traditional image classification routines work on a per-pixel basis adopting the

maximum likelihood classification (MLC). Pixel-based classification is reported as
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producing unacceptable results when the pixel size of the aerial image is too small,

i.e. having finer resolution (< 10 cm to 2 m).

1.3 Research objectives

The main goal of this research is to generate a high resolution DSM capturing de-
tailed urban surface characteristics using LIDAR data, aerial images and topographic

maps. This research study focuses on the following specific objectives:

e To provide a suitable database for 2D surface flow modelling using dual drainage

approach.

e To achieve higher degree of automation in terms of processing unstructured
LiDAR data.

e To explore the suitability of using other datasets such as aerial images and
topographic maps in order to improve the overall quality of urban drainage

modelling and simulation.

e To use the integrated database in a simulation model for assessing the hy-

draulic capacity of the urban drainage systems.

1.4 Proposed approach

Surface flow due to urban flooding is a dynamic process and is heavily dominated by
the complex urban terrain. A detailed description of the complex terrain requires
detection of the topographic objects and different land cover types. The task of
topographic feature detection can be viewed as a classification task of a built-up
urban area. The goal of the classification task is to deliver a land use and land cover
(LULC) map featuring clear object boundaries as well as topographic elevation data
of a complex urban scene. Figure 1.4 shows the overall workflow of the proposed
approach. The proposed approach is a stepwise classification technique for detecting

objects (i.e., buildings and trees) and surfaces (pervious and impervious). The
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proposed approach utilizes LIDAR point data as a primary data source while aerial
images and topographic maps serve as ancillary data for feature extraction. The
first step is to separate the LIDAR point data into ground and non-ground points by
applying a suitable filtering algorithm. Both the ground and non-ground points are
treated separately in order to implement subsequent feature extraction and surface

detection techniques.

/ LbaR  / [ meral  / / Vector
data  / [ image / /  maps
Filtering
algorithm

P Y
/  Object / / Ground
points  / J points  /

/ L

Pseudo gridding and |

Planarity analysis

Separation of /"/ [ 3D street
buildingandtree / modelling

\1(

Paved and unpaved
surface detection

Integrated 3D topographic model s

,
= 4
/’/

Figure 1.1: Overall workflow to generate high resolution digital surface models.

Thus, the overall approach is to introduce the concept of hierarchical object detec-
tion and classification techniques. The topographical features can be grouped into
a number of objects such as buildings, trees, streets, micro objects (walls, fences)
and the remaining ground points. In order to perform object classification, a user
needs to handle only the non-ground points, which reduces the search domain and
computation time. Should a user be interested in street extraction and modelling,
the use of ground points only can be considered. The proposed approach is based
on the idea of automatic deployment of data processing, the selection of a suitable
algorithm and subsequent classification. The processing of various types of datasets
such as unstructured LiDAR point data, aerial images and topographic maps and

their integration in order to achieve the maximum benefit, robust algorithms per-
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taining to point data and image processing are essential to produce an accurate
classified topographic map. This study attempts to introduce efficient algorithms
from the perspective of computer vision and image processing in order to address

the task of generating high resolution urban DSM.

1.5 Organization of the dissertation

The dissertation is structured as follows:

Chapter 1 (this chapter) presents the motivation for this research work and explains
the proposed approach. This chapter also contains the research objectives and the

contribution of this research work.

Chapter 2 discusses the related work. It describes the state-of-the-art urban
drainage modelling, LiDAR data filtering, objects classification street extraction

and object-based image classification.

Chapter 3 contains information on the study areas, data types and materials used

in this study.

Chapter 4 describes the implementation of a LiDAR filtering algorithm and its

application to the two study areas.

Chapter 5 describes two classification algorithms for separating buildings and trees
from non-ground LiDAR point data. The first algorithm uses LiDAR data and aerial

images whereas the second algorithm uses only LiDAR data.

Chapter 6 describes street extraction and subsequent 3D modelling framework

using LiDAR data, topographic maps and aerial images.

Chapter 7 presents object-based image analysis (OBIA) techniques in order to

detect different surface types using aerial images and LiDAR intensity data.

Chapter 8 presents the resulting data model by integrating different topographic
data layers. This chapter also describes the application of this resulting data model

to a standard urban drainage simulation model.
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Chapter 9 presents the summary of the entire research work. Some future recom-

mendations are made for possible improvement and continuation of this research.



Chapter 2
Literature review

The occurrence of urban flooding is the result of functional deficiency of the urban
drainage systems. The main components of an urban drainage system are the un-
derground pipe networks and the surface drainage paths as well as retention ponds.
The performance of each individual component determines the overall hydraulic ca-
pacity of the urban drainage system. Thus, one of the main objectives of modelling
an urban drainage system is to understand the behaviour of the system and its re-
sponse to a specified rainfall event (Akan [3]). While the representation of sewer
networks is a priori in a flood model, modelling of surface drainage systems is much
more complex as it depends on the topography of the urban scene. The necessity of
having high-resolution spatial data to describe the hydraulic and hydrologic prop-
erties of a complex urban scene has always been a primary demand for modelling of

urban flooding using a suitable flood model.

The advancement in airborne laser scanning (LiDAR) technology has emerged as an
alternative to the field-based survey techniques and have enabled the faster collection
of topographic data. The generation of high spatial resolution LiDAR-derived DSM
featuring detailed surface drainage characteristics can serve as input data to the
existing flood simulation models. This high resolution DSM will surely increase the
surface drainage capacity of an urban drainage system and will thereby provide a
better understanding of the behavior of the systems and facilitate realistic prediction

of the flood inundations. This chapter presents state of the art urban drainage
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models and techniques related to urban surface information extraction using LiDAR
and other ancillary data such as topographic maps and aerial images. The suitable
LiDAR processing algorithms/techniques are chosen in order to address the problem

of detailed surface drainage system generation.

2.1 Urban drainage models

Conventionally, the surface runoff or surface flow is simulated by using hydrological
approaches where the runoff is computed from the rainfall using a unit hydrograph.
Traditional sewer models attempt to simulate underground drainage networks to
the point where water is inside the pipe network and there is no overflow of water
through manholes (Dey and Kamioka [33]). Without considering this sewer overflow
situation, it is difficult to simulate the realistic flooding scenario. This type of model
mainly attempts to solve Saint-Venant 1D flow equations and simulate the flow
behaviour within a drainage pipe network (Hénonin et al. [61]). Software packages
such as MOUSE (DHI [149]), INFOWORKS-CS (Wallingford Software Ltd. [154]),
and SWMM (US EPA [153]) are examples of 1D drainage network models. These
models are not able to simulate the water movement on the surface when the water
escapes from the sewer system and reaches the street surfaces (Chen et al. [23]).
Urban drainage systems have two components: 1) the underground sewer networks;
2) the surface drainage structures such as flow pathways and retention ponds. The
integration of both drainage components is important for correctly simulating the
bi-directional flow phenomena at manhole locations where subsurface (sewer) and
surface flow come into contact to exchange water. Thus, this integrated model
can make actual predictions of the extent of urban flooding. The concept of this
integrated model in urban drainage systems was first introduced in the nineties
by Djordjevié¢ et al. [36]. This concept is also known as the dual drainage model
(Djordjevié et al. [35]).

In the dual drainage concept, the surface flow paths and retention ponds and basins
are considered a major drainage system for routing surface flow while underground
pipe networks, manholes and inlets are considered a minor drainage system to carry

off subsurface flow (Chen et al. [23]). Dual drainage models are the implementation
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of 1D-1D model which means that both the drainage components have 1D hydraulic
models and the bi-directional flow exchange between surface networks and under-
ground pipes occurs through the manholes and inlets (Mark et al. [85], Schmitt et
al. [112]). However, this type of 1D modelling approach has inherent limitations
in terms of calculating surface flow at street cross-sections or on the surface where
the flow pathways are not predefined (Chen et al. [27]). Some researchers have sug-
gested implementing a 2D hydraulic model for overland flow simulation. In Carr and
Smith [20], a linking approach between 2D overland flow models and 1D pipe flow
models is described using high resolution (2m) spatial grid data. Their approach
explores many hidden flow paths on the surfaces and identifies the flood-risk areas
in a variety of urban catchments in Australia and New Zealand. Chen et al. [24]
present an inundation model by integrating a 1D dynamic channel flow model and
a 2D non-inertia overland flow model in order to evaluate the hydraulic behavior of

urban catchments with different characteristics.

There are a number of models, both commercial and open source, available to sim-
ulate sub-surface and surface drainage networks. The Storm Water Management
Model (SWMM) was developed by the U.S. Environmental Protection Agency (Ross-
man et al. [106]) and is believed to be the most widely-used software for design and
analysis of drainage systems. SWMM is a dynamic rainfall-runoff simulation model
and is used for hydraulic performance assessment and water quality modelling too
(Ha et al. [53]). The runoff component of SWMM collects the precipitation and
calculates the runoff whereas the routing component of SWMM conveys the runoff
through channels and pipes (US EPA [153]). Chen et al. [23] describe the SWMM
model as an open source and its hydraulic engine is widely used in commercial
software packages such as PC SWMM (Computational Hydraulics Int. [151]), XP
SWMM (XP Software Inc. [152]) and MIKE SWMM (DHI Software 2002 [149]).
However, there are other software packages that do not use SWMM; rather, they
have their own hydraulic solvers such as MOUSE (DHI Software 2003 [149]) and
Infoworks-CS (Wallingford Software Ltd. 2006 [154]). Apart from the above-
mentioned software, there are other software packages that are the research products

of certain research groups working at universities or research institutes. SIPSON



12 Literature review

(Djordjevi¢ et al. [36]), RiSUrSIM (Schmitt et al. [112]) and UIM ((Chen et al. [24])

are some examples, to mention but a few.

Djordjevié et al. [36] use the SIPSON model to describe the interaction between pipe
flow and overland flow. They use 62 street channels, cross-sections at nine points
and 26 points where manholes link between sewer and surface flow to represent a
catchment area of 15 ha. The SIPSON model works on the assumption that the
surface flow is 1D and the simulation results show good agreement with the reality
as long as the sewer system is not overloaded.However, the simulation results show
large discrepancies when the sewer system is surcharged. They do not properly
delineate the surface storage volume where water can stay longer. The problem
mentioned hints at the basic necessity of detailed surface model generation to feed
into the SIPSON model. Consideration of street channels alone is not a real-world
representation of the catchment and there are other types of land cover in a built-up
urban area that have a potential impact on runoff, surface routing and flow velocity.
Schmitt et al. [112] use the RisUrSim model to make an assessment of urban flooding
by dual drainage simulation. Very high-resolution surface data of two streets in a
residential area are chosen as input data to the RisUrSim model. The data collection
procedure is, however, manual and they could not validate the model against field

data as there were no flooding events during that time.

Ettrich [42] uses airborne LiDAR-derived DSM for a relatively large (500m x 500m)
study area as input surface data to the RisUrSim model. He describes the impor-
tance of assigning hydrologic properties characterization to the catchment area such
as degrees of impermeability and permeability. However, he does not perform any
surface characterization and assumes that runoff occurs only on the street and that
water is fed into the street from the surrounding catchment area in a unidirectional
way. Ettrich [43] presents an updated version of his previous work by considering
the surface property of the catchment area in addition to elevation data. Surface
properties such as friction loss, depression loss and infiltration loss are assigned to
each type of surface. Another aspect of this work includes detailed modelling of
streets, street kerbs, sidewalks and boundary walls next to streets. The building
footprints on the catchment area are kept as holes (no area) on the assumption that

flood water cannot replace building positions. Modelling of street kerbs and bound-
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ary walls is performed manually and surface classification is dependent on visual

interpretation from aerial photos.

Chen et al. [23] present an integrated numerical model to describe overland flow by
UIM model (Chen et al. [24]) and pipe flow by SIPSON model. They use LiDAR-
derived DSM (digital surface model) for the surface model. The spatial resolution
of the grid is coarse (2m) and they do not make any surface classification. Bishop
et al. [16] use a detailed 2D hydraulic modelling in three urban developments. They
investigate the typical friction parameters of residential properties in predicting flood
inundation using MIKE 21 environment. They make a very detailed field survey
in order to generate 2m resolution DEM. Vojinovic et al. [125] study the effects
of DEM resolution on urban flooding. They use two types of DEM: 1) a DEM
where buildings and streets are kept as hollow objects; 2) a DEM where streets are
lowered intentionally relative to the surrounding topographic height. They apply the
friction coefficients as a general rule of thumb. Hunter et al. [69] present a study on
benchmark testing of 2D hydraulic models for urban flooding using high-resolution
DEM and six 2D hydraulic models. However, they use 2m resolution DEM provided
by a third party (OS Mastermap) and the insertions of street kerbs are manually
edited.

In essence, a number of flood simulation models are available, both commercial
and open source. The fully integrated 1D-2D approaches are becoming popular
for modelling urban flooding. The requirement for high-resolution surface data to
describe complex urban surfaces is still an ongoing research topic. The emergence
of LiDAR technology has met the demand for high-resolution spatial topographic
information. But the efficient processing of large volumes of unstructured point
data acquired by LiDAR sensor and subsequent automatic urban feature detection
remains a challenge for the flood modellers. Very recent studies (Vojinovic et al.
[125]; Hunter et al. [69]) still rely on a significant amount of human interaction
in producing a DEM before feeding it into a 2D hydraulic model. A land cover
map of an urban scene deriving from a suitable image classification technique is a
potential source for acquiring runoff coefficients of different types of urban surface.
Determination of runoff coefficients (i.e. friction parameters) based on advanced

image classification has not been fully employed within the context of urban flood
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modelling. Although there exists a number of detailed urban drainage simulation
models, still there is a high need for a high resolution spatial database representing

urban surface characteristics.

2.2 LiDAR data to generate high resolution DSM

This section briefly presents the technical aspects and operating principles of the
LiDAR (Light Detection and Ranging) system. LiDAR is an active remote sensing
technology meaning it is capable of operating independently of sunlight conditions.
In recent years, LIDAR has emerged as a surveying tool, especially for the acquisi-
tion of terrain data. The LiDAR system, when mounted on an aircraft, can measure
the topographic elevation data by sending a laser pulse to target the ground. At the
same time, the LiDAR system records the geographic coordinates of the targeted
ground points and delivers them as discrete point clouds. The history of LiDAR
technology can be traced back over 40 years. In the 1970s the National Aeronau-
tics and Space Administration (NASA) developed the LiDAR technology, and its
commercial application started in the mid-1990s (Bartels and Wei [13]; Pfeifer and
Briese [98]). Figure 2.1 illustrates a typical airborne LiIDAR system with its embed-
ded components: a laser scanner, a GPS (Global Positioning System) and an INS

(Inertial Navigation System).

LiDAR technology also ensures a high level of accuracy while collecting topographic
elevation data. LiDAR technology is reported as having a vertical accuracy of 15cm
and a horizontal accuracy of 50cm (Neelz and Pender [94]). However, the vertical
accuracy can be improved to 10cm with a low (i.e., 400m) flying height (Hu [68]).
The horizontal inaccuracy can be fixed up to a desired level by applying image
co-registration techniques. At present, there are many commercial LiDAR systems
available on the market providing high-density and high-accuracy topographic ele-
vation data (Baltsavias [12]; Hu [68]). The typical point densities of LIDAR sensors
vary from 1 point in 2-4 square meters to 1-8 points per square meter. Besides eleva-
tion information, LIDAR data contain rich information about different surface types
in a complex urban scene, such as bare earth, buildings, streets and parking lots.

LiDAR-derived height information is an important attribute for differentiating ter-
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Figure 2.1: A typical airborne LiDAR system mounted on the aircraft with its
embedded components (www.fs.fed.us).

rain and non-terrain points, while LIDAR intensity data can provide information on
various surface types. The emergence of LIDAR technology and its ability to acquire
high-density topographic data along with its cost-effectiveness have made it a more
popular choice than field survey and conventional photogrammetry-based terrain
modelling (Liu [82]). The accurate and efficient generation of DTM and DEM can
be greatly facilitated by using LiDAR data (Forlani and Nardinocchi [47]). There
has been a remarkable increase in the use of LIDAR data for DTM and DEM gener-
ation over the last decade as more reliable and accurate LIDAR systems have been
developed during this time (Sithole and Vosselman [119]).

In traditional photogrammetry, there is a branch known as stereoscopy or stereopho-
togrammetry which deals with 3D observation of a scene with the help of two
or more photographic images of the same scene viewed from different observation
points. However, in a dense urban scene with tall buildings creating occlusions
and in forested areas with a thick canopy layer, traditional stereoscopic techniques

cannot perform well due to the lack of viewing clarity from different positions in
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a particular scene. Krauss and Pfeifer [79] demonstrate that the accuracy of the
LiDAR-derived DEMs in forested areas is equivalent to that of photogrammetry-
derived DEMs in open areas (Liu [82]). Knabenschuh and Petzold [76] describe the

suitability of using Laser scanning in surveying and mapping agencies in Germany.

Since 1994, in the field of modelling rural and urban river flooding, there has been
increased use of LiDAR-derived high spatial resolution DTMs (Neelz and Pender
[94]). Mark and Bates [86] use LiDAR-derived topographic representation of the
River Stour floodplain. They predict realistic discharge at the downstream using
a 2D hydraulic finite element scheme and LiDAR-derived accurate DEM. Bates et
al. [15] investigate the optimal use of high-resolution topographic data in river flood
inundation models. They suggest the extraction of linear features from LiDAR
data. Neelz and Pender [94] experimentally show that artificial roughness added to
DEMs can significantly slow the flow velocity, thereby affect the manning’s ‘n’ value.
Objects on the DEMs, such as buildings, constructed river banks, streets and dykes,
play an important role in flow dynamics and flood propagation, and those objects
must be accounted for in any flood model set-up with the help of LiDAR-derived
DEM and DTM (Vyas [129]).

2.3 Filtering algorithms of LiDAR data

Filtering is the process of separating LiDAR data into ground (terrain) and non-
ground (objects) points. Thus, filtering serves the purpose of generating a DTM by
removing the objects on top of it as well as acting as a pre-classification step towards
identification of different objects (buildings, trees etc). Figure 2.2(a) presents the
schematic diagram of an urban topography and LiDAR points hitting the ground
as well as the objects. Figure 2.2(b) illustrates the separation of ground (red) and

non-ground (black) points after filtering process.

Many algorithms have been designed in the last decade to filter LIDAR data into
ground and non-ground points (Vosselman [128]; Sithole [118]; Shan and Sam-
path [115]). Vosselman [128] proposes a ‘slope-based” method from a morphological

image-processing context and the use of an erosion operator. He assumes that the
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Figure 2.2: Filtering of LiDAR point data.

performance of the filter deteriorates with the decreasing number of LiDAR points.
Sithole [118] modifies the ‘slope-based’ filter by incorporating a threshold value that
takes into account both terrain and slope information. Shan and Sampath [115]
address the problem of separating LiDAR point data into ground and non-ground
points as a labelling process. They introduce the concept of one-dimensional la-
belling followed by a linear regression technique. Most of the aforementioned algo-
rithms work on the LiDAR grid data or LiDAR-derived range image. Few of them
work on the raw LiDAR point clouds. There are advantages and disadvantages of
performing filtering operations on both types of LiDAR data (i.e. raw and grid
data). Raw LiDAR point clouds are supplied as irregularly distributed points cap-
turing the three-dimensional information of the topography. When the raw point
cloud is transformed into image data or grid data, the original surface information

is interpolated and to some extent altered. The conversion of raw point data into
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image or grid data is known as ‘rasterization’. Rasterization creates “raster images”
which offer the ability to exploit the standard image-processing tools (Filin and
Pfeifer [45]).The rasterization process also involves some disadvantages in terms of
neighbourhood definition and retrieval of original data. Also, during the process
of rasterization, the original x, y coordinates of LiDAR data are converted into
matrix indices containing elevation data for each grid. The matrix or raster for-
mat is actually a 2.5D model, which is the representation of original 3D LiDAR
data. Therefore, rasterization involves interpolation resulting in the masking of the
original data (Filin and Pfeifer [45]).

There are some filtering algorithms designed for raw LiDAR point data (Bartels and
Wei [13] ; Roggero [104]; Bartels and Wei [14]). Bartels and Wei [13] propose an
algorithm called ‘skewness balancing’ in order to separate ground and object points.
The assumption behind their algorithm is that terrain points tend to exhibit normal
distribution while object points cause disturbance in the normal distribution pattern.
So removal of those object points in an iterative manner in order to restore the
normal distribution of the terrain points is the main goal of their algorithm. Bartels
and Wei [14] propose an extended version of the ‘skewness balancing’ algorithm in
order to make this algorithm perform better in a terrain with steep slopes. Roggero
[104] develops the region-growing algorithm, which is based on a principal component
analysis of noisy raw LiDAR point data. The principle behind his region-growing

technique is the aggregation of neighbourhood points.

Automatic separation of ground and non-ground points from LiDAR data has proved
to be a difficult task when dealing with large areas of varied terrain characteristics
(Liu [82]). Scientists working with LIDAR data have not yet been able to come
up with a universal error-free solution that can ensure accurate object extraction.
In the last ten years, many filtering algorithms have been developed for automatic
separation of ground and non-ground points from LiDAR point clouds (Nardinocchi
et al. [92]; Sithole and Vosselman [119]; Filin and Pfeifer [46]; Kobler et al. [77]).
Forlani and Nardinocchi [47] put all the existing filtering algorithms into three cat-
egories. The first category of algorithms searches for the minimum elevation point
in a neighbourhood scale and assigns it as a ground point by using morphologi-

cal filters with appropriate structuring elements (Vosselman [128]; Sithole [118]).
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The second group of algorithms attempts to fit an interpolating surface to the data
and calculate the distance of each individual point from this surface. Points hav-
ing a measured distance bigger than a threshold are labelled as non-ground points
(Krauss and Pfeifer [79]; Axelsson [10]; Brovelli et al. [18]). The following Figure 2.3

illustrates the concept of surface based filtering techniques.
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Figure 2.3: Filtering technique by surface fitting approach.

The third category of algorithms performs segmentation as a pre-step to classi-
fication. When the segmentation is finished, classification of ground and non-
ground points is performed using clustering techniques (Roggero [104]; Nardinocchi
et al. [92]). Although many filtering algorithms have been proposed in recent years,
no single filtering algorithm can perform equally well in a variety of landscapes.
The reasons for these limitations are mostly related to the degree of complexity of
terrains, and assumptions or threshold values to separate features do not match the
reality (Forlani and Nardinocchi [47]).The sensitivity of the LiDAR filtering algo-
rithm may affect the performance of the flood simulation model if it underestimates
the object definition. Objects such as boundary walls, fences and other artificial
items may be erroneously removed from DTM if the height and slope threshold
value of the filtering algorithm is set too low, as these objects guide the overland
flow (Neelz and Pender [94]). Abdullah et al. [1] describe the DTM generation
process by considering the idea of micro objects detection. They describe objects
such as ramps, dividers and boundary walls as micro objects. They tested existing
filtering algorithms on their cases and chose the best one depending on the RMSE

error analysis.

In essence, the field of LiDAR filtering has been enriched by the contribution of

many researchers, most of whom have backgrounds in geosciences and computer
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sciences. Generation of a detailed DEM by applying a suitable filtering algorithm
is a crucial issue in retaining the urban micro structures on the DEM. Further
insight and careful parameterisation are necessary for an accurate representation of
a DEM adaptive to urban flood modelling. In this study a surface-based filtering
algorithm will be discussed in Chapter 4. The concept of fitting a parametric plane
equation is implemented here for the separation of ground and non-ground points

while retaining the micro-objects on the ground.

2.4 The identification of objects (buildings and

trees)

This section presents the State of the art of object classification i.e. buildings and
trees. In recent years researchers have proposed a number of methods to detect
buildings and trees using different sensors’ data. All those methods vary in approach,
degree of automation and use of data types. This section will restrict itself to
describing the literature related to LiDAR and other ancillary data in detecting
buildings and trees. Previous work on LiDAR classification can be categorized
as follows: (i) classification of LiDAR data into terrain and non-terrain points;
and (ii) classification of non-terrain points into features such as trees and buildings
(Charaniya et al. [22]). The first type of classification is known as filtering algorithm

and is presented in Section 2.3.

The automatic detection of buildings and trees using only LiDAR data has been
well documented in various studies (Roggero [103]; Carlberg et al. [19]; Chen and
Zakhor [25]). Roggero [103] fits a local plane for separating buildings and trees
from non-ground LiDAR point data. A non-ground point belongs to a building
if there exists a local plane and the central point fits the plane. Carlberg et al.
[19] present the classification of urban landscape using airborne LiDAR data and
employing 3D shape analysis technique. They apply a region-growing technique for
identifying ‘planar’ and ‘scatter’ regions. They consider the ‘scatter’ regions as trees
and planar regions as ground/buildings. They further separate the buildings from

ground using local height texture. Chen and Zakhor [25] convert LiDAR point data



2.4 The identification of objects (buildings and trees) 21

into depth image and perform segmentation followed by classification techniques.
They compute height variation, edge density and contour non-linearity in order to

classify buildings and trees.

The aforementioned works are examples of a segmentation-based classification ap-
proach. Some researchers have attempted to perform per-pixel classification (Lodha
et al. [83]; Charaniya et al. [22]). Lodha et al. [83] present a multiclass classifica-
tion approach using scattered LiDAR height data and applying a machine learning
algorithm called AdaBoost. They identify five attributes, namely height, height
variation, normal variation, LiDAR return intensity and image intensity, in order
to produce training data for carrying out supervised classification. They manually
label 25-30% of the entire dataset. Charaniya et al. [22] present a similar multiclass
classification approach using a parametric supervised classifier. They use a Gaussian
mixture model for training data generation which covers 30% of the entire dataset.
Thus, both the approaches proposed by Charaniya et al. [22] and Lodha et al. [83]

require significant effort to train the dataset.

Some research in the direction of multiclass classification with a higher degree of
automation has also been carried out (Axelsson [10]; Maas [84]; Filin [44]). Axels-
son [10] separates the ground surface from LiDAR point data by applying Minimum
Description Length (MDL) models and constrained spline functions. Later he clas-
sifies buildings and trees from non-ground points using a cost function based on
the second derivatives of the height function. However, he does not present any
classification accuracy of the produced result. Mass [84] describes the potential
use of height data and height texture measurement in LiDAR data segmentation
and classification. He segments the LiDAR point data into ground and non-ground
points using height data. In the next step, he applies height texture measurement
to separate buildings and trees from non-ground points. Filin [44] describes a clus-
tering technique for extracting various surface patterns from airborne LiDAR data.
Later he applies height and slope threshold to each surface patch to distinguish
four surface categories: 1) forest, 2) low vegetation, 3) smooth topography and 4)
planar surface. Alharthy and Bethel [6] propose a two-stage classification algorithm
to distinguish between buildings and trees using first and last pulse LIDAR return.
First, they calculate the difference between first and last pulse and then apply local
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statistical inference over a small window. Oude Elberink and Mass [39] investigate
the potential of the anisotropic height texture in the LiDAR range image for auto-
matic detection of trees. Demir and Baltsavias [32] focus on the accurate detection
of buildings using LiDAR data and multispectral aerial images. They apply a series
of classification methods in two test areas. Their methods include: 1) comparison
of DSM/DTM in combination with vegetation index analysis; 2) supervised classi-
fication and 3) analysis of raw LiDAR DSM.

There has been some research devoted to detecting buildings and trees by com-
bining aerial image and LiDAR data. While some researchers use colour infrared
(CIR) images with LiDAR data (Haala and Brenner [54]); Vigtle and Steinle [124]),
others preferred, green and blue (RGB) images (Matikainen et al. [89]); Salah et
al. [109]; Demir and Baltsavias [32]). Haala and Brenner [54] describe the technique
of combining LiDAR-derived DSM as an additional channel in combination with
three CIR channels. They use ISODATA clustering technique to classify different
objects. Vogtle and Steinle [124] present a method of stepwise elimination of objects
that are not buildings. They calculate the Normalized Difference Vegetation Index
(NDVI) followed by the masking out of vegetated areas. Their method exploits both
the spectral as well as spatial information such as shape and size parameters of an
object. Matikainen et al. [89] present a classification tree-based approach to detect-
ing buildings. In their method, they utilize different combinations of 44 attributes
deriving from first pulse DSM, last pulse DSM and aerial image. Their proposed
method requires a significant number of training segments for the construction of a
classification tree. Salah et al. [109] describe a multiclass classification method using
Self-Organizing Map(SOM). They calculate 22 uncorrelated feature attributes from
aerial image, LiDAR intensity image and LiDAR DSM.

In recent years there has been a tendency to use decision tree classifiers in order to
classify remotely sensed data. In Friedl and Brodley [49], the suitability of decision
tree classification algorithms for classifying remotely sensed images has been tested.
They apply three different types of classification algorithms- univariate decision tree,
multivariate decision tree and hybrid decision tree to classify remotely sensed data.
Their methods outperform the maximum likelihood classification approach. The

main strength of a decision tree classifier is its ability to split up a complex deci-
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sion systems into a number of simpler decisions by virtue of its explicit classification
structure (Safavian and Landgrebe [108]). Lawrence et al. [80] introduce the concept
of stochastic gradient boosting (SGB) in order to enhance the capability of tradi-
tional classification tree analysis (CTA). They make a comparison of CTA and SGB
approaches using three remotely sensed data including an IKONOS image. They
conclude that the results of the SGB approach show higher accuracy than the CTA
approach. The use of a decision tree is particularly interesting when it comes to
the use of multisource datasets when different types of possible input attributes are
used (Matikainen et al. [89]).

Pfeifer et al. [99] present an overview of the algorithms devoted to the detection
of buildings using airborne LiDAR data. They perform the evaluation of two al-
gorithms: 1) building detection based on hydrological raster tools and 2) build-
ing detection by Dempster-Schafer fusion of LiDAR data and multispectral images.
They conclude that on pixel level hydrological tool approach performs better than
Dempster-Schafer approach. However, their work is not fully automatic. Zhang et
al. [138] present an automatic framework of building footprint reconstruction. Their
proposed framework involves a series of algorithms. In the first step, they apply fil-
tering technique in order to separate ground and non-ground points. In the second
step, a segmentation algorithm followed by a plane-fitting technique is implemented
to separate the buildings from the non-ground points. In the final stage they connect

the boundary points of the raw building points.

The previous works on the classification of buildings and trees use a variety of data
sources. Some researchers have used only LiDAR height data while the others opt
for the combination of different data sources. Various combinations of data sources

for the task of classifying buildings and trees can be assembled as follows:

e The use of LiDAR height data only.

e The use of LIDAR height and intensity data.

The use of LiDAR height data and aerial image.

The use of LiDAR height, intensity and aerial image.

The use of LiDAR height data and topographic maps.



24 Literature review

In this study, two different approaches for classifying buildings and trees using dif-
ferent combination of data sources will be presented in Chapter 5. Both approaches
are structured as an unsupervised region growing clustering technique which is fol-
lowed by a knowledge-based classifier. The first approach uses LiDAR height and
aerial image information whereas the second approach uses the LiDAR height data

only.

2.5 Street/road detection

Streets are the primary preferential paths for the propagation of flood water in the
event of urban flooding. Proper representation of street networks in the urban DSM
and their geometric characterization are important for better quality of the simula-
tion results. This section presents the literature works devoted to the detection of

streets using remotely sensed images, LiDAR and other ancillary data.

Automatic street/road extraction from aerial and satellite imagery has been a re-
search topic for more than twenty years. The resolution of optical images has a
direct influence on the proposed approaches to automated street extraction. For
example, an image with a spatial resolution of about 1 metre or more would cause a
given street network to appear as a linear feature with bright or dark radiance (Rot-
tensteiner [107]). It has been standard practice to treat the roads/streets as linear
features (Hu [68]). A line-fitting or curve-fitting algorithm is an appropriate choice
to extract a street network in the presence of coarse resolution imagery (Wiede-
mann and Ebner [132]; Dial et al. [34]; Gecen and Sarp [51]; Heipke et al. [60]).
Wiedemann and Ebner [132] present the idea of link generation between the ex-
tracted road components. Their methods result in better reconstruction of road
connectivity and network topology. Gecen and Sarp [51] use four satellites imagery
and apply a high pass filtering technique to extract streets automatically. They
also compare the effect of image resolutions on the degree of automation. Heipke
et al. [60] describe three techniques to extract streets in an automatic way from
both high and low resolution imagery. They apply 1) a line-fitting algorithm, 2)
a combination of line-fitting and high resolution grouping and 3) a combination of

line-fitting algorithm and snake theory. With the emergence of very high-resolution
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aerial and satellite images, streets are being treated as having distinct geometric
patterns. Besides, a street surface is believed to exhibit spectral homogeneity which
might be disturbed by the presence of occlusions such as cars or trees (Hinz and
Baumgartner [63] ; Zhang [136]). Hinz and Baumgartner [63] exploit contextual
information in high-resolution images. They use multiple views of urban scenes in
order to deal with occlusions. Zhang [136] applies a knowledge-based image analysis
technique for constructing a 3D street network. He uses colour images and spatial

database for this purpose.

In recent years, many approaches and algorithms have been proposed in the liter-
ature. Mena [90] presents the state of the art of street/road extraction algorithms
from aerial and satellite imagery. The author includes almost 250 references which
cover a variety of topics such as street extraction and modelling, street-tracking
algorithms and morphological and dynamic approaches related to automatic street
extraction. Mena [90] also classifies the street extraction algorithms based on: 1)
present objective, 2) extraction technique applied, 3) types of sensor utilized and
4) mid- and high-level methods. Most of the approaches are different in nature
because of the use of different objectives, data sources, various assumptions about
street models and their degree of automation. Some methods work without us-
ing much prior knowledge and they are thereby vulnerable to disturbances such as

shadows and other occlusions (Park and Saleh [97]; Hu [68]).

Price [100] takes an urban scene as a case-study and explains that street extrac-
tion using only spectral information is not sufficient when dealing with complex
urban areas. For example, the similarity in spectral response from objects such as
buildings and streets always produce misclassification. The situation worsens when
overhanging trees, roofs and tall walls cast a shadow on the street, thus making it
difficult for any kind of algorithm to work (Hu [68]). Other sources of data, such
as DTM/DSM and existing GIS maps, can be used to improve the quality of the

extracted street network in an urban scene.

Two types of algorithms have been proposed in recent years, namely automatic and
semi-automatic. The semi-automatic system implies that the algorithm needs user-
defined input or seed points. The first stage of a semi-automatic system is to input

seed points interactively; the next stage is street centerline extraction by template
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matching (Airault et al. [2]; Hu and Tao [67]; Ameri et al. [7]). Airault et al. [2]
present two different techniques in order to improve the semi-automatic street ex-
traction process from digital image. They incorporate the idea of fully automatic
initialization by a pre-computed street network graph. Hu and Tao [67] propose
a method for extracting the street centerline from high-resolution imagery using a
hierarchical grouping approach. Their method is computationally less expensive as
they select the street segments gradually. Ameri et al. [7] describe a semi-automatic
street extraction approach where they combine several techniques such as spectral
clustering, morphological filtering and the use of graph theory. They use multispec-

tral and pan-sharpened IKONOS images in their study.

Easa et al. [38] propose an automatic street extraction algorithm using IKONOS
image with 1m spatial resolution considering two types of horizontal curves. Their
proposed street extraction algorithm is designed to detect two types of curves: cir-
cular curve and reverse circular curve. The automatic extraction system avoids the
necessity of any user-defined seed points and detects street/road candidate pixels in
the image by edge detection followed by the line-fitting Hough transform algorithm.
Figure 2.4 illustrates the detection of simple curve. In Wang and Trinder [131], an
automatic street extraction algorithm is proposed using low-resolution images. They
assume streets as linear features and apply a morphological operator to extract the
street pixels. Later they apply split-and-merge algorithm in order to smooth the

extracted street lines.

There are other approaches that combine aerial images and LiIDAR data to produce
3D street networks in an automatic way (Hu et al. [66]; Zhu et al. [140]). Zhu et
al. [140] present a fully automatic street extraction algorithm by combining aerial
photos and LiDAR data. They introduce the concept of associated road line (ARL)
and real road line (RRL) and the gaps of RRL are compensated by the correspond-
ing ARL. A great deal of existing works focus on the use of 2D images. This may be
useful as long as the intention is to produce 2D cadastral maps or any other 2D vi-
sual interpretation. But height and slope are important criteria of a street segment
or a whole street network in urban flooding simulation. Inherent and contextual
information on the street network can be exploited by using elevation data.When

the existing algorithms based on 2D image processing techniques show limitations
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Figure 2.4: Detection of simple horizontal curve (Easa et al. [38]).

or perform poorly because of the presence of shadows/occlusions, the use of eleva-
tion data as DSM derived from LiDAR technology can provide information on the

shadow /occluded regions.

Some automatic methods extract the street network only by exploiting LiDAR
data (Clode et al. [29]). Sometimes, automatic methods can also use existing GIS
databases as ancillary information to guide the street extraction procedure accu-
rately and improve the accuracy and reliability (Zhang et al. [137]). Zhang et al. [137]
use elevation data as additional information along with colour aerial images for im-
proving the result of street classification of the regions that were under shadow.
Their developed framework takes into consideration contextual information as well
as knowledge-based decision rules. Zhang [139] photogrammetrically reconstructs
and updates 3D street networks by combining GIS data and stereo aerial photo
(Chen and Lo [26]). Chen and Lo [26] propose a street modelling approach divided

into two parts: 2D street networking and surface modelling. The street network-
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ing stage is implemented by establishing street centrelines from sides of the street
polygons. In the surface modeling stage, airborne LiDAR data are extracted using
a local neighborhood definition. The data combination techniques using LiDAR
and topographic maps have been described in the literature to produce 3D street
models. Hatger and Brenner [59] combine GIS map and LiDAR-derived DSM to
compute street centrelines by employing a region-growing technique and computing

geometric parameters.

Kada et al. [73] use GIS data to detect the street centreline first and then constructed
the street surface from LiDAR-derived DEM by using a least square adjustment
technique. Thus they produce a 3D street network with clearly defined boundaries.
Vosselman [126] integrate LiDAR data and GIS maps to reconstruct single-layer
street models. In this model, street polygons are manually edited and street candi-
date points obtained from LiDAR data inside street polygons are extracted. Later,
the triangular irregular network (TIN) is generated to construct the street surfaces.
Oude Elberink and Vosselman [40] concentrate on the construction of multi-layer
street networks. They combine LiDAR data and GIS maps for this purpose. They
extract street candidate points with the help of GIS polygon maps and determined
different level of street networks from LiDAR elevation information. Oude Elberink
and Vosselman [41] present an extension of their previous work by incorporating a
full degree of automation and consideration of constraints for modelling topological

properties.

The recent research trend has shown that fusion of LIDAR data and topographic
maps (GIS maps) is the most effective way of constructing realistic street models.
There are algorithms and techniques available to extract street/road networks from
LiDAR data alone or with the help of other ancillary data. But there is hardly
any work describing the automatic extraction of street network from LiDAR data
and applying it within the context of urban flooding simulation. Moreover, detailed
street modelling, such as street models with distinct sidewalks, kerbs and traffic lane

elements, has not been described in recent works in an automatic fashion.
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2.6 Impervious (paved) and pervious (unpaved)

surface detection

Urban areas are usually covered by an overwhelming amount of concrete jungles
(e.g. buildings, bridges) and paved surfaces (e.g. streets, parking lots, tennis courts).
However, the presence of unpaved surfaces (e.g. grass and bare soil) is also noticeable
if not as pervasive as paved surfaces. Paved surfaces can be impervious, partially
pervious and pervious as shown in Figure 2.5(a), (b) and (c) respectively. In this
study the term ‘pervious surface’ refers to both the grassland and bare soil while the
term ‘impervious surface’ includes all types of paved surfaces. The reason behind
this simplification is linked to the fact that both the investigated study areas: the
Alcatraz and the Casimirring do not present variety of paved surfaces except the
fully impervious paved sufaces. At the same time this study does not overlook the
importance of differentiating among the subclasses of paved and unpaved surfaces.
A subset of image containing bare soil and grassland surfaces is attempted to classify

in Chapter 7 as an additional investigation.

(b)

Figure 2.5: Different types of paved surfaces.

The runoff coefficient in an urban catchment area is highly influenced by the impervi-
ous and pervious surface characteristics, as they play a big role in creating discharge
and affecting the amount of rainwater entering a storm sewer system (Ravagnani et
al. [101]). The process of urbanization involves the increase of impervious surfaces

by encroaching natural watersheds and vegetation. In fact, the urbanization pro-
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cess and the increase in impervious surfaces are the flip side of a coin. Impervious
surfaces such as those with concrete and asphalt layers on top do not allow water
to percolate through them. In cases of precipitation, this surface produces maxi-
mum runoff, leading the water into the drainage network. Urban flooding is mainly
caused by ‘rainfall overwhelming drainage capacity’, so proper identification of im-

pervious surfaces is an important task in modelling urban flooding (Aktaruzzaman
and Schmitt [4]).

A considerable amount of remote sensing research has focused on the issue of how
to accurately map impervious surfaces. Ridd [102], Ji and Jensen [72], and Wu
and Murray [133] mostly use statistical classification approaches with moderate-
resolution satellite imagery. Hodgson et al. [64] use high-resolution aerial images
and LiDAR height data for mapping urban parcel imperviousness. The automatic
detection of different types of land cover from satellite imagery can be traced back
to 40 years ago. This was the time when the Landsat-1 satellite was launched into
space. Statistical classification approaches such as maximum likelihood (supervised)
and ISODATA clustering (unsupervised) were widely used until the mid-90s by many
researchers (Anderson and Anderson [8]; Anderson et al. [9]; Jensen [70]; Smith et
al. [120]). With the emergence of a new generation of satellite images, e.g. IKONOS
and QUICKBIRD, with finer spatial resolution, researchers in the field of remote
sensing have tended to switch to non-statistical land cover classification approaches
such as artificial neural networks and expert systems. One of the main advantages
of non-statistical approaches over statistical approaches is that there is no need
to make any statistical assumptions (Tullis and Jensen [122]; Hodgson et al. [64]).
Both neural networks and expert systems are approaches that require a considerable
amount of human interaction to train the datasets; this is often tedious and time-
consuming. A neural network can mimic the human brain by learning and adapting
itself to better classify a dataset. Neural networks are designed by assigning a
hidden weighting layer which cannot be modified directly by the users during the
application period (Tullis and Jensen [122]). On the other hand, expert systems
are designed from the knowledge base of human expertise that users can directly
control [141]. Expert systems are easy to implement and are more widely used than

neural networks [142].
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Frankhauser [48] uses high resolution aerial images (25cm, 30cm and 75¢m) in order
to automatically detect impervious areas in an urban scene by applying a pixel-
based maximum likelihood classifier (MLC). Despite satisfactory accuracy (>90%),
the classified image shows some misclassified pervious pixels on the rooftops and
some impervious pixels in the middle of pervious areas. Frankhauser [48] explains
that MLC attempts to classify each individual pixel instead of taking into account

the spatial information of the neighbouring pixels.

Pixel-based image classification exploits only spectral information hidden in each
pixel as digital numbers (DNs) and calculates some kind of spectral similarity mea-
sures (Gao and Mas [50]; Dean et al. [30]). This type of approach does not con-
sider spatial and contextual information about the image. The efficiency of the
pixel-based classification approach is questionable when dealing with high resolution
satellite imagery such as QUICKBIRD (Xiaoxia et al. [134]). In order to overcome
the limitations of the pixel-based image classification, the concept of Object-based
Image Analysis (OBIA) has gained popularity recently. The idea of OBIA was
first introduced in the 1970s when Kettig and Landgrebe [75] propose an image
classifier by using both the spectral and spatial information (De Kok et al. [78]).
The concept of OBIA gained further popularity with the development of edge-based
and texture-based segmentation algorithms (Haralick and Shapiro [57]; Hofman et
al. [65]). In the last decade, the astonishing improvement in computer hardware
and computational power, the availability of high-resolution satellite imagery and
the emergence of Definiens software [156] have triggered a massive demand for the
OBIA approach. The OBIA approach segments an image into a number of homo-
geneous image objects. Afterwards, a knowledge-based rule-set approach or nearest
neighbour classifier is used to assign a class label to each segmented image object
(Myint and Stow [91]). In the OBIA approach the classifiers are soft-classifiers which
means that they are designed based on the theory of fuzzy logic. A soft-classifier
assigns a class label to an image object by using a membership function (Dehvari
and Heck [31]). The rule-set approach also uses a membership function in order to

define the user’s expert knowledge to guide the classification procedure (Myint and
Stow [91]).
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In this study, the OBIA approach has been used in order to extract urban land cover
types using high resolution (10cm) aerial images and LiDAR intensity data. The
accurate detection of land cover types can ensure appropriate assignment of runoff
coefficients to an existing urban flood model and improve the quality of rainfall-

runoff modelling while using 1D-2D approach.



Chapter 3

Materials and data types

3.1 Introduction

This chapter contains information on the study areas, different source of data types
and software packages used in this research work. The quality of various data
sources influences the desired level of accuracy in the output map. The application
of suitable data processing techniques depends on the inherent characteristics of the
data.

3.2 Study area

Two test areas with different topographic characteristics are chosen for this study.
Both of the areas are located in the neighborhood of the University of Kaiser-
slautern, Germany. The first area is known as Alcatraz and has a spatial covering of
244m x 175m. This is a fairly residential area with few trees and a very steep slope.
Figure 3.1(a) presents the aerial image of the Alcatraz study area. The second test
area is also located near the University of Kaiserslautern and has a larger spatial
covering of 300m x 510m. This area is known as Casimirring and has a smoothly
varying slope. Figure 3.1(b) presents the aerial image of a part of the Casimirring

study area. This area contains a large number of trees, bushes and complex roof
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Figure 3.1: Aerial image of the Alcatraz dataset (a) and a part of the Casimirring
dataset (b).

planes. Throughout this research work, these two study areas are taken as case
studies and the LiDAR data processing techniques are implemented for both the
study areas towards generating high resolution spatial database. A third study area
is chosen in this research work as an additional investigation for detecting grassland,
bare soil and other impervious surfaces. This study area is called Harzhiibel and
also locates in the neighborhood of University of Kaiserslautern. In Chapter 7, Fig-
ure 7.15(a) illustrates the aerial image of the Harzhiibel study area. However, this
study site is exempted from implementing any LiDAR filtering, object classification
and street extraction algorithm. Figure 3.2 presents the city map of Kaiserslautern

city indicating the location of the three study sites.

3.3 LiDAR data

LiDAR data was acquired over both the study areas with Optech ALTM 300 sensor
on 1st April, 2007. BSF Swissphoto, a Switzerland-based company, was responsible
for acquiring LiDAR data over the Kaiserslautern city area. The density of the
acquired LiDAR data is 4 points/m? and was supplied as ASCII data with elevation
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Figure 3.2: The citymap of Kaiserslautern city and the location of the study areas.

and intensity information. The unstructured point data is resampled into grid data
for visualization and digital image analysis purposes. Figure 3.3(a) shows LiDAR
range image featuring elevation data where dark pixels represent lower elevation and
bright pixels represent higher elevation. Figure 3.3(b) shows LiDAR intensity image

featuring different surface characteristics.

Figure 3.3: LiDAR elevation data (a) and intensity data (b) of the Alcatraz study
area.
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3.4 Aerial images

The aerial images of both study areas were scanned in April, 2008. Both the images
have three colour channels (red, green and blue) and spatial resolution of 10 cm.
This high resolution image can even capture humans on the ground. Figure 3.4(a)
shows some people playing soccer on the University playground. Street elements
such as sidewalks, kerbs and even manholes can be seen in the high resolution
aerial images used in this study (Figure 3.4(b)). Thus, high resolution aerial images
contain spectrally rich information requiring robust processing techniques and posing

a challenge to efficient computational power.

Figure 3.4: High resolution image capturing soccer players (a) and detailed street
view (b).

3.5 Topographic maps

The topographic maps are generally vector-based 2D representations of a study area
in a geographic information system (GIS) database. Geometric primitives such as
points, lines and polygons are the key elements for delineating topographic objects in

any vector-based representation. Roads and rivers are presented as linear or curvi-
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linear lines in a low-resolution topographic map. In a high-resolution topographic
map, those features usually appear as polygons. In this study, a high-resolution
topographic map of Kaiserslautern city featuring street network (Figure 3.5(a)) and

building polygons (Figure 3.5(b)) is used. The quality of the topographic maps is
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Figure 3.5: Topographic map of street networks (a) and buildings (b).

assessed by overlaying them on the aerial image. In Figure 3.6, the location, orien-
tation and shape of the topographic maps are checked against the reference image.
When overlaid on the aerial image, the building polygon maps appear to cover part
of the building roofs leaving some roof areas exposed (Figure 3.6(a)). The reason
behind this underrepresentation can be linked to the fact that building polygons
collected from field survey data usually estimate only the floor plan of a building.
The use of underrepresented building polygon maps can introduce errors in estimat-
ing the total roof areas which is important for runoff volume generation. In this
research work, an attempt has been made to generate accurate building polygon

maps by automatically detecting the roof outlines (Chapter 5). However, the qual-
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ity of the street polygon maps shows exact correspondence with the reference image
(Figure 3.6(b)).

Figure 3.6: Topographic map of buildings (a) and streets (b) overlaid on the aerial
image.

The quality testing of the topographic maps is important for the implementation of
an automatic street extraction algorithm. Displacement in position and orientation
of the topographic maps may yield unrealistic object representation in the output
map while using any standard object extraction algorithm that combines digital im-
age and spatial database. In this study, the proposed building extraction algorithms
working on LiDAR data makes the use of topographic maps redundant. On the con-
trary, the proposed street extraction and modelling approach takes into account the

street topographic maps which are already well-aligned with the reference image.

3.6 Image and LiDAR data co-registration

Image registration is the technique of bringing different datasets into a single coor-
dinate system. However, multiple datasets acquired by different sensors but having
the same coordinate system may still require some kind of additional pixel-to-pixel

or point-to-pixel matching in order to ensure higher reliability in data fusion tech-
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niques. This kind of matching is known as image co-registration. For example,
LiDAR has a horizontal accuracy of 50cm and raw LiDAR point data often need
to be co-registered with a reference image. When overlaid together, LIDAR data
on the Alcatraz study area shows a clear horizontal shift in relation to the aerial
image (Figure 3.7(a)). In this study, the LIDAR point data are aligned with the
reference aerial image using a projective transformation. While performing image
co-registration, the RMS (Root Mean Square) errors are kept to 0.02m in both the
X and Y directions. The employment of the co-registration technique improves the
overall alignment of both the datasets (Figure 3.7(b)).

Figure 3.7: Co-registration of LiDAR data and aerial image: LiDAR point data
overlaid on the building before (a) and after (b) performing image co-registration
technique.

3.7 Accuracy assessment and error matrix approach

While remotely-sensed data are capable of providing a great deal of information
on the characteristics of the earth’s surfaces, an appropriate technique of accuracy

assessment is necessary for the qualitative analysis of these data and their meaningful
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application (Senseman et al. [113]). Accuracy assessment is performed by comparing
a classified map derived from automated image classification with a reference map
produced from field data or ground truth data. This method follows a pixel-by-
pixel comparison between the classified and reference maps of a specific area with
identical thematic information. The common practice for generating a reference
map is to collect an adequate number of sample points representing each theme of a
study scene. The choice of an appropriate sampling technique is important in order
to produce adequate sample points which are representative of the land use classes.

The main steps in performing an accuracy assessment are:

1. Selecting sampling scheme

2. Error matrix computation and analysis

3.7.1 Selecting sampling scheme

The following five common sampling techniques are widely used in the remote sens-

ing community:

e Random sampling

Systematic sampling

Stratified random sampling

Stratified systematic unaligned sampling

Cluster sampling

Each technique has its advantages and disadvantages. For details of each of the
technique, readers are referred to (Senseman et al. [113]; Jensen [71]). In this study,

a random sampling scheme is chosen for generating reference data.

3.7.2 Error matrix computation and analysis

An error matrix is a two dimensional matrix or table displaying statistics of a clas-

sified map and a reference map for assessing the classification accuracy [148]. The
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Reference map
class 1 | class 2 | class 3 | class 4 Totals
class 1 D1 R1
Classified map | class 2 D2 R2
class 3 D3 R3
class 4 D4 R4
Totals | C1 C2 C3 C4 | T=>_R/C

Table 3.1: An error matrix of four classes

error matrix is also known as a confusion matrix. The error matrix allows perform-
ing a number of statistical measures such as user’s accuracy, producer’s accuracy,
errors of omission and errors of commission and overall accuracy for describing the
accuracy of the classified map with respect to the reference map. In an error ma-
trix, the vertical columns represent the thematic classes of the reference map while
the horizontal rows correspond to the classified map derived from automated image
classification. There is no hard and fast rule for that and the orientation of the
recorded data in rows and column can be inverted [148]. Table 3.1 shows an error

matrix of four imaginary classes.

The value of a diagonal cell of the error matrix represents the correctly classified
pixels/points and the sum of the diagonal cells (> D) represents the total number
of correctly classified pixels/points. The ratio of the correctly classified pixels to
the total number of pixels is termed as ’overall accuracy’. For each column in the
error matrix, the ratio of the correctly classified pixels to the total number of pixels
represents producer’s accuracy for each thematic class. Conversely, for each row
in the error matrix, the ratio of the correctly classified pixels to the total number
of pixels represents user’s accuracy for each thematic class. For each column in
the error matrix, the total of the non-diagonal cell values represents the number of
pixels which are incorrectly classified. The misclassified pixels propagate to other
classes. The ratio of the total number of misclassified pixels to the total number
of pixels contained in that column is known as the error of commission. Similarly,
for each row , the number of incorrectly classified pixels gives an indication of how
many pixels from other sources are included in that particular class. The ratio of
misclassified pixels included in a class to the total number of pixels in a given row

is known as the error of omission. An image analyst can interpret the image by
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looking at the computed descriptive statistics from the error matrix. The analyst
has the option to improve the classification accuracy by retraining the datasets and

choosing a different approach in case the produced results are not satisfactory.

3.8 Software packages

A number of software packages are used in this research study for the purpose of
data processing, analysis, visualization, output map generation and running the
flood simulation model. The software packages are listed below with their main

features,

3.8.1 ArcGIS

ArcGIS is a collection of GIS software suits produced by ESRI [157], Redlands,
California. ArcGIS consists of software packages such as ArcMap and ArcScene.
ArcMap is responsible for geospatial data preparation, organization, analysis and
map creation. ArcScene is used for 3D analysis and visualization. In this study
ArcMap is used mainly for the purpose of data conversion. The raw LiDAR data
provided as ASCII file can be easily converted to 3D feature class by using spatial
analysis toolbox. This 3D feature class can be converted to grid/raster data by
choosing a user defined grid size. When converted to grid data, this format is
also known as LiIDAR depth image upon which image processing algorithms can be

applied for further processing.

3.8.2 MATLAB

MATLAB is the acronym for matrix laboratory and is a product of MathWorks [155].
MATLAB provides an excellent numeric computing environment for the manipula-
tion of data mainly in matrix format, 2D and 3D visualization, programming, image
processing and implementation of algorithms. In this study, MATLAB has been

extensively used in order to implement algorithms for processing LiDAR data. The
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task of programming pertaining to LiDAR data filtering, object classification and
3D street modelling is implemented in MATLAB environment.

3.8.3 ECognition/Definiens

Definiens is an Object-based Image Analysis (OBIA) software produced by Germany-
based Definiens GmbH [156]. Definiens offers a number of image segmentation tools
and flexibility to design decision rules for the purpose of classification. In this study
two types of segmentation algorithm: the chessboard and multiresolution segmen-
tation algorithms are used. The application of chessboard segmentation with the
help of thematic maps allows the users to select ROI (Region of Interest). The
implementation of multiresolution segmentation produces spatially and spectrally

homogeneous object patches which are the building blocks of the OBIA approach.

3.8.4 MIKE FLOOD

MIKE FLOOD is a collection of flood modeling software packages produced by DHI.
MIKE FLOOD consists of MOUSE, MIKE 11 and MIKE 21 engines. MIKE FLOOD
software brings together the modules MIKE 11, MOUSE and MIKE 21 into a single
modelling platform featuring a dynamically coupled modelling environment. The
coupling of more than one module offers the advantage of reaping the benefit of all
the modules. The module MIKE 11 is mainly responsible for modelling 1D flow
in rivers, irrigation channels and estuaries. The module MOUSE offers modelling
of 1D flow in sewer pipes and other closed conduits. Modelling of 2D flow can be

implemented using the module MIKE 21.

3.9 Conclusion

Three sources of datasets - 1) LiDAR point data, 2) aerial image and 3) topo-
graphic maps - are used in this study to generate a high-resolution digital surface
model. High-density LiDAR data (4 points/m?) and high-resolution aerial images

(10cm) are the potential data sources for exploiting accurate surface information
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of a complex urban scene. The necessity of image and LiDAR data co-registration
plays an important role on the accuracy of object classification. Special care is
needed to take during the image co-registration process while using a commercial
software package. The MATLAB computing environment is capable of handling
and manipulating large volume of LiDAR point cloud and offers excellent flexibility
in implementing data processing algorithms. The use of MIKE FLOOD software
verifies the applicability of the generated high-resolution database by feeding them
into 2D hydrodynamic model.



Chapter 4

Filtering LiDAR data

4.1 Introduction

This chapter presents a filtering algorithm based on the concept of surface fitting.
This filtering technique is applied directly to the raw LiDAR point data in order
to separate ground and non-ground points. Two study sites: the Alcatraz and the
Casimirring are taken as the case studies. The purpose of this chapter is thus two-
folds: 1) to propose a filtering algorithm suitable for raw point cloud and based on
the idea of standard plane equation by least square fitting; and 2) to incorporate
the idea of threshold parameter in the filtering algorithm to influence LiDAR data

segmentation according to the requirement.

4.2 Proposed algorithm

As already described in Chapter 2 (Literature review), many filtering algorithms
have been developed in recent years with the intention of segmenting LiDAR data
into ground (i.e. terrain) and non-ground (i.e. buildings, trees) points. Apart from
ground and non-ground points, an urban catchment contains a number of other
man-made objects such as boundary walls, thin embankments, elevated basements

of houses, fences and hedges. These objects have a potential impact on the flow
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dynamics of flood water during a surface flooding event. In Abdullah et al. [1], these
objects are termed 'micro objects’. The sensitivity of the LiDAR filtering algorithm
might affect the performance of the flood simulation model were it to underestimate
the object definition. Objects such as boundary walls, fences and other artificial
objects may be erroneously removed from DTM if the height and slope threshold
value of the filtering algorithm is set too low (Neelz and Pender [94]).

In this study, a filtering algorithm is proposed with the intention of detecting micro
objects. The proposed algorithm is based on the idea of fitting a standard plane
equation in 3D space. In Aktaruzzaman and Schmitt [5], this proposed LiDAR
filtering algorithm with the concept of 3D plane equation is described in great details.
In reality, the characteristics of a terrain are complex. The earth’s surface is not
flat at all due to the existence of valleys, reliefs and objects (buildings and trees).
The bare earth surface can be assumed to be a flat plane in a small patch of land.
This is the assumption behind the proposed algorithm to be presented here. But in
real case small depressions and ridges might be present on the surface ground. The
attempt of fitting a standard plane equation over a surface ground is disturbed by
the presence of the aforementioned depressions and ridges. But by considering an
appropriate height threshold value, those depressions and ridges can be considered
within the influence zone of the flat plane surface. This proposed algorithm consists

of the following steps:

1. selecting the block size
2. application of a standard plane equation in 3D space
3. minimum point elevation determination

4. fitting the plane

All the steps mentioned above are discussed elaborately in the following subsections.

4.2.1 Selecting the block size

The formation of square/rectangular block within a study area offers small patches

of land areas suitable for applying a filtering algorithm. A small surface patch
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retains local terrain characteristics and thereby gets less vulnerable to global terrain
complexities. A surface based filtering algorithm aiming at operating on block basis
would ensure the maximum accuracy in separating ground and non-ground points.
The whole study area is split up into a number of blocks by choosing a user-defined
threshold which depends on the size of the largest building in the scene (Axelsson
[10]; Salah et al. [109]). Figure 4.1 presents the concept of generating blocks within
the study area. Let PP, P3P, be an arbitrary study area and abcd is a rectangular
block within this area. Let L, is the length and L, is the width of the block. In the
case of a square block, L, and L, are identical. The size of the block is determined

by the formula;

L., = Di/K (4.1)
L, = Dy/K (4.2)

Where,
L, Length of the block

L, Width of the block

D, Distance between points P, and P,

D, Distance between points P, and P,

K A constant value depending on the
scene and larger than the length of the
biggest building.

4.2.2 Standard plane equation in 3D space

The second step is to fit a standard plane in each block. The task of block-wise
plane equation fitting ensures higher accuracy in LiDAR point data separation while
preserving the local topographic characteristics. Before exploring the plane-fitting
approach, it is important to discuss the mathematical definition of a standard plane

in 3D space. The standard equation of a plane in 3D space is,

Az +By+Cz+D =0 (4.3)
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P2 P3

Figure 4.1: The concept of creating surface block. P, P, P3P, is the whole study area
and abed is one block within the study area.

The equation of the standard plane can be rewritten as follows,

A B D
=——r——=y— —= 4.4
Tttt e (4.4)
This takes the following form,
z=ar+by+c (4.5)
Where, a = —g, b= —g and ¢ = —g. The above equation has three unknowns and

thus requires a minimum of three equations to solve it. The required three equations
can be obtained when the plane passes through three points (x1,y1, 21), (T2, Y2, 22)

and (x3, s, z3) in space.

21 = axy+by; +c (4.6)
29 = axy+bys+c (4.7)
23 = axz3+bys+c (4.8)
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The above equations give rise to a system of linear equations and can be solved by

Gaussian elimination method in order to obtain the coefficients a, b and c.

4.2.3 Selecting points with minimum elevations within a
block

The third step in this method is to make a least square fit of the plane derived
in step two for each block. The purpose of selecting these points is to solve the
plane equation and determine the coefficients. Placing the plane model into a block
primarily requires a minimum of three points. In this study, four minimum points are
chosen for each block. The extra point provides additional set of points permitting
the solvers to choose best fitted solutions. More specifically, these are the four points
with minimum height and searched for along the four borders lines for each surface
block. Figure 4.2 shows the detection of minimum elevation points along the border
lines within a block. P1P4 is a border line and Q1Q2 is a line drawn parallel to
P1P4. The distance P1Q1 should be greater than LiDAR resolution (> 0.25 m). It is
decided to set P1Q1 equal to 0.35 m and P1Q1Q2P4 forms a thin rectangular patch.
The minimum elevation point B is searched for within the rectangle P1Q1Q2P4. The
reason for considering this rectangular thin patch instead of only border line is that
the noisy and random LiDAR data along only P1P2 may not have representative
minimum value. So, the consideration of a thin patch alongside the border line

increases the search domain as shown in Figure 4.2.

4.2.4 Fitting the plane

In this step, the four minimum points are fed into the standard plane equation in
order to calculate the coefficients of the plane equation. Once the calculation of
three coefficients is completed, they are used to calculate the new z (height) value
on the plane for each individual point (x;, y;) lying within each block. Later the
original z value of LiDAR point data for each individual point is compared against

the calculated (plane-fitted) z value. At this point, the position of an original z
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Figure 4.2: Detection of minimum elevation point along the borders. Here surface
block border P4P1 has minimum elevation point at B.

elevation point in relation to the calculated (plane-fitted) z value can be described

in the following ways:

i) The original z value is greater than the calculated z value

Zori > anl

ii) The original z value is equal to or approximately equal to the calculated z
value

Zori = Zcal O Zori ~ Lcal
iii) The original z value is smaller than the calculated z value

Zori < anl

In the first case, the original z points are the object points. However, a threshold
is set with the calculated height and an original z point greater than this threshold
(Zowi > Zeal + Ah ) is labelled as a non-ground point. In the second case, any
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original z point lying within the threshold Ah(Z,; < Z.a + Ah) is labelled as
a ground point. In the last case, the original elevation points are considered as
ground points. Those are the points featuring the local depressions or outliers.
The implementation of the algorithm is represented by the flowchart in Figure 4.3.
Apart from the aforementioned cases, sometimes LiDAR points may contain signals
returned from birds and power lines (Stoker et al. [121]). In this situation the
original z points rest too high from the calculated z point (Zo; >> Z.a + Ah).
These points are declared as outliers if there are any. In Figure 4.4, the bottom
black line symbolizes fitted plane in the LiDAR point data and the broken red line

is the demarcation line of the threshold value. Any point above this broken red line

START

Input
LiDAR point set A € R®

!

Zen s ax-t by e

)

Object point (Py;) « A € R?| | Ground point (P;) < A € R®

is a non-ground point.

y

<tore Pyc and Pg separately>

STOP

¥

Figure 4.3: Flowchart of plane fitting algorithm.
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Figure 4.4: Separation of non-ground points greater than the threshold (Ah) from
the plane.

4.3 Results and discussions

In order to test its effectiveness, the proposed algorithm is applied to two study
areas: 1) the Alcatraz and 2) the Casimirring. The following subsections present

the application of the filtering algorithm to both the areas.

4.3.1 Alcatraz study area

The Alcatraz study area has a very steep slope as well as some challenging ter-
rain features including stairs, high basement walls and boundary walls. Figure 4.5
features the cross-sectional profile of the Alcatraz study area along the NE-SW di-
rection. The minimum and maximum elevations are found to be 244m and 268m
respectively along this profile. The largest building is 40m long which provides infor-
mation for choosing an appropriate grid size. The standard plane fitting algorithm
is implemented with a threshold (Ah) of 1.5m in order to separate the ground and
non-ground points. Figure 4.6(a) illustrates the segmented results where blue points
denote the objects and red points denote the grounds. Figure 4.6(b) presents the
aerial image of the Alcatraz area as a reference map for qualitative assessment of

the applied filtering algorithm.

In order to assess the quality of the LIDAR point data segmentation, an error matrix
approach is adopted. The error matrix approach allows the use of two thematic
maps; one is a reference map or ground truth map and the other is a classified map
that is produced after applying the filtering algorithm. In this case the reference
map is the aerial image and the classified map is the segmented LiDAR point data.

There are only two classes in the segmented LiDAR data, ground and non-ground
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Figure 4.6: Segmentation of LIiDAR point data into objects (blue) and terrain (red)
using plane fitting algorithm.

points. The error matrix compares how similar the segmented ground and non-
ground points are compared to the reference image. For the error matrix test, 150
randomly distributed points are generated across the whole study area and later
overlaid it on the aerial image to visually distinguish between ground and non-
ground points. Table 4.1 presents the computed error matrix for the Alcatraz area.
In an error matrix, the diagonal elements represent the correctly classified points.

The ratio of correctly classified points to the total number of points is known as
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overall accuracy. The computed overall classification accuracy for the Alcatraz area

is 96.66%. The other classification accuracies are presented in Table 4.2.

Reference map
Classified map Objects | Ground
Objects 64 3
Ground 2 81

Table 4.1: Error matrix of Alcatraz dataset for filtering algorithm.

Ground | Non-ground
User’s accuracy (%) 96.43 96.96
Producer’s accuracy (%) 97.6 95.53
Errors of omission (%) 3.57 3.04
Errors of commission (%) | 2.40 4.47

Table 4.2: Calculation of various accuracies of Alcatraz area.

The ground points have errors of omission of 3.57% and errors of commission of
2.4% while object points have errors of omission of 3.04% and errors of commission
of 4.47%. One important issue to mention here is the definition of reference object
against which the classified (filtered) map is compared. At this point only buildings
and trees are considered as objects leaving the boundary walls, bushes and fences
as ground points. The next section will discuss the importance of sensitivity of a

filtering algorithm which can alter the object definition of the extracted objects.

4.3.2 Sensitivity of the filtering algorithm

The performance of the filtering algorithm in terms of object separation can be influ-
enced by setting appropriate threshold values. By sensitivity of a filtering algorithm,
the study refers to the height threshold as the plane fitting algorithm takes into ac-
count the height difference calculated from the plane to a point to be classified. The
definition and choice of the threshold type will be different for slope-based filters
(Vosselman [128]; Roggero [103]; Sithole [118]; Shan and Sampath [115]) and mor-
phological filters (Zhang et al. [139]; Zaksek and Pfeifer [135]; Chen et al. [27]). To
explain the influence of the height threshold in object separation from LiDAR point
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data, two different height thresholds of 1m and 1.8m are chosen in the plane fitting
filtering algorithm. Figure 4.7(a) presents objects (in blue) separation from LiDAR
data with a height threshold of 1m. This is the example of setting a low threshold
value. The position S1 indicates boundary walls next to a building and S2 indicates
garage and bushes. Figure 4.7(b) presents objects (in blue) with a height thresh-
old of 1.8m which is the example of setting a relatively high threshold. Position
S1 shows no boundary walls and position S2 shows less dense object information.

This is an obvious example of how threshold value can influence LiDAR point data

(a)

Figure 4.7: Influence of height threshold in object separation.

segmentation. The plane fitting algorithm is flexible enough to set a threshold value

according to the requirements of the users.

4.3.3 Casimirring study area

The Casimirring study area has a larger scene coverage (510m x 292m) and features
a gradual slope change across the landscape. This study area has a relatively large
number of trees. Most of the trees have large amounts of foliage being attached to
the buildings and sometimes overshadowing them. This area also contains dense
low-vegetation and hedges. Figure 4.8 shows the transverse cross-section of the
digital surface model of the Casimirring study area. The standard plane fitting
algorithm is applied to the LiDAR point data of the Casimirring study area. In
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Figure 4.8: Cross-sectional profile of digital surface model of Casimirring study area.

this case a chosen height threshold (Ah) of 1.5m is set in relation to the fitted
plane. Figure 4.9(a) illustrates the segmented results where blue points denote the
objects and red points denote the grounds. Figure 4.9(b) presents the aerial image
of the Casimirring area as a reference map for the qualitative assessment of the
applied filtering algorithm. In order to assess the quality of the filtering algorithm,
an error matrix test is performed in a similar way to that described for the Alcatraz
dataset. Table 4.3 shows the computed error matrix for the Casimirring study area.
The overall accuracy is reported to be 97%. Table 4.4 presents user’s accuracy,
producer’s accuracy, errors of omission and errors of commission of the Casimirring
area. The ground points have errors of omission of 3.53% and errors of commission of

2.29% while object points have errors of omission of 1.8% and errors of commission
of 4.49%.

Reference map
Classified map Objects | Ground
Objects 85 4
Ground 2 109

Table 4.3: Error matrix of Casimirring area for filtering algorithm.
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Ground | Non-ground
User’s accuracy (%) 98.2 95.51
Producer’s accuracy (%) | 96.47 97.71
Errors of omission (%) 3.53 2.29
Errors of commission (%) 1.8 4.49

Table 4.4: Calculation of various accuracies of Casimirring area.

(a)

Figure 4.9: Segmented LiDAR data into ground (red) and non-ground (blue) points
(a). The aerial image of the Casimirring study area (b).

4.3.4 Sensitivity of the algorithm on threshold selection

In order to analyse the sensitivity of the proposed segmentation algorithm, two
different threshold values (Ah) of 1.5m and 1m are set into the algorithm. Different
choices of produce different output maps with varying levels of object details. The

choice of threshold (Ah) 1.5m mainly attempts to classify buildings and trees of
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medium to large height as non-ground points. The low-lying vegetation, small bushes
and boundary walls that fall within this threshold value are therefore classified as

ground points.

Visual inspection of Figure 4.10(a) and Figure 4.10(b) generated by choosing thresh-
old values of 1.5 m and 1.0 m respectively reveals comparatively dense object infor-
mation for the latter threshold. Statistics on the number of the extracted objects
using two different thresholds also show agreement on this issue. The Casimirring
dataset has 509,387 LiDAR points and threshold value of 1.5 m extracts 209,433
points while a threshold value of 1.0 m extracts 250,265 object points.

(a) (b)

Figure 4.10: Effect of thresholding in object separation in Casimirring dataset:
Higher threshold extracts coarse objects information (a). Smaller threshold extracts
dense object information (b).
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4.4 Conclusion

In this chapter, a simple but robust plane fitting algorithm has been proposed in
order to separate LiDAR point data into ground and non-ground points. This algo-
rithm incorporates the idea of choosing a suitable threshold value that has potential
influence in detecting different levels of objects. The proposed plane fitting algorithm
performs substantially well in two different study areas with varied topography. Ap-
plication of a filtering algorithm is the primary step in processing LiDAR data. The
accuracy of the following classification and object detection algorithms largely de-
pends on the efficiency of the associated filtering algorithm. Although researchers
in the field of geosciences have come up with a variety of sophisticated filtering al-
gorithms, the suitability of a filtering algorithm in terms of detecting micro-objects
is yet to be explored. The proposed plane fitting algorithm is a promising approach
in addressing the existence and detection of micro objects or intermediate objects
that have potential impact on the surface flow behaviour. This algorithm has been
applied to two study areas and more insight is needed into the performance of this

algorithm in more complex and large topographic areas.



Chapter 5

Object classification

5.1 Introduction

In the previous chapter, the filtering algorithm separates the LiDAR data into
ground (i.e. terrain ) and non-ground (i.e. objects) points. This chapter presents
two algorithms working on the raw LiDAR data for efficient classification of objects
into two classes: buildings and trees. The first algorithm uses LiDAR elevation data

and aerial images while the second algorithm only uses LiDAR elevation data.

5.2 Proposed methods for object classification

The main motivation for building and tree classification is to produce a DSM with
the buildings attached to it. As already described in Chapter 2, a variety of tech-
niques have been proposed by researchers using different data sources. The use of
LiDAR data alone or in combination with other ancillary data such as aerial images
and topographic maps has been a popular choice for the task of building and tree
classification in recent years. Most, if not all, of the presented works are targeted
at 3D city modelling. The proposed algorithms do not use the building topographic

maps as input mainly for the following reasons:
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e The building topographic maps usually represent only the floor plan of build-

ings
e Many cities do not have the updated topographic maps.

e Automated building classification can help update the building maps

The task of detecting buildings and trees on a digital surface model provides im-
portant information on the locations, shapes and sizes of the objects in order to
understand their influence on the surface run-off behaviour. While modelling the
overland flow caused by excessive rainfall, the accurate delineation of the surface
pathways in a given topography is important for guiding the floodwater to further
downstream. These surface pathways also collect water from the surrounding to-
pography and convey them down to the street network. The accurate delineation
of surface pathways and depression ponds can be greatly influenced by the pres-
ence of solid structures, e.g. buildings.On the other hand, the roofs of the buildings
contribute to the direct runoff, conveying the water to the sewer system. Thus,
automatic detection of buildings can facilitate the calculation of roof areas and esti-
mate the run-off volume with higher accuracy. Unlike buildings, trees do not appear
as solid objects on the DSM. During the overland flow, only the trunk of a tree
interacts with flood water and the above-ground crown remains untouched by this
interaction. In surface reconstruction techniques from LiDAR point data -either in
the form of triangulation or rasterization - trees with crowns will be represented as
solid objects. Thus, interpolated tree objects will block much of the terrain which
will otherwise in reality remain free around the trunk. Although the leaves of trees
serve as interceptors during rainfall events and impact on the rainfall-runoff pro-
cess, this study does not consider this impact but provides the database for the tree

objects in case a flood modeller might be interested to use it.

Before performing any classification technique, the filtered object points are grouped
into a number of clusters by applying a region-growing clustering technique. After-
wards, each cluster is evaluated automatically by assigning a class label. The details
of this clustering technique will be described in Section 5.3 of this chapter. In this
context, two algorithms are proposed to classify buildings and trees by using Li-

DAR height data and aerial photography. In the first algorithm, the concept of
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‘pseudo-gridding’ is introduced. The assumption behind this algorithm is to break
an object cluster into relatively smaller virtual grids. Height texture (variation) is
analysed for each grid and a class label (either building or tree) is assigned to each
of these grids. This region-growing clustering technique is the prerequisite for the

assignment of class labels of both the algorithms.

In the second algorithm, an unsupervised segmentation technique is designed to ap-
ply to each object cluster followed by surface planarity analysis. This segmentation
technique is based on the work of Roggero [104]. Each segmented patch within an
object cluster is further investigated by looking at the criterion of surface planarity
i.e., if a surface is planar or non-planar. This algorithm is known as ‘planar surface

analysis’.

5.3 Object clustering

Clustering is a technique used to sort a set of observations into subsets so that obser-
vations in the same set are similar (Enclust [143]). After the application of a filtering
algorithm, the LiDAR point data are separated into ground and non-ground/object
points. The object points are mainly buildings and trees. The non-ground points,
i.e. the objects, appear as clusters in the feature space. An object consists of many
points ranging from one to several hundred. The laser pulses returning from a street
lamp post might result in one object with one point while a rooftop of a moderately
large building could produce several hundred points. Figure 5.1 shows extracted
object points and an enlarged view of an object denoted by the arrow. This ob-
ject consists of several hundred points. The human visual system can interpret the
arrangement of the object points as clusters or even label them as a building or a
tree cluster. An automatic computer-based classification needs to be informed of

the number of object clusters present in a scene.

In this study, a region-growing clustering technique is presented in order to seg-
ment the objects into meaningful clusters. The segmentation method is controlled
by a threshold value calculated from the Euclidean distance. The region-growing

technique starts with the selection of a seed point. This seed point is randomly
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b

Figure 5.1: Extracted objects appearing as clusters (left) and enlarged view of an
object (right).

selected from a given set of object points. A circular neighborhood is imagined
around the seed point. The distances between the seed point and the points within
the neighborhood are calculated by considering Euclidean distance metric. A user-
defined threshold is set to sort out the points that will be merged with the seed
point to grow the region from a single point. Each of the merged points starts
searching for the neighborhood and selects the candidate points to be merged with

that region. When there exist no more new points in the neighborhood, the region

growing process terminates. The distance d;{i = 1,2,...,5} is calculated between
L]
;
P1 P2 P3 P4 P5
/ \
M1 M2 M3 M4 M5 M6
Stage3 ® ° e e o o
Stage 4 N1 ./ o 2

Figure 5.2: Region-growing clustering algorithm. The blue points are the algorithm
termination points.
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the pairs (S1,P;){i = 1,2,...,5}. Any point having the distance d; smaller than a
user-defined distance threshold d; (d; < d;) is merged with the seed point. Thus
points Py, P3 and P, meet the criterion and are merged with S;. The points P;
and Pj are disregarded at this stage and left out to be considered for the next seed
point. In stage 2, a circular neighbourhood is imagined for each of Py, P3 and Pj.
The point Py repeats the procedure described in stage 1 and finds two points M,
and M3 to be merged, while point P, finds only point M5 to be merged. However,
at this stage the point P3 does not find any further point to merge with and the
point searching procedure is terminated. In stage 3, points My, M3 and M; start
to search new neighbourhood points and only M3 can include a point N; leaving
M; and Mj; as terminated points. In stage 4, point N; does not find any further
point and the process terminated. Thus, the region-growing clustering technique
described through stage 1 to stage 4 creates a subset {S;, Pa, P3, Py, My, M3, Ms,
N1} out of a set of non-ground points. The new seed point is chosen randomly out

of rest of the data points and the region growing process continues.

5.4 Building and tree classification

The object classification algorithm is concerned with assigning a class label to an
object cluster. Each segmented cluster might represent either a building or a tree.
A relatively larger cluster may also contain both a building and a tree when they

are attached together in reality. The classification algorithms used here are,

1. Pseudo-gridding approach

2. Planar surface analysis

5.4.1 Pseudo-gridding

Cho et al. [28] use the term ‘pseudo-grid” while working on a 3D building reconstruc-
tion. They define a square grid taking into account the LiDAR density sampling
where each pseudo-grid virtually stores the LiDAR point data in grid form. Their

intention is to perform pseudo-grid-based building extraction by applying a local
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maximum filter. Han et al. [56] use the term ‘virtual grid’ while describing an ef-
ficient PC cluster method to handle large volumes of airborne LiDAR data. The
prefix ‘pseudo’ originating from the Greek word ‘pseudein’ means ‘lying’ or ‘false’.
Thus the term ‘pseudo-gridding’ means to draw a ‘virtual grid’ or ‘false grid’ within
an object element to perform further classification in a smaller domain. In this
study, pseudo-gridding is an approach used to break a non-ground object into small
rectangular grids (Figure 5.3). In Figure 5.3(a), LiDAR points of a building ob-
ject is overlaid on the image. Figure 5.3(b) illustrates the subdivision of an object
cluster into rectangular blocks. A non-ground object cluster contains irregularly
distributed 3D points captured by a LiDAR sensor on board of an aircraft. Thus
a LiDAR sensor enables the capturing of the top-view of an object with elevation
information. The choice of a suitable classifier can analyse the surface properties
of an object before assigning any class label to them. The hypotheses of a suitable

classifier would be as follows:

1. Buildings may have constant height profile (flat roofs) or linear change in

height profile (gable roofs).

2. Trees have irregular height profile.

In support of the above mentioned hypotheses, the following phenomena can be
described:

1. A height threshold could be set to distinguish buildings and trees on a neigh-

bourhood basis.

2. The concept of pseudo-gridding would provide a pre-defined square/rectangu-

lar neighbourhood for analysing object surface properties (i.e., height).

3. Many rooftops might have an irregular surface due to the presence of chimney,
solar panel or water tank. A building roof with a chimney might exhibit two
types of class labels i.e., buildings and trees. The square grid containing the
chimney might be classified as a ‘tree’ because of a large height difference
whereas the other grids containing the homogeneous parts of a roof would

probably be classified as a ‘building’.
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4. The situation might become complex when trees and buildings are attached
together representing a single object. The implementation of an optimal square

grid would capture the properties of both types of surfaces.

Figure 5.3: Concept of pseudo-gridding.

5.4.1.1 Basic algorithm

The pseudo-gridding algorithm starts with the selection of an object cluster from a
pool of objects. A rectangle is drawn through the top-left and bottom-right (x,y)
coordinates of the selected object. The rectangle is subdivided into a number of
square grids (G1, G2,...,Gn) having the length of the sides between 1m and 1.5m
(Figure 5.3)(b). The height texture (variation), i.e. the minimum height (Amin)
and the maximum height (hp.x) for each grid is computed for all the grids within
an object cluster. A user-defined height threshold (Ah) is set and any grid having
Pax — hmin < Ah is categorised as a building. Otherwise, the grid will be categorised
as a tree. In this way, the algorithm keeps checking the height texture for all the
grids within a selected object cluster. Then the algorithm moves to the next object
cluster and repeats the same procedure of assigning a class label. Figure 5.4 shows

the implementation of the pseudo-gridding by flowchart.
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Figure 5.4: Flowchart of pseudo-gridding algorithm.

5.4.1.2 Spectral information integration

Spectral information integration (SII) is a technique of mapping the spectral value
of an object from image pixel to LIDAR point data (Aktaruzzaman and Schmitt [4]).
The pseudo-gridding approach does not produce an error-free classified map. There
are many exceptional cases prevailing in the real-world scenario that are difficult to
justify with the simple assumptions described in Section 5.4.1. For example, many
buildings have very steep roof planes while some trees have flat surfaces which

cause the pseudo-gridding algorithm to perform poorly. Also, the grid adjustment
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technique is not sensitive enough to repair the misclassification when there are points

with sharp discontinuities at the edges of buildings and trees.

Spectral information contained in an aerial image can provide useful information
about the surface of an object. The aerial image usually comes with three colour
channels: Red, Green and Blue. Generally, an image pixel featuring a tree shows
a dominant green value. But there are also exceptions, such as when the tree has
red leaves or the aerial image is taken during leave-off condition. Similarly, as a
general rule, a building with a coloured roof shows a dominant red or blue value. In
fact, classification based solely on spectral information may lead to confusion, as in
the real-world scenario, many objects have similar colours. In this study a colour
index is computed followed by a user-defined threshold value in order to distinguish
a point as building or tree. The colour index (C1T) is calculated by the following
formula,

CI = (green/red + green + blue) (5.1)

The spectral information integration (SII) works on an object cluster in cases where
it contains two types of classified points within it. For example, an object cluster
is classified as two types of classification: building (red) and tree (blue) with red
points being in the majority (Figure 5.5(a)). SII technique checks only the minor
group of points to fix them in order to save computational time and reassign the

new classification (Figure 5.5(b)).

5.4.1.3 Results and discussions

In this study, two different datasets are used: Alcatraz dataset and Casimirring
dataset. This is to remind that each dataset contains only object points. The
ground points are filtered out by applying an appropriate filtering algorithm, which
has been discussed in Chapter 4. The Alcatraz and the Casimirring datasets are
termed as D1 and D2 respectively. D1 dataset has 53,729 object points and the
clustering algorithm (discussed in Section 5.3) produces 210 object clusters from the
dataset. Conversely, the D2 dataset has 209,433 object points and the clustering
algorithm produces 970 object clusters. The scene complexity and size of both the

study areas differ significantly from one another. The Alcatraz study site is relatively
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Figure 5.5: Spectral information integration (SII) technique. A building object with

misclassified points i.e., the blue points (a). SII technique fixes the misclassified
points (b).

small and has homogeneous building structures and few trees (Figure 5.6(a)). The
Casimirring site is relatively large and features a variety of buildings with rough

roof surfaces. This site also has many trees (Figure 5.7(a)). The pseudo-gridding

Figure 5.6: Alcatraz dataset. Aerial image of the study area at Alcatraz (244 m x 177
m) (a). Classified buildings (red) and trees (blue) with pseudo-gridding algorithm

(b).

algorithm is applied to both the datasets D1 and D2, and the classified map is
presented in Figure 5.6(b) and in Figure 5.7(b) respectively. In Figure 5.6(b), a

close visual inspection into the classified D1 dataset reveals that some building
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points on the roofs are classified as trees because of the presence of dormer window.
Some tree points are also classified as building points because of the partly smooth
leaf surfaces. In order to assess the accuracy of the classified maps, an error matrix
approach is adopted for both the datasets. Table 5.1 shows the computed error
matrix for the Alcatraz area. The overall accuracy computed from the error matrix
is reported to be 95%. Building objects have errors of omission of 3.75% and errors
of commission of 2.53% while tree objects have errors of omission of 10.00% and

errors of commission of 14.28%. In Figure 5.7(b), a close view into the classified D2

Reference map
Classified map Building | Tree
Building 7 2
Tree 3 18

Table 5.1: Error matrix of D1 dataset for pseudo-gridding algorithm.

dataset shows that many buildings are classified as trees because of the presence of
chimneys and trees overhanging on the buildings. Table 5.2 shows the computed
error matrix for the Casimirring area. The overall accuracy computed from the error
matrix is reported to be 86.5%. Building objects have errors of omission of 8.77%
and errors of commission of 19.76% while tree objects have errors of omission of

14.5% and errors of commission of 12.65%.

Reference map
Classified map Building | Tree
Building 104 17
Tree 10 69

Table 5.2: Error matrix of D2 dataset for pseudo-gridding algorithm.

The overall accuracy computed for both the areas using psudo-griddding approach
shows quiet contrasting results. While the computed overall accuracy (95%) is sat-
isfactory for Alcatraz area, that of Casimirring area shows realtively lower accuracy
(< 90%). It can be said that, for a complex urban scene (i.e.,Casimirring area) the
performance of pseudo-gridding algorithm is not satisfactory and it requires more

sophisticated approach for identifying feature description.
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Figure 5.7: Casimirring dataset. Aerial image of relatively larger study area at
Casimirring (300 m x 516 m) (a). Classified buildings (red) and trees (blue) with
pseudo-gridding algorithm (b).

5.4.2 Planar surface analysis

The planar surface analysis algorithm has two parts: i) segmentation and ii) de-
termination of surface planarity. The segmentation process is further divided into
two stages: 1) region-growing segmentation and ii) separation of roof planes. Data
mining, which is a branch of computer science, is a technique to extract meaningful
information, shapes and patterns from a large data set which is apparently unstruc-
tured. The act of information extraction is achieved by employing mainly classical
statistics, e.g., clustering and regression analysis as well as new-generation statistics
such as decision tree and rule-based classifier (Endata [144]). In this study, a data

segmentation approach is implemented to divide an object cluster into sub-objects.
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Later each of the sub-object is classified into either buildings or trees following the
application of rule-based classifiers. Each of the segmented objects was investigated
to seek the hidden pattern, e.g., surface planarity in 3D points. A surface is said
to be a ‘planar surface’ if it has a flat two-dimensional space and a normal vector
perpendicular to it. In computer vision, segmentation is the process of partitioning a
digital image into smaller units containing similar pixels. This partitioning is useful
for better handling, and extracting features from those pixel units. In the context
of 3D point clouds, segmentation refers to the subdivision of a set of 3D points into
spatially homogeneous groups having similar surface properties. Airborne LiDAR
sensors capture the planimetric information of the topographic objects with eleva-
tion data attached to it, and provide unstructured and noisy 3D data for further
processing. These high-density 3D point data are utilized in many fields of research
ranging from high resolution digital elevation model generation to 3D city models
construction (Vosselman et al. [127]). The automatic processing of large volumes of
point clouds is a challenging task and requires implementation of robust algorithms.
The first phase of automatic processing is the provision to apply an appropriate
segmentation technique. Segmentation is also the foundation stage to perform any
further feature extraction or shape recognition from 3D point clouds (Chen and Za-
khor [25]; Vosselman et al. [127]). There are different types of segmentation methods
depending on their applications to various problems. Wang and Shan [130] present
a detailed description of various segmentation methods frequently used by both the
airborne and terrestrial LIDAR communities. They categorize the segmentation

methods into the following groups,

1. Edge detection method

2. Surface/region growing method
3. Scan line method

4. Clustering method

5. Graph partitioning method

Edges contain valuable information about shape and size of the objects in an image.

The segmentation technique based on edge detection can only be applied to images.
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Thus the conversion of LIDAR 3D point clouds to 2.5D range data is the precondition
before applying this segmentation technique. The choice of a suitable edge detector
(e.g. canny, sobel etc.) with an appropriate threshold influences the segmentation
process. But this edge-based segmentation performs poorly in presence of multi-

layer objects such as tree branches overhanging the roofs (Wang and Shan [130]).

Surface-growing segmentation technique begins with the selection of a seed point and
continues by growing the seed point into a region by aggregating the neighbouring
points. The aggregation criteria depend on the similarity measures, such as slope,
curvature and proximity. LiIDAR communities widely use this segmentation method
(Wang and Shan [130]). This method is also known as region-growing technique.
The scan line method is mainly applicable for range images. This segmentation
method splits the image into scan lines along the direction of rows or columns.
Later, each scan line is further segmented and finally the segmented parts are merged

depending on some criteria similar to region-growing method.

Cluster-based segmentation methods take into account the feature vectors consisting
of geometric and radiometric descriptors which are associated with a single point
data (Sapkota [110]; Wang and Shan [130]). A clustering technique, such as k-
means or fuzzy-clustering is used for segmenting LiDAR data in feature space. This
method performs equally well on point cloud, grid/image and TIN. Graph parti-
tioning methods are based on the idea that points in the same segment are more
closely connected. A neighbourhood graph G(V, E) is constructed on the point
clouds where V' represents a set of nodes and E represents a set of edges. The seg-
mentation is implemented by finding an optimal cut between two segments (Wang
and Shan [130]).

However, there is another type of segmentation method that combines more than
one method to detect a homogeneous segment. This type of segmentation is known
as hybrid method (Sapkota [110]). Roggero [104] describes a segmentation method
that works by combining hierarchic region-growing and computing geometric de-
scriptors to segment 3D noisy point data. Dorninger and Nothegger [37] describe a
segmentation method applied to predefined building point data in order to separate
the roof planes by combining a clustering technique and a Fast Minimum Covari-
ant Determinant (FMCD) approach. Oude Elberink and Vosselman [40] present
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a surface-growing segmentation technique with additional incorporation of Hough
transformation to select seed points. In this study the hybrid segmentation method
described by Roggero [104] is applied. The details of this segmentation are described
in the following section. The region-growing segmentation technique subdivides an
object cluster into meaningful regions based on the information of proximity and

similarity in geometric descriptors.

5.4.2.1 Region-growing segmentation with static moment calculation

The region-growing segmentation is based on the idea that the neighbourhood of a
point can be described by considering not only Euclidean distance but also by con-
sidering physical or geometrical properties (Roggero [104]). Roggero [104] describes
three geometric descriptors, namely static moment, curvature and junction. These
descriptors, when calculated for a single point p;, are able to detect discontinuities

in the neighbourhood and can thus provide better segmentation.

In the field of solid mechanics, when a scalar quantity such as the area or mass of an
object is multiplied by the perpendicular distance from a point connected with that
object (such as the centroid of the area or the centre of mass) to a reference axis,
the result of the multiplication is known as the static moment. Sometimes the static
moment is also known as the first moment of area/mass. Let A be the area of an
object with any arbitrary shape. Area A is further subdivided into n small element
areas (dA;). If z; and y; are the distances for each dA; from the 2D coordinate z —y

axis respectively, then the first moment of area in the x direction is:
M, = Ay = i y;dA; (5.2)
i=1
And the first order of moment in the y direction is:
M, = A7 = i x;dA; (5.3)
i=1

In the context of a subset of a point cloud, each point can be assumed as a discrete

point with a unique mass attached to it. The distance of each point can be calculated
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from the centroid of the subset points. From the above two equations it can be seen
that first order moment has larger values for the element areas lying on or near
the boundaries. Similarly, in a set of points the maximum static moment can be
observed for the points lying on the edges. In Roggero [104], for a given 3D point
data, the static moments for each point against each reference axis can be defined

as:

Sy = Z mi(yi + 2i) (5.4)
Sy = Zmi(zi + ;) (5.5)
S. =Y milzi + i) (5.6)

Thus a single point data has three static moments with reference to x, y and 2z axes.
The value of m; is assigned to 1 considering each point having unit mass. The total

static moment for a single point data can be computed as:
Sy =[Sy * Sy * S, | (5.7)

To calculate the total static moment of any randomly extracted point, a rectangular
neighbourhood is defined around a point of interest. The basic steps of the region-

growing segmentation can be outlined in Figure 5.8.

The above algorithm partitions an object cluster into a number of subgroups. The
3D surface information of an object acquired by the LIDAR sensor exhibits different
levels of discontinuity in the point data. These discontinuities are the structural
information of an object of interest. A building roof shows two types of disconti-
nuity: i) crisp-edge discontinuity at the roof edges and ii) soft-edge discontinuity
at the junctions of the roof planes. Wang and Shan [130] describe these types of
discontinuities caused by jump edge and crease edge. In Figure 5.9(a), LiDAR data
are overlaid on a building with protruded parts. Region-growing segmentation sub-
divides the building surface into nine spatially homogeneous regions. The protruded
parts are separated from the main roof because of the presence of crisp-edges while
the two roof planes are still attached together because of the soft-edge at their
junction (Figure 5.9(b)).
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Figure 5.8: Flowchart of the region-growing segmentation.

Another example of a relatively complex case with connected buildings and trees is
presented in Figure 5.10. A subset is taken from the Casimirring study area where
two buildings are connected by trees and bushes ( Figure 5.10(a)). The LiDAR data
capture the surface of the objects in the scene ( Figure 5.10(b)). Region-growing
segmentation splits the object cluster into twenty-six meaningful homogeneous seg-

ments ( Figure 5.10(c)). The segmented parts in Figure 5.10(c) are classified into
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Figure 5.9: LiDAR points of a building object overlaid on the aerial image (a).
Region-growing segmentation algorithm subdivides the point clouds into 11 regions

(b).

two types, building (red) and tree (blue), by applying the surface planarity criterion
( Figure 5.10(d)). The details of determination of surface planarity are presented in

the following subsection.

5.4.2.2 Identification of planar surface

Planar surface analysis is a method based on the principal component analysis
(PCA) to identify planar regions in 3D point cloud data. PCA is a mathemati-
cal technique to reduce the number of variables in a dataset. Some of the variables
in a dataset may be correlated, meaning they have similar statistical properties (e.g.,
variance) while the other variables have less correlation or are totally uncorrelated
with each other. PCA attempts to find the correlated variables and brand them
as ‘redundant variables’ on the assumption that the correlated variables can be re-
placed by an imaginary variable i.e., a principal component. Thus, PCA technique
classifies a set of variables into correlated and uncorrelated variables and helps to re-
duce higher-dimension data into lower-dimension data to explore the hidden pattern

in a dataset.
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(©) (d)

Figure 5.10: From point cloud to classified object.

A principal component analysis of a given set of points in 3D point cloud shows the
direction of mutually orthogonal vectors (eigenvectors) and their relative strength
(eigenvalues) (Shan and Sampath [116]). If a set of points has two dominant eigen-
values and the third value is nearly zero, those points are said to be on a plane.
The nature and magnitude of eigenvalues and eigenvectors can be computed from a
covariance matrix. In statistics, variance is a measure to determine the dispersion
or spread of a one-dimensional dataset, i.e. a dataset with a single variable. For a

dataset having more than one variable, sometimes it is important to check whether
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any relationships exist among the variables. In statistical analysis, covariance is a
measure that explores the meaningful relationship between two variables. If x and y
are two variables in a dataset representing some arbitrary physical properties, then

the covariance between the variables can be calculated as

n

1

covar(z,y) = ) (2 —Z)(y:i — ) (5.8)

where, n = Number of samples in variables x and y. A set of LiDAR 3D point
data has three variables, namely « (latitude), y (longitude) and elevation (z). The
measurement of covariance among the variables (z, y and z) calculates the rela-
tionships between (z,v), (y,z) and (z,x) respectively. Thus the measurement of
covariance values for all the variables can be put together in a matrix known as a
covariance matrix. Each element of a covariance matrix having 3 x 3 dimensions

can be arranged as

covar(z,z) covar(z,y) covar(z,z)
CM = | covar(y,x) covar(y,y) covar(y,z) (5.9)

covar(z,z) covar(z,y) covar(z,z)

Where, covar(z,z), covar(y,y) and covar(z, z) represent the variance of z, y and
z respectively. Diagonal entries of a covariance matrix are in fact the variance
measures of the respective variables. If © = {X;, Xs,...,X,} is a random vector
with the mean vector p = {1, po, ..., itp}, then the formal definition of a covariance
matrix is given by,

Y =El@—p)(z—p)] (5.10)

Where, ¥ denotes the covariance matrix. Let a set of points be denoted by X; (i =
1, 2,...,m) and let X be their mean vector. The covariance matrix is calculated

as:
m

Syx =Y (X -X)(X-X)" (5.11)

i=1
Let the covariance matrix X xy in equation 5.11 have the eigenvalues A\, Ay, A3 and
their corresponding eigenvectors A;, As and As. The analysis of these eigenvalues

and their mutual relationship reveals the inherent surface information of a set of
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points partitioned by the region-growing segmentation. A surface can be planar
points or scatter points. The conventional point classification takes into account
three structural types, spherical, cylindrical and planar, to assign a class label to
a point. Let N(p) be a neighbourhood of N points with p in the centre. This
neighbourhood can be formed by placing a sphere at point p with radius r. This
can also be a predefined set of points resulting from segmentation or a clustering
algorithm. Let C'M be the covariance matrix of the neighbourhood N(p) and Ay, Ao
and A3 be the eigenvalues of CM. In Keller [74], the neighbourhood N(p) is a
spherical shape if

)\1 = )\2 ~ )\3 (512)
N(p) is a planar shape if
)\1 < )\2 and )\2 ~ )\3 (513)
N(p) is a cylindrical shape if
/\1 ~ )\2 and /\2 S )\3 (514)

However, the scope of this study is limited to distinguish planar and scatter surfaces
featuring buildings and trees respectively. Shan and Shampath [116] distinguish
between planar points and breaklines by using the following relationship of the

eigenvalues of a covariance matrix,

A/ (A + A2+ A3)] < € (5.15)

5.4.2.3 Training the datasets/Developing the rule-sets

In this study surface planarity is used as a measure/criterion to distinguish between
buildings and trees. The simple hypothesis is that buildings have planar surfaces
while trees have non-planar or scatter surfaces. Equation 5.15 as suggested by Shan
and Shampath [116] is used to determine the surface planarity. However, Shan
and Shampath [116] use equation 5.15 in order to separate roof planes only. The
detection of trees is beyond their study scope and they test surface planarity only on

the pre-classified building point data. Carlberg et al. [19] describe a set of equations
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to determine whether a LiDAR point within a spherical neighbourhood is ‘planar’
or ‘scatter’. They propose three user-defined parameters, namely ¢pjanar; tscatter1 and

tseatter2, in order to separate buildings and trees.

The choice of a suitable ¢ (equation 5.15) depends on a number of characteristics:
the types of building structures, the amount of forested areas in a study scene and
the spatial distribution of trees i.e., whether a tree is attached to a building or
standing alone. A suitable value of ¢ is set after learning from the two datasets.
Out of the two datasets, four objects from the Alcatraz dataset and six objects from
the Casimirring dataset are selected. First, the £ values for four sample objects are
calculated and the results suggest that a building object has & < 0.05 while a
tree object has & > 0.05. Now the £ values for six samples objects are calculated
from the Casimirring dataset. This time the results suggest that two buildings have
¢ > 0.05, one building has ¢ < 0.05 and two trees have & > 0.05. Table 5.3
shows the calculation of & values for sample objects of both the study areas. The
reasons behind larger ¢ values for buildings in Casimirring and relatively small in

Alcatraz can be summed as follows:

1. Alcatraz dataset has relatively smooth roof surfaces i.e., clean roof surfaces
without large chimneys and antennas. The degree of slope between two roof

planes is also low.

2. Casimirring dataset has relatively rough roof surfaces with the presence of

chimneys. The slopes between roof planes are very steep.

In order to choose a representative value of ¢ that satisfies the definition of buildings

at both the study areas, two possible solutions can be proposed:

1. To increase the value of £&. But while increasing the value of £ for classifying
a rough roof surface as a building, many tree segments having less surface

roughness would be classified as buildings too.

2. To subdivide the roof surface into individual planes. The region-growing seg-
mentation algorithm (described in Section 5.4.2.1) can capture discontinuities
only when there is a crisp edge. The junction line of several roof planes is a

soft edge and the roof plane shows height variations smoothly.
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Sample | Alcatraz | Casimirring | Calculated | Relative | Detected | Reference
object & value value class class

1 Objectl 0.008 <0.05 Building | Building
2 Object2 0.057 >0.05 Tree Tree

3 Object3 0.046 <0.05 Building | Building
4 Object4 0.061 >0.05 Tree Tree

5 Objectb 0.085 >0.05 Tree Tree

6 Object6 0.02 <0.05 Building | Building
7 Object7 0.066 >0.05 Tree Building
8 Object8 0.094 >0.05 Tree Tree

9 Object9 0.12 >0.05 Tree Tree

10 Object10 | 0.072 >(0.05 Tree Building

Table 5.3: Calculation of £ values for sample objects.

Figure 5.11 illustrates the separation of a roof surface into planes. Figure 5.11(a)
shows a building object with segmented roof patches and A is the largest segment
featuring the roof surface. Figure 5.11(b) presents an imaginary line passing through
the middle of the largest roof patch A. The imaginary line divides A into A1 and
A2. The junction line is searched by calculating the maximum height of a segmented
patch followed by sorting the neighbouring points within a threshold height limit
of Im (Figure 5.11(c)). The 2D Euclidean distances with signs are computed for
all the points in the patch. The negative and positive distances are sorted out
and they are assigned as two different planes (Figure 5.11(d)). The roof plane
segmentation algorithm works on a test roof where the largest segmented patch
contains around 200 LiDAR points. This study opts for the second solution and
includes an additional module in the region-growing segmentation algorithm. This
module subdivides a roof surface into two roof planes only if the roof surface is not

flat. The basic steps of the algorithm are outlined in Figure 5.12.

5.4.2.4 Results and discussions

The planar surface analysis algorithm is applied to both the datasets D1 and D2.
The classified results of D1 dataset look more visually impressive than the results
obtained by the pseudo-gridding approach. Figure 5.13(a) again serves as a ref-

erence map for the Alcatraz area. Figure 5.13(b) shows the classified map of the
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Figure 5.11: Segmentation and separation of roof planes.

Alcatraz area (D1 dataset) using planar surface analysis algorithm. The edges of
the buildings and trees are smoothly classified by applying this classification tech-
nique. Almost all the object clusters show unique class label without the presence
of misclassified points inside them. However, two medium-sized bushes attached to
buildings are mistakenly classified as buildings. The reason behind this misclassifi-
cation can be related to the fact that the bushes are pruned and having almost flat
surfaces. Table 5.4 shows the computed error matrix for the Alcatraz area. The
overall accuracy computed from the error matrix is reported to be 97%. Building
objects have errors of omission of 2.46% and errors of commission of 5.26% while

tree objects have errors of omission of 5.26% and errors of commission of 10.00%.
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Figure 5.12: Flowchart of plane separating algorithm.

Reference map
Classified map Building | Tree
Building 79 1
Tree 2 18

Table 5.4: Error matrix of D1 dataset for planar surface analysis.

Figure 5.14(a) presents the aerial image of the Casimirring area as a reference map
and Figure 5.14(b) shows the classified map of the Casimirring dataset using pla-
nar surface analysis algorithm. Table 5.5 shows the computed error matrix for the
Casimirring area. The overall accuracy computed from the error matrix is reported

to be 95%. Building objects have errors of omission 4.72% and errors of commission
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Figure 5.13: Classified map of Alcatraz dataset by applying planar surface analysis.

5.47% while tree objects have errors of omission 3.2% and errors of commission 8.0%.

The classified map produced by planar surface analysis algorithm shows much im-

Reference map
Classified map Building | Tree
Building 121 4
Tree 6 69

Table 5.5: Error matrix of D2 dataset for planar surface analysis.

proved results compared to pseudo-gridding approach applied to Casimirring area.
Out of one hundred and forty four buildings, three of them are misclassified as trees.
Two buildings having roofs with four equal planar surfaces are treated as trees. Fig-
ure 5.15(a) shows a roof with four equal planes which is known as a pyramid roof.
Although the planar surface algorithm can detect the buildings with four unequal
planes (i.e. hipped roof), it performs poorly when treating a pyramid roof. Fig-
ure 5.15(b) presents an example of a hipped roof. When dealing with a pyramid
roof, the algorithm finds it difficult to segment it into two planar surfaces as shown
in Figure 5.11. Figure 5.15(c) presents a building mostly covered by trees. The

algorithm detects the object cluster as a tree resulting in misclassification.
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Figure 5.14: Aerial image of Casimirring study area (a) and classified map of
Casimirring dataset by applying planar surface analysis (b).

Figure 5.15: Roofs under different conditions: a pyramid roof (a), a hipped roof (b)
and a roof covered by trees (c).
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5.5 Detection of building outlines

After applying the classification algorithms followed by the generation of classified
maps, the classified datasets need to be pruned and fine tuned in an automatic
way. This section presents techniques pertaining to automatic detection of building
outlines. The detection of building outlines is important in order to produce accurate
polygon maps of the building objects. The approximation of building outlines is

important for the following reasons:

e The building topographic maps supplied from City municipal office usually

covers only the floor plan instead of the entire roof surfaces.

e The OBIA (Object-based Image Analysis) approach described in Chapter 7
requires masking out the buildings and streets in the aerial images in order
to reduce spectral confusion and achieve better surface classifications. If the
building polygon maps from the City municipal office were used in this case,

it would cause underestimation of the building areas.

In order to delineate the boundary lines accurately, the following steps are imple-

mented:

5.5.1 Separation of building points

The classified dataset of the Alcatraz study area using planar surface analysis al-
gorithm is used as an example case for the reconstruction of building boundaries.
Figure 5.16(a) shows the classified point dataset of Alcatraz area featuring build-
ing(red) and tree(blue). Figure 5.16(b) shows the building points only after removing

the tree points.

5.5.2 Cleaning the small clusters

The classified building points contain some small object clusters which are actually
bushes and other objects such as part of a boundary wall. A simple knowledge-

based analysis in terms of number of points is implemented to clean out those
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Figure 5.16: Classified dataset featuring buildings and trees (a) and only building

(b).

small objects. Generally a building object should contain more than 150 points.
A number of manually extracted object clusters, which are visually identified as
buildings, supports this assumption. Figure 5.17 illustrates the classified building

objects after removing the small object clusters.

5.5.3 Approximating boundary outlines

The delineation of a boundary outline is based on the assumption that Convex hull
can roughly delineate the outline of a given point dataset. In Wang and Shan [130],
the delineation of a building outline is implemented by: 1) sub-dividing a point
dataset into several subsets and 2) implementation of Convex hull for each subset.
In this study, a similar approach is proposed for the approximation of building
outlines. The proposed approach defines a circular neighborhood N centering a
point of interest p as a first step. In the second step, a Convex hull is constructed
for each neighborhood point. In the third step, the position of point p is searched
for whether it resides on or inside the Convex hull boundary. In case the point p

resides on the boundary, it is labelled as a boundary point. Figure 5.18(a) shows the
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Figure 5.17: Classified building objects only after removing small objects.

building objects (red) and the approximated building outlines (blue). Figure 5.18(b)

shows only the building outlines.
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Figure 5.18: Approximation of building outline.

The approximated building outlines are overlaid on the aerial image and visual

comparison is made against polygon maps supplied from the City municipal office.
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Figure 5.19(a) presents a situation when a building polygon map from the City office
is overlaid on the aerial image. Figure 5.19(b) shows the improved approximated

building outlines.

Figure 5.19: Validation of approximated building outlines.

5.6 Conclusion

A classified map featuring topographic objects such as buildings and trees is an
important input for a detailed urban drainage simulation model aiming at improving
the database for dual drainage modelling. An accurate and robust algorithm is
needed to detect objects on the digital surface model and thereby to produce an
accurate classified map. In this chapter, two algorithms are proposed: i) Pseudo-
gridding and ii) Planar surface analysis to classify objects automatically in an urban
scene. The pseudo-gridding algorithm takes LiDAR data and aerial images as input
while the planar surface analysis algorithm takes only LiDAR data as input to
produce a classified map with a higher degree of accuracy. Both the algorithms
are applied to two datasets: i) Alcatraz dataset D1 and ii) Casimirring dataset D2.
An error matrix is computed for each dataset against each type of algorithm. D1

dataset has overall accuracy of 95% and 97% for the pseudo-gridding and planar
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surface analysis algorithms respectively. D2 dataset has overall accuracy of 86.5%

and 95% for the pseudo-gridding and planar surface analysis algorithms respectively.

The pseudo-gridding is an easy to implement algorithm and performs well till to the
point when urban scene complexity is moderate (e.g. Alcatraz area). However, the
presence of dense trees and roofs with occlusions can deteriorate the performance
of pseudo-gridding algorithm which is the case with Casimirring study area. Apart
from the consideration of height texture within a grid, other descriptors such as
local surface fitting and measurement of point density can be incorporated into each
grid during the implementation of the algorithm. Calculation of multiple descriptors
will allow this algorithm to handle more complex urban scene. The planar surface
analysis algorithm has proved to be efficient for both study areas. The presence
of roofs with more than two planes causes the algorithm to perform poorly. The
idea of implementing an additional module to detect multiple roof planes in the
existing algorithm can improve the efficiency of this algorithm. The classified point
clouds need to be post-processed in order to make them readily available as input to
an urban drainage simulation model. Thus the building datasets can be separated
from tree datasets and subsequently be attached to ground points resulting in the
production of an urban DSM. Also the realistic delineation of boundary outlines
provides exact estimation of the roof areas and help better model rainfall runoff

process.



Chapter 6

Street extraction and 3D

modelling

6.1 Introduction

This chapter presents an approach to extracting street candidate points from LiDAR
point cloud and subsequently modelling it by inserting kerbs, smoothening the street
surfaces, reconstructing street topology and modelling the junctions. The extraction
of street candidate points is achieved by employing a point-in-polygon algorithm
where 2D topographic maps of the streets are supplied as polygons. Later, the street
modelling phase undergoes a variety of data processing techniques for modelling a

detailed street network.

6.2 Street as an open channel

An open channel is an unconfined waterway or canal conveying fluids with an open
surface and under the condition of atmospheric pressure. In most cases the fluid
is water. The flow of water through an unconfined channel while exposed to the
atmosphere is known as open channel flow. Open channels can be both natural,

e.g. rivers, or man-made, e.g. channels to supply water for irrigation, culverts
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and storm pathways (Chanson [21]). The geometric shape of a street cross-section
with clear presence of kerbs and sidewalks presents a similarity with an open chan-
nel. Figure 6.1 presents an ideal cross-section of a street surface represented by a

rectangular open channel.

Area, A = b*y

= Wetted perimeter,
y P=b+ 2%

Figure 6.1: Cross-section of a rectangular open channel.

Boonya-Aroonnet et al. [17] describe the streets as ‘primary preferential paths’ where
the surface flow occurs first and the water runs later into other surface ponds and
storm waterways, which are the secondary preferential paths. Neelz and Pender, [94]
present an experimental study illustrating the clear influence of errors in a digital
terrain model on the flood flow routes. They concentrate on the modelling of over-
land flow by using a benchmark DEM and a LiDAR-derived DEM. The benchmark
DEM is the product of Ordnance Survey, the national mapping agency of Great
Britain, representing high-resolution topographic features including street cambers
and kerbs. In contrast, the LIDAR-derived DEM is not sufficiently post-processed
and smoothened to represent the reality. The findings of the study revealed slower
flow velocity and inaccurate inundation level for the LiDAR-derived DEM compared
to the benchmark DEM. A similar study has been reported by Vivienne K. Dell et
al. [123].

Thus, treating streets as open channels during the modelling of overland flow can
significantly improve the accuracy of the modelled flow velocity and flood inun-
dation level. This study attempts to reconstruct a single-layer street network by
combining LiDAR data, topographic map and aerial image. The main motivation is
to generate a realistic street network with detailed modelling of the street elements
such as pavements, kerbs, traffic lanes and intersections. Special attention is paid

to modelling each street element in such a way that it retains hydraulic properties
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that eventually make the street surface operate like an open channel in case of heavy

rainfall events and sewer surcharge.

6.3 Data types and sources

Three types of data sources are used for the modelling of single-layer street networks.
They are: 1) 2D topographic map of the streets; 2) LiDAR data; and 3) aerial
images. Figure 6.2 presents two different datasets, namely street topographic map

(a) and aerial image (b). The use of the first two data sources is responsible for

Figure 6.2: 2D topographic map (a) and aerial photograph with clipped street net-
work (b) of the study site.

extracting street networks and construction of street connectivity. The last data
type, i.e. the aerial images contributes meaningful information to the delineation
of street kerbs. However, a pre-processing step is necessary before using the images
for street modelling purposes. An image clipping technique is applied to the aerial
images in order to extract the region of interests for further analysis. The 2D street

topographic maps act as clip elements for this purpose.

6.4 Methodology

The current state-of-the-art 3D street modelling combines the topographic maps

and LiDAR data in order to overcome the shortcomings of each individual data
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source. The proposed street modelling methodology has some similarities with the
work of Chen and Lo [26] and Oude Elberink and Vosselman [41] in terms of street
point extraction and assignment of height to street surfaces. However, the automatic
detection of kerbs and modelling of junctions targeted at characterizing hydraulic
properties of the streets are the contributions embedded in this street modelling
methodology. Figure 6.3 shows the workflow of 3D street modelling. The proposed

street extraction and modelling methodology can be split into six modules as follows:

Street candidate points extraction by point-in-polygon method

Street connectivity (topology) construction

Detection of centrelines

Delineation of kerb line

Street surface reconstruction

Modelling of the junction.

The details of each module are discussed sequentially from Section 6.5 to 6.10. Thus,
the methodology described in this study is independent of any specific location and
can be applied to any study area where a single-layer street network exists within

an urban scene.

6.5 Street points extraction

6.5.1 Point-in-polygon algorithm

The Point-in-polygon (PIP) is an algorithm that checks whether a point resides on,
outside or inside of a given polygon (Haines [55]). The PIP algorithm is exten-
sively used in the field of computational geometry. This algorithm implements an
easy strategy to determine the position of a point in reference to a given polygon.
A straight line is drawn from infinity to the point of interest and extended in or-

der to calculate how many times it intersects the edges of a given polygon. If the
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Figure 6.3: Workflow of 3D street network modelling.

number of intersections is an even number, the point resides outside the polygon
( [145]). Otherwise, the point is inside the polygon when the count is an odd num-
ber. Figure 6.4 illustrates the implementation of the PIP algorithm. The randomly
generated scattered points are separated by the polygon P1P2P3P4P5. The points
marked as ‘+’ denote the points lying inside the polygon whereas the points marked
as ‘0’ reside either on the boundary or outside the polygon. The PIP algorithm finds
its applicability for the extraction of street candidate points bounded by 2D street
topographic maps. A topographic map featuring a street network consists of many
individual street segments. Each of the street segments acts as an input boundary

for the implementation of the PIP algorithm. The collective contribution of all the
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Figure 6.4: Implementation of the Point-in-polygon (PIP) algorithm.

street segments results in the complete extraction of a given street network from
the LiDAR point cloud. The entire process of importing polygon boundaries and
application of the PIP algorithm to extract street candidate points is achieved in an
automatic way by using a standard programming environment. In this study, the
MATLAB software package is used to read the ESRI shape files (*.shp) of a street
network and subsequently street candidate points are extracted by using the MAT-
LAB built-in routine ‘inpolygon’. Figure 6.5 shows the extracted street candidate
points for the entire street network after the application of the PIP algorithm. A
close view highlighted with a circle illustrates the extracted LiDAR points.

6.5.2 Dense polygon boundary points generation

The 2D topographic maps of buildings, parcels and streets are stored as closed
polygons and often supplied as ESRI shape file formats (*.shp). Generally these
polygons contain very coarse boundary points which are recorded from the field sur-
vey. Sometimes the interval between two points can be up to 5 or 6 meters or more.
Figure 6.6(a) illustrates a street network consisting of eight polygonal segments with
coarse boundary points. Generation of a fine resolution street model requires very

dense spatial information on the street surfaces. The proposed street modelling ap-
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Figure 6.5: Application of PIP algorithm.

proach resorts exclusively to the formation of rectangular blocks running throughout
the street networks. The street modelling phases such as delineation of kerbs, sur-
face reconstruction and modelling of junctions require high resolution rectangular
blocks (<0.5m). The four vertices of a rectangular block are taken from both sides
of a polygon boundary, the centreline being in the middle. Figure 6.6(b) presents
the appearance of the street boundary points after they have been densified using a

linear interpolation approach. The densification process of the boundary points pro-

(a) (b)

Figure 6.6: Topographic map of a street network with coarse boundary points (a);
Dense boundary point generation with linear interpolation (b).
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duces fine resolution intervals between any two consecutive boundary points. The

details of the formation of rectangular blocks are discussed in Section 6.9.

6.6 Street connectivity (topology) construction

6.6.1 Detection of centreline

The detection of the centrelines is accomplished by applying the skeletonization
algorithm. The skeletonization is a technique of extracting the ‘skeleton’ of an object
from a binary image. In a nutshell, this technique reduces the thickness of an object
to a single line by preserving the original shape of the object. During the application
of the skeletonization technique, the topological and geometrical information on the
object must be preserved. More details on the skeletonization algorithm can be
found in Serra [114] and Gonzalez et al. [52]. In this study, the MATLAB built-in
‘skeletonization’ function is used to extract the centreline of the given street network.
It should be mentioned that the skeletonization algorithm can only be applied to a

binary image. Figure 6.7 shows a street network with centrelines overlaid on it. In

Figure 6.7: Detection of centreline in the street network.
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order to serve this purpose, the shape file of the given street network is converted to
raster format. Afterwards, the raster image is reclassified as a binary image where
each street pixel has a value of 1 and the remaining background pixels have a value
of 0. The proposed street extraction algorithm and the subsequent 3D modelling
of the streets work on the point data. Once the application of the skeletonization
algorithm is completed and the desired centreline output is visible in the binary
image, the pixel information is transformed into 2D feature space as a plain text file

with appropriate geographic coordinate information.

6.6.2 Construction of street connectivity

In a given street network, the individual street segments are interconnected with
one another. The topological information of a street network, i.e. the spatial ar-
rangement among the segment polygons provides information on the position of the
street junctions. Automatic modelling of street cross-sections will benefit from the
detection of automatic street junction points. In order to achieve this goal, the
concept of a connectivity matrix is introduced in this study (Figure 6.8). A connec-
tivity matrix is a 2 x 2 matrix whose first column stores binary values for both the

?;(? Connectivity matrix of

segment 4
1 3

0 0

S4 =
o’

Connectivity matrix of
segment 7

1 3
1 1
(a) (b)

ST =

Figure 6.8: Representation of the connectivity matrix.

ends of a street segment where the value 1 shows a connected end and the value 0
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represents no connection with any other segment. The second column of the con-
nectivity matrix stores information to which the reference segment is connected to.
Figure 6.8(a) shows the street network of the Alcatraz area with numeric numbering
of each of its segments. Figure 6.8(b) presents the connectivity matrices of street
segments 4 and 7 respectively. The street segment 4 is connected to segment 3 and
street segment 7 is connected to both the segments 1 and 3 (Figure 6.8(a)). S4 and
S7 represent connectivity matrices for segments 4 and 7 respectively. In matrix S4,
the (1,1) element is assigned to 1 as segment 4 has its one end connected to another
segment whereas the (2,1) element is set to 0 because the other end of segment 4 has
no connection. Again in matrix S4, the element (1,2) is set to 3 because segment 3
is connected to the reference segment (i.e. segment 4). Similarly, the matrix S7 is
constructed (Figure 6.8(b)). However, the detection of a junction point has not yet
been discussed and this will follow in this paragraph. The centreline information
on each street segment is sorted out and the two endpoints of a given centreline are

marked as reference points.

A point-searching algorithm is implemented at both the reference points for each
street segment. When an endpoint of a given street segment is connected to another
segment, a circle of a threshold radius drawn at that end will intersect the centrelines
of the connected street segment. It is assumed that the junction point is most likely
to be in the middle of the intersected points. In Figure 6.9, A and B are the
two street segments (polygon) where A is a reference segment. C is an endpoint
lying on the centreline of A. When a circle is drawn at point C, the circumference
of the circle intersects the centreline of the street segment B at P1 and P2. The
bisected point of the straight line P1P2 is the junction point J. This procedure
is repeated for each street segment in order to detect the junction points in the
street network in an automatic way. When any street segment is connected to the
neighbouring segment, this information is stored for each segment in the connectivity
matrix. Thus, complete information can be readily available on the pattern of
the connectivity among the street segments. So the implementation of the street-
connectivity network provides information on: 1) location of street junctions; and

2) connectivity among the street segments.
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Figure 6.9: Detection of junction point at the intersection.

6.7 Distinguishing the boundary points

This section describes the methodology of separating boundary points of a street
segment into two groups: left-side and right-side boundary points with respect to
the centreline. The arrangement of the boundary points of a street polygon unit
(segment) is completely random, meaning they do not maintain any serial number.
The starting point can begin from any point on the boundary lines. When the coarse
boundary points are interpolated and the dense points generated, there are no clues
about the position of the starting point for each street polygon segment. Without
the prior information about the separated boundary points, it would be difficult to

implement the formation of the proposed rectangular block.

The separation of the boundary points with respect to the centreline is achieved
through a series of steps. At first, the both end points of the centreline of a street
segment are determined. In Figure 6.10, ‘End-1" and ‘End-2’ are the end points of

the centreline of a given street segment.

A perpendicular line is drawn at both ends and a thin-patched area centring the
perpendicular line is chosen at both the ends. These areas are highlighted in dark
brown (Figure 6.10). For each area, the maximum and minimum serial numbers of

the boundary points are calculated. For End-1, the maximum and minimum index
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Figure 6.10: Distinguishing left-side and right-side boundary points.

numbers are El1/max and Ellmin respectively. Similarly, E2Imax and E2Imin
represent the maximum and minimum index numbers for the second end. The
starting point of the serial number may lie either on a side or on the thin-patched
area. Here, it is assumed that the starting point rests on any of the boundary sides.
When the starting point lies on any of the boundary sides, the following algorithm

separates the boundary points into two groups,

if E1Imin > E2Imaxz then

Side —1 = X1([ElImin: —1: E2Imaxzx])

Side —2 = XI1([ElImaz :Tp,1: E2Imin])
else

Side —1 = X1([E2Imaz : E1Imin])

Side —2 = XI([E2Imin:—1:1,Tp: —1: Ellmaxz])
end if

Here, Side — 1 and Side — 2 are the two boundary sides, X1 is an array containing

the serial numbers of the boundary points of the street, T'p is the total number of
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points. The approach is applied to each street segment resulting in two distinct

arrays for the entire street network.

6.8 Detection of inner boundary lines

6.8.1 Street kerb detection

A kerb (also curb) is an edge where an elevated pavement or a sidewalk meets
the lowered street surface. The main function of a kerb is to guide the rainwater
into the sewer system through the water inlets to prevent water puddles, thereby
avoiding inconvenience to street users and maintaining safe traffic movement. A
kerb is also a demarcation line between the street and the sidewalk, keeping vehicles
on the street and pedestrians on the sidewalk. Generally the height of a kerb varies
between 4 and 12cm. Vivienne K. Dell et al. [123] cast doubt on the assumption
that kerbs can be detected from LiDAR, as these data have limited vertical accuracy.
Ettrich [43] explicitly shows that there is a clear difference between the height profile
of a sidewalk and that of a traffic lane (or street) at a specific location with the

presence of kerbs. This fact can be associated with the relative height accuracy of
the LiDAR sensor.

In this study, the kerb height from the LiDAR data is attempted to be detected by
calculating the height difference between boundary and centrelines. LiDAR data
themselves have some inherent noise which is believed to be responsible for their
inability to capture a kerb height of less than 4cm. The kerb height is not uniform
along the streets and it varies quite often at different location points. Generally, in
front of a bus stop, a distinct kerb height of 5-7cm is noticed while the height starts
to decline near the junction points. In both study areas, this kerb height is found to
be as low as 2-5cm and in some places there are no clear height differences between
the sidewalks and the streets. However, independent of the kerb height information,
the material composition of the sidewalks differs from that of the streets. The
sidewalks are often paved with stones while the street surfaces are mostly (with
some exceptions) covered by asphalt. In the high resolution multispectral imagery,

the spectral signature can provide meaningful information to distinguish between
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sidewalks and streets. A change in the colour gradient can be noticed along the
kerb line in the multispectral images. Figure 6.11(a) presents part of a street in
the Alcatraz study area and the detected edges after the application of Canny edge
detection technique (Figure 6.11(b)).

Figure 6.11: Clipped aerial image of a street segment (a) and detected edges (b).

This study proposes a method to detect the kerb line from the high-resolution (10
cm) aerial image using the Canny edge detection technique. The application of the
Canny edge detection algorithm to the entire dataset of the aerial image will pro-
duce object outline boundaries for each object, both natural (trees) and man-made
(buildings, streets, cars). These numerous edge lines will increase the complexity
of the study scene and computational effort when the goal of the study is to focus
on the street areas and kerbs. An image-clipping technique is performed as a pre-
processing step to extract only the street networks from the aerial image, making
the search domain smaller and the computational effort faster. Later, the Canny

edge detection algorithm is applied to the clipped aerial image.

6.8.2 Delineation of street kerb

The detected edges (pixels) in the binary image (Figure 6.11(b) are mapped onto
the feature space with an appropriate coordinate system which is shown in Fig-
ure 6.12(a). A close look at the mapped feature data reveals discontinuities and

occlusions in the kerb line, caused, for example by parked cars. The distances be-
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tween the centreline and the kerb line of both sides are measured at intervals of 5

metres along the street.
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Figure 6.12: Mapping of detected edges from pixel domain to feature space (a) and
interpolated boundary and kerb line (b).

Three assumptions are made during the distance calculation between centrelines and
kerbs:

e If the distance between a centreline and a kerb line is equal to the distance
between a centreline and a boundary line, an assumption is made that no

detected kerb line is present.

e If the distances from a centreline to both kerb lines are not equal, then either

of the kerb lines is occluded by the cars.

e The missing kerb lines are interpolated by the nearest kerb points and occlusion
from cars is replaced by the distance from another side. Figure 6.12(b) shows

the interpolated kerb points (red) and boundary points (blue).
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6.9 Reconstruction of street surfaces

6.9.1 An ideal street model

The surface reconstruction process attempts to model the street network by trans-
forming it from the planimetric to a realistic 3D model by representing the geometric

properties of an ideal street cross-section (Figure 6.13).

Figure 6.13: An ideal street cross-section.

In Figure 6.13, C is the centreline, CM represents the street surface (traffic lane),
KM is the kerb height and BK is width of the sidewalk. In reality, the width of
sidewalk of both sides may not be equal. K denotes the upper point of the kerb KM
while M denotes the lower point. The implementation of rectangular blocks is a key
characteristic of the proposed approach to street modelling. Figure 6.14 illustrates
the formation of rectangular blocks for a given street segment. This mentioned
street segment consists of five boundary points where L1,1.2,...,LL5 represent left-
side and R1,R2,...,R5 represent the right-side boundary points (Figure 6.14(a)).
Figure 6.14(b) illustrates the formation of rectangles by sharing four vertices at
each time. For example, the points L1, L2, R2 and R1 form four vertices for the
first rectangle L1L2R2R1. In the next step, the points L2, L3, R3 and R2 form
the next rectangle L2L3R3R2 and the process continues (N-1) times where N is the

number of boundary points on a single side.

6.9.2 Assigning heights to centrelines and sidelines

Section 6.6, 6.7 and 6.8 describe the planimetric position of the centrelines, the

boundary lines and the inner kerb lines respectively for each street segment (also
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Figure 6.14: Formation of rectangular blocks.

polygon unit) within the entire street network. The process of surface reconstruction

begins by removing outliers from the street scene caused by cars and trees. This step

is followed by the assignment of height values as a third dimension to the planimetric

boundary, kerb and centreline points. Figure 6.15 illustrates the planimetric view of

a street segment with boundary (red), kerb (violet) and centreline (cyan) points.
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Figure 6.15: Planimetric view of a street segment with boundary, kerb and centreline

points.
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In a real-world scenario, cars are parked along the street boundary in a residential
area. In a commercial or industrial area, both moving vehicles and parked vehicles
are seen in a busy street.Thus, the first step towards street surface reconstruction
is to remove the height anomalies from the street surface caused by the presence of
cars and trees. A height threshold value Ah is chosen and any elevation information
higher than that threshold is treated as an outlier. In the Alcatraz study area, the
height of the street boundary walls in some places is higher than that of the cars.
In order to retain the boundary walls during the filtering process (Chapter 4), many
cars were left on the street surfaces. In this study, a height threshold value Ah is
set for both the study sites, taking the standard height of a car (~ 1.3 - 1.5) as base
measurement for removing outliers. This threshold value is set automatically and
locally for each rectangular block for a given street segment in order to avoid any
artificial disturbance along the global height profile of that particular street segment.
Sometimes, a given street polygon might have global height differences of up to a
few metres. Thus, setting up a general threshold value for the entire street segment
to remove vehicles might eventually result in the removal of some parts of the street
surface points. Figure 6.16(a) presents LIDAR points extracted by a rectangular
block with outliers, and Figure 6.16(b) shows the removal of the outliers and fill-up
of the vacant spaces by linear interpolation. An example of a rectangular block can
be referred to as either BIB2L2L1 (Figure 6.15) or LIL2R2R1 (Figure 6.14(b)).

In the second step, height values are assigned to boundary points (B1, B2,...,.Bn) and
(L1, L2,...,.Ln) and centreline points (C1, C2,...,Cn) presented in Figure 6.15. For
example, at the time of assigning height value to a centreline point C1, a circle with a
radius of 0.5 metres is drawn at the point C1. The street points encapsulated by the
circumference of the circle are averaged out to calculate the mean value for point C1.
Figure 6.17 shows the arrangement of street points inside a circle and the calculated
average value for point C1. In the same way, height values are assigned to all the
boundary points of two sides, kerb and centreline points. The assumption is made
that the boundary points (B1, B2,...,.Bn) and the kerb points (K1, K2,...,Kn) in
Figure 6.15 have the same height values. A cross-sectional profile of the planimetric

view shown in Figure 6.14 would look like the one shown in Figure 6.13.
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Figure 6.16: Threshold set up and removing of outliers.
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Figure 6.17: Assigning height value to the centreline point.

In the third step, a height value is assigned to the point M in Figure 6.13. The
height of point M (h,,) is calculated in following equation,

w
hy, = hy — 0.02 % —
3

where, h. is the height at point C and w is the width of the street. A slope value of
2% is maintained between the points C and M in order to direct the water towards

the inlets.
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6.10 Modelling of street junctions

A street junction within an extracted and smoothened street network is a location
where one or more street segments intersect. A street junction usually, if not al-
ways, spots a manhole location and requires detailed hydraulic information on the
connected street segments. The interaction between pipe flow and surface flow at
a street junction is complex in nature during the surcharged sewer conditions. Fig-
ure 6.18 illustrates the 3D modelling and visualization of a junction featuring kerbs,
sidewalks and traffic lanes. A red circle covering the junction on the aerial image

indicates the exact location of the junction in the aerial image (Figure 6.18). Every

traffic lane

sidewalk

Figure 6.18: 3D visualization of a junction point with detailed sidewalks, kerbs and
traffic lanes information.

phase (or module) of street modelling algorithm is implemented on each street seg-
ment (polygon) individually and in an automatic manner to cover the entire street
network. When a street segment is connected to another segment, there is no street
pavement and kerb at the junction points. Also the slope and height information
of two connected segments might vary considerably depending on the terrain types.

The modelling of a street junction is implemented in three stages:

e Detection of boundary line and kerb lines at the intersecting junction
e Deletion of the detected lines

e Reconnection of two segments
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In Figure 6.19(a), two street segments A and B form a junction, where A is the
horizontal segment and B is the vertical segment. C1 and C2 are the points on the
boundary and kerb line respectively lying at the end of segment A. A circle centring
on C1 is drawn in such a way so that it intersects both the boundary and the kerb
line of segment B. The intersected boundary points (Figure 6.19(a)) and kerb points
(Figure 6.19(b)) are highlighted in red. The middle point out of the highlighted
boundary points is temporarily selected and its next neighbour point in the direction
of and parallel to C1 is denoted as P1. Similarly, circles centring on points C2, C3
and C4 give rise to the points P2, P3 and P4 respectively (Figure 6.19(b) and (c)).
The pairs of points (C1, P1), (C2, P2), (C3, P3) and (C4, P4) are connected linearly
in order to retain the geometric properties of streets at the junction (Figure 6.19(d)).
However, the boundary points between P1 and P2 and kerb points between P3 and
P4 are set to redundant and subsequently deleted.

6.11 Application

The complete methodology described in Section 6.5 to 6.10 is applied to two different
study areas: 1) Alcatraz and 2) Casimirring. Figure 6.20 illustrates the 2D view
of the extracted and modelled street network of the Alcatraz area with detailed
sidewalks, traffic lanes and junctions. In this output map, the modelling of two
tiny street segments (Figure 6.6(a), segment numbers 2 and 6) is ignored. Those
segments have barely any area, and detection of sidewalks and kerbs would not
be of applicative interest. The detailed 3D visualization of a junction point with
explicit detailing of street elements such as kerbs, sidewalks and traffic lanes has
been shown in Figure 6.18. Also, in the modelled street network a clear height
difference is noticed between sidewalks and centreline of the street. Figure 6.21(a)
presents the aerial image of the Alcatraz area highlighting a boundary line (B1B2)
and centreline (C1C2). Figure 6.21(b) illustrates the height profile of the boundary
B1B2 and the centreline C1C2 marked by blue and red lines respectively. A clear
height difference between the boundary and centreline is observed for a selected
street segment. The range of the height difference varies from 2 to 4 cm in this case.

Figure 6.22(a) presents the modelling of a relatively complex street network in the
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Figure 6.19: Modelling of the street junction.

Casimirring area. The study area near Casimirring has a complex arrangement of
street networks with street polygons in a variety of shapes and sizes. Most of the
junction points contain three or four street segments, making the scene complex,

whereas all the street junctions near Alcatraz have only two street segments. The
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Figure 6.20: Planimetric view of the modelled street network at Alcatraz area.
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Figure 6.21: Highlighting a boundary line and a centreline for generating height
profile (a); Height profile of the highlighted street segment (b).

proposed street extraction and 3D reconstruction algorithm also perform well in

generating a detailed street model of this area. Figure 6.22(b) illustrates the 3D
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Figure 6.22: Planimetric view of a relatively complex street network near Casimir-
ring after the application of the 3D reconstruction techniques.

view of a complex junction point containing four street segments. In this area,
some street segments suffer from occlusions due to the presence of overhanging trees
from both sides of the streets. The coarse point density (sometimes no points at
all) within an occluded street scene causes difficulty for the the implementation
of rectangular block formation technique (Figure 6.14). When a rectangular block
does not find enough LiDAR points inside it, the assignment of height for boundary
lines, kerbs and centrelines is achieved by taking information from the neighbour
rectangular blocks where the point density is high. Thus the estimated elevation

data in the occluded area might represent some deviation from the reality.

6.12 Validation

In order to validate the reconstructed 3D street network, eleven ground truth points
are selected manually for both study areas. These ground truth points are col-

lected from the field survey data supplied by the Kaiserslautern municipal office.
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Figure 6.23 shows the plot of ground truth height vs. calculated height of the Alca-
traz street network and Figure 6.24 shows the same plot of the Casimirring street

network. Abdullah et al. [1] describe a quantitative test in order to compare the
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Figure 6.23: Differences in ground truth height and calculated height of Alcatraz
street model.
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street model.
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filtered elevation to the actual ground data by calculating the Root Mean Square
Error (RMSE) with the following formula,

1 & )
RMSE = |+ D (V-G (6.1)

i=1
Where, Y; is the calculated height from the model and G; is the ground truth height.
Using the above equation, the calculated RMSFE of the Alcatraz and Casimirring
areas are found to be 0.13 and 0.18 respectively. The lower RMSE values (< 0.2)

for both the areas suggest a close correspondence between the calculated elevation

and the actual elevation.

6.13 Limitations

The street extraction and the 3D reconstruction techniques have the following lim-

itations:

e At present, this algorithm can be applied only to a single-layer street network

e The algorithm does not work in a situation where a parking place is located
next to the street boundary. In this specific case, the boundary lines and kerbs
are shifted at the end of the parking lot’s boundary (Figure 6.25). Actually,

this information does not come with the 2D topographic maps.

e The implementation of Canny edge detection technique requires choice of a
threshold value. An appropriate threshold value can be found by repetitive
application of the edge detection algorithm till to the point the edge lines look

continuous and with moderate thickness.

6.14 Summary

Detailed street modelling can ensure improved geometric properties of the streets,

characterizing them as open channels. Geometric properties such as area, wetted
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Figure 6.25: Shift in kerb line to accommodate the parking place next to the street.

perimeter and hydraulic radius of a street cross-section are believed to play an im-
portant role in the overall flow dynamics while conveying overland flow on the street
surface, assuming shallow flood depths (Neelz and Pender [95]). Also, the value
of Manning’s coefficient can be influenced by the surface roughness if the surfaces
are not property smoothed. This chapter has proposed a framework for the extrac-
tion and reconstruction of a single-layer 3D street network aiming at improving the
understanding of the urban surface drainage systems. The detailed modelling of
sidewalks, kerbs, traffic lanes and junctions is implemented in an automatic way by
integrating airborne LiDAR data, topographic maps and aerial images. In order to
assess the accuracy, the surface elevations of the modelled street networks are vali-
dated against the field data. The calculated RMSEs (root mean square error) are
found to be 0.13 and 0.18 for Alcatraz and Casimirring area respectively, describing
the validation as close to the reality. Further insight is needed into the validation
of the Casimirring street network. Some street segments at this area are partly cov-
ered by trees from both sides of the streets. The absent of street manholes at this
occluded parts makes the validation task difficult because the ground truth data
are taken from manhole elevations for this purpose. The application of Canny edge
detection technique and subsequent kerb lines reconstruction are implemented in a
separate module and needs to be integrated with the main modelling module in the

future. The methodology proposed in this study is repeatable and can be applied
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to different urban scenes as long as it is concerned with single-layer street networks.
The street modelling framework does not work in a situation where a parking place

is located next to the street boundary.



Chapter 7

Impervious(paved) and
pervious(unpaved) surface

detection

7.1 Introduction

This chapter describes the detection of different surface types by adopting an Object-
based Image Analysis (OBIA) approach. The detection of buildings and streets has
been described in Chapter 5 and Chapter 6 respectively and hence this chapter
pays attention to the classification of rest of the terrain (e.g., grassland, bare soil,
impervious areas covered by parking lots, home yards etc.) by using LiDAR intensity
data and aerial images. The number of surface types is restricted to two (pervious
and impervious) for the study sites of Alcatraz and Casimirring. An additional
investigation is carried out in a third study area Harzhiibel featuring predominantly

bare soil, grassland and other impervious surfaces.

7.2 Overall approach

The detection of different types of urban surface is an important task for estimating

the volume of stormwater runoff contributing to the storm sewer system. In this
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research work, an OBIA approach has been adopted to first segment the image and
afterwards to apply the knowledge-based rule-set approach in order to classify pervi-
ous and impervious areas of both study areas. The segmentation algorithms operate
on all the available image layers. In Definiens software (Definiens [156]), users can
upload several image layers in the view window as long as all the layers correspond
to the same geographical coordinates and projection system. Application of any
segmentation algorithm will segment all the available image layers simultaneously.
Chessboard and multiresolution segmentation have been utilized sequentially. Fig-
ure 7.1 illustrates the complete workflow of the surface classification approach. The

main steps of the impervious and pervious surface detection are as follows:

e Layer stacking/waveband fusion: Red, green and blue bands of the aerial image
and LiDAR intensity band.

e Chessboard segmentation: the wavebands and the thematic map containing

buildings and streets.

e Region of interest (ROI) selection in the image by masking streets and build-

ings.
e Multiresolution segmentation
e Rule-set development

e (Classification results

The details of each step are presented in the following subsections.

7.2.1 Image layer stacking

An aerial multispectral image usually comprises three colour channels, namely red,
green and blue. Conversely, a spaceborne multispectral image has additional colour
channels in the Near Infrared (NIR) zone. Each channel of a multispectral image is
known as an image layer or waveband. The term ‘waveband’ is also known simply

as ‘band’. A user can also import additional bands such as LiDAR elevation or
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Figure 7.1: The work flow of pervious and impervious surface detection.

LiDAR intensity band in Definiens. Figure 7.2 presents the datasets used for the

identification of surfaces in the Alcatraz area. Stacking of several image layers can be

Figure 7.2: Stacking of image layers: Aerial image of the Alcatraz study area with
RGB layers (a) and LiDAR-derived intensity layer (b).

achieved by using a commercial software packages such as Definiens. In this study,
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Definiens has been used to load both the aerial image and the LiDAR intensity

image in the view window.

7.2.2 Chessboard segmentation

The primary step in any OBIA approach is to segment an image by choosing an
appropriate segmentation algorithm. Definiens software offers a number of segmen-
tation algorithms such as multiresolution, chessboard and quadtree, to name a few.
Although multiresolution segmentation is the most commonly-used algorithm for as-
signing a class label to the segmented objects, other segmentation algorithms such as
chessboard segmentation are also useful, particularly when a user wants to segment
an image by an external input such as a thematic map. The Chessboard Segmen-
tation algorithm splits the pixel domain or an image object domain into square
image objects (Definiens [156]). Figure 7.3 illustrates the functioning of chessboard

segmentation.

(b)

Figure 7.3: Example of chessboard segmentation.

The chessboard segmentation algorithm in Definiens environment offers the option of
importing external thematic maps and subsequently segmenting the image according

to the shape of the thematic map. Thus the users have the flexibility of using both
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the default square-grid segmented image as well as the user-controlled segmentation
by a thematic map input. In this study, the user-controlled chessboard segmentation
has been used in order to mask out the buildings and streets in the aerial image. The
employment of the chessboard segmentation with the help of a thematic map splits
the whole image domain into two parts: 1) image pixels inside the thematic map; 2)
image pixels outside the thematic map. A user has the flexibility to choose any of
the parts and perform the next level of analysis. As this study is only concerned with
classifying image pixels outside the thematic map, a simple rule-set is developed by
choosing the algorithm ‘assign class’ and setting the target class as ‘parcels’ in order
to mask out the buildings and trees. Figure 7.4(a) shows the thematic map with
buildings and street polygons. This thematic map is used to mask out the aerial

image shown in yellow (Figure 7.4(b)).

Figure 7.4: Masking out the buildings and streets in the aerial image of the Alcatraz
study area. Topographic map of buildings and streets (a). Masked area highlighted
in yellow (b).

7.2.3 Selection of region of interest (ROI)

After masking out the aerial image (including intensity band) with the thematic
map, the rest of the image domains remain for further processing. Figure 7.5(a) il-
lustrates the ROI in maroon after masking the image. In order to develop knowledge-

based rule-sets, multiresolution segmentation is only applied to the ROI (Figure 7.5(b)).
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The masking of the aerial image with the help of the thematic map is important in

two ways:

e Chapter 5 and 6 of this study present the automatic detection of buildings (also

trees) and streets respectively. At this point, their detection is redundant.

e Masking out buildings and streets reduces the spectral confusion among the
urban surfaces. For example, buildings, streets and other impervious surfaces
have similar spectral reflectance. The less the spectral confusion, the greater

is the efficiency of the knowledge-based expert system in classifying different

surfaces with accuracy.

Figure 7.5: Detection of region of interest: a subset of the study area featuring
region of interest (ROI) in maroon (a). Multiresolution segmentation applied only
in the ROI, excluding areas covered by buildings and streets (b).

7.2.4 Multiresolution segmentation

Multiresolution segmentation is one of the powerful modules embedded in Definiens
software offering the foundation of OBIA approach. A segmentation algorithm at-

tempts to subdivide an image by creating a number of homogeneous image objects.
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The criterion of ‘homogeneity’ is usually achieved by analysing spectral and spatial
information of an image. Thus an image object serves as a basis to assign a set
of homogeneous pixels to a class label. The commercial software package Definiens
uses the fractal net evolution approach (FNEA) for image segmentation purposes (Li
et al. [81]). The FNEA-based image segmentation technique embedded in Definiens
is also known as multiresolution segmentation (Baatz and Schape [11]; Martha and
Kerle [87]). Multiresolution segmentation is a bottom-up region-growing approach
which takes into account spectral, shape and scale factors for segmenting an image
scene (Li et al. [81]). An image object is a collection of pixels having similar spec-
tral and textural properties (Navulur [93]). The size of an image object depends
mainly on the choice of the scale factor in Definiens. A larger scale factor (e.g.,
>=50) generates larger image objects while the choice of smaller scale factor (e.g.,
< 20) generates smaller image objects (Myint and Stow [91]). In this study, four
different scale factors (20, 50, 70 and 100) are tested in order to obtain first-hand
information about the size of the image objects and the level of details associated
with each scale factor. Figure 7.6 illustrates the implementation of multiresolution

segmentation algorithm by choosing four different scale factors.

The scale factor 20 produces the smallest objects with a high level of detail while
scale factor 50 generates relatively larger objects. Conversely, the scale factors 70
and 100 produce larger objects than the previous two scale factors by merging the
neighbouring objects that have less contrasting spatial and spectral information.
Figure 7.6 illustrates the effect of choosing a particular scale factor on image seg-
mentation. Figure 7.6(a) shows a subset of the Alcatraz study scene after applying
the multiresolution segmentation algorithm with a scale factor of 20. A grassland
patch highlighted by a red circle shows many segmented small objects. The same
grassland patch shows only one segmented object if a scale factor of 70 is chosen
(Figure 7.6(b)). Although the choice of scale factor directly influences the level of
detail of an image scene, the users have flexibility to choose the desired level of
detail depending on their requirements, scene complexity and the number of classes
in the output map. By visual inspection, scale factors 70 and 100 produce relatively
large image objects with a reduced level of detail. However, the desired ‘level of

detail’ mainly depends on the user’s perspective, scene complexity and the number
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of classes in the output map. Scale factor 70 has been found to feature a sufficient
level of detail to categorize the ROI into two land cover classes: 1) pervious and 2)
impervious areas. In this study, multiresolution segmentation with a scale parame-
ter of 70 has been performed while maintaining the shape and compactness factors

0.1 and 0.5 respectively.

Figure 7.6: Multiresolution segmentation at different scale parameters: scale pa-
rameter 20 (a); Scale parameter 70 (b).

7.2.5 Rule-set development

The development of a rule-set starts with the visual inspection of the subset of a
given image to be analysed. A representative part featuring almost all types of land
classes should be chosen as a subset of the original image covering the whole study
area. In this study, the preferred procedure has been to look at the different parts
of the image to identify some common features. A feature is defined as an attribute
which provides specific information regarding the segmented image objects (Myint
and Stow [91]). An attribute can be an individual waveband value, geometric shape

or texture in the Definiens environment.

The goal is to classify the ROI into two categories, namely pervious and impervi-

ous areas. There are four available wavebands (RGB bands from aerial image and
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intensity band from LiDAR data). The first step is to visually analyse individual
wavebands in order to observe whether a particular surface type stands out from
the whole image scene. A blue band (B) layer value greater than 70 could capture
most of the impervious areas. At the same time, this threshold value also includes
some shadow areas. The study area features two types of shadow-covered areas: 1)
grassland covered by shadows; and 2) impervious surface covered by shadows. An-
other observation reveals that a suitably chosen LiDAR intensity band could capture
most of the pervious surfaces with the exception of some trees and some grassland
covered by shadows. At this point, there is an attempt to classify the grassland
under shadow by choosing an appropriate threshold value of a specific waveband.
Visual analysis evaluates that the blue band (B) value of less than 55 can capture
most of the grassland covered by the shadows. The second step is to attempt to
detect all the impervious areas. It is observed that most of the impervious areas can
be detected by choosing a threshold value in the blue band (B). Visual observation

reveals that the blue band value greater than 91 is optimal in this case.

By setting this value, the impervious areas under the shadows cannot be detected.
At this point, the shadow-covered impervious areas can be detected by choosing
the appropriate image band with the correct threshold value. Visual observation
again illustrates that the LiDAR intensity band, having a layer value of less than
36, could capture all the impervious areas under the shadows. Table 7.1 presents

the summary of the expert system rule-sets developed in this study.

Expert systems rule Surface types
Rule 1 Blue band layer value < 55 Grassland under shadows
Rule 2 Blue band layer value > 91 Impervious areas
Rule 3 | Intensity band layer value < 36 Impervious areas under shadows
Rule 4 | Intensity > 36 and blue < 75 | Pervious areas (grassland and bushes)

Table 7.1: Expert system rule-sets developed for the Alcatraz area.

7.2.6 Classification results

In this section, the application of each expert rule described in the previous section

is illustrated. At this point, the Alcatraz dataset is chosen in order to classify



7.2 Overall approach 129

pervious and impervious areas. First, the rule-set 1 is applied in order to identify
the grasslands under the shadow. Figure 7.7 illustrates the detection of grasslands
under the shadow by using blue band value of less than 55. There is clear evidence
of the juxtaposition of grassland and concrete surface under the shadow cast by the
buildings (Figure 7.7(a)). An expert system rule-set can detect only the grassland
under the shadow (Figure 7.7(b)). In the second step an attempt is made to detect
the impervious areas in the study scene. It should be recalled at this point that
buildings and streets from the study area are excluded as they have already been
detected and modelled in Chapter 5 and 6. Rule-set 2 is applied as discussed in
Section 7.2.5.

Grassland under shadows

Concrete surface under shadows

Classified grassland under shadows|
/ With blue band value < 55.

Concrete surfaces under shadows
are still unclassified

(b)

Figure 7.7: Detection of grasslands under the shadow: two types of surfaces, e.g.
concrete and grassland under the shadow cast by the buildings (a); a threshold of
the blue band value can separate the grassland from the concrete under the shadow

(b).



130 Impervious(paved) and pervious(unpaved) surface detection

The rule-set 2 in the Definiens environment is implemented and the output map
captures all the impervious areas excluding those under the shadow. Figure 7.8(a)
shows a subset of the study area featuring grasslands, impervious areas, cars and soft
soils. It should be pointed out that cars are considered as impervious objects. Im-
plementation of rule-set 2 classifies the cars and other concrete and asphalt surfaces
exposed to the sun as impervious areas (Figure 7.8(b)). The employment of rule-set
2 cannot capture the impervious surface information under the shadow which is
highlighted in Figure 7.8(b). In the third step, there is an attempt to classify the
impervious areas under the shadow by using rule-set 3. Table 7.1 shows that rule-
set 3 is designed to exploit the LiDAR intensity data to characterize the impervious
areas under the shadow. Figure 7.9(a) shows a subset image with impervious areas
under the shadow cast by the cars. Implementation of an expert system (rule-set 3)
detects the impervious areas under the shadow (Figure 7.9(b)). The application of
rule-set 3 also mistakenly includes dark exposed soils and some dark vegetation as
shadows in Figure 7.9(b). The successive application of rule-set 2 and rule-set 3 can
detect impervious surfaces exposed to the sun and impervious surfaces under the
shadow respectively (Figure 7.9(c)). Figure 7.9(d) shows the classification of grass-
lands and impervious surfaces in the subset of the image. Bright exposed soils with

thin slices are also classified as paved surfaces because of the spectral homogeneity.

7.2.7 Accuracy of the final map

All the rule-sets listed in Table 7.1 are applied sequentially. Figure 7.10 shows the
entire study area with classified pervious and impervious surfaces. An accuracy
assessment test is performed in order to validate the credibility of the knowledge-

based rule-sets.

An error matrix approach is performed to assess the accuracy of the classified image.
Two hundred randomly distributed points over the entire Alcatraz study area are
generated. An aerial photo is taken as reference map and only the points that fall
within the ROI (i.e. outside the thematic map) are considered. In this case, one

hundred and twenty three points are found to be located on the ground. The overall
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Impervious areas

Detected impervious areas with
Blue band value > 91

Unclassified impervious
surface under shadows

Figure 7.8: Detection of impervious areas: A subset of the study area featuring
impervious areas and grasslands (a). Expert system rule-set 2 detects most of the

impervious areas excluding shadow-covered impervious areas (highlighted by zoom-
ing in) (b).

accuracy computed from the error matrix is 94.3%. Table 7.2 shows the computed
error matrix for the Alcatraz area. Pervious areas have errors of omission of 5.6%
and errors of commission of 4.2% while impervious areas have errors of omission of

5.7% and errors of commission of 7.5%. Some areas of large trees with no leaves

Reference map
Classified map Pervious | Impervious
Pervious 67 3
Impervious 4 49

Table 7.2: Error matrix calculation for verifying surface classification accuracy for
Alcatraz area.

are visually found to have been classified as an impervious areas. A small patch of
grassland with a partly yellow colour is also classified as a pervious area. This may

result in misclassification in the classified map.



132 Impervious(paved) and pervious(unpaved) surface detection

(c) (d)

Figure 7.9: Classified maps after integrating different rule-sets: A subset image of
the study area (a); detection of impervious areas under the shadows (b). Detection
of impervious areas exposed to sun (in red) (c); resultant classification (d).

7.3 Application to Casimirring study area

This section describes the detection of pervious and impervious surfaces in the
Casimirring area. This area has a higher scene complexity featuring a variety of
roofs and dense trees compared to the Alcatraz area. An image masking technique
using chessboard segmentation is applied in a similar way to that applied to the
Alcatraz area (Section 7.2.2). The expert system rules which have been designed for

the Alcatraz area are also applied to the Casimirring area. Table 7.1 in Section 7.2.5
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- Impervious
- Pervious

Figure 7.10: Detection of pervious and impervious areas in the Alcatraz dataset
after masking out buildings and streets.

illustrates the expert system rules that have been designed for the Alcatraz area and
which perform almost equally well for the Casimirring area .Figure 7.11(a) presents
the aerial image of the Casimirring area (covering 50%) and Figure 7.11(b) shows
the detected pervious (green) and impervious (red) surfaces of the same area using
OBIA approach. The overall accuracy computed from the error matrix is reported
to be 93.78%. Table 7.3 shows the computed error matrix of the Casimirring study
area. Pervious areas have errors of omission of 6.7% and errors of commission of
4% while impervious areas have errors of omission of 5.4% and errors of commission

of 9%. Some trees with reddish leaves are found to have been classified as imper-

Reference map
Classified map Pervious | Impervious
Pervious 96 4
Impervious 7 70

Table 7.3: Error matrix calculation for verifying surface classification accuracy for
Casimirring area.

vious surface. This misclassification deteriorates the expected level of accuracy in

the Casimirring area to some extent when comparing to the Alcatraz area. Fig-
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ure 7.12(a) illustrates a small part of the Casimirring study area featuring a tree
with reddish leaves. Because of the spectral similarity, the tree is classified as im-

pervious surface when using the expert system rule 2 in Table 7.1 (Figure 7.12 (b)).

I impervious
i - pervious

(b)

Figure 7.12: Trees with reddish leaves (a) are classified as impervious (b) surface.
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7.4 Differentiating grassland and bare soil

This section presents the development of knowledge-based rule-sets capable of dis-
tinguishing grassland and bare soil as well as detecting impervious (paved) surfaces.
The two study areas being investigated in this research do not have predominantly
bare soil with the exception of soils partly covered by grass. However, the task of
distinguishing between bare soil and grassland is important in order to describe the
rainfall-runoff process more precisely. A newly built residential area at Harzhiibel
in the neighbourhood of the University of Kaiserslautern is chosen for this purpose.
The Harzhiibel study area has a large amount of exposed soils while the existence
of grasses and other impervious surfaces are also noticeable. The OBIA techniques
start with masking out the buildings and streets in the Harzhiibel area by adopting
the chessboard segmentation algorithm with the help of thematic maps. Afterwards,
the rest of the ground and trees are taken as region of interest for further analy-
sis. The first expert rule is developed by choosing a threshold value for the mean
brightness of all the bands. With this threshold, most of the exposed bare soils and
impervious areas near the houses can be separated out. An arithmetic formula cal-
culating the difference between Red and Green bands is designed as a second expert
rule in order to separate the impervious surfaces from the bare soils calculated by
rule-set 1. The third expert rule detects the grassland by setting a threshold for the
mean brightness band. Table 7.4 shows the expert system rules for the Harzhiibel
area. Figure 7.13 illustrates the implementation of rule-set 1. A small part of the
study area with bare soils, grassland and other impervious surfaces is highlighted

for the implementation of rule set 1 (Figure 7.13(a)).

Expert systems rule Surface types
Rule 1 | Mean brightness value > 110 | Bare soil + impervious surfaces
Rule 2 | Red band - Green band < 0 Impervious surfaces
Rule 3 | Mean brightness value < 90 Grass

Table 7.4: Expert systems rule-sets for Harzhiibel study area.

A mean brightness value greater than 110 can separate the grassland from rest of the
land cover types, mainly the bare soils and the impervious surfaces (Figure 7.13(b)).

Although the application of rule-set 1 can distinguish the grassland from rest of
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Figure 7.13: Aerial image with exposed soils (a) and classified image with soils +
impervious surfaces (red) and grasses (green) (b).

the scene, a mix class of soil and grass with the later dominant is classified as
bare soils. This mix class is highlighted by a yellow circle in Figure 7.13(a) and
the resultant classification in Figure 7.13(b). In order to separate bare soils and
impervious surfaces, rule-set 2 is implemented. Figure 7.14 shows the improvement
in the classification after the application of second rule set. Figure 7.15 shows the
classification of the entire Harzhiibel study area after applying all the expert rules. In
order to assess the quality of the classified image, an error matrix approach is taken
as in the the previous examples. Table 7.5 illustrates the error matrix computation
of the Harzhiibel area. The overall accuracy is reported to be 94.4%. The errors of
omission for the land classes grass, bare soil and impervious are found to be 4.76%,
3.57% and 11.11% respectively. The errors of commission of grass, bare soil and

impervious surfaces are found to be 4.76%, 5.26% and 7.69% respectively.

7.5 Conclusion

The OBIA approach described in this chapter performs well for three different study

areas with varied surface characteristics. The computed overall accuracy of the Al-
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Figure 7.14: Aerial image with exposed soils, impervious surfaces and grasses (a)
and classified image with soils (red), impervious (yellow) and grasses (b).

Reference map
Classified map Grass | Bare soil | Impervious
Grass 40 1 1
Bare soil 1 54 2
Impervious 1 1 24

Table 7.5: Error matrix calculation for verifying surface classification accuracy for
Harzhiibel area.

catraz study area is 94.3%. Some trees partly covered with gray leaves are found
to be classified as impervious areas which results in misclassifications in the output
map. In the Casimirring study area, trees covered with reddish leaves are misclas-
sified as impervious surfaces in the outputmap resulting in an overall accuracy of
93.78%. The accuracy of both areas can be increased significantly if the knowledge
of the classified tree points (described in Chapter 5) can be linked to the OBIA
approach. The computed accuracy of the Harzhiibel area is reported to be 94.4% as
some of the areas with bare soils under the shadow are classified as grassland. The
incorporation of an additional expert rule by utilizing existing image wavebands is

necessary to improve the accuracy for this site.
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Figure 7.15: Aerial photo of the Harzhiibel area (a) and the classified image after
the application of OBIA approach (b).

The OBIA approach followed by the knowledge-based expert system is an effective
way to classify high resolution aerial image in association with other ancillary data.
The procedure of rule-set development is not completely automatic; rather, it is
a semi-automatic system. The choice of a subset of an image to be analysed and
the development of an expert system based on a user’s visual observation may be
attributed as ‘human interaction’, which will reduce the degree of automation. How-
ever, when classifying a masked image with the goal of detecting a few land classes
from the whole study scene, this semi-automatic expert system is still a good choice
to handle and classify very high resolution imagery in order to produce a highly

accurate classified map.



Chapter 8

Resulting data model

8.1 Introduction

This section describes the integration of different topographic data layers. An inte-
grated data model representing the topographic features such as buildings, streets
and paved and unpaved surfaces is obligatory in order to run flood simulation. The
topographic data layers provide the hydraulic and hydrologic input to a standard
urban flood simulation model such as MIKE FLOOD. The resulting data model
consists of two main components: DSM of the study area with elevation data and
the land use and land cover (LULC) map of that area. The DSM of the urban

catchment has three topographic layers in the form of point data:

e The classified buildings
e The extracted and modelled street network

e The rest of the ground (pervious and impervious)

The LULC map of any study site provides the information on the surface cover types

of that area. In this study the LULC map contains the following information:

e The building polygon maps

e The street polygon maps
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e Polygon maps of paved and unpaved surfaces

8.2 DSM generation

The integrated topographic model can be generated in raster grid format as well as
triangulated format. However, most of the flood simulation models widely accept
the raster format where the topographic information is provided as a fine-resolution
grid. This study supplies the resulting topographic data model in raster (or grid)
data format. Figure 8.1 illustrates the overall workflow of the DSM generation from
LiDAR point data. The Alcatraz study area is taken as an example case in order
to describe the step-by-step techniques for generating a complete DSM. The main
goal of generating a DSM involves bringing together all three layers- the buildings,
the street networks and the rest of the ground points into a single layer by merging
them.

The first step is to single out the buildings from the classified non-ground points.
Chapter 5 describes the detailed building and tree classification algorithm. The
building points are stored and supplied as irregular point data with geographic
coordinates x, y and z. In the second step, the modelled street network points
with 3D geographic coordinates are merged with the building points. The merging
operation is achieved through an array concatenating operation where each of x, y
and z coordinates are considered as an array. Chapter 6 describes in great detail the
extraction and modelling of a single-layer street network. In a similar way as a next
step, the rest of the ground points are merged with the already combined building
and street layers. Figure 8.2 illustrates the perspective view of the Alcatraz study

area with buildings (red points), streets (blue points) and ground points (green).

However, the simulation of 2D overland flow using a standard software package such
as MIKE 21 requires grid/raster representation of the topography. That is why, it
is important to convert the irregular classified points into grid data. The conversion
technique requires a specified rectangular grid size and the choice of an interpolation
algorithm. The purpose of employing an interpolation algorithm in point cloud is

to predict the elevation value at unsampled locations. A GIS software package such
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Figure 8.1: Workflow of DSM generation from LiDAR points.
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Figure 8.2: Perspective view of different topographic layers.

as ArcGIS offers a number of data conversion tools and interpolation algorithms.

Although there are many algorithms available, the choice of an appropriate one

is always application-oriented and requires the users to make trade-offs between
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the desired accuracy and the computational efficiency. The basic principle of any
interpolation algorithm is to assign a value to an unsampled location by looking at
the neighbourhood information. The neighbourhood information may consider only
the Euclidean distance (e.g., nearest-neighbour method) or other information such
as spatial arrangement of the neighbouring points in addition to Euclidian distance

(e.g., krigging, natural neighbour methods).

The application of a relatively simple method such as nearest-neighbour interpola-
tion would be particularly attractive within the context of processing large point
data acquired by LiDAR sensors. The arrangement of urban topography is highly
heterogeneous with varying height profiles. Approximation of elevation data at
the unsampled locations using a simple interpolation method may result in incon-
sistent values, especially along the edges of buildings and other man-made struc-
tures (Harman and Johns [58]). In this study, an advanced interpolation method
such as natural-neighbour is used in order to exploit both the spatial and distance
information for a point of interpolation. Sibson [117] first describes the idea of
natural-neighbour interpolation. This method has a close association with Delau-
nay triangulation and Voronoi diagram. This is a piecewise method and takes into
account the neighbouring point having a border with the Voronoi cell. The natural

neighbour interpolation can be written as,
flx) =) wi(z)a; (8.1)
i=1

where f(z) is the value of the interpolation at point x, n is the number of neigh-
bouring points, a;(i = 1,2,...,n) are the values of the neighbouring points, w;(x)
are the weights for each neighbourhood point. Figure 8.3 illustrates the natural

neighbour interpolation method by inserting a point x in the neighbourhood of P;.

In this study, the spatial analysis toolbox of ArcGIS software package is used in order
to convert the merged point cloud with three topographic layers into grid/raster
data using the natural neighbour-interpolation method. A grid size of 0.25 m is
specified for this purpose. Figure 8.4 illustrates the grid /raster representation of the
Alcatraz study area where the dark pixels indicate lower elevation and the bright

pixels indicate the higher elevation. In fact, this is the resultant data model in
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Figure 8.3: Schematic diagram of natural neighbour interpolation.

terms of describing the elevation data which MIKE 21 can take as input for the
simulation of overland flow. This is the high resolution digital surface model which

is capable of supporting modelling of urban flooding by providing detailed hydraulic
representation of the urban topography.

Figure 8.4: Grid/raster representation of the Alcatraz study area.
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8.3 Qualitative assessment

The assessment of the overall quality of the resultant data model is important in
order to achieve a higher degree of accuracy of the simulation results. In a built urban
area, the spatial arrangement of the dense buildings often create narrow passages
and alleys through and around them. Buildings next to the street sides and lying
relatively lower than the street elevation are vulnerable to flood inundation. A
realistic urban DSM should retain all these surface properties in order transfer the
flood water into the private ground according to hydraulic conditions. As already
described in Chapter 3 and 4, the topography of the Alcatraz area has a very steep
slope running from S-W to N-E direction. A number of buildings are found to be
lying lower than the street elevation and along the streets. In order to perform
the qualitative assessment of the generated DSM of the Alcatraz area, a complex
part of the study area featuring a narrow passage running between the buildings
and connected to the streets is chosen. Figure 8.5 presents a small part within
the Alcatraz area where a narrow roadway with steep slope runs down to private
property from the main street. Figure 8.5(a) shows a yellow line drawn from the
middle of the passage to the other end of the main street. The yellow line is spotted
with points 1, 2, 3, 4, 5 and 6. Figure 8.5(b) shows the perspective view of the narrow
passage looking up the streets. Figure 8.5(c) shows the DSM of the same part of
the area shown in Figure 8.5(a). A cross-sectional profile is drawn on the DSM
(Figure 8.5(c)) and along the highlighted yellow line (Figure 8.5(a)). Figure 8.5(d)
illustrates the height profile indicating the location of the points (1, 2, 3, 4, 5 and
6) mentioned in Figure 8.5(a). From this example, it can be said that the quality
of the interpolated DSM generated from the LiDAR point data closely correspond
with the reality.

8.4 Preparing the land use and land cover (LULC)

map

The LULC maps of different surface types in the Alcatraz study site are supplied in

vector format which is also the meaningful input format for simulating the rainfall-
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()

Figure 8.5: Qualitative assessment of the generated DSM.

runoff process using the MOUSE software package. At this stage, it is important
to convert all types of surface data into vector/polygon format and merging among
the layers is redundant as MOUSE offers the flexibility to import different surface
types individually. Four types of urban surfaces are identified in this study for the
Alcatraz study area. The street polygon maps are already available from the Stadt
Kaiserslautern (city municipal office). The building polygon maps are produced
from the classified building points described in Chapter 5. Chapter 7 discusses
the methods of identifying pervious(paved) and impervious(unpaved) surfaces using
Definiens software. The paved and unpaved surface types are exported as vector
polygons from Definiens. Finally, the collection of four types of urban surfaces in

vector formats is ready to be used in the runoff simulation software (Figure 8.6).
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Il building
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Figure 8.6: LULC map in vector format: buildings (maroon), streets (cyan), paved
(red) and unpaved (green) surface.

8.5 Running the simulation

Flood modelling software MIKE FLOOD 2009, which is developed by DHI water,
Environment & Health, Denmark, is taken as an established and recognized mod-
elling platform in order to test the performance of the geospatial database of the two
study sites in Kaiserslautern, Germany. The geospatial database mainly consists of
fine resolution DSM processed from LiDAR data, modelled street network attached
to the DSM and information about different urban surface types namely paved and
unpaved. Modelling of urban flooding requires both the surface data for simulating
overland flow and the sewer network data for pipe flow simulation. The context of
urban flooding usually includes the urban topography and the underground sewer
networks. An urban catchment can also be located on a river bank and can thus be
vulnerable to river flooding. In this research work attention is paid only to pluvial
flooding i.e. the urban flooding phenomena arising from the interaction between
sewer flow and surface flow during torrential rainfall events. That is why, modelling
of urban flooding takes full advantage of the modules MOUSE and MIKE 21 and

their coupling.
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8.5.1 MOUSE module

The MOUSE module of the MIKE FLOOD family offers the simulation of pipe flows
of an urban storm drainage network. This section is devoted to the building of a
simple MOUSE model using MIKE URBAN (MOUSE) interface. The complete

model- building and simulation process can be grouped into the following steps:

1. Definition of the urban storm drainage network data
2. Delineation of the urban catchments

3. Declaration of the boundary conditions

4. Rainfall-runoff modelling

5. Sewer network flow simulation

6. Results and analysis

8.5.1.1 Sewer network data

The sewer network data are supplied in the form of nodes and links. The nodes
represent the manholes whereas the links are the closed conduits/pipes connecting
the manholes. MOUSE has a menu option for importing an Excel sheet with storm
drainage network data. Figure 8.7 shows the layout of the drainage network with

nodes and links in the Alcatraz study area.

Each manhole has a geographic location with X and Y coordinates, a ground level
height and a bottom level height (i.e. inverted level). Each closed pipe/conduit
connecting two manholes has a specified diameter and material property. Another
important piece of information for a given pipe is its connectivity with the neigh-

bouring two manholes which is supplied in the form of ‘From node’ and ‘To node’.

8.5.1.2 Delineation of the catchments

In rainfall-runoff modelling, the catchments act as a hydrological unit where the

runoff and infiltration processes occur. The area of interest can be delineated as
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Figure 8.7: Setup of MOUSE nodes and links of Alcatraz study area.

a single catchment in the first step. This catchment can be further divided into
several sub-catchments depending on the definition of local valleys and ridges. One
rule of thumb is to discretize the whole catchment in such a way that each sub-
catchment contains at least one manhole node. The delineation of the catchment
unit followed by its sub-division can be achieved either manually or automatically
using the MOUSE module. Figure 8.8 illustrates the delineation of the catchment
and sub-catchments of the Alcatraz study area. Each sub-catchment is connected
to the manholes in order to transfer the runoff volume as inflow to the drainage

network.

8.5.1.3 Declaration of the boundary conditions

In any numerical simulation, boundary conditions influence the result of the sim-
ulation. The choice of proper sets of boundary conditions can ensure consistency

between the simulated results and the real-world physical processes. Boundary con-
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Figure 8.8: Delineation of catchment and sub-catchments of the region of interest.

ditions are also important in order to solve the flow equations for a given pipe
connected to two manholes for each time step (MOUSE reference manual [149]).
The MOUSE module offers three types of boundary conditions: rainfall, network
loads and external water level. In this study, only the rainfall boundary condition
is applied as a storm event over the catchment. Figure 8.9 shows the rainfall data

used for computing the rainfall-runoff model for both study areas.

8.5.1.4 Surface runoff (hydrological) modelling

The amount of runoff for a given rainfall data can be modeled using an appropriate
hydrological model. The main function of a hydrological model is to improve the
understanding of surface runoff behaviour in a complex watershed. A surface runoff
model is influenced by soil types, topography and rainfall data. The conversion
of precipitation into effective runoff for a given urban catchment is necessary for
computing the network loads of the urban storm drainage networks. MOUSE offers

a number of surface runoff models for this purpose. The following surface runoff
models are included in MOUSE:
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Figure 8.9: The rainfall data used for the flood simulation.

1. Time-Area method (A)
2. Kinematic Wave (B)
3. Linear reservoir (C1 and C2)

4. Unit hydrograph method (UHM)

In this study the Time-Area method (A) is used for the purpose of surface runoff
modelling. This is a simple method and the runoff computation is performed by
considering the hydrological losses and the runoff routing with the help of a time-
area curve (MOUSE reference manual [149]). A time-area curve is actually a graph
indicating the parts of a watershed responsible for generating direct runoff at a
specific point of interest (Her [62]). This curve is generally constructed by calculating
the cumulative travel time map and used to convert precipitation into a runoff
hydrograph. This conversion of precipitation into runoff is often dominated by
the physical characteristics of the watershed such as roughness, shape and slope
(Her [62]). The runoff simulation can be initiated from the MOUSE simulation
menu. The surface runoff model generates the catchment loads for storm drainage
networks that are saved as *.CRF file in MOUSE environment.
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8.5.1.5 Network flow simulation

The catchment load calculated from rainfall-runoff modelling acts as input to the
MOUSE pipe flow model. The network parameters such as simulation mode and
model type are set to normal mode and dynamic wave type respectively. Users
have the flexibility to select the desired output results after running the network
simulation. The depth and discharge at nodes, links and grids can be selected from

the dialog ‘computation’ and under the tab ‘network summary’.

8.5.2 MIKE 21 module

The MIKE 21 module offers the advantage of modelling 2D overland flow thus
making it feasible to visualize the realistic flood water propagation. The main input
of the MIKE 21 module is a DSM/DTM describing the elevation data of a given
topography. In Section 8.2 of this chapter, the steps for generating fine resolution
DSM of the Alcatraz study area have been described. In fact, this grid format
DSM is the ideal basement for running the 2D simulation. MIKE URBAN interface
provides access to both MOUSE and MIKE 21 modules and interaction between
these modules can also be implemented through this interface. Figure 8.10 presents
a dialog box designed to facilitate the import of DSM and definition of the model

domain.

After importing the DSM, it is important to define the 2D model parameters such
as land value, flooding and drying depth and bed resistance. The land value is set
to the maximum DSM value plus 10m above which no flood occurs. In MIKE 21
2D flow simulation, the flooding and drying depths influence the interplay of the
DSM grid cells in the computation. Flooding and drying depth of 0.003 and 0.002

respectively are chosen for this study.

8.5.3 Coupling 1D and 2D flow

The coupling of 1D pipe flow and 2D overland flow can be achieved using MIKE
URBAN interface. The user has options to choose a list of nodes to be coupled with
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Figure 8.10: Importing DSM and selection of model domain.

the DSM. However, in this study, all the manhole nodes are considered to be coupled
with the fine resolution DSM of the Alcatraz study area. Thus the implementation
of the coupling between MOUSE and MIKE 21 modules facilitates the simulation
of bi-directional flow which has its roots in adopting the dual-drainage modelling
concept (Djordjevié et al. [35]). Figure 8.11 illustrates a list of three nodes N1, N2
and N3 highlighted by square grids after being coupled with the DSM.

8.5.4 Simulation and results

After the declaration of the coupling between the nodes and the surface model, it
is necessary to define the simulation type and the 2D overland flow parameters. At

first the simulation type is specified as ‘Network + 2D overland’ from the general tab
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Figure 8.11: Coupling between the nodes and the surface model.

under the computation dialog. Under the tab ‘2D overland parameters’, the time
step is set to 1.00 second and a desired output file name is specified. The results of
the coupled 1D-2D flow simulations are generated as raster files with the extension
*.dfs2 by MIKE URBAN. The *dfs2 files are actually equivalent to the ESRI raster
file. At the end of the simulation, there are two raster files: one with single time
step characterizing maximum flood depths and the other containing information
on flood depths for multiple time-steps. Figure 8.12 presents the flood simulation
results for four different time periods. Figure 8.12(a) shows the flood inundation
situation before the simulation starts. At the 5th time step, flood water comes out
of the sewer system through the outlets (Figure 8.12(b)). The depth of flood water
keeps increasing in the downstream and flood water starts to travel upstream in the
22th time step (Figure 8.12(c)). At the end of the simulation, flood water inundates
part of the streets (Figure 8.12(d)).

The incident of street flooding can be seen downstream of the catchment. No local-
ized street flooding can be seen because of the steep terrain characteristics of the
area. The building highlighted by a red circle is vulnerable to urban flooding as
water escapes from the street and runs into the private ground (Figure 8.12(d)).
Figure 8.13 illustrates the close view of the flood affected building. This figure also
explains the reason why the water enters into private ground by referring to a narrow

passage next to the building in the aerial image.
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Figure 8.12: Extent of flood inundation at four different simulation stages (Alcatraz
study area).

8.6 Application to Casimirring study area
The flood simulation model is also run for the Casimirring study area. The prepa-

ration of fine resolution DSM and LULC maps for Casimirring is similar to that

of Alcatraz area as described in Section 8.2 and 8.4 respectively. Figure 8.14(a)
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Figure 8.13: Flood water escaping into private ground from the street.

presents the fine resolution DSM (0.25 m) of the Casimirring area and the main in-
put for the hydraulic simulation module MIKE 21. Figure 8.14(b) shows the LULC
maps of the same area as vector/polygon format with four distinct classes namely,
building (yellow), street (cyan), pervious (green) and impervious (red) surfaces. The
LULC maps are used as hydrologic input to the MOUSE module in order to run the
rainfall-runoff simulation. In the next step, the setup of the sewer network is con-
structed in the Casimirring area and discretization of the catchment is performed in
order to divide the whole catchment into smaller sub-catchments. Figure 8.15 shows
the setup of sewer networks and discretization of the catchment in the Casimirring
study area. Each of the sub-catchment is connected to a manhole enabling the

computation of the network load.

The coupling between MOUSE and MIKE21 modules is achieved by following the
steps described in Section 8.5.3 of this chapter for the Alcatraz area. At this point
the model setup is ready and the simulation is run for the complete duration of the
rainfall event i.e. one hour and fifty minutes. Figure 8.16 illustrates the results of the
simulation at four different time steps. Figure 8.16(a) illustrates the flood inundation
situation before the simulation starts. At the 10th time step, flood water comes out
of the sewer system through the outlets and also from the manhole at the center of
the study area (Figure 8.16(b)). The depth of flood water keeps increasing on the
streets and in the neighbourhood of the outlets in the 30th time step (Figure 8.16(c)).
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Figure 8.14: The interpolated DSM (a) and land cover maps of the Casimirring
area.

At the end of the simulation, flood water inundates many parts of the Casimirring

study area including streets and private grounds (Figure 8.16(d)).

A street segment chosen from the North-Western part of the flood inundation map
(Figure 8.16(d)) shows clear evidence of street flooding. Figure 8.17(a) presents
the enlarged view of the flood affected street AB and S is a location on the street.
Figure 8.17(b) shows the perspective view of the street segment AB in the real-world
highlighting the location of S with red arrow. The street running from point A to

B bears a clear evidence of steep slope.

8.7 Summary

The resultant data model derived from LiDAR and other ancillary datasets could ef-
fectively be fed into the MIKE FLOOD software. The high resolution DSMs for both

the study areas provide realistic hydraulic capacity of the urban drainage systems
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Figure 8.15: Setup of sewer networks and discretization of catchment of the Casimir-
ring area.

leading to the successful implementation of 1D-2D flow simulation. The qualitative
assessment of the interpolated DSMs is performed by drawing cross-sectional profiles
at locations where the topography is complex. Although the cross-sectional profiles
show good agreement with the real-world topography, further investigation in terms
quantitative measures should be performed in order to estimate the uncertainties
pertaining to height profiles of the interpolated DSMs. The results of the flood inun-
dation map for both the study areas show good correspondence with the respective
topographic profiles. Different rainfall data and other boundary conditions should
be considered in order to visualize multiple flood inundation scenarios for both the

study areas.
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Figure 8.16: Results of the flood simulation in the Casimirring area at four different
stages.
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(a) (b)

Figure 8.17: Event of flooding in one of the streets in Casimirring area (a) and the
aerial image of that street (b).



Chapter 9

Summary and recommendations

9.1 Summary

The main objectives of this research are: 1) to provide a suitable database for 2D
surface flow modelling using 1D-2D dual drainage approach, 2) to achieve higher
degree of automation in terms of unstructured LiDAR data processing, 3) to ex-
plore the suitability of using aerial images and topographic maps for improving the
overall performance of urban drainage modelling and simulation and 4) to use the
integrated database in a simulation model to assess the hydraulic performance of
urban drainage systems. In the recent years, the choice of LiDAR derived DEM
with varying spatial resolution has been well accepted in the urban flood modelling
community. In order to achieve the first research objective, the use and processing
of high-density and unstructured LiDAR point data have been documented in this
research work. Pertaining to the second research objective, a number of LiDAR
point data processing techniques have been proposed to extract, detect and model
the complex urban surface characteristics. In order to achieve the third research
objective, other ancillary data such as aerial images and topographic maps in com-
bination with LiDAR data have been used to better model street networks and to
detect various surface types. Pertaining to the last objective, an established flood

model MIKE FLOOD has been used to visualize the flooding scenario using gen-
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erated high resolution topographic database.The following subsections present the

summary of the research work:

9.1.1 LiDAR data processing

This study presents an automatic filtering algorithm for separating LiDAR point
data into ground and non-ground points. Filtering is the first step of LiDAR data
processing. The proposed filtering algorithm works in the raw LiDAR point data in
opposite to many existing morphological filtering algorithms working on the range
image. One major problem of morphological filtering is the selection of an appropri-
ate length of the structuring element. Morphological filtering involves the repetitive
application of erosion, dilation, opening and closing operations. Conversely, the
proposed filtering algorithm needs only two input parameters: 1) the window size
and 2) user defined height threshold value. The window size should be larger than
the length of the largest building present in the scene. The choice of a threshold

value depends on the expected level of details in object extraction.

9.1.2 Object classification

The main objective of object classification i.e., to distinguish building and tree is
to remove the trees from the DEM. This study presents two algorithms for clas-
sifying non-ground LiDAR point data as building and tree. The first proposed
algorithm known as ‘pseudo-gridding’ is a simple and easy to implement algorithm
that measures height texture of an object cluster and assign a class label to each
grid depending on a threshold. This algorithm performs well (overall accuracy 96%)
in Alcatraz dataset where there is a smaller number of trees and the building roofs
are planar and without any occlusions. However, this algorithm performs relatively
poor (overall accuracy 86.5%) in the Casimirring dataset where the topography is
dominated by a large number of trees and the building roofs are rough due to the
presence of chimneys and overhanging trees. This study also presents a robust classi-
fication algorithm known as ‘planar surface analysis’. This algorithm has two levels

of hierarchy: 1) segmentation and 2) planarity check. The segmentation technique
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is a region growing approach based on the geometric descriptor calculation. The sec-
ond part of the algorithm checks the calculated eigenvalues of each segmented patch
obtained in the previous step. Any segment having two dominant eigenvalues are
labeled as ‘planar surface’ and subsequently classified as building. The non-planar
surfaces are classified as trees. The complete implementation of the algorithm is au-
tomatic and the classification results achieved by this algorithm for both the study
area are highly satisfactory (e.g., 97% for Alcatraz and 95% for Casimirring area).

9.1.3 3D street modelling

In dual-drainage model, whether it is a 1D-1D or 1D-2D approach, the street surface
plays an important role in many ways. For example, the interaction between sewer
and surface flow occurs on the street surface and flood water is routed downstream
while flowing over the street. This study describes a detailed framework to detect
streets and subsequently modelling and reconstructing street surfaces in an auto-
matic way. The street extraction and modelling algorithm has six stages :1) street
candidate point extraction from LiDAR point data 2) establish the road connectivity
3) detection of centerlines 4) delineate street kerbs within street boundary polygons
and 5) reconstruct street surfaces by preserving continuities in slope and height and

6) model the junctions.

The Point-in-polygon (PIP) algorithm is used for extracting LiDAR point data en-
closed by street polygons. The centreline of the complete street network is calculated
by applying a skeletonization technique. This is a technique used in computer vi-
sion and pattern recognition for thinning down the shape of an object. Establishing
street connectivity is important in three ways: 1) automatic detection of street junc-
tions 2) automatic implementation of proposed rectangular blocks and 3) automatic
modelling of street junctions. Street kerbs are delineated inside the street polygon
boundaries by applying a Canny edge detection technique in the aerial image. Both
study areas investigated in this research work do not exhibit significant kerb height.
The Alcatraz area has kerb height of less than 3cm and many parts of the street do
not have a kerb height at all. The Casimirring area presents a kerb height of less
than 5em and thus making the situation difficult to detect kerb height from LiDAR-
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derived street cross-sectional profile. To overcome this problem, the height of kerb
lines has been assigned by calculating the difference between the height of boundary
lines and that of centerlines. The final stage describes the reconstruction of street
surfaces. LiDAR points enclosed by any 2D street polygons are discrete in nature.
These discrete points represent the information on the street surfaces as long as the
street surfaces are not occluded by any vehicle or tree. A LiDAR sensor records
the height of vehicles or trees instead of street surfaces when they (vehicles/trees)
cover street surfaces. Thus the presence of a vehicle or a tree creates discontinuity
in longitudinal as well as transverse profiles of a street segment. Removing those
discontinuities leaves the occluded place without any LiDAR point. To fill in the
missing information within the occluded street surface, a linear interpolation tech-

nique is applied.

9.1.4 Pervious (unpaved) and impervious (paved) surface

detection

The volume of the surface runoff is heavily dependent on the percentages of imper-
vious and pervious areas in the urban catchment area. So the detection of different
types of urban surface is an important task for estimating the volume of stormwater
runoff contributing to the storm sewer system. This study presents an object based
image analysis (OBIA) technique to segment the image first and afterwards to apply
the knowledge-based rule-sets in order to classify pervious and impervious area. The
detection of different surface types for three study areas shows good correspondence

with the reference map.

9.1.5 Resulting/integrated data model

This chapter describes the integration of three topographic layers: 1) the buildings;
2) the streets and 3) the rest of the terrain points (i.e., pervious and impervious
areas) in order to generate fine resolution DSM featuring detailed urban surface
characteristics. At this point the integrated data model is in point data format and

requires to convert the data into grid/raster format for the purpose of running the
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simulation. A natural-neighbour interpolation technique is chosen for converting
the integrated data model into raster data. MIKE FLOOD software is used as a
standard platform for the implementation of 1D-2D dual drainage concepts in order
to evaluate the performance of the resultant data model. For a given rainfall data,
the simulation is run for both the areas. Both the study areas show realistic surface

flooding processes in relation to their respective topographic properties.

9.2 Recommendations / Future needs

The methods developed in this study seek to process unstructured and heteroge-
neous topographic data towards generating a high resolution DSM for urban flood
modelling. The developed methods also offer higher degree of automation in terms of
data processing, feature extraction and surface characterization for producing clas-
sified maps. Inspite of the demonstrated validation, the developed methods show
some weakness and limitations which lead to recommendations and future needs for

further research work.

The efficiency of the LiDAR filtering algorithm in terms of micro object (i.e. bound-
ary walls, fences and hedges) detection should be assessed in future research. For
example, more dense urban study area should be chosen in order to evaluate the

performance of the proposed filtering algorithm.

The proposed building and tree classification algorithms can be extended for ad-
dressing the problem of detecting building roofs with more than two planes. The
proposed planar surface analysis algorithm performs inaccurately when dealing with
a building roof having four equal planes. An efficient roof segmentation technique

can be incorporated in the present algorithm.

The proposed street extraction algorithm is designed for single-layer street network.
A multi-layer approach can be incorporated in the present system in order to model

bridges and flyover.

The present study describes the detection of different types of urban land covers.
In the first example, this study develops rule-sets for detecting impervious (e.g.

asphalt, concrete) and pervious (e.g. grassland, bare soil) surfaces. In the second
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example, this study develops rule-sets to detect grassland and bare soil separately
along with impervious surfaces. However, this study does not propose a strategy
to detect different types of impervious surfaces, e.g. paved and partially paved
surafces. In future, knowledge-based rule-sets can be developed for discriminating

various impervious surface types.

The present study utilizes the promising OBIA (Object-based Image Analysis) tech-
nique in order to classify pervious and impervious surface from high resolution aerial
image. However, the use of Definiens commercial software package may prove fi-
nancially expensive. As a future effort, the popular multi-resolution segmentation
technique can be implemented in MATLAB environment in order to replace the

exclusive use of Definiens.

The conversion of LIDAR-derived DSM into raster/grid format requires implementa-
tion of an interpolation algorithm. During this conversion process loss of information
to some degree propagates to the output data model as an inherent limitation of
the interpolation techniques. Although the qualitative assessment of the generated
DSM shows good agreement with the real world terrain profile, further quantitative
assessment is needed to be carried out in future in order to quantify the uncertainties

related to the height variation and continuity in slope.

Finally, the different outputs of the flood simulation model such as inundation depth
and flow velocity should be measured for different fine resolution DEMs in order to

choose optimal size of the raster grid.
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