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## Chapter One

## Motivation


#### Abstract

Make no little plans. They have no magic to stir men's blood and probably themselves will not be realized. Make big plans; aim high in hope and work, remembering that a noble, logical diagram once recorded will never die, but long after we are gone will be a living thing, asserting itself with ever-growing insistency. Remember that our sons and grandsons are going to do things that would stagger us. Let your watchword be order and your beacon beauty. Think big.


Let us consider this work in a bigger context to demonstrate our motivation. A classic mechanical system consists of many connected parts, think of a train, a car, a bicycle or some other type of machine. The parts of the machine are, e.g., for a car its chassis, outer frame, wheels, transmission, the brake and so on, all connected into one big system, the car. The dynamics of such a system are the movements of all parts while using the machine, e.g., driving a car along some road. An approach to simulate the dynamics is to assume that all parts inside the machine are rigid and thus non deformable and somehow connected through joints. So the wheels of the car are connected to the chassis such that they can rotate along their axis but they are also connected to the gearbox to accelerate them for driving. The chassis can rotate the anchor point of the wheels for steering and is thus connected to the steering system, the steering system is connected to the steering wheel, and so on.

However, we notice that not every element can be considered rigid, there is an important exception, the so called force elements. A force element represents a special kind of connection, to attain a specific relative displacement of two parts, connected by a force element, a force is needed. For example consider the suspension of the car, you need some force to attain a deformation.

One of the simplest kind of force elements are linear springs, a change in length requires some force, doubling the force doubles the change in length, but force elements can easily become more difficult. In the following we will get more specific and take a look into the front axle of a car (Figure 1.1). In particular, we see several steel parts connected by rubber bushings. One of these bushings can be seen in Figure 1.2 this is also a force element but it has a nonlinear forcedisplacement relation, acts in multiple directions and has a changing topology dependent on how large the displacement of the inner ring is. Until this point the described approach is called multibody simulation.

To accurately model the behavior of such a rubber bushing a totally different approach has to be used. Assuming that for a small block of rubber we know how force is transferred into deformation, we call the small block an element. This local knowledge can then be used to discretize the whole part into such small elements


Figure 1.1: Front-axle of a car [SHKH10] with several rubber bushing elements marked by arrows
to estimate the whole force-displacement relation. The approach is known as the finite element method.

In the example of a rubber bushing the finite element model has to incorporate, on the one side, that rubber is very flexible and thus very large deformations can occur and, on the other that side, that rubber is incompressible in its volume. Note that the rubber-bushing is only one example of a force element, others could be the wheels for driving on the road, or we could be considering larger steel parts also as deformable, and so on. We see that each force-element needs a special handling in its modeling. A quite systematical approach is the use of the finite


Figure 1.2: Detailed finite element model of one rubber bushing used in a front axle


Figure 1.3: 2 minute - 6D time trajectory for forces and moments
element method.
By trying to include a rubber bushing modeled by finite elements into a multibody system we face multiple problems. First of all the finite element model uses many elements to estimate the part's geometry in its deformed and undeformed configuration. Thus we face a problem dimension which has more then $10^{5}$ degrees of freedom. Secondly because of the nonlinear material characteristic and the large deformations occurring, an approach by using linearizations and eigenmodes of the part is not possible.

Further the multibody system lives in an other time scale than the finite element model, because of the difference in degrees of freedom. A multibody model can be used to simulate the dynamics of a system for several minutes, whereas a finite element model can only be used for the simulation of several seconds. In Figure 1.3 we show a 2 minute excitation which is calculated for the rubber bushing. A simulation of such an excitation would cost several weeks of computation time using the finite element model.

To be able to connect these two worlds, we need to find a way to simulate a long time-excitation by the finite element model of the rubber bushing. We think, this shall be somehow possible since the excitations observed are not all unique throughout the simulation. So that they may be reused, and also we think that the occurring deformations of a rubber bushing are not in need of $10^{5}$ degrees of freedom. There are deformations which are more reasonable than others (e.g., consider one note which is pulled out of the part while all others stay in place, this is a deformation which is rather unlikely). This knowledge shall be utilized for a reduced model.

## Overview

In this thesis we are going to concentrate on the case of a rubber bushing and discuss what can be done to reach the goal of simulating long time excitations within a finite element model.

The work consists of two parts. In the first part we want to discuss the modeling of incompressible hyperelastic (rubber like) materials to see where the computational costs arise and how a more efficient integration is possible. The second part is about nonlinear model reduction which can be utilized to reduce the large dimension of a finite element model and to further reduce the simulation time.

Starting with Part I, Chapter 2, gives a short introduction to continuum mechanics. We describe the linear and nonlinear modeling of a structural dynamical problem and introduce the hydrostatic pressure which is necessary to model incompressible materials. We discretize and linearize the system to bring it into a form which allows for a numerical treatment of the problem.

In Chapter 3 we start our mathematical investigation by introducing the notion of singularly perturbed systems. We will give some examples of perturbed systems, as they naturally arise whenever a constraint is exchanged by a very stiff spring and give some of their properties. Afterwards we show how an incompressible hyperelastic structural dynamical problem can be interpreted as a singular singularly perturbed system.

Chapter 4 handles the numerical treatment of the introduced singular singularly perturbed systems. In the case of Runge-Kutta methods an order reduction is observed, by using so called linear implicit or Rosenbrock methods we will see an advantage. We introduce these methods and give conditions which have to be fulfilled for convergence in the case of singular singularly perturbed systems by examination of an appropriate test equation.

An efficient implementation of the introduced Rosenbrock methods is given in Chapter 5. We pay special attention to achieve a good performance for large second order systems. The attained performance is afterwards compared to a common method for structural dynamical problems. Notice that by efficiency we don't head for a real-time application but for relatively fast simulations.

Increasing the simulation time of our full finite element model can only be a small step towards the inclusion into a multibody system. Since so far we have not handled the huge dimensions, those bring us to Part II, which is a nonlinear model reduction. For the obtained reduced model an inclusion into some multibody system shall be possible, while recovering feasible simulation times.

We describe how to do a model reduction of a nonlinear system in Chapter 6. There we motivate the use of the proper orthogonal decomposition and show how the method can be applied to structural dynamical systems. For a further reduction of simulation time we describe the use of an additional lookup method.

In Chapter 7 we will show some of the simulation results which can be attained using the described model reduction. In the end we apply the method to a large finite element model and show that the methods were able to reduce the simulation time drastically.

Part I

## Efficient time integration

## Chapter Two

## Structural mechanics and mixed formulation

In this chapter we want to introduce the basic notations and formulations of structural mechanics. The cases considered are those of linear elastic and nonlinear hyperelastic materials. We show how one can obtain a mixed formulation by separating deformation and inner/ hydrostatic pressure. We are going to give the discretized equations which are obtained by transforming the mixed mechanical system into the abstract notation of bilinear forms. The reader may compare these efforts to the saddle point problems obtained in [BF91b] for the linear quasi-static case. As references on the general modeling of nonlinear structural mechanics and hyperelastic materials we give [Ogd97, Hol07, MH94, Wri08] and [YBBK12].

For the mechanical formulation we start with some notations, an undeformed body is described as an open subset $\mathscr{B} \subset \mathbb{R}^{3}$. Its deformations are described by the mapping $\phi:\left(\mathscr{B},\left[t_{0}, t_{1}\right]\right) \rightarrow \mathbb{R}^{3}$. In general we denote a point $X \in \mathscr{B}$ by $X=\left(X_{1}, X_{2}, X_{3}\right)$ while a point in the deformed configuration is denoted by $x \in \phi(\mathscr{B}, t)$ with $x=\left(x_{1}, x_{2}, x_{3}\right)$. The spatial derivative of $\phi$ in coordinates of $\mathscr{B}$ is the deformation gradient

$$
F=\left(\frac{\partial \phi^{i}}{\partial X_{j}}\right)_{i, j} .
$$

Deformations can also be described by the map of relative deformations

$$
u(X, t)=\phi(X, t)-X
$$

The velocity is defined as the time derivative of $\phi$,

$$
V(X, t)=\dot{\phi}(X, t),
$$

for a point $x=\phi(X, t)$ we write $V(X, t)=v(x, t)$. Also we introduce the deformation tensors of Green-Lagrange $E$ and Cauchy-Green C by

$$
\begin{equation*}
E=\frac{1}{2}\left(F^{T} F-\mathrm{Id}\right), \quad C=F^{T} F \tag{2.1}
\end{equation*}
$$

In our model we let the body $\mathscr{B}$ be subject to some internal and external forces, as illustrated in Figure 2.1. For all inner points we define a load $l(x, t)$ normalized per unit mass, and respectively $L(X, t)$ for $X \in \mathscr{B}$. The boundary is divided into two subsets. For $\Gamma_{0} \subset \partial \mathscr{B}$ we have a prescribed relative deformation $\left.u(X, t)\right|_{\Gamma_{0}}=u_{0}(X, t)$, for the complementary boundary $\Gamma_{1}=\partial \mathscr{B} \backslash \Gamma_{0}$ we apply a force $T(X, t)$ also normalized per unit area (and respectively $\tau(x, t)$ for $x \in \phi(B)$ ). Additional to the prescribed loads, the inner forces due to deformations, as can be seen for an arbitrary cut through the body, are denoted by $\mathbf{t}(x, t, n)$ (normalized per unit area of the current configuration), where $n$ is a vector pointing along the


Figure 2.1: Illustration of a body and the used notation
normal direction of the cut. By Cauchy's Theorem we know that in equilibrium positions the inner force vector $\mathbf{t}(x, t, n)$ is linear in $n$. Thus, we introduce the Cauchy stress tensor $\sigma(x, t)$

$$
\mathbf{t}(x, t, n)=\sigma(x, t) n
$$

The conservation law we want to obey is the so called balance of momentum. In the current configuration for $\mathscr{U} \subset \mathscr{B}$, it is stated as

$$
\begin{align*}
\frac{d}{d t} \int_{\phi(\mathscr{U}, t)} \rho v d x & =\int_{\partial \phi(\mathscr{U}, t)} \mathbf{t}(x, t, n) d a+\int_{\phi(\mathscr{U}, t)} \rho l d x  \tag{2.2}\\
\Leftrightarrow \quad \frac{d}{d t} \int_{\phi(\mathscr{U}, t)} \rho v d x & =\int_{\phi(\mathscr{U}, t)} \operatorname{div} \sigma(x, t) d x+\int_{\phi(\mathscr{U}, t)} \rho l d x . \tag{2.3}
\end{align*}
$$

For convenience we transform these relations such that they are defined on the reference configuration $\mathscr{B}$. To transform $\mathbf{t}(x, t, n)$ such that it measures force relative to the undeformed area $d A$ instead of the deformed area $d a$, we find the relation

$$
n d a=J F^{-T} d A \quad \text { with } \quad J=\operatorname{det} F
$$

which in hand gives the transformation of $\sigma$

$$
\sigma n d a=J \sigma F^{-T} N d A
$$

and defines the first Piola Kirchhoff tensor $P=J \sigma F^{-T}$. By the second Piola Kirchhoff Tensor $S=F^{-1} P$ "the base point" is also transformed back to the undeformed configuration. So the balance of momentum with internal force vector $L(X, t)$ in terms of the reference configuration is

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathscr{U}} \rho_{r e f} V d X=\int_{\partial \mathscr{U}} P N d A+\int_{\mathscr{U}} \rho_{r e f} L d X \tag{2.4}
\end{equation*}
$$

For an elastic material the Piola Kirchhoff tensor $P$ can be written at every point only depending on the current deformation gradient $F$

$$
P=\hat{P}(X, F)
$$

Thus we are going to formulate a stored energy potential $W$ and relate it to $\hat{P}$ via

$$
\hat{P}=\frac{\partial W}{\partial F}
$$

In this way deformations generate energy into the potential $W$. How much energy is produced will depend on the used material law. Notice the relations between the second Piola Kirchhoff, the Green-Lagrange and Cauchy-Green tensor

$$
\begin{equation*}
S=\frac{\partial W}{\partial E}, \quad S=2 \frac{\partial W}{\partial C} \tag{2.5}
\end{equation*}
$$

### 2.1 Linear case

In the linear case only small deformations are considered, we can first simplify the Green-Lagrange strain tensor $E(2.1)$ by neglecting the mixed term $\nabla u \nabla u^{T}$ to

$$
\epsilon(u)=\frac{1}{2}\left(\nabla u+\nabla u^{T}\right)
$$

and formulate a strain energy function in terms of $\epsilon$

$$
\begin{equation*}
W=\frac{\Lambda}{2}(\operatorname{tr} \epsilon)^{2}+2 \mu \epsilon: \epsilon \tag{2.6}
\end{equation*}
$$

This corresponds to Hook's law using the Lamé parameters $\Lambda$ and $\mu$, where for two tensors $A, B$

$$
A: B=\operatorname{tr}\left(A^{T} B\right)
$$

Remark 2.1.1. The Lamé parameters are related to Young's modulus E and Poisson's ratio $v$ via

$$
\begin{equation*}
\Lambda=\frac{E v}{(1+v)(1-2 v)}, \quad \quad \mu=\frac{E}{2(1+v)} \tag{2.7}
\end{equation*}
$$

Motivated by the fact that $\operatorname{tr} \epsilon(u)=\operatorname{div} u$, we decompose the energy into a volumetric and isochoric (constant-volume) part by

$$
\begin{gather*}
W_{v o l}=\frac{\Lambda}{2}(\operatorname{tr} \epsilon)^{2}, \quad W_{i s o}=2 \mu \epsilon: \epsilon  \tag{2.8}\\
W=W_{v o l}+W_{i s o} \tag{2.9}
\end{gather*}
$$

Formulation (2.8) is inappropriate for the case of incompressible materials, because for $v \rightarrow \frac{1}{2}$ we have $\Lambda \rightarrow \infty$. To overcome this, we introduce a mixed formulation by adding the hydrostatic pressure $p=\frac{\partial W_{\text {vol }}}{\partial(\operatorname{tre})}=\Lambda \operatorname{tr} \epsilon$. We obtain

$$
\begin{equation*}
W=\frac{p}{2} \operatorname{tr} \epsilon+2 \mu \epsilon: \epsilon \tag{2.10}
\end{equation*}
$$

Additionally, we now have to fulfill the constraint

$$
\begin{equation*}
\frac{p}{\Lambda}=\operatorname{div} u \tag{2.11}
\end{equation*}
$$

We see the advantage that in the incompressible case (2.11) remains feasible and reduces to

$$
0=\operatorname{div} u
$$

The pressure $p$ is acting as a Lagrange multiplier.
The second Piola Kirchhoff stress for (2.6) using (2.5) is

$$
\begin{equation*}
S=\frac{\partial W}{\partial \epsilon}=\Lambda \operatorname{tr} \epsilon+2 \mu \epsilon \tag{2.12}
\end{equation*}
$$

and for the mixed formulation 2.10 )

$$
\begin{equation*}
S=p \mathrm{Id}+2 \mu \epsilon \tag{2.13}
\end{equation*}
$$

Using the kinetic and potential energies

$$
\begin{align*}
& \Pi_{\text {kin }}=\int_{\mathscr{B}} \rho_{r e f} \frac{1}{2} \dot{V}^{T} V d X  \tag{2.14}\\
& \Pi_{p o t}=\frac{1}{2} \int_{\mathscr{B}} S: \epsilon(u) d X-\int_{\mathscr{B}} u^{T} \rho_{r e f} L d X-\int_{\partial \mathscr{B}} u^{T} T d A \tag{2.15}
\end{align*}
$$

and the energy conservation law

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left(\Pi_{k i n}-\Pi_{p o t}\right) d t \longrightarrow \text { stationary } \tag{2.16}
\end{equation*}
$$

we derive the weak formulation after introducing the appropriate function spaces.
Definition 2.1.2 (Sobolev spaces). For $\Omega \subset \mathbb{R}^{n}$ we introduce the Lebesgue space of square integrable functions

$$
L^{2}(\Omega)=\left\{\left.v\left|\int_{\Omega}\right| v\right|^{2}<\infty\right\}
$$

and the Sobolev spaces

$$
\begin{aligned}
H^{m}(\Omega) & =\left\{v\left|D^{\alpha} v \in L^{2}(\Omega), \quad \forall\right| \alpha \mid \leq m\right\}, \quad|\alpha|=\sum \alpha_{i} \\
D^{\alpha} v & =\frac{\partial|\alpha| v}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{n}^{\alpha_{n}}}
\end{aligned}
$$

with their corresponding norms for $k \in L^{2}(\Omega), u \in H^{m}(\Omega)$, we have

$$
\|k\|_{L^{2}}^{2}=\int_{\Omega}\|k\|^{2} d x \quad \text { and } \quad\|u\|_{H^{m}}=\sum_{k \leq m|\alpha|=k} \sum\left\|D^{\alpha} u\right\|_{L^{2}}^{2}
$$

We will skip the strong form of the equation and directly write down Problem (2.16) in its weak formulation with the boundary conditions

$$
\begin{align*}
u(X, t) & =u_{0}(X, t) & & \text { on } \Gamma_{0}  \tag{2.17}\\
P(X, t) N & =T(X, t) & & \text { on } \Gamma_{1} . \tag{2.18}
\end{align*}
$$

Let $V$ be the space of test functions

$$
V=\left\{v\left|v \in\left(H^{1}(\mathscr{B})\right)^{3}, \quad v\right|_{\Gamma_{0}}=0\right\} .
$$

Then the weak form is: Find

$$
u \in U=\left\{u \mid u \in\left(H^{1}(\mathscr{B})\right)^{3} \text { and }\left.u(\cdot, t)\right|_{\Gamma_{0}}=u_{0}(\cdot, t)\right\}
$$

such that for all $v \in V$ it holds that

$$
\int_{\mathscr{B}} \rho_{r e f} v^{T} \ddot{u} d X+\int_{\mathscr{B}} S: \nabla v d X=\int_{\mathscr{B}} v^{T} \rho_{r e f} L d X+\int_{\partial \mathscr{B}} v^{T} T d A .
$$

By inserting the material law (2.12) we have

$$
\int_{\mathscr{B}} S: \nabla v=\mu \int_{\mathscr{B}} \epsilon(u): \epsilon(v) d X+\Lambda \int_{\mathscr{B}} \operatorname{div}(u) \operatorname{div}(v) d X
$$

While the weak form in the mixed setup (2.13) is: Find $u \in U, p \in K=L^{2}(\mathscr{B})$ fulfilling

$$
\begin{aligned}
\int_{\mathscr{B}} \rho_{r e f} v^{T} \ddot{u} d X+\mu \int_{\mathscr{B}} \epsilon(u): \epsilon(v) d X+ & \lambda \int_{\mathscr{B}} p \operatorname{div}(v) d X \\
& =\int_{\mathscr{B}} v^{T} \rho_{r e f} L d X+\int_{\Gamma} v^{T} T d A \\
\int_{\mathscr{B}} \operatorname{div}(u) k d X= & \frac{1}{\Lambda} \int_{\mathscr{B}} p k d X,
\end{aligned}
$$

for all $k \in K$ and $v \in V$.
Using the inner-product of the Sobolov space $\left(H^{1}(\mathscr{B})\right)^{3}$

$$
\langle u, v\rangle=\int_{\mathscr{B}} v^{T} u d X
$$

the bilinear forms

$$
\begin{aligned}
& a(u, v)=\mu \int_{\mathscr{B}} \epsilon(u): \epsilon(v) d X \\
& b(v, p)=\int_{\mathscr{B}} p \operatorname{div}(v) d X \\
& c(p, k)=\int_{\mathscr{B}} k^{T} p d X
\end{aligned}
$$

and

$$
l=\int_{\mathscr{B}} v^{T} L d X+\int_{\Gamma} v^{T} T d A
$$

we rewrite Problem (2.19) in the abstract form for all $v \in V$

$$
\begin{align*}
\left\langle\rho_{r e f} \ddot{u}, v\right\rangle+a(u, v)+b(v, p) & =\langle l, v\rangle \\
b(u, k)-\frac{1}{\Lambda} c(p, k) & =0 . \tag{2.20}
\end{align*}
$$

For the discretization we choose the finite dimensional function spaces $V_{h} \subset V$, $K_{h} \subset K$. Here we have to be careful in the choice of ansatz-functions to get a well defined system. A detailed discussion on the used spaces will follow in Chapter 3.2. For now we only assume that the elements of the used spaces can be represented by ansatz-functions $\phi_{i} \in V_{h}$ (for relative displacements) and $\psi_{i} \in K_{h}$ (for pressure variables) such that

$$
\begin{equation*}
u_{h}(x, t)=\sum_{i=1}^{n_{q}} \phi_{i}(x) q_{i}(t), \quad p_{h}(x, t)=\sum_{j=1}^{n_{\lambda}} \psi_{j}(x) \lambda_{j}(t) \tag{2.21}
\end{equation*}
$$

The discretized equations are

$$
\begin{align*}
M \ddot{q}+A q+B^{T} \lambda & =f(t) \\
B q-\frac{1}{\Lambda} M_{\lambda} \lambda & =0 \tag{2.22}
\end{align*}
$$

with the mass matrices

$$
\begin{equation*}
M=\left(\int_{\mathscr{B}} \rho_{r e f} \phi_{i}^{T} \phi_{j} d X\right)_{i, j}, \quad M_{\lambda}=\left(\int_{\mathscr{B}} \psi_{i} \psi_{j} d X\right)_{i, j}, \tag{2.23}
\end{equation*}
$$

the stiffness matrix

$$
A=\left(\mu \int_{\mathscr{B}} \epsilon\left(\phi_{i}\right): \epsilon\left(\phi_{j}\right) d X\right)_{i, j}
$$

and the constraint matrix

$$
\begin{equation*}
B^{T}=\left(\int_{\mathscr{B}} \psi_{j}^{T} \operatorname{div} \phi_{i} d X\right)_{i, j} \tag{2.24}
\end{equation*}
$$

### 2.2 Hyperelastic case

While considering large deformations, which typically occur in rubber components, due to their much lower stiffness compared to the surrounding parts, the assumption of a linear stress-strain relation is not satisfied. We replace the linear elastic material law by a so called hyperelastic one, while preserving the isotropicity. Thus, we are entering the nonlinear setting. Structurally we will follow the same path as in the linear case by first deriving the corresponding energy strain function $W$. To do this, we have to state a few considerations about the used parametrization of $W$.

Since we assume a hyperelastic material to be isotropic, $W$ shall not depend on the orientation of the deformation gradient $F$, and also it has to be independent of the material orientation so that if we decompose $F=Q_{1} R Q_{2}$ with $Q_{1}, Q_{2}$ orthonormal it holds that

$$
W(F)=W(R)
$$

Thus we are going to use the invariants of the right Cauchy-Green tensor $C$ (2.1) for the parametrization of $W$, since they are also invariant to a change of orientation.

Definition 2.2.1. The invariants of a matrix $A \in \mathbb{R}^{3 \times 3}$ are the coefficients of the characteristic polynomial

$$
\chi_{A}(\lambda)=\lambda^{3}+I_{1}(A) \lambda^{2}+I_{2}(A) \lambda+I_{3}(A)
$$

Lemma 2.2.2. For a symmetric matrix $A \in \mathbb{R}^{3 \times 3}$ the invariants are

$$
I_{1}(A)=\operatorname{tr} A, \quad I_{2}(A)=\operatorname{det} A \operatorname{tr} A^{-1}, \quad I_{3}(A)=\operatorname{det} A
$$

if $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are the eigenvalues of $A$ then

$$
I_{1}(A)=\lambda_{1}+\lambda_{2}+\lambda_{3}, \quad I_{2}(A)=\lambda_{1}^{-1}+\lambda_{2}^{-1}+\lambda_{3}^{-1} \quad I_{3}(A)=\lambda_{1} \lambda_{2} \lambda_{3}
$$

Like in the linear case we go for a split of volumetric and isochoric deformations. As a change in volume is characterized by $J=\operatorname{det} F \neq 1$, we do a multiplicative decomposition of

$$
F=J^{\frac{1}{3}} \bar{F}
$$

into volume change $J$ and isochoric part $\bar{F}$. This also defines the isochoric part of the Cauchy-Green tensor to be

$$
\bar{C}=\bar{F}^{T} \bar{F}=J^{-\frac{2}{3}} C .
$$

The separation is used for modeling the difference in the behavior of bulk and shear deformations

$$
\begin{equation*}
W=W_{v o l}(J)+W_{i s o}(\bar{C}) \tag{2.25}
\end{equation*}
$$

$W_{v o l}$ tends also to be helpful in giving a continuous way of switching between incompressible and compressible formulations by increasing bulk modulus, as we will see.

Remark 2.2.3. The material invariants of $\bar{C}$ can be calculated from those of $C$ by

$$
I_{1}(\bar{C})=I_{1}(C) J^{-\frac{2}{3}}, \quad I_{2}(\bar{C})=I_{2}(C) J^{-\frac{4}{3}}
$$

Definition 2.2.4. For $c_{i j} \in \mathbb{R}$ we define the isochoric part of the strain energy function of polynomial type as

$$
\begin{equation*}
W_{i s o}=\mathscr{W}_{p o l y}=\sum_{i, j \geq 0} c_{i j}\left(I_{1}(\bar{C})-3\right)^{i}\left(I_{2}(\bar{C})-3\right)^{j} \tag{2.26}
\end{equation*}
$$

Example 2.2.5. Two popular examples of polynomial type strain energy functions are the Neo-Hook material law, which consists only of $c_{10} \neq 0$ and thus has

$$
\begin{equation*}
W_{\text {iso }}=\mathscr{W}_{\text {neo }}=c_{10}\left(I_{1}(\bar{C})-3\right) \tag{2.27}
\end{equation*}
$$

and the Mooney-Rivlin type material laws where additionally $c_{01} \neq 0$,

$$
\begin{equation*}
W_{\text {iso }}=\mathscr{W}_{\text {mooney }}=c_{10}\left(I_{1}(\bar{C})-3\right)+c_{01}\left(I_{2}(\bar{C})-3\right) \tag{2.28}
\end{equation*}
$$

Remark 2.2.6. Another choice, not directly using the invariants, was proposed by Ogden [Ogd72]. He uses the principle stretches, i.e., the eigenvalues of $\bar{C}=$ $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}\right\}$, and parameters $\alpha_{i}, \mu_{i} \in \mathbb{R}, i=1 \ldots N$, for an energy-strain function

$$
W_{i s o}=\mathscr{W}_{o g d e n}=\sum_{i=1}^{N} 2 \frac{\mu_{i}}{\alpha_{i}^{2}}\left(\lambda_{1}^{\alpha_{i}}+\lambda_{2}^{\alpha_{i}}+\lambda_{3}^{\alpha_{i}}-3\right)
$$

Physically this form is easier to interpret, since a principal stretch is the change of length in a corresponding principal direction, and $\lambda_{k}^{\alpha_{i}}$ are arbitrary powers of these length changes.

For the volumetric dependencies $W_{v o l}(J)$ we choose a potential around the volume change $J$

$$
\begin{equation*}
W_{\text {vol }}(J)=\frac{1}{2} \kappa(J-1)^{2} \quad \text { with } \quad \kappa=\Lambda+\frac{2 \mu}{3} \tag{2.29}
\end{equation*}
$$

The material parameter $\kappa$ is called bulk modulus and can be expressed in terms of the Lamé parameters $\Lambda, \mu$ known from the linear theory (Remark 2.1.1).

Remark 2.2.7. Other choices of a potentials around a volume change are also possible, indeed in the literature one finds different suggestions for the volumetric dependency, e.g., SM92]

$$
W_{v o l}(J)=\kappa \frac{1}{4}\left(J^{2}-1-2 \ln J\right)
$$

or Ogd72] suggests for $\beta>0$

$$
W_{v o l}(J)=\kappa \beta^{-2}\left(\beta \ln J+J^{-\beta}-1\right)
$$

To gain the ability of handling volumetric deformations separately, we introduce again a mixed formulation using an extra pressure variable $p$ via (2.29)

$$
\begin{equation*}
p=\frac{\partial W_{v o l}}{\partial J}=\kappa(J-1) \tag{2.30}
\end{equation*}
$$

and find it in the volumetric strain energy

$$
\begin{equation*}
W_{v o l}=\frac{\kappa}{2}(J-1)^{2}=\kappa(J-1)^{2}-\frac{\kappa}{2}(J-1)^{2}=p(J-1)-\frac{p^{2}}{2 \kappa} . \tag{2.31}
\end{equation*}
$$

Remark 2.2.8. Since the linearization of the determinant around the identity is equal to the trace

$$
\operatorname{det}(\operatorname{Id}+h X)=1+h \operatorname{tr} X+O\left(h^{2}\right)
$$

we have that the linearization of (2.30)

$$
\begin{aligned}
\frac{\partial}{\partial X} \kappa(J(X)-1) & \left.=\frac{\partial}{\partial X} \kappa(\operatorname{det}(F(X))-1)\right)=\frac{\partial}{\partial X} \kappa(\operatorname{det}(\operatorname{Id}+\nabla u)-1) \\
& =\kappa \operatorname{tr} \nabla u=\kappa \operatorname{div} u
\end{aligned}
$$

corresponds to the linear case.

The second Piola Kirchhoff tensor is also split using (2.25) into an isochor and volumetric part

$$
S=\frac{\partial W}{\partial E}=S_{i s o}+S_{v o l}
$$

with

$$
S_{i s o}=\frac{\partial W_{i s o}}{\partial E} \quad \text { and } \quad S_{v o l}=\frac{\partial W_{v o l}}{\partial E}
$$

where we have the $p$ variable in

$$
\begin{equation*}
S_{v o l}=\kappa J(J-1) C^{-1}=J p C^{-1} \tag{2.32}
\end{equation*}
$$

In order to give the weak formulation, we reuse the kinetic energy of the linear case (2.14) and add the potential energy

$$
\Pi_{p o t}=\frac{1}{2} \int_{\mathscr{B}} W d X+\int_{\mathscr{B}} u^{T} L d X-\int_{\partial \mathscr{B}} u^{T} T d A
$$

into (2.16). Again we spare out the details of this calculation. The weak form of (2.16) together with the boundary conditions (2.17), (2.18) is: Find $u \in U$ such that

$$
\begin{align*}
& \int_{\mathscr{B}} \rho_{r e f} v^{T} \ddot{u} d X+\int_{\mathscr{B}} S: \frac{1}{2}\left(\nabla v^{T} F(u)+F(u)^{T} \nabla v\right) d X \\
&-\int_{\partial \mathscr{B}} v^{T} T d A-\int_{\mathscr{B}} \rho_{r e f} v^{T} L d X=0 \tag{2.33}
\end{align*}
$$

holds for all $v \in V$, where $F(u)=\operatorname{Id}+\frac{\partial u}{\partial x}$ is the relative deformation gradient. Inserting the mixed form, the weak formulation is

$$
\begin{align*}
\int_{\mathscr{B}} \rho_{r e f} v^{T} \ddot{u} d X+\int_{\mathscr{B}}\left(S_{i s o}+S_{v o l}\right): & \frac{1}{2}\left(\nabla v^{T} F(u)+F(u)^{T} \nabla v\right) d X \\
& -\int_{\partial \mathscr{B}} T \cdot v d A-\int_{\mathscr{B}} \rho_{r e f} L \cdot v d X=0  \tag{2.34}\\
& \int_{\mathscr{B}}(J(u)-1) k d X=\frac{1}{\kappa} \int_{\mathscr{B}} p k d X \tag{2.35}
\end{align*}
$$

to be satisfied additionally for all $k \in L^{2}(\mathscr{B})$.
We calculate the differential of $\int_{\mathscr{B}} J(u)-1 d X$ around $u$ at $u_{0}$ applied to $\delta u$

$$
\begin{array}{r}
\left.\frac{d \int_{\mathscr{B}} J(u)-1 d X}{d u}\right|_{u_{0}}(\delta u)= \\
\int_{\mathscr{B}} J C^{-1}: \frac{1}{2}\left(\nabla(\delta u)^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla(\delta u)\right) d X \tag{2.36}
\end{array}
$$

and find the same relation in the $S_{v o l}$ part of (2.34) while inserting (2.32)

$$
\begin{equation*}
\int_{\mathscr{B}} J p C^{-1}: \frac{1}{2}\left(\nabla v^{T} F(u)+F(u)^{T} \nabla v\right) d X \tag{2.37}
\end{equation*}
$$

For a semi-discretization we choose (2.34) using again the ansatz (2.21) in each of the three space dimensions ordered from top to bottom as $\left(\begin{array}{l}q^{1} \\ q^{2} \\ q^{3}\end{array}\right)$

$$
\begin{align*}
M \ddot{q} & =f_{a}(q, \lambda)+f_{b}(t)  \tag{2.38}\\
\frac{1}{\kappa} M_{\lambda} \lambda & =j(q) \tag{2.39}
\end{align*}
$$

with $M, M_{\lambda}$ from (2.23). For the other terms we have

$$
\begin{align*}
& \left(f_{a}(q, \lambda)\right)_{j=k+(i-1) n_{q}=1 \ldots 3 n_{q}} \\
& \quad=\int_{\mathscr{B}}\left(S_{i s o}(q)+S_{v o l}(q, \lambda)\right): \frac{1}{2}\left(\frac{\partial \phi^{T}}{\partial X} F(q)+F(q)^{T} \frac{\partial \phi}{\partial X}\right) d X  \tag{2.40}\\
& =\sum_{k, l=1}^{3} \int_{\mathscr{B}} \frac{1}{2}\left(\left(S_{i s o}(q)\right)_{k, l}+\left(S_{v o l}(q, \lambda)\right)_{k, l}\right)\left(\frac{\partial \phi_{k}}{\partial X_{k}} F_{i l}(q)+F_{i k}(q) \frac{\partial \phi_{k}}{\partial X_{l}}\right) d X, \\
& \left(f_{b}(t)\right)_{j=k+(i-1) n_{q}=1 \ldots 3 n_{q}}=\int_{\Gamma_{1}} T_{i} \phi_{k} d A+\int_{\mathscr{B}} \rho_{r e f} L_{i} \phi_{k} d X
\end{align*}
$$

with space dimension $i=1 \ldots 3$ and $k=1 \ldots n_{q}$, i.e., $f_{a}(q, \lambda) \in \mathbb{R}^{3 n_{q}}$ and

$$
\begin{equation*}
(j(q))_{i=1 \ldots n_{p}}=\int_{\mathscr{B}}(J(q)-1) \psi_{i} d X . \tag{2.41}
\end{equation*}
$$

The linearization of (2.41), i.e., the gradient of the constraint is the projection of (2.36) onto $\lambda$. Differentiating the $j$-th row of (2.41) gives for $i=1 \ldots 3 n_{q}$, $m=1 \ldots 3$.

$$
\begin{align*}
B_{j} & =\int_{\mathscr{B}} \psi_{j} J C^{-1}: \frac{1}{2}\left(\nabla(\delta u)^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla(\delta u)\right) d X \\
& =\sum_{k, l=1}^{3} \int_{\mathscr{B}} \frac{1}{2} \psi_{j} J C_{k l}^{-1}\left(\frac{\partial \phi_{i}}{\partial X_{k}} F_{m l}+F_{m k} \frac{\partial \phi_{i}}{\partial X_{l}}\right) d X, \tag{2.42}
\end{align*}
$$

which is again similar to the $S_{v o l}$ term in (2.40). And we have the local structure

$$
\begin{align*}
M \ddot{q} & =f(t, q)-B^{T}(q) \lambda \\
\frac{1}{\kappa} M_{\lambda} \lambda & =j(q) . \tag{2.43}
\end{align*}
$$

For linearization (see also [YBBK12]) let us introduce the elasticity tensor $\mathbb{C}=\frac{\partial S}{\partial E}$ and its splitting into $\mathbb{C}=\mathbb{C}_{\text {iso }}+\mathbb{C}_{\text {vol }}$,

$$
\begin{equation*}
\mathbb{C}_{\text {iso }}=\frac{\partial S_{\text {iso }}}{\partial E}, \quad \mathbb{C}_{\text {vol }}=\frac{\partial S_{\text {vol }}}{\partial E}=\mathbb{C}_{\text {vol }}^{b}+\mathbb{C}_{\text {vol }}^{\natural} \tag{2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{C}_{v o l}^{b}=p \frac{\partial\left(J C^{-1}\right)}{\partial E}, \quad \mathbb{C}_{v o l}^{\natural}=J C^{-1} \frac{\partial p}{\partial E} \tag{2.45}
\end{equation*}
$$

The linearization of the material part $\int S: \frac{1}{2}\left(\nabla v^{T} F(u)+F(u) \nabla v\right)$ of 2.34 around $u$ at the point $u_{0}$ evaluated at $\delta u$ is

$$
\begin{gather*}
\left.\frac{d \int S: \frac{1}{2}\left(\nabla v^{T} F(u)+F(u) \nabla v\right)}{d u}\right|_{\delta u_{0}}(\delta u)= \\
\int_{\mathscr{B}} \frac{1}{2}\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla v\right):\left(\mathbb{C}_{\text {iso }}+\mathbb{C}_{v o l}\right) \\
: \frac{1}{2}\left(\nabla(\delta u)^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla(\delta u)\right) d X \\
+\int_{\mathscr{B}}\left(S_{v o l}+S_{i s o}\right):\left(\nabla(\delta u)^{T} \nabla v\right) d X \\
=\int_{\mathscr{B}} \frac{1}{2}\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla v\right):\left(\mathbb{C}_{\text {iso }}+\mathbb{C}_{v o l}^{b}\right) \\
: \frac{1}{2}\left(\nabla(\delta u)^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla(\delta u)\right) d X \\
+\int_{\mathscr{B}} \frac{1}{2}\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla v\right):\left(J C^{-1} d p\right) d X \\
+\int_{\mathscr{B}}\left(S_{v o l}+S_{i s o}\right):\left(\nabla(\delta u)^{T} \nabla v\right) d X \tag{2.46}
\end{gather*}
$$

with (2.44), (2.45), and

$$
d p=\frac{1}{2} \kappa J C^{-1}:\left(\nabla(\delta u)^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla(\delta u)\right)
$$

The bilinear forms from the linearized weak formulation (2.46) at the point $\left(u_{0}, p_{0}\right)$ for $u=u_{0}+\delta u$ and $p=p_{0}+\delta p$ are

$$
\begin{aligned}
a(\delta u, v)=\int_{\mathscr{B}} \frac{1}{2}\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla v\right) & :\left(\left.\mathbb{C}_{i s o}\right|_{u_{0}}+\left.\mathbb{C}_{v o l}^{b}\right|_{u_{0}, p_{0}}\right) \\
& : \frac{1}{2}\left(\nabla(\delta u)^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla(\delta u)\right) d X
\end{aligned}
$$

and

$$
b(v, \delta p)=\int_{\mathscr{B}} \frac{1}{2}\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right) \nabla v\right): J C^{-1} \delta p d X
$$

So the local abstract formulation around some working point $u_{0}, p_{0}$ ends up to be the same as for the linear case

$$
\begin{align*}
\left\langle\rho_{r e f} \delta \ddot{u}, v\right\rangle+a(\delta u, v)+b(v, \delta p) & =\langle l, v\rangle  \tag{2.47}\\
b(\delta u, k)-\frac{1}{\kappa} c(\delta p, k) & =0 . \tag{2.48}
\end{align*}
$$

Ending up with a mixed formulation of the system of structural dynamics including the nonlinear effects of large deformations and hyperelastic materials. In the next chapters we discuss the general properties of systems in the form of (2.38) and show how they can be solved. This leads us to a discussion of singularly perturbed systems.

## Chapter Three

## Singularly perturbed systems

To study the effects of introducing the mixed formulation onto the structure and solution of the structural dynamical problem, we are going to give the notation of differential index and singularly perturbed systems. This will allow us to interpret the mixed formulation of nearly incompressible material in terms of singularly perturbed systems.

### 3.1 Introduction and some properties

We start with a brief preface on differential algebraic equations.
Definition 3.1.1. The differentiation index of a system

$$
\begin{aligned}
& \dot{x}=f(x, z) \\
& 0=g(x, z)
\end{aligned}
$$

is the smallest number of time derivatives $k$ of the constraint $\frac{d}{d t} g(x, z)$ such that we obtain an explicit differential equation in $\dot{z}$. In this way we obtain the underlying ordinary differential equation.

Example 3.1.2. The system

$$
\begin{align*}
& \dot{x}=f(x, z) \\
& 0=g(x, z) \tag{3.1}
\end{align*}
$$

is of index 1 iff $g_{z}(x, z)$ is non singular. This can be seen by differentiating $g(x, z)$ once with respect to the time $t$

$$
\frac{d}{d t} \Rightarrow \quad 0=g_{x}(x, z) \dot{x}+g_{z}(x, z) \dot{z}
$$

For a non singular $g_{z}(x, z)$ we have

$$
\dot{z}=-g_{z}^{-1} g_{x} f(x, z),
$$

and obtain the underlying ordinary differential equation

$$
\begin{aligned}
\dot{x} & =f(x, z) \\
\dot{z} & =-g_{z}^{-1} g_{x} f(x, z) .
\end{aligned}
$$

A constraint defines a manifold

$$
\mathscr{M}=\{(x, z): g(x, z)=0\},
$$

which contains all solutions of the problem.

Definition 3.1.3. The tangent-space of a point $x \in \mathscr{M}=\{x: g(x)=0\}$ is defined by

$$
T_{x} \mathscr{M}=\left\{(x, v): g_{x}(x) v=0\right\} .
$$

Example 3.1.4. The general constrained mechanical system

$$
\begin{align*}
\dot{q} & =v \\
M \dot{v} & =f(q, v)-G^{T}(q) \lambda \\
0 & =g(q) \tag{3.2}
\end{align*}
$$

with $G=g_{q}$ is of index 3 if $G M^{-1} G^{T}$ is non singular.
Proof. Differentiating (3.2) twice gives

$$
\begin{align*}
& 0=g_{q} \dot{q}=g_{q} v,  \tag{3.3}\\
& 0=g_{q q}(v, v)+g_{q} \dot{v}=g_{q q}(v, v)+g_{q} M^{-1} f(q, v)-g_{q} M^{-1} G^{T} \lambda . \tag{3.4}
\end{align*}
$$

Arising from the last term of (3.4) we obtain an explicit dependence on $\dot{\lambda}$ by differentiating once more.

Remark 3.1.5. Due to the structure and definition of $\mathscr{M}$, the solutions to the mechanical system are still contained in the manifold. They are further constrained onto a hidden sub-manifold because of the additional constraints arising during the differentiation of the equation, as seen in (3.3).

Definition 3.1.6 (Singularly perturbed system). The system

$$
\begin{aligned}
\dot{x} & =f(x, z) \\
\epsilon \dot{z} & =g(x, z)
\end{aligned}
$$

is called singularly perturbed if $g_{z}$ is non singular.
Observe the influence of $\epsilon$ to the differential index of the systems. For $\epsilon \rightarrow 0$ the system is of index 1 , while for all cases $\epsilon>0$ we have index 0 . Singularly perturbed systems are also discussed in [TVS85, REOM88, Joh05]. Our formulation is especially interesting in the convergence analysis of numerical integration methods for differential algebraic equations [HW96].

A singular perturbation in the case of mechanical systems brings us to a higher index and thus to different problems. We are going to discuss the influence of the structural change by introducing a stiff spring via $\epsilon^{2}$ to a mechanical system. As a prototype of a mechanical system, we take a look at second order differential equations of the form

$$
\begin{align*}
M \ddot{q} & =f(q, \dot{q})-G(q)^{T} \lambda \\
\epsilon^{2} M_{\lambda} \lambda & =g(q) \tag{3.5}
\end{align*}
$$

with $G(q)=g_{q}$ of full row rank, $y \in \mathbb{R}^{n}, \lambda \in \mathbb{R}^{m}, f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, and $0<\epsilon \ll 1$. Looking at the index of system (3.5), we see that for $\epsilon>0$ one differentiation is needed to obtain

$$
\dot{\lambda}=\frac{1}{\epsilon^{2}} M_{\lambda}^{-1} G(q) \dot{q},
$$

but for $\epsilon^{2} \rightarrow 0$ the system has the form of Example 3.1.4 and is of index 3 .

Definition 3.1.7 (Singular singularly perturbed system). The second order system with positive symmetric matrix $M$

$$
\begin{align*}
M \ddot{q} & =f(q, \dot{q})-G^{T} \lambda \\
\epsilon^{2} \lambda & =g(q) \tag{3.6}
\end{align*}
$$

is called singular singularly perturbed if $g_{q} M^{-1} g_{q}^{T}$ is non singular.
While solving mechanical systems, singular singularly perturbed systems are likely to arise, for example when the constraints of a mechanical system are replaced by stiff springs.

Example 3.1.8 (Stiff spring-pendulum). The dynamics of a pendulum with unit mass, unit length and gravity $g$ are described by

$$
\begin{align*}
\ddot{q}_{1} & =-2 q_{1} \lambda \\
\ddot{q}_{2} & =-2 q_{2} \lambda-g  \tag{3.7}\\
0 & =q_{1}^{2}+q_{2}^{2}-1 .
\end{align*}
$$

The constraint is responsible for holding the pendulums length at exactly 1. Replacing this constraint by a stiff spring such that a change in the length of the pendulum $\sqrt{q_{1}^{2}+q_{2}^{2}}$ away from 1 is penalized by a strong force $\frac{1}{\epsilon^{2}}$, and bounding this force by considering only the relative change of length we have the constraint

$$
\epsilon^{2} \lambda=\frac{\sqrt{q_{1}^{2}+q_{2}^{2}}-1}{\sqrt{q_{1}^{2}+q_{2}^{2}}}
$$

This gives us a singular singularly perturbed index 1 system.
Here $\lambda$ can also be expressed in terms of known quantities and thus inserted directly into (3.7) by

$$
\begin{align*}
& \ddot{q}_{1}=-\frac{1}{\epsilon^{2}} 2 q_{1} \frac{\sqrt{q_{1}^{2}+q_{2}^{2}}-1}{\sqrt{q_{1}^{2}+q_{2}^{2}}} \\
& \ddot{q}_{2}=-\frac{1}{\epsilon^{2}} 2 q_{2} \frac{\sqrt{q_{1}^{2}+q_{2}^{2}}-1}{\sqrt{q_{1}^{2}+q_{2}^{2}}}-g \tag{3.8}
\end{align*}
$$

By (3.8) we have formulated the system without a constraint, in index 0 form.
Remark 3.1.9. Looking at a singular singularly perturbed system as in Definition 3.1.7. for $\epsilon^{2}>0$ one can obtain an index 0 formulation by solving the second relation for $\lambda$ and inserting into the first one

$$
\begin{equation*}
M \ddot{q}=f(q, \dot{q})-\frac{1}{\epsilon^{2}} G^{T} g(q) \tag{3.9}
\end{equation*}
$$

Theorem 3.1.10 (Smooth Motion). For system (3.5) we have that for every $\left(q_{0}, \dot{q}_{0}\right)$ satisfying

$$
\begin{equation*}
g\left(q_{0}\right)=0, \quad G\left(q_{0}\right) \dot{q}_{0}=0 \tag{3.10}
\end{equation*}
$$

there exists a pair $\left(q_{\epsilon}, \dot{q}_{\epsilon}\right)$, unique up to $O\left(\epsilon^{2 N}\right)$ for arbitrary $N$, with $q_{0}-q_{\epsilon}, \dot{q}_{0}-\dot{q}_{\epsilon}$ of magnitude $O\left(\epsilon^{2}\right)$ and situated in the $M$-orthogonal complement of

$$
\mathscr{M}=\{q: g(q)=0\}
$$

such that the solution with initial values $\left(q_{\epsilon}, \dot{q}_{\epsilon}\right)$ is smooth and of the form

$$
\begin{align*}
& q(t)=q_{0}(t)+\epsilon^{2} q_{1}(t)+\cdots+\epsilon^{2 N} q_{N}(t)+O\left(\epsilon^{2 N+2}\right) \\
& \dot{q}(t)=\dot{q}_{0}(t)+\epsilon^{2} \dot{q}_{1}(t)+\cdots+\epsilon^{2 N} \dot{q}_{N}(t)+O\left(\epsilon^{2 N+2}\right) \tag{3.11}
\end{align*}
$$

In this expression, the functions $q_{k}(t), \dot{q}_{k}(t)$, and the domain $[0, T]$ are independent of $\epsilon$ for $k=0 \ldots N$.

Proof. Following the lines of the proof given by [Lub93] in the index 0 case (see also Remark 3.1.11), we do an analysis of the index 1 formulation.

First we construct a truncated expansion by comparison of the $\epsilon$ coefficients of $q_{k}$ in the solution of (3.5) where we also write $\lambda$ in an expanded form

$$
\lambda=\lambda_{0}+\epsilon^{2} \lambda_{1}+\cdots+\epsilon^{2 N} \lambda_{N}
$$

The $\epsilon^{-2}$ term only appears in the constraint and vanishes iff

$$
\begin{equation*}
g\left(q_{0}\right)=0 \tag{3.12}
\end{equation*}
$$

For $\epsilon^{0}$ we find

$$
\begin{align*}
M \ddot{q}_{0} & =f\left(q_{0}, \dot{q}_{0}\right)-G^{T}\left(q_{0}\right) \lambda_{0}  \tag{3.13}\\
M_{\lambda} \lambda_{0} & =G\left(q_{0}\right) q_{1} . \tag{3.14}
\end{align*}
$$

Here $q_{0}, \lambda_{0}$ can be determined by solving the index 3 system (3.13) together with the position constraint (3.12). Because of the full rank of $G$, the system has got a unique solution for all initial values $\left(q_{0}(0), \dot{q}_{0}(0)\right)$ in the tangent bundle $T \mathscr{M}$. Going on to the $\epsilon^{2}$ coefficient, we have

$$
\begin{align*}
M \ddot{q}_{1} & =f_{q}\left(q_{0}, \dot{q}_{0}\right) q_{1}+f_{\dot{q}}\left(q_{0}, \dot{q}_{0}\right) \dot{q}_{1}-G^{T}\left(q_{0}\right) \lambda_{1}  \tag{3.15}\\
M_{\lambda} \lambda_{1} & =G\left(q_{0}\right) q_{2}+\frac{1}{2} H\left(q_{0}\right)\left(q_{1}, q_{1}\right) \tag{3.16}
\end{align*}
$$

so that we consider for known values of $q_{0}, \dot{q}_{0}$ equation (3.15) together with (3.14) again as an index 3 system with unique solution for $q_{1}, \dot{q}_{1}$. The initial values $q_{1}(0), \dot{q}_{1}(0)$ are determined uniquely by the condition that both $q_{1}, \dot{q}_{1}$ are in the range of $M^{-1} G^{T}\left(q_{0}\right)$. We can proceed in this way and construct more elements in the sequence of $q_{k}, \dot{q}_{k}$ by introducing more index 3 systems, up to an arbitrary $k$.

It remains to show that every solution with starting values close to the constructed epsilon expansion of $q$ remains in an $O\left(\epsilon^{2 N}\right)$ neighborhood. So let $\xi, \dot{\xi}$ be

$$
\begin{align*}
& \xi=q_{0}+\epsilon^{2} q_{1}+\cdots+\epsilon^{2 N} q_{N}  \tag{3.17}\\
& \dot{\xi}=q_{0}+\epsilon^{2} \dot{q}_{1}+\cdots+\epsilon^{2 N} \dot{q}_{N} \tag{3.18}
\end{align*}
$$

The defect while inserting (3.17) into (3.5) due to construction is

$$
\begin{align*}
M \ddot{\xi} & =f(\xi, \dot{\xi})-G^{T} \lambda+O\left(\epsilon^{2 N+2}\right) \\
\lambda & =\epsilon^{-2} g(\xi)+O\left(\epsilon^{2 N}\right) . \tag{3.19}
\end{align*}
$$

We will show that every solution $q, \dot{q}$ of the system (3.5) with starting values

$$
q(0)-\xi(0)=O\left(\epsilon^{2 N+1}\right), \quad \quad \dot{q}(0)-\dot{\xi}(0)=O\left(\epsilon^{2 N}\right)
$$

remains near $\xi, \dot{\xi}$, i.e.,

$$
\begin{equation*}
q(t)-\xi(t)=O\left(\epsilon^{2 N}\right), \quad \quad \dot{q}(t)-\dot{\xi}(t)=O\left(\epsilon^{2 N}\right) \tag{3.20}
\end{equation*}
$$

uniformly for $t$ on bounded intervals.
For the following we assume that the system is written in coordinates such that $g(q)=\left[\begin{array}{ll}0 & \text { Id }\end{array}\right] q$ and with $M=\mathrm{Id}$. We consider the difference of $\delta q=q-\xi$ and add the constraint via $\delta \lambda$ using (3.19)

$$
\begin{align*}
& \delta \ddot{q}=O(\delta q)+O(\delta \dot{q})-\left[\begin{array}{c}
0 \\
I d
\end{array}\right] \delta \lambda+O\left(\epsilon^{2 N+2}\right)  \tag{3.21}\\
& \delta \lambda:=\epsilon^{-2}\left[\begin{array}{ll}
0 & \mathrm{Id}
\end{array}\right] \delta q+O\left(\epsilon^{2 N}\right)
\end{align*}
$$

which is, due to the linearization of $f$, valid if $\delta q$ is at least $O\left(\epsilon^{2}\right)$. Next we insert $\delta \lambda$ explicitly into (3.21)

$$
\delta \ddot{q}=O(\delta q)+O(\delta \dot{q})-\epsilon^{-2}\left[\begin{array}{cc}
0 & 0  \tag{3.22}\\
0 & \text { Id }
\end{array}\right] \delta q+\left[\begin{array}{cc}
0 & 0 \\
0 & \text { Id }
\end{array}\right] O\left(\epsilon^{2 N}\right)+O\left(\epsilon^{2 N+2}\right)
$$

If we write down the differential equation (3.22) separated into $\delta q=\left(\begin{array}{ll}\delta u & \delta v\end{array}\right)^{T}$ for $\delta v$ being those components which contain $\epsilon^{-2}$, then we have that

$$
\begin{align*}
& \delta \ddot{u}=O(\|\delta u\|+\|\delta \dot{u}\|+\|\delta v\|+\|\delta \dot{v}\|)+O\left(\epsilon^{2 N+2}\right)  \tag{3.23}\\
& \delta \ddot{v}=-\epsilon^{-2} \operatorname{Id} \delta v+O(\|\delta u\|+\|\delta \dot{u}\|+\|\delta v\|+\|\delta \dot{v}\|)+O\left(\epsilon^{2 N}\right)
\end{align*}
$$

Rewriting $\delta v$ to first order form by $\delta w=\left(\begin{array}{ll}\delta v & \epsilon^{-1} \delta \dot{v}\end{array}\right)^{T}$ yields

$$
\delta \dot{w}=\epsilon^{-1}\left[\begin{array}{cc}
0 & \text { Id } \\
-\mathrm{Id} & 0
\end{array}\right] \delta w+O(\|\delta w\|+\epsilon\|\delta u\|+\epsilon\|\delta \dot{u}\|)+O\left(\epsilon^{2 N+1}\right)
$$

Calculating the energy estimate

$$
\begin{aligned}
\|\delta w\| \cdot \frac{d}{d t}\|\delta w\| & =\frac{1}{2} \frac{d}{d t}\|\delta w\|^{2}=\delta w^{T} \delta \dot{w} \\
& =O\left(\|\delta w\| \cdot\left(\|\delta w\|+\epsilon\|\delta u\|+\epsilon\|\delta \dot{u}\|+O\left(\epsilon^{2 N+1}\right)\right)\right)
\end{aligned}
$$

and using Gronwall's Lemma with $\delta w(0)=O\left(\epsilon^{2 N+1}\right)$ gives

$$
\|\delta w(t)\| \leq C \epsilon \max _{0 \leq \tau \leq t}(\|\delta u(\tau)\|+\|\delta \dot{u}(\tau)\|)+O\left(\epsilon^{2 N+1}\right)
$$

Finally reinserting into (3.23) gives the result $\delta u=O\left(\epsilon^{2 N}\right), \delta \dot{u}=O\left(\epsilon^{2 N}\right)$.
To show the smoothness of the constructed solution $q$ of (3.5) fulfilling (3.20), we investigate $\delta \ddot{q}=\ddot{q}-\ddot{\xi}$ in (3.22). By inserting (3.20) into (3.22), we see that

$$
\begin{equation*}
\delta \ddot{q}=O\left(\epsilon^{2 N-2}\right) \tag{3.24}
\end{equation*}
$$

Differentiating (3.24) once more and using again (3.20), we have that also

$$
\delta q^{(3)}=O\left(\epsilon^{2 N-2}\right)
$$

By further differentiation of (3.22) we see that

$$
\begin{array}{ll}
\delta q^{(4)}=O\left(\epsilon^{2 N-4}\right), & \delta q^{(5)}=O\left(\epsilon^{2 N-4}\right), \\
\delta q^{(6)}=O\left(\epsilon^{2 N-6}\right), & \delta q^{(7)}=O\left(\epsilon^{2 N-4}\right)
\end{array}
$$

And thus the constructed solution is smooth.

Remark 3.1.11. A similar result to Theorem 3.1 .10 can be obtained for the more general index 0 system

$$
M(q) \ddot{q}=f(q, \dot{q})-\frac{1}{\epsilon^{2}} \nabla U(q)
$$

with a potential $U: \mathbb{R}^{n} \rightarrow \mathbb{R},(\nabla U)^{T}=\frac{\partial U}{\partial q}, f: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{n}$, and $M: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$. However, we have some additional assumptions on the potential $U$ and on the configurationdependent mass matrix :
(a) $M(q)$ is symmetric and positive definite for all $q \in \mathbb{R}^{n}$.
(b) The potential $U$ attains a local minimum on a d-dimensional manifold $\mathscr{U}$, i.e., for some region $D \subset \mathbb{R}^{n}$

$$
\mathscr{U}=\left\{u \in D: U(u)=\min _{q \in D} U(q)\right\}=\{u \in D: \nabla U(u)=0\} .
$$

(c) $U$ is in a neighborhood of $\mathscr{U}$, strongly convex along directions non-tangential to $\mathscr{U}$, i.e., there exists $\alpha>0$ such that for $u \in \mathscr{U}$ it holds that

$$
v^{T} \nabla^{2} U(u) v \geq \alpha \dot{v}^{T} M(u) v
$$

for all $v$ in the $M(u)$-orthogonal complement to the tangent space $T_{u} \mathscr{U}$.
The proof relies on a local transformation into the index 1 case, which leads to the same arguments as in the previous proof. It can be seen in Lub93].

Theorem 3.1.10 shows how index 1 and index 3 formulations are connected. In the index 3, i.e., $\epsilon=0$, case all solutions to system (3.5) have to be inside the tangent bundle $T \mathscr{M}$, the system is thus already of the form of (3.12), (3.13). For $\epsilon>0$ we see how the solutions starting from the tangent bundle are influenced. The crucial aspect are the initial values, for initial values outside the smooth motion additional oscillations occur. The theorem tells us how solutions starting in a $O\left(\epsilon^{2}\right)$ radius around the tangent bundle behave with respect to $\epsilon$, they stay close to the corresponding solution of the index 3 system. This justifies the exchange of constraints by strong penalizing forces, in favor of a lower indexed system, since the dependence of the solution on the constraint is small for small values of $\epsilon$.

Example 3.1.12 (Second order Prothero-Robinson). An example of a singular singularly perturbed system in the form of (3.5) is the extension of the first order linear Prothero-Robinson equation [PR74] to a, still linear, second order form. The initial value problem for a two times continuous differentiable function $\phi$ is

$$
\begin{array}{rlrl}
\ddot{q} & =\ddot{\phi}-\lambda & q\left(t_{0}\right)=\phi\left(t_{0}\right)+\gamma \\
\epsilon^{2} \lambda & =q-\phi & & \dot{q}\left(t_{0}\right)=\phi\left(t_{0}\right)+\eta
\end{array}
$$



Figure 3.1: Solution of Prothero-Robinson equation for different values of $\epsilon$ and perturbed initial value, $\gamma=.01$ plotted in position $q$ and velocity $\dot{q}$ for $\phi(t)=\cos (6 t)$

The idea of this equation is that we try to enforce the motion of $\phi$ onto $q$ via a stiff spring $\epsilon^{2} \lambda$. The analytic solution to this problem is

$$
\begin{equation*}
q(t)=\phi(t)+\gamma \cos \left(\frac{1}{\epsilon}\left(t-t_{0}\right)\right)+\eta \epsilon \sin \left(\frac{1}{\epsilon}\left(t-t_{0}\right)\right) . \tag{3.25}
\end{equation*}
$$

For the equation all higher order terms in the $\epsilon$-expansion (3.11) of the smooth solutions, i.e., $\eta=\gamma=0$ are zero. This is due to the linearity of the constraint.

Nevertheless, we see that solutions starting with $\eta, \gamma \in O\left(\epsilon^{2}\right)$ oscillate with a the high frequency of $\frac{1}{2 \pi \epsilon}$ but only an amplitude of $O\left(\epsilon^{2}\right)$ around the smooth solution $\phi(t)$. The behavior is illustrated in Figure 3.1] We see how a perturbation in the initial value provokes oscillations around the smooth solution: by decreasing the value of $\epsilon$, the frequency of the oscillations increases. In the velocity component we see also an increase of the amplitude away from $O\left(\epsilon^{2}\right)$ while $\gamma>\epsilon^{2}$.

Looking at the Prothero-Robinson example one can understand that the problem arises while tackling the perturbed systems by numerical methods. Due to the error of a time integrator, a perturbation away from the smooth motion is introduced and thus oscillations are provoked. This will be a topic in the following chapter on linear implicit methods.

### 3.2 In the context of mixed formulations

We want to bring the mixed systems derived in Chapter 2 into the formulation of perturbed systems. So we are going to show that the hyperelastic mixed formulation is a singular singularly perturbed system.

Looking at the linear case by discretizing the bilinear forms, we obtained a system of equations of the form

$$
\begin{align*}
M \ddot{q}+A q+B^{T} \lambda & =f(t) \\
\frac{1}{\Lambda} M_{\lambda} \lambda & =B q . \tag{3.26}
\end{align*}
$$

In (2.23) we already saw that the mass matrices $M, M_{\lambda}$ are both symmetric and positive definite. For the incompressible system to be of index 3 we need to show
that the constraint matrix $B \in \mathbb{R}^{n_{\lambda} \times n_{q}}$ is of full rank. A useful criterion for this is the min-max characterization of $B$ which is in a similar context also used in [Sim06].

Lemma 3.2.1. A matrix $B \in \mathbb{R}^{n_{\lambda} \times n_{q}}$ with $n_{q}>n_{\lambda}$ is of full rank iff

$$
\min _{\lambda} \max _{v} \frac{\lambda^{T} B v}{\|\lambda\|_{2}\|v\|_{2}}=\sigma_{\min }>0
$$

Proof. Let $U, V$ be orthogonal matrices such that

$$
U^{T} B V=\left[\begin{array}{llll}
\sigma_{1} & & & \\
& \ddots & & \mathbf{O} \\
& & \sigma_{n_{\lambda}}
\end{array}\right] \in \mathbb{R}^{n_{\lambda} \times n_{q}},
$$

with ordered singular values $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n_{\lambda}} \geq 0$. For a full rank of $B$ the smallest singular value has to be greater than zero, $\sigma_{n_{\lambda}}>0$. This implies for all $\lambda \neq 0$

$$
\frac{\lambda^{T} B B^{T} \lambda}{\lambda^{T} \lambda} \geq \sigma_{n_{\lambda}}^{2}
$$

For $e_{i}$ being the i-th unit vector and $\lambda=U e_{n_{\lambda}}$ this inequality is sharp, we have

$$
\sigma_{n_{\lambda}}^{2}=\min _{\lambda} \frac{\lambda^{t} B B^{T} \lambda}{\lambda^{T} \lambda} \quad \Leftrightarrow \quad \sigma_{n_{\lambda}}=\min _{\lambda} \frac{\left\|B^{T} \lambda\right\|_{2}}{\|\lambda\|_{2}}
$$

Since the operator norm is defined as

$$
\left\|B^{T} \lambda\right\|_{2}=\max _{v} \frac{\left\|v^{T} B^{T} \lambda\right\|_{2}}{\|v\|_{2}}=\max _{v} \frac{\lambda^{T} B v}{\|v\|_{2}}
$$

we derive the min-max characterization

$$
\min _{\lambda} \max _{v} \frac{\lambda^{T} B v}{\|\lambda\|_{2}\|v\|_{2}}=\sigma_{n_{\lambda}}>0
$$

which is again equivalent to the full rank criterion.
Remark 3.2.2. The criterion derived on the constraint matrix $B$ is equivalent to the inf-sup condition on finite elements [BF91b]

$$
\inf _{k \in K} \sup _{v \in V} \frac{b(v, k)}{\|v\|_{V}\|k\|_{K}}>0
$$

In our case $B=\left(B_{i j}\right)_{i=1 \ldots n_{\lambda}, j=1 \ldots n_{q}}$ with (see also (2.24))

$$
\begin{equation*}
B_{i j}=\int_{\mathscr{B}} \psi_{i}(x)^{T} \operatorname{div} \phi_{j}(x) d x \tag{3.27}
\end{equation*}
$$

the criterion derived in Lemma 3.2.1 boils down to the used finite elements ( $\phi_{j}, \psi_{i}$ ) being divergence free.

Definition 3.2.3. For a domain $D$ let $P_{n}(D)$ be the space of all polynomials $u p$ to degree $n$ in each variable.

Lemma 3.2.4. Let $V$ be a space of appropriate test functions, then for a partition $\tau$ of $\mathscr{B}$ into quadtrilaterals and $n$ arbitrary the finite dimensional spaces

$$
\begin{aligned}
& V_{h}=\left\{v_{h} \in V\left|v_{h}\right|_{\tau_{i}} \in P_{n} \text { for all } \tau_{i} \in \tau\right\} \\
& K_{h}=\left\{k_{h} \in H^{1}(\mathscr{B})\left|k_{h}\right|_{\tau_{i}} \in P_{n-1} \text { for all } \tau_{i} \in \tau\right\}
\end{aligned}
$$

fulfill the inf-sup condition for (3.27).
Proof. BF91a
Remark 3.2.5. For $n=2$ we obtain the well known Taylor-Hood element [HT73] which provides a quadratic approximation of position/velocity and a linear approximation of pressure variables.

Knowing this and again that $M_{\lambda}$ is non-singular, we see that system (3.26) is of index 1 for $\Lambda>0$ and thus is a singular singularly perturbed system in the form of (3.5).

## Hyperelastic case with large deformations

Similarly to Chapter 2 we want to discuss the structure of the system in case of large deformations and hyperelastic materials. As we already saw in (2.47), the linearized nonlinear system

$$
\begin{aligned}
\left\langle\rho_{r e f} \ddot{u}, v\right\rangle+a(u, v)+b(v, p) & =\langle l, v\rangle \\
b(u, k)-\frac{1}{\kappa} c(p, k) & =0 .
\end{aligned}
$$

matches the structure of the linear one 2.20 .
For justifying a full rank of the discretized form of $b(v, p)$, Lemma 3.2.1 remains valid. Thus, we also have to fulfill the inf-sup condition

$$
\inf _{p \in K} \sup _{v \in V} \frac{b(v, p)}{\|v\|_{V}\|p\|_{K}}>0
$$

The only difference to the linear case is inside of $b$, because now we have for some fixed linearization point $u_{0}$ (see also (2.48) that

$$
b(v, p)=\int_{\mathscr{B}} \frac{1}{2}\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla v\right): J C^{-1} p d X
$$

By inserting the Cauchy-Green tensor $C=F^{T} F(2.1)$ and expanding the contraction, we have

$$
b(v, p)=\int_{\mathscr{B}} \frac{1}{2} \operatorname{tr}\left(\left(\nabla v^{T} F\left(u_{0}\right)+F\left(u_{0}\right)^{T} \nabla v\right) J F\left(u_{0}\right)^{-1} F\left(u_{0}\right)^{-T}\right) p d X
$$

using some properties of the trace operator

$$
\text { (e.g., } \left.\quad \operatorname{tr}\left(A^{T} B\right)=\operatorname{tr}\left(B^{T} A\right) \quad \text { and } \quad \operatorname{tr}(A+B)=\operatorname{tr}(A)+\operatorname{tr}(B)\right)
$$

and the regularity of $F$ at $u_{0}$

$$
\begin{aligned}
b(v, p)= & \int_{\mathscr{B}} \frac{1}{2} J\left(\operatorname{tr}\left(\nabla v^{T} F\left(u_{0}\right) F\left(u_{0}\right)^{-1} F\left(u_{0}\right)^{-T}\right)\right. \\
& \left.+\operatorname{tr}\left(F\left(u_{0}\right)^{T} \nabla v F\left(u_{0}\right)^{-1} F\left(u_{0}\right)^{-T}\right)\right) p d X \\
= & \int_{\mathscr{B}} \frac{1}{2} J\left(\operatorname{tr}\left(\nabla v^{T} F\left(u_{0}\right)^{-T}\right)+\operatorname{tr}\left(F\left(u_{0}\right)^{-1} \nabla v\right)\right) p d X \\
= & \int_{\mathscr{B}} J \operatorname{tr}\left(F\left(u_{0}\right)^{-1} \nabla v\right) p d X \\
= & \int_{\mathscr{B}} J \operatorname{div}\left(F\left(u_{0}\right)^{-1} v\right) p d X .
\end{aligned}
$$

We end up at a divergence relation. Observe further for $v \in V=H_{0}^{1}(\mathscr{B})^{3}$ also $F\left(u_{0}\right)^{-1} v \in V$ since $\nabla\left(F\left(u_{0}\right)^{-1} v\right)=F\left(u_{0}\right)^{-1} \nabla v$. From this we see that the elements chosen in the linear case are still sufficient for fulfillment of the inf-sup condition and thus the full rank of the discretized bilinear form.

Remark 3.2.6. Our concern here was only the inf-sup condition on b to obtain a singular singularly perturbed system. Nevertheless, for the problem to have a solution the usual elipticity condition on $a(u, v)$ still has to be satisfied. For large deformations this can also lead to difficulties as pointed out in [PB97].

We see that the considered mixed formulations of Chapter 2, linear (2.22) and hyperelastic case 2.47 (2.48), are indeed singular singularly perturbed systems. In the next chapter we want to discuss how the numerical solution of the systems is affected by this property.

## Chapter Four

## Linear implicit methods

In this chapter we present the numerical methods used by us for efficiently simulating the presented stiff mechanical systems. Generally, the class of integration methods can be separated into explicit and implicit ones. Explicit methods can easily handle systems with many degrees of freedom because the solution of linear systems is avoided. They do this by restricting the step-size dependent on the smallest element and the density distribution inside the body. However, additional constraints can lead to unstable systems.

On the other hand there are implicit methods which rely on the solution of nonlinear systems up to some accuracy, which is usually done by different linearizations and Newton's method. The linear implicit methods considered here are a mixture of both types. In every time-step one linear system has to be solved, while a Newton iteration is avoided. This is a benefit which helps to save computation time. Also these methods give us an advantage for constrained systems and allow for larger time-steps than the explicit methods.

## Implicit Runge-Kutta methods

Let us first do a excursion into implicit Runge-Kutta methods. We will recall their definition and structure and show their behavior for singular singularly perturbed systems.

Definition 4.0.7. For the autonomous system

$$
\dot{x}=f(x)
$$

we call the recursion formula

$$
\begin{align*}
k_{i} & =f\left(x_{n}+h \sum_{j=1}^{s} a_{i j} k_{j}\right), \quad i=1 \ldots s  \tag{4.1}\\
x_{n+1} & =x_{n}+h \sum_{i=1}^{s} b_{i} k_{i}
\end{align*}
$$

for initial value $x_{0}$ and step-size $h$ a s-stage Runge-Kutta method with methoddependent coefficients $A=\left(a_{i j}\right)_{i j} \in \mathbb{R}^{s \times s}$ and $b=\left(b_{i}\right)_{i} \in \mathbb{R}^{s}$.

Depending on the matrix $A$, these methods are either explicit (if all $a_{i j}=0$ for $j \geq i$ ) or implicit. In the implicit case in every time-step the nonlinear system (4.1) has to be solved, herein the size of the system to be solved depends on the count of "future" $k_{j}$ used in the construction of $k_{i}$, which is related to those $a_{i j} \neq 0$ for $j \geq i$.

Remark 4.0.8. We can extend Runge-Kutta methods to implicit differential equations of the form

$$
F(x, \dot{x})=0
$$

by solving

$$
\begin{align*}
0 & =F\left(X_{n, i}, \dot{X}_{n, i}\right),  \tag{4.2}\\
X_{n, i} & =x_{n}+h \sum_{j=1}^{s} a_{i j} \dot{X}_{n, j}
\end{align*}
$$

for $\dot{X}_{n, i}, i=1 \ldots s$ and setting

$$
x_{n+1}=x_{n}+h \sum_{j=1}^{s} a_{i j} \dot{X}_{n, i} .
$$

In the same manner the method can be extended to higher order systems.
Definition 4.0.9. An autonomous iteration scheme $x_{n+1}=f\left(x_{n}\right)$ is called stable if $x_{n}$, for $n \rightarrow \infty$ is bounded.

Definition 4.0.10 (A-stability). A numerical integration method is called A-stable if it is stable when applied to the linear test equation $\dot{x}=\lambda x$ for all $\lambda<0$.

Definition 4.0.11 (Convergence and Order). An integration method is said to be of order $p$ if its local error satisfies

$$
x\left(t_{0}+h\right)-x_{1}=O\left(h^{p+1}\right)
$$

where $x(t)$ is the exact solution and $x_{1}$ the result of one time-step with starting value $x_{0}=x\left(t_{0}\right)$ and step-size $h$. Further the method is said to be convergent of order $p$ if its global error satisfies

$$
x\left(t_{0}+n h\right)-x_{n}=O\left(h^{p}\right)
$$

for $x_{n}$ being the $n$-th successive steps of the iteration method using the initial value $x_{0}=x\left(t_{0}\right)$.

Definition 4.0.12 (Stage order). A Runge-Kutta method has stage order $r \geq 1$ iff for all $l=1 \ldots$ re recursive formula

$$
\sum_{j=1}^{s} a_{i j} c_{j}^{l-1}=\frac{c_{i}^{l}}{k}
$$

is fulfilled, where $c_{i}=\sum_{j=1}^{s} a_{i j}$.
Theorem 4.0.13. An A-stable Runge-Kutta method with stage order $r \geq 1$ applied to index 3 systems of the form of the general constrained mechanical system (Example 3.1.4] is convergent of order $r$, i.e.,

$$
x\left(t_{n}\right)-x_{n}=O\left(h^{r}\right) .
$$

Proof. Lub93]

Remark 4.0.14. Collocation methods [HW96] satisfying

$$
0<c_{1}<\cdots<c_{s}=1
$$

with order of convergence $p>r$ for ordinary differential equations are also convergent of order $p$ for index 3 systems [Jay93].

Example 4.0.15 (Radau5). A prominent example of implicit Runge-Kutta methods is implemented in the RADAU5 code developed in [HW96]. It utilizes a 3 stage method consisting of

$$
b=\left(\begin{array}{c}
\frac{16-\sqrt{6}}{36} \\
\frac{16+\sqrt{6}}{36} \\
\frac{1}{9}
\end{array}\right), \quad c=\left(\begin{array}{c}
\frac{4-\sqrt{6}}{10} \\
\frac{4+\sqrt{6}}{10} \\
1
\end{array}\right), \quad A=\left[\begin{array}{ccc}
\frac{88-7 \sqrt{6}}{360} & \frac{296-169 \sqrt{6}}{1800} & \frac{-2+3 \sqrt{6}}{225} \\
\frac{296+169 \sqrt{6}}{1800} & \frac{88+7 \sqrt{6}}{360} & \frac{-2-3 \sqrt{6}}{225} \\
\frac{16-\sqrt{6}}{36} & \frac{16+\sqrt{6}}{36} & \frac{1}{9}
\end{array}\right] .
$$

The method is convergent of order 5 and has stage order 3. Since it fulfills also that $0<c_{1}<c_{2}<c_{3}=1$, RADAU5 is convergent of order 5 in the $q$ component, even for the index 3 case and of order 3 in $v=\dot{q}$.

Coming back to the perturbed system for the solution of (3.1) via a RungeKutta method, one can show:

Theorem 4.0.16. Given an A-stable Runge-Kutta method with stage order $r$ and starting values $q_{0}^{\epsilon}, \dot{q}_{0}^{\epsilon}$ inside $M^{\epsilon}$, for $0<\epsilon \leq h \leq h_{0}$ there exists a unique RungeKutta solution $q_{n}=\left(\begin{array}{ll}q_{n}^{\epsilon} & \dot{q}_{n}^{\epsilon}\end{array}\right)^{T}$ of (3.5) whose error satisfies

$$
\begin{aligned}
& q_{n}^{\epsilon}-q^{\epsilon}\left(t_{n}\right)=q_{n}^{0}-q^{0}\left(t_{n}\right)+O\left(\epsilon^{2} h^{r-2}\right), \\
& \dot{q}_{n}^{\epsilon}-\dot{q}^{\epsilon}\left(t_{n}\right)=\dot{q}_{n}^{0}-\dot{q}^{0}\left(t_{n}\right)+O\left(\epsilon^{2} h^{r-2}\right)
\end{aligned}
$$

uniformly for all $0 \leq t_{n} \leq T$. Here $q_{n}^{0}, q^{0}$ denote Runge-Kutta and exact solution of the corresponding index 3 system with starting values satisfying the conditions of Theorem 3.1.10.

Proof. See [Lub93].
Considering that the system to be solved is of index 1 , the estimated convergence order for the Runge-Kutta method reduces at least down to the index 3 case. Also the advantage of a collocation methods is lost.

Example 4.0.17. In the case of RADAU5 as seen in Example 4.0.15, we obtain by Theorem 4.0.16 for a singular singularly perturbed system with $\epsilon<h$,

$$
\begin{aligned}
& q_{n}^{\epsilon}-q^{\epsilon}\left(t_{n}\right)=O\left(h^{5}\right)+O\left(\epsilon^{2} h\right), \\
& \dot{q}_{n}^{\epsilon}-\dot{q}^{\epsilon}\left(t_{n}\right)=O\left(h^{3}\right)+O\left(\epsilon^{2} h\right) .
\end{aligned}
$$

For large time-steps $h$, i.e. $h>\epsilon$, the order reduces from $O\left(h^{5}\right)$ in the $q$ component to $O\left(h^{3}\right)$. On the other hand, for $h \ll \epsilon$ we see the classical asymptotic behavior

$$
\begin{aligned}
& q_{n}^{\epsilon}-q^{\epsilon}\left(t_{n}\right)=O\left(h^{5}\right), \\
& \dot{q}_{n}^{\epsilon}-\dot{q}^{\epsilon}\left(t_{n}\right)=O\left(h^{3}\right) .
\end{aligned}
$$

This effect can also be verified numerically as seen in [Sim98].

Additionally to the order reduction, convergence issues while solving the nonlinear system (4.2) via a Newton iteration are observed. Especially, if one considers the index 0 formulation of the singular singularly perturbed system (3.9), the perturbation leads to a step-size restriction dependent on $\epsilon$, in order to obtain a convergent Newton iteration [Lub93].

### 4.1 Rosenbrock methods

For the construction of the so called Rosenbrock methods [Ros63] we first start by the Runge-Kutta discretization of an autonomous system

$$
\dot{x}=f(x) .
$$

For a given initial value $x_{0}$ the solution via a Runge-Kutta method is obtained by

$$
\begin{aligned}
x_{1} & =x_{0}+\sum_{j=1}^{s} b_{j} k_{j} \\
k_{i} & =h f\left(x_{0}+\sum_{j=1}^{i-1} \alpha_{i j} k_{j}+\sum_{j=i}^{s} \alpha_{i j} k_{j}\right), \quad i=1 \ldots s .
\end{aligned}
$$

The essential idea now is to use a linearization of $J=f_{x}$ and estimate $k_{i}$ via

$$
\begin{aligned}
k_{i} & =h f\left(v_{i}\right)+h J\left(v_{i}\right) \sum_{j=i}^{s} \alpha_{i j} k_{j} \\
v_{i} & =x_{0}+\sum_{j=1}^{i-1} \alpha_{i j} k_{j}
\end{aligned}
$$

This can be even more simplified by replacing $J\left(v_{i}\right) \approx J\left(x_{0}\right)$ and considering only methods with $\alpha_{i j}=0$ for $j>i$. The full implicit formulation of these methods are so called diagonally implicit Runge-Kutta methods (DIRK). In the case of all $\alpha_{i i}=\alpha_{j j}$ (for all $i, j$ ) they are known as singly diagonally implicit Runge-Kutta methdods (SDIRK).
Definition 4.1.1. For the constrained system with nonsingular mass matrix $M$

$$
\begin{align*}
M \dot{x} & =f(x, z)  \tag{4.3}\\
0 & =g(x, z) \tag{4.4}
\end{align*}
$$

we call the approximation to the solution by

$$
\begin{array}{cc}
x_{n+1}=x_{n}+\sum_{j=1}^{s} b_{i} k_{i}, & z_{n+1}=z_{n}+\sum_{j=1}^{s} b_{i} l_{i}, \\
{\left[\begin{array}{cc}
M & 0 \\
0 & 0
\end{array}\right]\binom{k_{i}}{l_{i}}=h\binom{f\left(v_{i}, w_{i}\right)}{g\left(v_{i}, w_{i}\right)}+h\left[\begin{array}{cc}
f_{x} & f_{z} \\
g_{x} & g_{z}
\end{array}\right]_{\mid\left(x_{n}, z_{n}\right)} \sum_{j=1}^{i} \gamma_{i j}\binom{k_{j}}{l_{j}},} \\
v_{i}=x_{n}+\sum_{j=1}^{i-1} \alpha_{i j} k_{j}, & w_{i}=z_{n}+\sum_{j=1}^{i-1} \alpha_{i j} l_{j} \tag{4.7}
\end{array}
$$

for $i=1 \ldots$, and coefficients $\alpha_{i j}, \gamma_{i j}, b_{i}, a$ Rosenbrock method.

Remark 4.1.2. a) As intended, the direct need of solving a nonlinear system is avoided.
b) In the special case of all $\gamma_{i i}=\gamma$ only one decomposition of the iteration matrix

$$
\begin{aligned}
& \underbrace{\left(\left[\begin{array}{cc}
M & 0 \\
0 & 0
\end{array}\right]-h \gamma\left[\begin{array}{ll}
f_{x} & f_{z} \\
g_{x} & g_{z}
\end{array}\right]_{\mid\left(x_{n}, z_{n}\right)}\right)}_{\text {iteration-matrix }}\binom{k_{i}}{l_{i}} \\
& =h\binom{f\left(v_{i}, w_{i}\right)}{g\left(v_{i}, w_{i}\right)}+h\left[\begin{array}{cc}
f_{x} & f_{z} \\
g_{x} & g_{z}
\end{array}\right]_{\mid\left(x_{n}, z_{n}\right)} \sum_{j=1}^{i-1} \gamma_{i j}\binom{k_{j}}{l_{j}}
\end{aligned}
$$

is needed. This is useful for obtaining fast implicit simulations.
c) Although in this chapter, for the sake of simplicity, we focus on equations of first order. For solving mechanical problems like those of Chapter 2, an extensions to the second order case will be useful. By considering the special structure of second order systems the cost while solving one step can be additionally reduced, this will be discussed in chapter 5

Example 4.1.3 (Linear implicit Euler). The linear implicit Euler method can be interpreted as a first example of a Rosenbrock method. For the autonomous system it reads

$$
\begin{aligned}
& x_{1}=x_{0}+k_{1} \\
& k_{1}=h f\left(x_{0}\right)+h f_{x}\left(x_{0}\right) k_{1}
\end{aligned}
$$

i.e., that the coefficients are $s=b_{1}=\gamma_{11}=1$. The method is convergent of order 1 .

Lemma 4.1.4. The stability function of a Rosenbrock method is

$$
\begin{equation*}
R(h \lambda)=1+h \lambda b^{T}(\operatorname{Id}-h \lambda B)^{-1} \mathbb{1} \tag{4.8}
\end{equation*}
$$

with $B=\left(\alpha_{i j}+\gamma_{i j}\right)_{i j}$ and $\mathbb{1}=\left(\begin{array}{lll}1 & \ldots & 1\end{array}\right)^{T}$. The stability function evaluated at $h \lambda=\infty$ is

$$
\rho_{\infty}=|R(\infty)|=\left|1-b^{T} B^{-1} \mathbb{1}\right|
$$

the method is called L-stable if $\rho_{\infty}=0$.
Proof. The stability function of the method is directly computed by inserting the test equation $\dot{x}=\lambda x$

$$
\begin{aligned}
x_{1} & =x_{0}+\sum_{i=1}^{s} b_{i} k_{i} \\
k_{i} & =h \lambda\left(x_{0}+\sum_{j=1}^{i-1} \alpha_{i j} k_{j}\right)+h \lambda \sum_{j=1}^{i} \gamma_{i j} k_{j} \\
& =h \lambda\left(x_{0}+\sum_{j=1}^{i}\left(\alpha_{i j}+\gamma_{i j}\right) k_{j}\right)
\end{aligned}
$$

So by inserting $B$ we have with (4.8) that $x_{1}=R(h \lambda) x_{0}$. The result for $\rho_{\infty}$ follows by taking the limit $h \lambda \rightarrow \infty$.

## Classic convergence

For an ordinary differential equation we derive the conditions on the coefficients of the method, which are sufficient for its convergence. In the following we will assume, without loss of generality, that $M=$ Id. The given conditions are also derived in [HW96, Roc88], we will repeat those results for classic and index 1 convergence.

To obtain a convergent method of order $p$, i.e.,

$$
x\left(t_{0}+h\right)-x_{1}=O\left(h^{p+1}\right)
$$

we differentiate numerical and exact solutions. For this we write (4.5) in tensor notation for

$$
k_{j}=\left(k_{j}^{J}\right)_{J=1 \ldots n}, \quad f\left(v_{i}\right)=\left(f^{J}\left(v_{i}\right)\right)_{J=1 \ldots n}, \quad v_{i}=\left(v_{i}^{J}\right)_{J=1 \ldots n}, \quad x_{i}=\left(x_{i}^{J}\right)_{J=1 \ldots n},
$$

we have

$$
\begin{align*}
k_{j}^{J} & =h f^{J}\left(v_{j}\right)+h \sum_{K} f_{K}^{J}\left(x_{0}\right) \sum_{k} \gamma_{j k} k_{k}^{K}  \tag{4.9}\\
v_{i}^{J} & =x_{0}^{J}+\sum_{j} \alpha_{i j} k_{j}^{J} \\
x_{1}^{J} & =x_{0}^{J}+\sum_{j} b_{j} k_{j}^{J} \tag{4.10}
\end{align*}
$$

Here we use the notation $f_{K}^{J}=\frac{\partial f^{J}}{\partial x^{K}}$, subsequent labels will stand for additional differentiation like $f_{K L}^{J}=\frac{\partial^{2} f^{J}}{\partial x^{K} \partial x^{L}}$.

The $q$-th differential of the stage $k_{j}^{J}(4.9)$ is

$$
\begin{equation*}
\left.\left(k_{j}^{J}\right)^{(q)}\right|_{h=0}=\left.q\left(f^{J}\left(v_{j}\right)\right)^{(q-1)}\right|_{h=0}+\left.q \sum_{K} f_{K}^{J}\left(x_{0}\right) \sum_{k} \gamma_{i k}\left(k_{k}^{K}\right)^{(q-1)}\right|_{h=0} . \tag{4.11}
\end{equation*}
$$

In the following we will omit the subscript $h=0$ and always evaluate at this point. For evaluating $\left(f^{J}\left(v_{j}\right)\right)^{(q)}$ we use the chain rule

$$
\begin{aligned}
& \left(f^{J}\left(v_{j}\right)\right)^{(1)}=\sum_{K} f_{K}^{J}\left(v_{j}\right) \cdot\left(v_{j}^{K}\right)^{(1)} \\
& \left(f^{J}\left(v_{j}\right)\right)^{(2)}=\sum_{K, L} f_{K L}^{J}\left(v_{j}\right) \cdot\left(v_{j}^{K}\right)^{(1)}\left(v_{j}^{L}\right)^{(1)}+\sum_{K} f_{K}^{J}\left(v_{j}\right) \cdot\left(v_{j}^{K}\right)^{(2)}
\end{aligned}
$$

Inserted into (4.11) we get

$$
\begin{aligned}
\left(k_{j}\right)^{(1)} & =f^{J} \\
\left(k_{j}\right)^{(2)} & =2 \sum_{K} f_{K}^{J} f^{K} \sum_{k} \alpha_{j k}+2 \sum_{K} f_{K}^{J} f^{K} \sum_{k} \gamma_{j k} \\
& =2 \sum_{K} f_{K}^{J} f^{K} \sum_{k}\left(\alpha_{j k}+\gamma_{j k}\right), \\
\left(k_{j}\right)^{(3)} & =3 \sum f_{K L}^{J} f^{K} f^{L} \sum_{k, l} \alpha_{j k} \alpha_{j l}+6 \sum_{K, L} f_{K}^{J} f_{L}^{K} f^{L} \sum_{k, l}\left(\alpha_{j k}+\gamma_{j k}\right)\left(\alpha_{k l}+\gamma_{k l}\right) .
\end{aligned}
$$

| order | condition |  |
| ---: | ---: | :--- |
| 1 | $\sum_{i} b_{i}$ | $=1$ |
| 2 | $\sum_{i, k} b_{i} \beta_{i k}^{\prime}$ | $=\frac{1}{2}-\gamma$ |
| 3 | $\sum_{i, k, l} b_{i} \alpha_{i k} \alpha_{i l}$ | $=\frac{1}{3}$ |
| 3 | $\sum_{i, k, l} b_{i} \beta_{i k}^{\prime} \beta_{k l}^{\prime}$ | $=\frac{1}{6}-\gamma+\gamma^{2}$ |
| 4 | $\sum_{i, k, l, m} b_{i} \alpha_{i k} \alpha_{i l} \alpha_{i m}$ | $=\frac{1}{4}$ |
| 4 | $\sum_{i, k, l, m} b_{i} \alpha_{i k} \beta_{k l}^{\prime} \alpha_{j m}$ | $=\frac{1}{8}-\frac{\gamma}{3}$ |
| 4 | $\sum_{i, k, l, m} b_{i} \beta_{i k}^{\prime} \alpha_{k l} \alpha_{k m}$ | $=\frac{1}{12}-\frac{\gamma}{3}$ |
| 4 | $\sum_{i, k, l, m} b_{i} \beta_{i k}^{\prime} \beta_{k l}^{\prime} \beta_{l m}^{\prime}$ | $=\frac{1}{24}-\frac{\gamma}{2}+\frac{3}{2} \gamma^{2}-\gamma^{3}$ |

Table 4.1: Order conditions up to order 4

By further differentiating and inserting into (4.10) we get the resulting differential

$$
\begin{equation*}
\left(x_{1}^{J}\right)^{(q)}=\left.\sum_{j} b_{j}\left(k_{j}^{J}\right)^{(q)}\right|_{h=0} . \tag{4.12}
\end{equation*}
$$

While differentiating the true solution yields

$$
\begin{align*}
& \left(x^{J}\right)^{(1)}=f^{J}(x), \\
& \left(x^{J}\right)^{(2)}=\sum_{K} f_{K}^{J}(x) \cdot\left(x^{K}\right)^{(1)}=\sum_{K} f_{K}^{J}(x) f^{K}(x),  \tag{4.13}\\
& \left(x^{J}\right)^{(3)}=\sum_{K, L} f_{K L}^{J}(x) f^{K}(x) f^{L}(x)+\sum_{K, L} f_{K}^{J}(x) f_{L}^{K}(x) f^{L}(x) .
\end{align*}
$$

Comparing the coefficient of (4.13) with those of the exact solution (4.12), we arrive at the following conditions for a method of order 3

$$
\begin{gathered}
\sum b_{j}=1, \\
\sum b_{j}\left(\alpha_{j k}+\gamma_{j k}\right)=\frac{1}{2}, \\
\sum b_{j} \alpha_{j k} \alpha_{j l}=\frac{1}{3}, \quad \sum b_{j}\left(\alpha_{j k}+\gamma_{j k}\right)\left(\alpha_{k l}+\gamma_{k l}\right)=\frac{1}{6} .
\end{gathered}
$$

For higher order methods the arising terms become bigger and harder to write down. The procedure of obtaining the coefficients can be nicely formalized by using labeled trees which than give a comprehensive view on the different conditions that a method has to fulfill. Since we are not heading to higher order, we will not introduce these. For convenience we wrote down the order conditions up to order 4 in Table 4.1. setting $\gamma=\gamma_{i i}=\gamma_{j j}$ and using the abbreviations

$$
\beta_{i j}=\alpha_{i j}+\gamma_{i j}, \quad \beta_{i j}^{\prime}=\left\{\begin{array}{c}
\beta_{i j} \\
0 \text { for } i=j
\end{array}\right.
$$

## Index 1 convergence

In the index 1 case we will use the same idea of comparing coefficients in the Taylor expansion. This time we start by calculating the derivatives of the exact solution. First of all, we have to remove the constraint. By differentiation of (4.4) we obtain the equation

$$
z^{(1)}=\left(-g_{z}^{-1}\right) g_{x} f
$$

Together with (4.3) we can now calculate further differentials of the exact solution using the differential of the inverse mapping and the chain rule

$$
\begin{align*}
x^{(2)} & =f_{x} x^{(1)}+f_{z} z^{(1)}=f_{x} f+f_{z}\left(-g_{z}^{-1}\right) g_{x} f, \\
z^{(2)} & =\left(-g_{z}^{-1}\right)\left(g_{z x}\left(\left(-g_{z}^{-1}\right) g_{x} f, f\right)+g_{z z}\left(\left(-g_{z}^{-1}\right) g_{x} f,\left(-g_{z}^{-1}\right) g_{x} f\right)\right) \\
& +\left(-g_{z}^{-1}\right)\left(g_{x x}(f, f)+g_{x z}\left(f,\left(-g_{z}^{-1} g_{x} f\right)\right)+\left(-g_{z}^{-1}\right) g_{x}\left(f_{x} f+f_{z}\left(-g_{z}^{-1}\right) g_{x} f\right) .\right. \tag{4.14}
\end{align*}
$$

By a Taylor expansion of the numerical solution (4.5) we now have for the differential of the stages (everything evaluated at $h=0$ )

$$
k_{i}^{(q)}=q\left(f\left(v_{i}, w_{i}\right)\right)^{(q-1)}+\left(f_{x}\right)_{0} q \sum_{j=1}^{i} \gamma_{i j} k_{j}^{(q-1)}+\left(f_{z}\right)_{0} q \sum_{j=1}^{i} \gamma_{i j} l_{j}^{(q-1)},
$$

and the differential of the constraint row after dividing by $h$ is

$$
\begin{equation*}
0=\left(g\left(v_{i}, w_{i}\right)\right)^{(q)}+\left(g_{x}\right)_{0} \sum_{j=1}^{i} \gamma_{i j} k_{j}^{(q)}+\left(g_{z}\right)_{0} \sum_{j=1}^{i} \gamma_{i j} l_{j}^{(q)} \tag{4.15}
\end{equation*}
$$

For the differentials $\left(f\left(v_{i}, w_{i}\right)\right)^{(q-1)}$ and $\left(g\left(v_{i}, w_{i}\right)\right)^{(q)}$ we may use Faà di Bruno's formula or directly calculate using the chain rule

$$
\begin{align*}
\left(g\left(v_{i}, w_{i}\right)\right)^{(1)} & =g_{x} v_{i}^{(1)}+g_{z} w_{i}^{(1)}, \\
\left(g\left(v_{i}, w_{i}\right)\right)^{(2)} & =g_{x x}\left(v_{i}^{(1)}, v_{i}^{(1)}\right)+g_{x}\left(v_{i}^{(2)}\right)+g_{x z}\left(v_{i}^{(1)}, w_{i}^{(1)}\right)  \tag{4.16}\\
& +g_{z x}\left(w_{i}^{(1)}, v_{i}^{(1)}\right)+g_{z}\left(w_{i}^{(2)}\right)+g_{z z}\left(w_{i}^{(1)}, w_{i}^{(1)}\right) .
\end{align*}
$$

Lemma 4.1.5. The $q$-th derivative of $f(v, w)$ can be represented as

$$
f(v, w)^{(q)}=\sum_{(m, n) \in Q} \frac{\partial^{m+n} f(v, w)}{\partial x^{m} \partial z^{n}}\left(v^{\left(\mu_{1}\right)}, \cdots, v^{\left(\mu_{m}\right)}, w^{\left(v_{1}\right)}, \cdots, w^{\left(v_{n}\right)}\right)
$$

for some set $Q$ and coefficients $\mu_{i}, v_{i}$ fulfilling additionally $\sum \mu_{i}+\sum v_{j}=q$.
Proof. Use Faà di Brunos's formula or see [HNW08].
Inserting

$$
v_{i}^{(q)}=\sum_{j=1}^{i-1} \alpha_{i j} k_{j}^{(q)}, \quad w_{i}^{(q)}=\sum_{j=1}^{i-1} \alpha_{i j} l_{j}^{(q)}
$$

| order | condition |  |
| ---: | ---: | :--- |
| 2 | $\sum b_{j} \omega_{j k} \alpha_{k l} \alpha_{k m}$ | $=1$ |
| 3 | $\sum b_{j} \omega_{j k} \alpha_{k l} \alpha_{k m} \alpha_{k n}$ | $=1$ |
| 3 | $\sum b_{j} \omega_{j k} \alpha_{k l} \alpha_{k m} \beta_{m n}^{\prime}$ | $=\frac{1}{2}-\gamma$ |
| 3 | $\sum b_{j} \omega_{j k} \alpha_{k l} \alpha_{k m} \omega_{m n} \alpha_{n p} \alpha_{n q}$ | $=1$ |

Table 4.2: Order conditions of the $z$ component for index 1 Rosenbrock methods up to order 3
into $\left(g\left(v_{i}, w_{i}\right)\right)^{(q)}$ using Lemma 4.1.5 and 4.16 we have that 4.15) is

$$
\begin{align*}
& 0=\sum_{\substack{(m, n) \in Q \\
\text { s.t. } m+n \geq 2}} \frac{\partial^{m+n} g\left(x_{0}, z_{0}\right)}{\partial x^{m} \partial z^{n}}\left(\sum_{j=1}^{i-1} \alpha_{i j} k_{j}^{\left(\mu_{1}\right)}, \cdots, \sum_{j=1}^{i-1} \alpha_{i j} l_{j}^{\left(v_{1}\right)}, \cdots\right) \\
&+\left(g_{y}\right)_{0} \sum_{j=1}^{i} \beta_{i j} k_{j}^{(q)}+\left(g_{z}\right)_{0} \sum_{j=1}^{i} \beta_{i j} l_{j}^{(q)} \tag{4.17}
\end{align*}
$$

with $\beta_{i j}=\alpha_{i j}+\gamma_{i j}$. Now (4.17) can be solved for $l_{j}^{(q)}$ using $\left(\omega_{i j}\right)_{i j}=\left(\left(\beta_{i j}\right)_{i j}\right)^{-1}$,

$$
\begin{array}{r}
l_{i}^{(q)}=\left(-g_{z}\right)_{0}^{-1} \sum_{j=1}^{i} \omega_{i j} \sum_{\substack{(m, n) \in Q \\
\text { s.t. } m+n \geq 2}} \frac{\partial^{m+n} g\left(x_{0}, z_{0}\right)}{\partial x^{m} \partial z^{n}}\left(\sum_{j=1}^{i-1} \alpha_{i j} k_{j}^{\left(\mu_{1}\right)}, \cdots, \sum_{j=1}^{i-1} \alpha_{i j} l_{j}^{\left(v_{1}\right)}, \cdots\right) \\
+\left(\left(-g_{z}^{-1}\right) g_{y}\right)_{0} k_{i}^{(q)} \tag{4.18}
\end{array}
$$

and also for $k_{i}^{(q)}$

$$
\begin{align*}
& k_{i}^{(q)}=q \sum_{\substack{(m, n) \in Q \\
\text { s.t. } m+n \geq 2}} \frac{\partial^{m+n} f\left(x_{0}, z_{0}\right)}{\partial x^{m} \partial z^{n}}\left(\sum_{j=1}^{i-1} \alpha_{i j} k_{j}^{\left(\mu_{1}\right)}, \cdots, \sum_{j=1}^{i-1} \alpha_{i j} l_{j}^{\left(v_{1}\right)}, \cdots\right) \\
&+q\left(f_{y}\right)_{0} \sum_{j=1}^{i-1} \beta_{i j} k_{j}^{(q-1)}+q\left(f_{z}\right)_{0} \sum_{j=1}^{i} \beta_{i j} l_{j}^{(q-1)} . \tag{4.19}
\end{align*}
$$

By inserting (4.18) and (4.19) for $q \geq 1$ into

$$
x_{1}^{(q)}=\sum_{j=1}^{s} b_{j} k_{j}^{(q)} \quad \text { and } \quad z_{1}^{(q)}=\sum_{j=1}^{s} b_{j} l_{j}^{(q)},
$$

respectively, we finally have an expansion of the numerical solution. Comparing the coefficients with those of (4.14) we obtain the conditions on the order. For the $z$ component these are listed up to order four in Table 4.2. Starting with order four also additional conditions for the $x$ component arise, see Table 4.3 .

Theorem 4.1.6 (Convergence). For the index 1 system with consistent initial values $\left(x_{0}, z_{0}\right)$, stability function $|R(\infty)|<1$ and local errors

$$
x_{1}-x\left(t_{0}+h\right)=O\left(h^{p+1}\right), \quad z_{1}-z\left(t_{0}+h\right)=O\left(h^{p}\right)
$$

| order | condition |  |
| ---: | ---: | ---: |
| 4 | $\sum b_{j} \alpha_{j k} \alpha_{j l} \omega_{l m} \alpha_{m n} \alpha_{m p}$ | $=1$ |

Table 4.3: Additional order condition for the x component in the index 1 case up to order 4
a Rosenbrock method is convergent of order p, i.e.,

$$
x_{n}-x\left(t_{n}\right)=O\left(h^{p}\right), \quad z_{n}-z\left(t_{n}\right)=O\left(h^{p}\right)
$$

for $t_{n}-t_{0}=n h \leq C$.
Proof. HW96]

## Singularly perturbed systems

In the search of additional conditions, which could arise for singular singularly perturbed systems, we consider the Prothero-Robinson type equation (Example 3.1.12) as a test problem. Similar approaches have also be used for first order [Sch89] and index 0 formulations [Sim98]. The crucial question is if we observe an order-reduction, and if we can avoid it by a clever choice of coefficients.

Remark 4.1.7. The Prothero-Robinson equation is also considered for the construction of B-convergent Runge-Kutta methods [PR74].

We are going to apply a general Rosenbrock method to the linear test-equation. After this, we will look at the local error to find sources for a possible order reduction. Since the Prothero-Robinson equation

$$
\begin{align*}
& \binom{\dot{q}}{\ddot{q}}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\binom{q}{\dot{q}}-\binom{0}{1} \lambda+\binom{0}{\ddot{\phi}(t)}  \tag{4.20}\\
& \epsilon^{2} \lambda=q-\phi(t)
\end{align*}
$$

is not autonomous, we have to use an adequate form of the Rosenbrock method. However, the autonomization of the non-autonomous equation will be introduced in Section 5.1. So we apply (5.6) to system (4.20) using

$$
J=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{4.21}\\
0 & 0 & -1 \\
1 & 0 & -\epsilon^{2}
\end{array}\right], \quad J_{t}=\left(\begin{array}{c}
0 \\
\phi^{(3)}\left(t_{0}\right) \\
-\dot{\phi}\left(t_{0}\right)
\end{array}\right), \quad \bar{M}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

(4.20) reads

$$
\left(\begin{array}{c}
\dot{q} \\
\ddot{q} \\
0
\end{array}\right)=f(q, \dot{q}, z, t)=J\left(\begin{array}{c}
q \\
\dot{q} \\
z
\end{array}\right)+\left(\begin{array}{c}
0 \\
\ddot{\phi}(t) \\
-\phi(t)
\end{array}\right)
$$

and the non-autonomous Rosenbrock method is

$$
\begin{gather*}
\left(\begin{array}{c}
q_{1, q} \\
q_{1, v} \\
z_{1}
\end{array}\right)=\left(\begin{array}{c}
q_{0, q} \\
q_{0, v} \\
z_{0}
\end{array}\right)+\sum_{j=1}^{s} b_{j}\left(\begin{array}{c}
k_{j, q} \\
k_{j, v} \\
l_{j}
\end{array}\right),  \tag{4.22}\\
\bar{M}\left(\begin{array}{l}
k_{i, q} \\
k_{i, v} \\
l_{i}
\end{array}\right)=h f\left(q_{0}+\sum_{j=1}^{i-1} \alpha_{i j}\left(\begin{array}{c}
k_{j, q} \\
k_{j, v} \\
l_{j}
\end{array}\right), t_{0}+\alpha_{i} h\right)+h^{2} \gamma_{i} J_{t}+h J \sum_{j=1}^{i} \gamma_{i j}\left(\begin{array}{c}
k_{j, q} \\
k_{j, v} \\
l_{j}
\end{array}\right) \\
=h J\left(q_{0}+\sum_{j=1}^{i-1} \alpha_{i j}\left(\begin{array}{c}
k_{j, q} \\
k_{j, v} \\
l_{j}
\end{array}\right)\right)+h \phi_{i}+h^{2} \gamma_{i} J_{t}+h J \sum_{j=1}^{i} \gamma_{i j}\left(\begin{array}{l}
k_{j, q} \\
k_{j, v} \\
l_{j}
\end{array}\right) \\
=h J\left(q_{0}+\sum_{j=1}^{i} \beta_{i j}\left(\begin{array}{c}
k_{j, q} \\
k_{j, v} \\
l_{j}
\end{array}\right)\right)+h \phi_{i}+h^{2} \gamma_{i} J_{t}, \tag{4.23}
\end{gather*}
$$

where

$$
\phi_{i}=\left(\begin{array}{c}
0 \\
\ddot{\phi}\left(t_{0}+\alpha_{i} h\right) \\
-\phi\left(t_{0}+\alpha_{i} h\right)
\end{array}\right)
$$

The last row of 4.23) reads

$$
\begin{equation*}
h \epsilon^{2} \sum_{j=1}^{i} \beta_{i j} l j=h \tilde{q}_{0,3}+h \sum_{j=1}^{i} \beta_{i j} k_{j, q}-h \phi\left(t_{0}+\alpha_{i} h\right)-h^{2} \gamma_{i} \dot{\phi}\left(t_{0}\right) . \tag{4.24}
\end{equation*}
$$

By inserting (4.24) into the second row of (4.23) we can eliminate the constraint from the system as long as $\epsilon>0$

$$
\begin{aligned}
k_{i, v}= & h \tilde{q}_{0,2.1}-h \sum_{j=1}^{i} \beta_{i j} l_{j}+h \ddot{\phi}\left(t_{0}+\alpha_{i} h\right)+h^{2} \gamma_{i} \phi^{(3)}\left(t_{0}\right) \\
= & h \tilde{q}_{0,2.2}-\frac{h}{\epsilon^{2}} \sum_{j=1}^{i} \beta_{i j} k_{j, q}+\frac{h}{\epsilon^{2}} \phi\left(t_{0}+\alpha_{i} h\right)+\frac{h^{2}}{\epsilon^{2}} \gamma_{i} \dot{\phi}\left(t_{0}\right) \\
& +h \ddot{\phi}\left(t_{0}+\alpha_{i} h\right)+h^{2} \gamma_{i} \phi^{(3)}\left(t_{0}\right) .
\end{aligned}
$$

Collecting all terms, we write (4.23) for $\epsilon>0$ as

$$
\begin{align*}
& \binom{k_{i, q}}{k_{i, v}}=h\left[\begin{array}{cc}
0 & 1 \\
-\epsilon^{-2} & 0
\end{array}\right]\left(q_{0}+\sum_{j=1}^{i} \beta_{i j}\binom{k_{j, q}}{k_{j, v}}-\binom{\phi\left(t_{0}+\alpha_{i} h\right)}{\dot{\phi}\left(t_{0}+\alpha_{i} h\right)}\right) \\
& +h\binom{\dot{\phi}\left(t_{0}+\alpha_{i} h\right)}{\ddot{\phi}\left(t_{0}+\alpha_{i} h\right)}+h^{2} \gamma_{i}\left(-\left[\begin{array}{cc}
0 & 1 \\
-\epsilon^{-2} & 0
\end{array}\right]\binom{\dot{\phi}\left(t_{0}\right)}{\ddot{\phi}\left(t_{0}\right)}+\binom{\ddot{\phi}\left(t_{0}\right)}{\phi^{(3)}\left(t_{0}\right)}\right) . \tag{4.25}
\end{align*}
$$

Solving equation (4.25) is equivalent to solving (4.23).

Lemma 4.1.8. The stability function corresponding to the Rosenbrock method applied to the Prothero-Robinson equation after eliminating the constraint (4.25) is

$$
R(h J)=\operatorname{Id}_{2}+\left(b^{T} \otimes \operatorname{Id}_{2}\right)\left(\operatorname{Id}_{2 s}-B \otimes h J\right)^{-1}(\mathbb{1} \otimes h J)
$$

By reordering the terms, such that the blocks of $R(h J)$ correspond to the components of $x=\left(\begin{array}{ll}q & \dot{q}\end{array}\right)^{T}$, we have that

$$
R(h J)=\left[\begin{array}{cc}
1-h^{2} \epsilon^{-2} b^{T} S B & h b^{T} S \\
-h \epsilon^{-2} b^{T} S & 1-h^{2} \epsilon^{-2} b^{T} S B
\end{array}\right]
$$

for $S=\left(\operatorname{Id}+h^{2} \epsilon^{-2} B^{2}\right)^{-1}$ and

$$
J=\left[\begin{array}{cc}
0 & 1  \tag{4.26}\\
-\epsilon^{-2} & 0
\end{array}\right]
$$

Proof. By the Rosenbrock method we have that

$$
\begin{equation*}
x_{1}=x_{0}+\left(b^{T} \otimes \mathrm{Id}_{2}\right) K_{s}=x_{0}+\left(\mathrm{Id}_{2} \otimes b^{T}\right) K_{g} \tag{4.27}
\end{equation*}
$$

for different orderings of the components

$$
\begin{aligned}
K_{s} & =\left[\begin{array}{lllll}
k_{1, q} & k_{1, v} & \cdots & k_{s, q} & k_{s, v}
\end{array}\right]^{T} \\
K_{g} & =\left[\begin{array}{llllll}
k_{1, q} & \cdots & k_{s, q} & k_{1, v} & \cdots & k_{s, v}
\end{array}\right]^{T} .
\end{aligned}
$$

Using (4.26) we see from (4.25) that

$$
\begin{aligned}
K_{s} & =\left(\operatorname{Id}_{s} \otimes h J\right)\left(\mathbb{1} \otimes x_{0}+\left(B \otimes \operatorname{Id}_{2}\right) K_{s}\right)+r_{s} \\
\Leftrightarrow \quad\left(\operatorname{Id}_{2 s}-B \otimes h J\right) K_{s} & =\left(\operatorname{Id}_{s} \otimes h J\right)\left(\mathbb{1} \otimes x_{0}\right)+r_{s},
\end{aligned}
$$

where $r$ is the term not containing $x_{0}$ or $K_{s}$, while for the version ordered by components

$$
\begin{aligned}
K_{g} & =\left(h J \otimes \operatorname{Id}_{s}\right)\left(x_{0} \otimes \mathbb{1}+\left(\operatorname{Id}_{2} \otimes B\right) K_{g}\right)+r_{g} \\
\Leftrightarrow \quad\left(\mathrm{Id}_{2 s}-h J \otimes B\right) K_{g} & =\left(h J \otimes \operatorname{Id}_{s}\right)\left(x_{0} \otimes \mathbb{1}\right)+r_{g} .
\end{aligned}
$$

Inserting $K_{s}$ into (4.27) gives

$$
R(h J)=\operatorname{Id}_{2}+\left(b^{T} \otimes \operatorname{Id}_{2}\right)\left(\operatorname{Id}_{2 s}-B \otimes h J\right)^{-1}(h J \otimes \mathbb{1})
$$

By inserting $K_{g}$ we evaluate the ordered version. There we have

$$
\left(\operatorname{Id}_{2} \otimes b^{T}\right)\left(\operatorname{Id}_{2 s}-h J \otimes B\right)^{-1}=\left[\begin{array}{cc}
b^{T} S & h b^{T} S B \\
-h \epsilon^{-2} b^{T} S B & b^{T} S
\end{array}\right]
$$

and finally

$$
R(h J)=\left[\begin{array}{cc}
1-h^{2} \epsilon^{-2} b^{T} S B & h b^{T} S \\
-h \epsilon^{-2} b^{T} S & 1-h^{2} \epsilon^{-2} b^{T} S B
\end{array}\right]
$$

Using Lemma 4.1.8 we obtain the local error

$$
\delta_{1}=\phi\left(t_{0}\right)-\phi\left(t_{0}+h\right)+\left(b^{T} \otimes \operatorname{Id}_{2}\right)\left(\operatorname{Id}_{2 s}-B \otimes h J\right)^{-1}\left(\mathbb{1} \otimes h J x_{0}+\binom{r_{q}}{r_{v}}\right)
$$

where

$$
\begin{aligned}
& r_{q}=0 \\
& r_{v}=h \epsilon^{-2}\left(\phi\left(t_{0}+\alpha_{i} h\right)+h \gamma_{i} \dot{\phi}\left(t_{0}\right)\right)+h \ddot{\phi}\left(t_{0}+\alpha_{i} h\right)+h^{2} \gamma_{i} \phi^{(3)}\left(t_{0}\right) .
\end{aligned}
$$

Looking closer into $\delta_{1}$ there are two components

$$
\begin{align*}
& \delta_{1, q}=\phi\left(t_{0}\right)-\phi\left(t_{0}+h\right)+b^{T} S\left(-h^{2} \epsilon^{-2} B \mathbb{1} \phi\left(t_{0}\right)+\mathbb{1} h \dot{\phi}\left(t_{0}\right)+h B r_{v}\right)  \tag{4.28}\\
& \delta_{1, v}=\dot{\phi}\left(t_{0}\right)-\dot{\phi}\left(t_{0}+h\right)+b^{T} S\left(-\mathbb{1} h \epsilon^{-2} \phi\left(t_{0}\right)-h^{2} \epsilon^{-2} B \mathbb{1} \dot{\phi}\left(t_{0}\right)+r_{v}\right) \tag{4.29}
\end{align*}
$$

Inserting $r_{q}$, $r_{v}$ we can expand the local error for a consistent method (i.e., with $\sum_{i=1}^{s} b_{i}=1$ ) into

$$
\begin{equation*}
\delta_{1, q}=\sum_{i \geq 2} \frac{h^{i}}{i!} \xi_{i} \phi^{(i)}\left(t_{0}\right), \quad \delta_{1, v}=\sum_{i \geq 2} \frac{h^{i-1}}{(i-1)!} \zeta_{i} \phi^{(i)}\left(t_{0}\right) \tag{4.30}
\end{equation*}
$$

The first terms of $\xi_{i}, \zeta_{i}$ are

$$
\begin{align*}
& \xi_{2}=-1+b^{T} S B\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{2}\right)+2 \mathbb{1}\right) \\
& \zeta_{2}=-1+b^{T} S\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{2}\right) / 2+\mathbb{1}\right) \\
& \xi_{3}=-1+b^{T} S B\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{3}\right)+6\left(\alpha_{i}+\gamma_{i}\right)\right),  \tag{4.31}\\
& \zeta_{3}=-1+b^{T} S\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{3}\right) / 3+2\left(\alpha_{i}+\gamma_{i}\right)\right) \\
& \xi_{4}=-1+b^{T} S B\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{4}\right)+12\left(\alpha_{i}^{2}\right)\right) \\
& \zeta_{4}=-1+b^{T} S\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{4}\right) / 4+3\left(\alpha_{i}^{2}\right)\right)
\end{align*}
$$

Examining $\xi_{2}$ further for how it behaves in the limit $\epsilon \rightarrow 0$

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} \xi_{2} & =-1+\lim _{\epsilon \rightarrow 0} b^{T}\left(1-h^{2} \epsilon^{-2} B^{2}\right)^{-1} B\left(h^{2} \epsilon^{-2}\left(\alpha_{i}^{2}\right)+2 \mathbb{1}\right) \\
& =-1+b^{T} B^{-1}\left(\alpha_{i}^{2}\right)_{i=1 \ldots s} \tag{4.32}
\end{align*}
$$

we see that the order of the method can exceed 1 iff (4.32) vanishes. This means the order drops in the stiff case and thereby motivates us to introduce stiffly accurate methods.

Definition 4.1.9 ([HLR89b]). A s-stage Rosenbrock method is called stiffly accurate iff

$$
\alpha_{s i}+\gamma_{s i}=b_{i}, \quad \quad \sum_{i=1}^{s-1} \alpha_{s i}=1
$$

Remark 4.1.10. Advantages of stiffly accurate methods are also observed for RungeKutta methods B-convergence [PR74].

Lemma 4.1.11. Stiffly accurate Rosenbrock methods are L-stable

Proof. Inserting Definition 4.1.9 into the stability function Lemma 4.1.4 for a stiffly accurate method, the last row of $B$ equals $b^{T}$ and

$$
b^{T} B^{-1}=\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right]
$$

thus the formula for $\rho_{\infty}$ gives

$$
\rho_{\infty}=1-b^{T} B^{-1} \mathbb{1}=0
$$

Lemma 4.1.12. For stiffly accurate Rosenbrock methods it holds that

$$
b^{T} B^{-1}\left(\alpha_{i}\right)^{k}=1 \quad \text { for all } \quad k \in \mathbb{N}
$$

Proof. The result follows, since for stiffly accurate methods it holds that

$$
\alpha_{s}=\sum_{i=1}^{s} \alpha_{s, i}=1 \quad \text { and } \quad b^{T} B^{-1}=\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right] .
$$

So, for stiffly accurate methods $\lim _{\epsilon \rightarrow 0} \xi_{2}=0$ but on the other side for $\delta_{1, v}$ (4.29) the limit

$$
\lim _{\epsilon \rightarrow 0} \zeta_{2}=-1+\frac{1}{2} b^{T} B^{-2}\left(\alpha_{i}^{2}\right)_{i=1 . . s}
$$

does not vanish. So we obtain a local error of

$$
\begin{equation*}
\delta_{1, q}=O\left(\epsilon^{2}\right)+O\left(\epsilon^{2} h\right), \quad \delta_{1, v}=O(h)+O\left(\epsilon^{2}\right) \tag{4.33}
\end{equation*}
$$

But is this enough for avoiding an order reduction? To get further insight we recover the previously eliminated $z$ component of the solution by back-substitution of the obtained solution of (4.25) into (4.24), and evaluating $z_{1}=z_{0}+\sum_{j=1}^{s} b_{j} l_{j}$ in (4.22). From (4.24) we have

$$
\begin{equation*}
h \epsilon^{2} B l=h \phi\left(t_{0}\right)+h B k_{q}-h \phi\left(t_{0}+\alpha_{i} h\right)-h^{2} \gamma_{i} \dot{\phi}\left(t_{0}\right) . \tag{4.34}
\end{equation*}
$$

Using again the stability function, we obtain $k_{q}$ like in $\delta_{1, q}$

$$
\begin{equation*}
k_{q}=S\left(-h^{2} \epsilon^{-2} B \phi\left(t_{0}\right)+\mathbb{1} h \dot{\phi}\left(t_{0}\right)+h B r_{v}\right) . \tag{4.35}
\end{equation*}
$$

By inserting (4.35) into (4.34)

$$
\begin{aligned}
h \epsilon^{2} B l=h \phi\left(t_{0}\right)+h B S\left(-h^{2} \epsilon^{-2} B \phi\left(t_{0}\right)+\mathbb{1} h \dot{\phi}\left(t_{0}\right)\right. & \left.+h B r_{v}\right) \\
& -h \phi\left(t_{0}+\alpha_{i} h\right)-h^{2} \gamma_{i} \dot{\phi}\left(t_{0}\right)
\end{aligned}
$$

we have the stage vector $l$ to be

$$
\begin{align*}
l=\epsilon^{-2} B^{-1} \phi\left(t_{0}\right)+\epsilon^{-2} S\left(-h^{2} \epsilon^{-2}\right. & \left.B \phi\left(t_{0}\right)+\mathbb{1} h \dot{\phi}\left(t_{0}\right)+h B r_{v}\right) \\
& -\epsilon^{-2} B^{-1} \phi\left(t_{0}+\alpha_{i} h\right)-h \gamma_{i} B^{-1} \dot{\phi}\left(t_{0}\right) . \tag{4.36}
\end{align*}
$$

Theorem 4.1.13. Let $\xi_{i}$ be the expansion coefficients (4.30) for the singular singularly perturbed system (4.20) and the error in $z$ be denoted by

$$
\delta_{1, z}=\sum_{i \geq 2} \frac{h^{i}}{i!} \tau_{i} \phi^{(i)}\left(t_{0}\right)
$$

further let $b^{T} B^{-1}\left(\alpha_{i}^{n}\right)=1$, then it holds that

$$
\tau_{i}=\frac{1}{\epsilon^{2}} \xi_{i}
$$

Proof. By using (4.36) we construct the solution $z_{1}=z_{0}+b^{T} l$. Since the exact solution is $\lambda \equiv 0$, we have $z_{1}=b^{T} l$ and thus $\delta_{1, z}=z_{1}$.

We want to show that $\delta_{1, z}=\epsilon^{-2} \delta_{1, x}$ and thus both expressions share the same expansion in $\xi$, respectively $\tau$. For this we look at the term $b^{T} B^{-1} \phi\left(t_{0}+\alpha_{i} h\right)$, expanding it into a Taylor series and using $b^{T} B^{-1}\left(\alpha_{i}^{n}\right)=1$ gives

$$
\begin{aligned}
b^{T} B^{-1} \phi\left(t_{0}+\alpha_{i} h\right) & =b^{T} B^{-1} \sum_{i=1}^{\infty} \frac{\alpha_{i}^{i} h^{i}}{i!} \phi^{(i)}\left(t_{0}\right) \\
& =\sum_{i=1}^{\infty} \frac{h^{i}}{i!} \phi^{(i)}\left(t_{0}\right) \\
& =\phi\left(t_{0}+h\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
& \delta_{1, z}=\frac{1}{\epsilon^{2}}\left(b^{T} B^{-1} \mathbb{1} \phi\left(t_{0}\right)-\phi\left(t_{0}+h\right)+\right. \\
& \\
& \left.b^{T} S\left(-h^{2} \epsilon^{-2} B \phi\left(t_{0}\right)+\mathbb{1} h \dot{\phi}\left(t_{0}\right)+h B r_{v}\right)-h b^{T} \gamma_{i} B^{-1} \dot{\phi}\left(t_{0}\right)\right)
\end{aligned}
$$

The result follows by comparing the terms which account to $\xi_{i}$ from (4.28).
Using Theorem 4.1.13 and observing $\tau_{2}$, the local error in $\delta_{1, z}$ drops to $O(1)$.
Example 4.1.14. One effect observed using methods, which have $\delta_{1, z}=O(1)$, is seen in this example for the linear implicit Euler method (seen in Example 4.1.3). By applying it to system (4.20) together with (4.21) we have to solve in each step

$$
\begin{aligned}
(\bar{M}-h J) k & =h f\left(x_{0}, t_{0}\right)+h^{2} J_{t_{0}} \\
x_{1} & =x_{0}+k .
\end{aligned}
$$

By choosing $\phi(t)=\cos (a t)$ we have $\dot{\phi}(t)=-a \sin (a t), \ddot{\phi}(t)=-a^{2} \cos (a t)$ and for a consistent initial value $x_{0}=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)^{T}$ evaluating $f$ and $J_{t}$ given as

$$
f\left(x_{0}, t_{0}\right)=\left(\begin{array}{c}
0 \\
-a^{2} \\
0
\end{array}\right), \quad J_{t_{0}}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

The solution after one step is

$$
k=\left(\begin{array}{c}
-a^{2} h\left(h-\frac{h^{3}}{\epsilon^{2}+h^{2}}\right. \\
-a^{2} h\left(1-\frac{h^{2}}{\epsilon^{2}+h^{2}}\right) \\
-a^{2} h^{2} \frac{1}{\epsilon^{2}+h^{2}}
\end{array}\right) .
$$

From the exact solution (3.25) we know that $\lambda$ is zero, i.e., in the numerical solution the $z$ component has to be small, while for $\epsilon=0$ the component is only small if $a^{2} \ll 1$. In the case of $\epsilon>0$ the behavior can also be compensated by $h$. But notice that $h$ must at least satisfy $h^{2}>\epsilon^{2}$.

Doing a few steps of the implicit Euler method for $a=6$ and $\epsilon^{2}=10^{-6}$, we see in Figure 4.1 that for $h^{2}<\epsilon^{2}$ the solution makes a jump in the first iteration, and after this converges to a wrong solution. Only for $h^{2}>\epsilon^{2}$ we stay close to the analytic solution.

The same behavior can be observed for the stiffly accurate method, e.g., R02, which will be presented in Example 4.2.3, see Figure 4.2, as here as well $\delta_{1, z}=O(1)$.

This brings us to a different approach for the construction of methods which are fulfilling $\xi_{i} \equiv 0$ for arbitrary $h$ and $\epsilon$, these were first suggested and constructed in [Sch89].

Definition 4.1.15. For $i \geq 2$ the further condition on the method's coefficients such that $\xi_{i}, \zeta_{i}$ (4.30) are zero independent of $h$ and $\epsilon$ are called Scholz conditions. We say that the Scholz condition is fulfilled up to order $k$ if it is fulfilled for all $2 \leq i \leq k$.

Remark 4.1.16. The Scholz conditions are independent from stiffly accuracy (as in Definition 4.1.9).

The consequence to the local error of a Rosenbrock method for the ProtheroRobinson example are evident, since by construction of a method which fulfills the Scholz condition up to order $k$ all terms $\xi_{i}, \zeta_{i}$ for $i \leq k$ vanish. So, for $k=2$ we have using (4.31)

$$
\delta_{1, q}=O\left(\epsilon^{2} h\right)+O\left(\epsilon^{2} h^{2}\right), \quad \delta_{1, v}=O\left(h^{2}\right)+O\left(\epsilon^{2}\right)
$$

which is already advantageous in comparison to (4.33).
In the next section we want to numerically compare different methods which do either fulfill the Scholz conditions or are stiffly accurate.

### 4.2 Overview of methods

For the singular singularly perturbed systems we have now the choice between several methods. We consider only methods which fulfill the additional conditions on index 1 systems and which are at least A-stable. Further, as argued in the previous subsection, the methods should either be stiffly accurate (and thus Lstable) or fulfill some of the Scholz conditions.

For efficiency we consider only methods with $\gamma=\gamma_{i}=\cdots=\gamma_{s}$ such that only one matrix decomposition is needed, even if we don't head for a very high order with many stages.
Remark 4.2.1. The number of function calls has not to be equal to the number of stages, because of equal coefficients $\alpha_{i j}=\alpha_{k j}$ for some $i, k$, and all $j$ in (4.7).


Figure 4.1: Numerical Solution of the z-component with linear implicit Euler method


Figure 4.2: Solution by RO2

The costs per step will be more dominated by the number of function evaluations then by the number of stages. Thus we have to minimize the use of function evaluations, which for Rosenbrock methods are only needed for a fixed number of times in one time-step since no iteration is done.

Remark 4.2.2. The calculated Jacobi matrices can be used only for one step of the method. This can be circumvented by using so called $W$-methods [SW79]. They guaranty stability of the method independent of the used Jacobi matrix.

For a stiffly accurate method, we give a small example how a Rosenbrock methods generally and a stiffly accurate methods in particular can be constructed.

Example 4.2.3 (R02). To obtain a second order stiffly accurate method with 2 stages we have to fulfill the order conditions of Table 4.1

$$
\begin{aligned}
b_{1}+b_{2} & =1, \\
b_{2}\left(\alpha_{21}+\gamma_{21}\right) & =\frac{1}{2}-\gamma .
\end{aligned}
$$

For a stiffly accurate method we also require $b_{2}=\gamma, \alpha_{21}+\gamma_{21}=b_{1}$ and $\alpha_{21}=1$. Inserting we obtain for $\gamma$

$$
\gamma^{2}-2 \gamma+\frac{1}{2}=0
$$

and thus have the choices $\gamma_{1}=1+\frac{\sqrt{2}}{2}$ or $\gamma_{2}=1-\frac{\sqrt{2}}{2}$. All other coefficients are already fixed with respect to $\gamma$

$$
\left.\begin{array}{rlr}
\alpha_{i j}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], & \gamma_{i j} & =\left[\begin{array}{cc}
\gamma & 0 \\
-\gamma & \gamma
\end{array}\right],
\end{array} \quad b=\left[\begin{array}{ll}
1-\gamma & \gamma
\end{array}\right], ~ 子 \begin{array}{cc}
\gamma^{-1} & 0 \\
(\gamma-1) \gamma^{-2} & \gamma^{-1}
\end{array}\right] . ~ \$
$$

Nevertheless the method already fulfills the first condition in Table 4.2. Since only $\alpha_{21} \neq 0$ and the matrix $\gamma_{i j}$ is triangular, we have $\omega_{22}=\gamma^{-1}$ and thus $b_{2} \omega_{22}=1$. However notice that this condition is not needed for the convergence. As we saw in Theorem 4.1.6, we obtain a method convergent of order 2.

For an error estimate we can construct an embedded method by choosing different coefficients in place of $b_{i}$ such that the method converges up to one order less. So, for an embedded method of order 1 only one condition is given

$$
\hat{b}_{1}+\hat{b}_{2}=1
$$

We choose it to minimize $|R(\infty)|$,

$$
R(\infty)=1-\hat{b}_{1} \gamma^{-1}-\hat{b}_{2}\left(2 \gamma^{-1}-\gamma^{-2}\right)
$$

and thus solve the system for $R(\infty)=0$ by $\hat{b}=\left(\begin{array}{ll}1-\frac{\gamma}{1-\gamma} & \frac{\gamma}{1-\gamma}\end{array}\right)$ by inserting $\gamma=\gamma_{1}$ we obtain $\hat{b}=(2+\sqrt{2}-1-\sqrt{2})$. In the further we refer to the Rosenbrock method using this set of coefficients as R02.

How a general embedded method can be used for step-size selection is shown in the next chapter.

For a list of different stiffly accurate methods with increasing order see Table 4.4.

|  |  |  |  | embedded method |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | f.calls | order | $\rho_{\infty}$ | s.a. |  |
| Name | order | stages | f. | 2 | 2 | 2 | 1 |
| 0 | 0 | - | Example 4.2.3] |  |  |  |  |
| ROWDA3 | 3 | 3 | 2 | 2 | .96 | - | [Roc88] |
| ROS3PL | 3 | 4 | 3 | 2 | .25 | - | [LT08] |
| ROWDAIND2 | 3 | 4 | 3 | 2 | 0 | - | Roc88] |
| RODAS3 | 3 | 4 | 3 | 2 | 0 | $\checkmark$ | [SVB ${ }^{+}$97] |
| RODAS4 | 4 | 6 | 6 | 3 | 0 | $\checkmark$ | [HW96] |
| RODAS4P | 4 | 6 | 6 | 3 | 0 | $\checkmark$ | [Ste95] |

Table 4.4: Overview of stiffly accurate methods for index 1 systems

Methods which are constructed such that they do not only satisfy the order conditions but also several Scholz conditions are found in Table 4.5. Special attention is to be drawn to the order 4 method RODAS4P, which is a variant of RODAS4 [Ste95], since it fulfills the Scholz conditions up to order 3. Also we want to pick out the ROS3P method constructed in [LVO1], which is designated for a minimal number of function evaluations and stages. The main compromise which has to be made while choosing ROS3P is its lack of L-stability. To achieve L-stability one additional step and one additional function evaluation is necessary, see for ROS3PL.

| Name | order | stages | f-calls | s.a. | $\xi_{i} \equiv 0$ | $\zeta_{i} \equiv 0$ | $\rho_{\infty}$ |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| R02P | 2 | 2 | 2 | - | $i<3$ | $i<3$ | $1.0(!)$ | [Sch89] |
| ROS3P | 3 | 3 | 2 | - | $i<3$ | $i<3$ | .73 | [LV01] |
| ROS3PL | 3 | 4 | 3 | $\checkmark$ | $i<3$ | $i<3$ | 0 | [LT08] |
| RODAS4P | 4 | 6 | 6 | $\checkmark$ | $i<4$ | $i<4$ | 0 | [Ste95] |

Table 4.5: Overview of methods designed to fulfill additional Scholz conditions

Stability functions for methods of different number of stages are plotted in Figure 4.3. The more stages a method has the broader is the plateau of exactly transferred frequencies. For being interested in the smooth motion more damping at high frequencies seems to be advantageous as examined in [Stu04].

Remark 4.2.4. Rosenbrock methods can also be directly constructed for higher-index systems. This was done up to the index 3 case, namely by ROWDAIND2 for index 2 systems, constructed in HLR89a] (listed also in Table 4.4) and by a partitioned 8stage fourth order method for index 3 systems, developed in Wen98. Wen97].

## Numerical examples

For the given methods we would like to come back to the Prothero-Robinson Example (4.20) and have a look at the achieved convergence order of the different methods. For this purpose we apply the methods to Example 4.1.14 for $a=6$ and


Figure 4.3: Stability function lemma 4.1.4 of some Rosenbrock methods evaluated at the imaginary axis


Figure 4.4: Convergence plot of index 1 Prothero-Robinson equation in position and velocity components comparison of RODAS4, RODAS4P and ROS3PL for different $\epsilon$


Figure 4.5: Convergence plot of index 1 Prothero-Robinson equation in position and velocity components comparison of ROS3P and stiffly accurate methods ROS3PL, R02 for varying $\epsilon$
$t_{\text {end }}=2.2$. The plots are given in Figure 4.4 and Figure 4.5. For all methods we observe its classical order in the case of $\epsilon^{2}=0.01$. Decreasing $\epsilon^{2}$ to $10^{-6}$, for RODAS4 we see a loss in its order of positions as well as velocities, the method behaves in the same way as the much cheaper to compute ROS3P. By fulfilling that $\xi_{2} \equiv \xi_{3} \equiv \zeta_{2} \equiv \zeta_{3} \equiv 0$ RODAS4P shows no order reduction in position and velocity. For R02 we see the order dropping to $O(1)$. A comparison between ROS3P and ROS3PL doesn't show an advantage of the L-stable method in our example.

Remembering our intention, we are looking for methods with a high efficiency. Thus, we want a minimum number of stages and possibly even less function calls in addition to good properties when considering a singular singularly perturbed system. A high order isn't necessary for this application, so the most economic methods by observing the linear example is ROS3P. The method has got only one additional stage and no additional function call compared to RO2 but brings the advantage in fulfilling some of the Scholz conditions. However, we have to compromise and accept that we loose L-stability.

Remark 4.2.5. The plots for the $z$ component of Figure 4.4 and Figure 4.5 are not shown because of their exact same behavior compared to those of the $x$ component, except that they are scaled by their corresponding factor of $\epsilon^{-2}$.

### 4.3 Applied to perturbed nonlinear systems

As a last step, we want to observe the behavior of Rosenbrock methods for singularly perturbed nonlinear systems. We would like to have a look at the iteration matrix and how it behaves in the limiting case $\epsilon \rightarrow 0$

For the singular singularly perturbed system

$$
\begin{aligned}
& \dot{q}=v \\
& \dot{v}=f(q, v, \lambda) \quad, \quad f_{v}=0 \\
& 0=g(q)+\epsilon^{2} \lambda
\end{aligned}
$$

we are investigating the iteration Matrix $S_{t}=(\bar{M}-\hat{J})$ for Jacobi matrix $J$ and mass matrix $\bar{M}$ of the Rosenbrock method with $\hat{h}=h \gamma$

$$
S_{t}=\left[\begin{array}{ccc}
\mathrm{Id} & -\hat{h} \mathrm{Id} & 0 \\
-\hat{h} f_{q} & \mathrm{Id} & -\hat{h} f_{\lambda} \\
-\hat{h} g_{q} & 0 & -\epsilon^{2} \hat{h}
\end{array}\right]
$$

Using the Schur complement $K=A-\epsilon^{-2} B_{1} B_{2}$ for the matrix $S_{t}$ structured like

$$
S_{t}=\left[\begin{array}{cc}
A & B_{1} \\
B_{2} & \operatorname{Id} \epsilon^{-2}
\end{array}\right]
$$

we find its inverse

$$
S_{t}^{-1}=\left[\begin{array}{ccc}
\hat{h}^{3}\left(\hat{h}^{2} f_{q}+1\right) f_{\lambda} K^{-1} g_{q}+\hat{h}^{2} f_{q}+1 & \hat{h}^{4} f_{\lambda} K^{-1} g_{q}+\hat{h} & \hat{h}^{2} f_{\lambda} K^{-1} \\
\hat{h}^{2}\left(\hat{h}^{2} f_{q}+1\right) f_{\lambda} K^{-1} g_{q}+\hat{h} f_{q} & \hat{h}^{3} f_{\lambda} K^{-1} g_{q}+1 & \hat{h} f_{\lambda} K^{-1} \\
\hat{h}\left(\hat{h}^{2} f_{q}+1\right) K^{-1} g_{q} & \hat{h}^{2} K^{-1} g_{q} & K^{-1}
\end{array}\right] .
$$

Observing $K$ and $S_{t}^{-1}$, we see that as long $K$ is of full rank the iteration matrix stays regular even for $\epsilon \rightarrow 0$, as long as $A$ is of full-rank.

## Example of a stiff spring pendulum

The results for the linear Prothero-Robinson equation suggest an advantage for the specifically constructed methods. To see how the methods compare in a nonlinear setup we want to discuss the stiff spring pendulum also in the singular singularly perturbed index 1 formulation as seen in Example 3.1.8. The stiff spring in the pendulum can already be seen as a one dimensional incompressibility constraint, since it penalizes a change in the length of the pendulum.

First we take a look at the Jacobi matrix for the vector $x=\left(q_{1}, q_{2}, \dot{q}_{1}, \dot{q}_{2}\right)^{T}$

$$
J_{x, \lambda}=\left[\begin{array}{ccccc}
0 & 0 & 1 & 0 & 0  \tag{4.37}\\
0 & 0 & 0 & 1 & 0 \\
-\lambda & 0 & 0 & 0 & -q_{1} \\
0 & -\lambda & 0 & 0 & -q_{2} \\
-A q_{1} & -A q_{2} & 0 & 0 & \epsilon^{2}
\end{array}\right], \quad \bar{M}=\left[\begin{array}{cc}
\operatorname{cd}_{4} & 0 \\
0 & 0
\end{array}\right]
$$

$$
\left[\begin{array}{ccccc}
-\frac{A \hat{h}^{3} q_{1}^{2}\left(-\hat{h}^{2} \lambda+1\right)}{K}-\hat{h}^{2} \lambda+1 & -\frac{A \hat{h}^{3} q_{1} q_{2}\left(-\hat{h}^{2} \lambda+1\right)}{K} & -\frac{A \hat{h}^{4} q_{1}^{2}}{K}+\hat{h} & -\frac{A \hat{h}^{4} q_{1} q_{2}}{K} & -\frac{h^{2} q_{1}}{K} \\
-\frac{A \hat{h}^{3} q_{1} q_{2}\left(-\hat{h}^{2} \lambda+1\right)}{K} & -\frac{A \hat{h}^{3} q_{2}^{2}\left(-\hat{h}^{2} \lambda+1\right)}{K}-\hat{h}^{2} \lambda+1 & -\frac{A \hat{h}^{4} q_{1} q_{2}}{K} & -\frac{A \hat{h}^{4} q_{2}^{2}}{K}+\hat{h} & -\frac{h^{2} q_{2}}{K} \\
-\frac{A \hat{h}^{2} q_{1}^{2}\left(-\hat{h}^{2} \lambda+1\right)}{K}-\hat{h} \lambda & -\frac{A \hat{h}^{2} q_{1} q_{2}\left(-\hat{h}^{2} \lambda+1\right)}{K} & -\frac{A \hat{h}^{3} q_{1}^{2}}{K}+1 & -\frac{A \hat{h}^{3} q_{1} q_{2}}{K} & -\frac{h q_{1}}{K} \\
-\frac{A \hat{h}^{2} q_{1} q_{2}\left(-\hat{h}^{2} \lambda+1\right)}{K} & -\frac{A \hat{h}^{2} q_{2}^{2}\left(-\hat{h}^{2} \lambda+1\right)}{K}-\hat{h} \lambda & -\frac{A \hat{h}^{3} q_{1} q_{2}}{K} & -\frac{A \hat{h}^{3} q_{2}^{2}}{K}+1 & -\frac{h q_{2}}{K} \\
\frac{A \hat{h} q_{1}\left(-\hat{h}^{2} \lambda+1\right)}{K} & \frac{A \hat{h} q_{2}\left(-\hat{h}^{2} \lambda+1\right)}{K} & \frac{A \hat{h}^{2} q_{1}}{K} & \frac{A \hat{h}^{2} q_{2}}{K} & \frac{1}{K}
\end{array}\right]
$$

Figure 4.6: Inverse iteration matrix of stiff spring pendulum 4.38)
with

$$
A=\frac{1}{q_{1}^{2}+q_{2}^{2}}-\frac{\sqrt{q_{1}^{2}+q_{2}^{2}}-1}{\left(q_{1}^{2}+q_{2}^{2}\right)^{\frac{3}{2}}} .
$$

We can already give the iteration matrix, since only $h$ and $\gamma$ dependent on the actual choice of coefficients. So, for $\hat{h}=\gamma h$ we have

$$
(\bar{M}-\hat{h} J)=\left[\begin{array}{ccccc}
1 & 0 & -\hat{h} & 0 & 0  \tag{4.38}\\
0 & 1 & 0 & -\hat{h} & 0 \\
\hat{h} \lambda & 0 & 1 & 0 & \hat{h} q_{1} \\
0 & \hat{h} \lambda & 0 & 1 & \hat{h} q_{2} \\
A \hat{h} q_{1} & A \hat{h} q_{2} & 0 & 0 & -\epsilon^{2} \hat{h}
\end{array}\right] .
$$

The Schur complement of matrix (4.38) is

$$
\begin{equation*}
K=-\frac{A \hat{h}^{3}\left(q_{1}^{2}+q_{2}^{2}\right)}{\hat{h}^{2} \lambda+1}-\epsilon^{2} h \tag{4.39}
\end{equation*}
$$

and can be used to compute the inverse of (4.38), which is shown in Figure 4.6, As noted before, we observe no problems in the iteration matrix for $\epsilon \rightarrow 0$, since of

$$
\lim _{\epsilon \rightarrow 0} K=-\frac{A \hat{h}^{3}\left(q_{1}^{2}+q_{2}^{2}\right)}{\hat{h}^{2} \lambda+1}
$$

the inverse $K^{-1}$ is not influenced by a small value of $\epsilon$. We have that $K^{-1}=O\left(h^{-3}\right)$.

## Order behavior

For a numerical analysis of the global error we computed a reference solution using RADAU5 and appropriate tolerances $10^{-12}$. We evaluate the solution at $t_{\text {end }}=4$ which corresponds to two periods of the pendulum while setting $g=$ 13.7503716. Afterwards we applied the different Rosenbrock methods to the problem and evaluated the difference in the $q_{1}$ and the $\dot{q}_{1}$ components.

In Figure 4.7 we compare RODAS4 and its variant RODAS4P for a range of different $\epsilon^{2}$. We observe the classical order for both methods. Doing the same


Figure 4.7: Global error behavior for the stiff spring pendulum dependent on $\epsilon$ and $h$ for RODAS4 and RODAS4P in position and velocity component


Figure 4.8: Global error behavior for the stiff spring pendulum dependent on $\epsilon$ and $h$ for RO2 and ROS3P in position and velocity component
experiment for a comparison of the R02 method and ROS3P (Figure 4.8) again we can see some influence of $\epsilon$ but can't really identify an order reduction. Also the direct comparison of $\epsilon^{2}=10^{-6}$ in Figure 4.9 shows the classical error behavior for the considered methods.

Only in the limiting case $\epsilon=0$ (Figure 4.10) we observe a drop of order down to 2 of all methods but RODAS4P which is the only considered method fulfilling the additional conditions of Scholz for $\xi_{3}, \zeta_{3}$, and more astonishing for ROWSPP4 (see Table 4.4) which fails to fulfill any of the Scholz conditions.


Figure 4.9: Comparison of global error behavior $\epsilon^{2}=10^{-6}$ for different Rosenbrock methods


Figure 4.10: Order reduction in the stiff limit, $\epsilon=0$

## Chapter Five

## Performance

### 5.1 Implementation

We have seen the construction and convergence properties of Rosenbrock methods in Chapter 4 . Our interest now is to show how they can be efficiently implemented in the case of non-autonomous second order systems.

We start by the first order formulation for stiff systems

$$
\begin{align*}
\binom{x_{1}}{z_{1}} & =\binom{x_{0}}{z_{0}} \sum_{i=1}^{s} b_{i}\binom{k_{i}}{l_{i}},  \tag{5.1}\\
\underbrace{\left[\begin{array}{cc}
M & 0 \\
0 & 0
\end{array}\right]}_{\bar{M}}\binom{k_{i}}{0} & =h\binom{f\left(v_{i}, w_{i}\right)}{g\left(v_{i}, w_{i}\right)}+h\left[\begin{array}{cc}
f_{x} & f_{z} \\
g_{x} & g_{z}
\end{array}\right] \sum_{j=1}^{i} \gamma_{i j}\binom{k_{j}}{l_{j}},  \tag{5.2}\\
\binom{v_{i}}{w_{i}} & =\binom{x_{0}}{z_{0}}+\sum_{j=1}^{i-1} \alpha_{i j}\binom{k_{j}}{l_{j}} . \tag{5.3}
\end{align*}
$$

An extension to non-autonomous equations is done by adding an artificial variable $t$ with time derivative and mass 1 to the equation. Considering the unconstrained system, adding the time leads to the augmented system

$$
\left[\begin{array}{cc}
1 & 0  \tag{5.4}\\
0 & M
\end{array}\right]\binom{1}{\dot{x}}=\binom{1}{f(t, x)}
$$

which can be solved explicitly for $t$ in (5.2) since the Jacobian of (5.4) is

$$
J=\left[\begin{array}{cc}
0 & 0 \\
f_{t} & f_{x}
\end{array}\right] .
$$

The relation for the stage $k_{i}$, split into $\left(k_{i, t} \quad k_{i, x}\right)^{T}$, in (5.2) is

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & M
\end{array}\right]\binom{k_{i, t}}{k_{i, x}}=h\binom{1}{f\left(t_{0}+\sum_{j=1}^{i-1} \alpha_{i j} k_{i, t}, v_{i}\right.}+h J \sum_{j=1}^{i} \gamma_{i j}\binom{k_{i, t}}{k_{i, x}},
$$

it solves to $k_{i, t}=1$ for all $i$. We insert the solution for $k_{i, t}$ into $k_{i, x}$ so that we arrive at a method for non-autonomous systems. Writing again $k_{i}$ for $k_{i, x}$ we have

$$
\begin{gather*}
M k_{i}=h f\left(t+\alpha_{i} h, v_{i}\right)+\left.h f_{x}\right|_{\left(t_{0}, x_{0}\right)} \sum_{j=1}^{i} \gamma_{i j} k_{j}+\left.\gamma_{i} h^{2} f_{t}\right|_{\left(t_{0}, x_{0}\right)}  \tag{5.5}\\
\alpha_{i}=\sum_{j=1}^{i-1} \alpha_{i j},
\end{gather*} \gamma_{i}=\sum_{j=1}^{i} \gamma_{i j} .
$$

Equally in the index 1 case, we have

$$
\begin{align*}
\bar{M}\binom{k_{i}}{0} & =h\binom{f\left(t_{i}, v_{i}, w_{i}\right)}{g\left(t_{i}, v_{i}, w_{i}\right)}+h\left[\begin{array}{ll}
f_{x} & f_{z} \\
g_{x} & g_{z}
\end{array}\right] \sum_{j=1}^{i} \gamma_{i j}\binom{k_{j}}{l_{j}}+h^{2} \gamma_{i}\binom{f_{t}}{g_{t}},  \tag{5.6}\\
t_{i} & =t_{0}+\alpha_{i} h \tag{5.7}
\end{align*}
$$

in addition to (5.1) and (5.3).
Remark 5.1.1. Observe that we explicitly need to evaluate the time-derivative of the non-autonomous function in (5.5) and also of the constraint in (5.6). This is in addition to the spatial derivatives which are needed by most methods, thus some extra effort is necessary to obtain it.

## Structural savings by implementation

The computational efficiency of a method can be tuned by some model parameters, e.g., the number of stages or the choice of the $\alpha_{i j}$ coefficients (see Remark 4.2.1). But besides these optimization's we also have a look at what can be efficiently implemented for a general choice of Rosenbrock methods. What is the complexity of the separated solution steps?

In every step of the method we have to calculate the solution of

$$
\begin{equation*}
\left(M-h \gamma_{i i} f_{x}\right) k_{i}=h f\left(v_{i}\right)+h f_{x} \sum_{j=1}^{i-1} \gamma_{i j} k_{j} \tag{5.8}
\end{equation*}
$$

Thus the most expensive parts beside the general evaluation of $f$ and $f_{x}$ (which is out of our scope) are:
(a) Solution of the linear system $\left(M-h \gamma_{i i} f_{x}\right)$.
(b) Matrix multiplication between $f_{x}$ and $\sum \gamma_{i j} k_{j}$.

For (a) we have to calculate one LU decomposition per time-step.
Remark 5.1.2. The advantage of only one $L U$ decomposition per step for full system matrices can be preserved in the spare matrix case by the use of sparse LU factorization as implemented in packages such as MUMPS [ADKL01, AGLP06] or UMFPACK [Dav06, Dav04]. By using UMFPACK in MATLAB we already saw savings in the second evaluation of the decomposition for iteration matrices obtained from problems like those described in Chapter 2 compared to a direct solution method. For the numerical results in this thesis we utilized this sparse LU decomposition by MATLAB and UMFPACK.

For (b) the matrix multiplication can be avoided [KPB85] by the use of

$$
u_{i}=\sum_{j=1}^{i-1} \gamma_{i j} k_{j}+\gamma_{i i} k_{i}
$$

instead of $k_{i}$. We may recover $k_{i}$ by using the matrix $\Gamma=\left(\gamma_{i j}\right)_{i j}$

$$
k_{i}=\frac{1}{\gamma_{i i}} u_{i}-\sum_{j=1}^{i-1} \underbrace{c_{i j} u_{j}}_{=\gamma_{i j} k_{j}}, \quad C=\left[\begin{array}{ccc}
\gamma_{11}^{-1} & & \\
& \ddots & \\
& & \gamma_{s s}^{-1}
\end{array}\right]-\Gamma^{-1}
$$

inserting $k_{i}$ into (5.8) and dividing by $h$ we rewrite the method as

$$
\begin{align*}
&\left(\frac{1}{h \gamma_{i i}} M-f_{x}\right) u_{i}=f\left(x_{0}+\sum_{j=1}^{i-1} a_{i j} u_{j}\right)+M \sum_{j=1}^{i-1} \frac{c_{i j}}{h} u_{j},  \tag{5.9}\\
& x_{1}=x_{0}+\sum_{j=1}^{s} m_{j} u_{j},  \tag{5.10}\\
& a_{i j}=\alpha_{i j} \Gamma,\left(m_{1} \ldots m_{s}\right)=\left(b_{1} \ldots b_{s}\right) \Gamma^{-1} .
\end{align*}
$$

Equivalently for the non-autonomous system the simplification using $u_{i}$ can be added after explicitly solving for $t$, i.e., in place of (5.5) we have

$$
\begin{equation*}
\left(\frac{1}{h \gamma_{i i}} M-f_{x}\right) u_{i}=f\left(t_{i}, x_{0}+\sum_{j=1}^{i-1} a_{i j} u_{j}\right)+\frac{1}{h} M \sum_{j=1}^{i-1} c_{i j} u_{j}+\gamma_{i} h f_{t}\left(t_{0}, x_{0}\right) \tag{5.11}
\end{equation*}
$$

together with (5.7).
In the constrained case we do the same, but have to extend the vector $u_{i}$ such that it contains also the $l_{i}$ variables,

$$
u_{i}=\sum_{j=1}^{i-1} \gamma_{i j}\binom{k_{j}}{l_{j}}+\gamma_{i i}\binom{k_{i}}{l_{i}}
$$

so that in the constrained non-autonomous setting we end up with

$$
\begin{equation*}
\left(\frac{1}{h \gamma_{i i}} \bar{M}-f_{x}\right) u_{i}=f\left(t_{i}, x_{0}+\sum_{j=1}^{i-1} a_{i j} u_{j}\right)+\frac{1}{h} \bar{M} \sum_{j=1}^{i-1} c_{i j} u_{j}+\gamma_{i} h f_{t}\left(t_{0}, x_{0}\right) . \tag{5.12}
\end{equation*}
$$

## Optimization for systems of second order

Considering the second order system, we bring it to first order form. The special structure of the first order form allows to reduce the size of the iteration matrix. Let us consider the first-order system

$$
\begin{align*}
\dot{q} & =v \\
M \dot{v} & =f(q, v) \tag{5.13}
\end{align*}
$$

Be aware that we slightly changed the notation of the mass matrix $M$. As we have unit mass for the velocity components $\dot{q}, M$ now acts only on the $\dot{v}$ part. Inserting (5.13) into the Rosenbrock method (5.10) with (5.11) yields

$$
\begin{align*}
{\left[\begin{array}{cc}
\frac{1}{h \gamma_{i i}} \text { Id } & -\mathrm{Id} \\
-f_{q} & \frac{1}{h \gamma_{i i}} M-f_{v}
\end{array}\right]\binom{u_{i, q}}{u_{i, v}} } & =\binom{a_{i, v}}{f\left(a_{i, q}, a_{i, v}\right)}+\frac{1}{h}\left[\begin{array}{cc}
\operatorname{Id} & 0 \\
0 & M
\end{array}\right] \sum_{j=1}^{i-1} c_{i j}\binom{u_{j, q}}{u_{j, v}}  \tag{5.14}\\
a_{i, *} & =*_{0}+\sum_{j=1}^{i-1} a_{i j} u_{j, *}
\end{align*}
$$

Writing down the first row in (5.14) explicitly

$$
\begin{equation*}
\frac{1}{h \gamma_{i i}} u_{i, q}-u_{i, v}=a_{i, v}+\frac{1}{h} \sum_{j=1}^{i-1} c_{i j} u_{j, q} \tag{5.15}
\end{equation*}
$$

solving for $u_{i, v}$, and inserting into the second row gives

$$
\begin{align*}
\left(-f_{q}-\frac{1}{h \gamma_{i i}} f_{v}+\frac{1}{h^{2} \gamma_{i i}^{2}} M\right) u_{i, q} & =f\left(a_{i, q}, a_{i, v}\right)+\frac{1}{h} M \sum_{j=1}^{i-1} c_{i j} u_{j, v} \\
& +\left[\frac{1}{h \gamma_{i i}} M-f_{v}\right]\left(a_{i, v}+\frac{1}{h} \sum_{j=1}^{i-1} c_{i j} u_{j, q}\right) \tag{5.16}
\end{align*}
$$

$u_{i, v}$ is again determined by back substitution of $u_{i, q}$ into (5.15). In this way the size of the iteration matrix is reduced by a factor of 2 .

In the constrained case we consider

$$
\begin{align*}
\dot{q} & =v \\
M \dot{v} & =f(q, v, z)  \tag{5.17}\\
0 & =g(q, v, z)
\end{align*}
$$

using the optimized Rosenbrock method for constrained systems (5.12), we have to solve in every step

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\gamma^{\prime} \text { Id } & -\mathrm{Id} & 0 \\
-f_{q} & \gamma^{\prime} M-f_{v} & -f_{z} \\
-g_{q} & -g_{v} & -g_{z}
\end{array}\right]\left(\begin{array}{l}
u_{i, q} \\
u_{i, v} \\
u_{i, z}
\end{array}\right)} \\
& \quad=\left(\begin{array}{c}
a_{i, v} \\
f\left(a_{i, q}, a_{i, v}, a_{i, z}\right) \\
g\left(a_{i, q}, a_{i, v}, a_{i, z}\right)
\end{array}\right)+\frac{1}{h}\left[\begin{array}{ccc}
\text { Id } & 0 & 0 \\
0 & M & 0 \\
0 & 0 & 0
\end{array}\right] \sum_{j=1}^{i-1} c_{i j}\left(\begin{array}{l}
u_{j, q} \\
u_{j, v} \\
u_{j, z}
\end{array}\right) \tag{5.18}
\end{align*}
$$

where we used the abbreviation $\gamma^{\prime}=\frac{1}{h \gamma}$. Inserting (5.15) into the second row of (5.18) gives

$$
-g_{q} u_{i, q}-\gamma^{\prime} g_{\nu} u_{i, q}-g_{z} u_{i, z}=g\left(a_{i, q}, a_{i, v}, a_{i, z}\right)+g_{v}\left(a_{i, v}+\frac{1}{h} \sum_{j=1}^{i-1} c_{i j} u_{i, q}\right)
$$

and the second order representation

$$
\begin{align*}
& {\left[\begin{array}{cc}
\gamma^{\prime 2} M-\gamma^{\prime} f_{v}-f_{q} & -f_{z} \\
-g_{q}-\gamma^{\prime} g_{v} & -g_{z}
\end{array}\right]\binom{u_{i, q}}{u_{i, z}}} \\
& =\binom{f\left(a_{i, q}, a_{i, v}, a_{i, z}\right)}{g\left(a_{i, q}, a_{i, v}, a_{i, z}\right)}+\left[\begin{array}{cc}
\frac{1}{h} M & 0 \\
0 & 0
\end{array}\right] \sum_{j=1}^{i-1} c_{i j}\binom{u_{j, v}}{u_{j, z}} \\
& \quad+\left[\begin{array}{cc}
\gamma M-f_{v} & 0 \\
0 & -g_{v}
\end{array}\right]\left(\binom{a_{i, v}}{a_{i, v}}+\frac{1}{h} \sum_{j=1}^{i-1} c_{i j}\binom{u_{i, q}}{u_{i, q}}\right) \tag{5.19}
\end{align*}
$$

Observe that the second row in the last term of (5.19) cancels in the case of $g_{v}=0$. We finally get

$$
\begin{align*}
& {\left[\begin{array}{cc}
\gamma^{\prime 2} M-\gamma^{\prime} f_{v}-f_{q} & -f_{z} \\
-g_{q} & -g_{z}
\end{array}\right]\binom{u_{i, q}}{u_{i, z}}} \\
& =\binom{f\left(a_{i, q}, a_{i, v}, a_{i, z}\right)}{g\left(a_{i, q}, a_{i, v}, a_{i, z}\right)}+\binom{\frac{1}{h} M \sum_{j=1}^{i-1} c_{i j} u_{j, v}}{0} \\
& \quad+\binom{\left(\gamma M-f_{v}\right)\left(a_{i, v}+\frac{1}{h} \sum_{j=1}^{i-1} c_{i j} u_{i, q}\right)}{0} \tag{5.20}
\end{align*}
$$

Also in the constrained case the size of the iteration matrix is reduced by the number of velocity components.

Remark 5.1.3. To account for a bad scaling of the iteration matrix in (5.19) between the constraint block compared to the upper left block, we may add a preconditioning by a factor of $\gamma^{\prime 2}$ following the idea of [BDT08]. This is done by pre- and postmultiplication of the iteration matrix $S$ by

$$
D_{L}=\left[\begin{array}{cc}
\gamma^{\prime 2} & 0 \\
0 & \text { Id }
\end{array}\right], \quad D_{R}=\left[\begin{array}{cc}
\operatorname{Id} & 0 \\
0 & \gamma^{\prime-2}
\end{array}\right]
$$

i.e., we replace the problem of finding $x$ s.t. $S x=b$ by the preconditioned version

$$
\begin{aligned}
D_{L} S D_{R} \tilde{x} & =D_{L} b \\
D_{R} \tilde{x} & =x .
\end{aligned}
$$

Instead of pre- and post-multiplication the factors can also be directly incorporated into the matrices of the system.

## Error estimate and step-size control

For most Rosenbrock methods it is possible to construct an embedded method, i.e., a method of one order less while sharing all coefficients expect those of $b_{i}$, $i=1 \ldots s$ in (5.1). We denote these different coefficients by $\widehat{b}_{i}$, and calculate another approximation to the solution by

$$
\hat{x}_{n+1}=x_{n}+\sum_{i=1}^{s} \hat{b}_{i} k_{i}, \quad \quad \hat{z}_{n+1}=z_{n}+\sum_{i=1}^{s} \hat{b}_{i} l_{i}
$$

reusing the already calculated stages $k_{i}, l_{i}$ from (5.2).
The embedded method is then used to estimate the local error at time-step $x_{n}$ by $e_{n}=x_{n}-\hat{x}_{n}$. To evaluate the error into one scalar, we specify vectors of absolute and relative tolerances, $a_{t o l}$ and $r_{t o l}$, for all individual components, so that we use the estimate of each component of $x \in \mathbb{R}^{n_{x}}$ and obtain the scalar

$$
\tilde{e}_{n}=\left\|\left(\frac{e_{n, 1}}{a_{t o l, 1}+r_{t o l, 1} \max \left(\left|x_{n-1,1}\right|,\left|x_{n, 1}\right|\right)} \quad \cdots \quad \frac{e_{n, n_{x}}}{a_{t o l, n_{x}}+r_{t o l, n_{x}} \max \left(\left|x_{n-1, n_{x}}\right|,\left|x_{n, n_{x}}\right|\right)}\right)^{T}\right\|_{2}
$$

The value of $\tilde{e}_{n}$ is also used to determine if a step was successfully. For $\tilde{e}_{n}>1$ the step is rejected and a reattempt is started using a smaller step-size $h$.


Figure 5.1: Result of ROS3P applied to the stiff spring pendulum using variable step-sizes (first component and velocity $v=\dot{q}$ shown)

For very stiff system close to index 3, as in the case of a singular singularly perturbed system, the error estimates suffer from the structure of the system and tend to be of one order less in the velocity components $v=\dot{q}$ and of two orders less in Lagrange multiplier components $z$. So that, the estimate is to high and the suggested step-size will become unnecessarily small. To circumvent this in the calculation of $e_{n}$, we consider quantities $\frac{v}{h}$ and $\frac{\lambda}{h^{2}}$, scaled by the step-size $h$. The effect and the scaling approach is also proposed in [HLR89a].

Because of its one step nature a step-size control can be easily employed for a Rosenbrock method. Considering two time-steps of a Rosenbrock method, the step-size of the second step may be chosen arbitrarily. We used the error estimation for the selection, based on the choice done in RODAS4 and proposed by [GLS88] we select the step-size for the next step $h_{n+1}$ by

$$
\mathrm{fac}=\frac{h_{n-1}}{h_{n}} \sqrt[p]{\frac{\tilde{e}_{n}^{2}}{\tilde{e}_{n-1}}}, \quad \overline{\mathrm{fac}}=\min (6, \max (0.2, f a c)), \quad h_{n+1}=\frac{h_{n}}{\overline{\mathrm{fac}}},
$$

with $p$ equal to the order of the used method.
Example 5.1.4. We apply the ROS3P method using the described step-size selection scheme to the stiff spring pendulum with $\epsilon=10^{-6}$ as seen in Example 3.1.8 (for $g=1.0$ ). Setting the tolerances $a_{\text {tol }}=r_{\text {tol }}=1 \cdot 10^{-4}$ for all components and use the described scaling of velocity and constraint components, we obtain the result for $t_{\text {end }}=10[s]$ by 744 function calls and 372 evaluations of the Jacobi matrix $\left[\begin{array}{ll}f_{q} & f_{z} \\ g_{q} & g_{z}\end{array}\right]$ while 3 steps had to be rejected. The result is shown in Figure 5.1

### 5.2 Generalized alpha

For a comparison with classic integration methods we introduce a recent variant of Newmark's method. Newmark's method [New59] is very popular for the computation of structural dynamics [Wri08] since it is directly formulated in second order form and easy to implement. The variant presented here is an improved version with selectable numerical damping called generalized- $\alpha$. It was introduced in [CH93] and is also valid for constrained mechanical systems of index 3 as shown in AB07.

We begin by considering the unconstrained mechanical system

$$
M \ddot{q}=f(q, \dot{q}, t) .
$$

Newmark's integration formula [New59] for generalized coordinates $q_{n}$, accelerations $a_{n}=\ddot{q}_{n}$ and time-step $h$ is given by

$$
\begin{align*}
& q_{n+1}=q_{n}+h \dot{q}_{n}+h^{2}\left(\frac{1}{2}-\beta\right) a_{n}+h^{2} \beta a_{n+1}  \tag{5.21}\\
& \dot{q}_{n+1}=\dot{q}_{n}+h(1-\gamma) a_{n}+h \gamma a_{n+1}
\end{align*}
$$

where $\beta$ and $\gamma$ are the methods parameters. Their optimal choice is

$$
\gamma=\frac{1}{2} \quad \text { and } \quad \beta=\frac{1}{4}
$$

which gives an A-stable method with $\rho_{\infty}=1$ convergent of second-order. One can introduce some numerical damping such that $\rho_{\infty}$ becomes less than 1 by adding $\alpha>0$ and choosing

$$
\gamma=\frac{1}{2}+\alpha, \quad \beta=\frac{1}{4}\left(\gamma+\frac{1}{2}\right)^{2}
$$

but this leads also to Newmark methods which are only convergent of first-order.
To obtain the generalized- $\alpha$ method, we follow the way proposed in [AB07] and add a recurrence relation into the Newmark scheme, by redefining the vector $a_{n}$ as acceleration like variables to

$$
\begin{equation*}
\left(1-\alpha_{m}\right) a_{n+1}+\alpha_{m} a_{n}=\left(1-\alpha_{f}\right) \ddot{q}_{n+1}+\alpha_{f} \ddot{q}_{n} \tag{5.22}
\end{equation*}
$$

with initial value $a_{0}=\ddot{q}_{0}$.
Remark 5.2.1. The recurrence relation (5.22) enforces the equilibrium at every timestep by adding the vector of accelerations $a_{n}$ which satisfy the property of the true accelerations at time $t_{n+1}$

$$
M a_{n+1}=f\left(q_{n+1}, \dot{q}_{n+1}, t_{n+1}\right)=f_{n+1} .
$$

Together with the idea of averaging the time instants

$$
\left(1-\alpha_{m}\right) M \ddot{q}_{n+1}+\alpha_{m} M \ddot{q}_{n}=\left(1-\alpha_{f}\right) f_{n+1}+\alpha_{f} f_{n}
$$

we arrive at the generalized- $\alpha$ method.
Remark 5.2.2. An additional advantage of (5.22) is that also the accelerations are computed with second order accuracy.

By (5.22) we gain two additional parameters $\alpha_{f}, \alpha_{m}$, which can be chosen for suitable accuracy and stability properties. In the fixed step-size case the algorithm is convergent of second order provided that

$$
\gamma=\frac{1}{2}+\alpha_{f}-\alpha_{m}
$$

Observe that for $\alpha_{f}=\alpha_{m}=0$ we obtain Newmark's method (5.21). Optimal values for $\alpha_{m}, \alpha_{f}$, and $\beta$ are proposed in [CH93]. It is possible to relate the parameters to the spectral radius $\rho_{\infty}=|R(\infty)|$ of the algorithm. For an A-stable
algorithm it has to be chosen between $\rho_{\infty} \in[0,1]$, where $\rho_{\infty}=0$ means Lstability and $\rho_{\infty}=1$ disables the numerical damping. The optimal choices for second-order accuracy are

$$
\alpha_{m}=\frac{2 \rho_{\infty}-1}{\rho_{\infty}+1}, \quad \alpha_{f}=\frac{\rho_{\infty}}{\rho_{\infty}+1}, \quad \beta=\frac{1}{2}\left(\gamma+\frac{1}{2}\right)^{2} .
$$

With iteration matrix

$$
S_{t}=M \beta^{\prime}+C_{t} \gamma^{\prime}+K_{t},
$$

Jacobi matrices

$$
K_{t}=\frac{\partial(-f)}{\partial q}, \quad C_{t}=\frac{\partial(-f)}{\partial \dot{q}}
$$

and constants

$$
\begin{aligned}
\beta^{\prime} & =\frac{\partial \ddot{q}_{n+1}}{\partial q_{n+1}}=\frac{1-\alpha_{m}}{h^{2} \beta\left(1-\alpha_{f}\right)}, \\
\gamma^{\prime} & =\frac{\partial \dot{q}_{n+1}}{\partial q_{n+1}}=\frac{\gamma}{h \beta},
\end{aligned}
$$

the method can be implemented as in Algorithm 1

```
Algorithm 1 one step of generalized- \(\alpha\)
    \(q_{n+1}=q_{n}+h \dot{q}_{n}+h^{2}(.5-\beta) a\)
    \(\dot{q}_{n+1}=\dot{q}_{n}+h(1-\gamma) a\)
    \(a=1 /\left(1-\alpha_{m}\right)\left(\alpha_{f} \ddot{q}_{n}-\alpha_{m} a\right)\)
    \(q_{n+1}=q_{n+1}+h^{2} \beta a\)
    \(\dot{q}_{n+1}=\dot{q}_{n+1}+h \gamma a\)
    \(\ddot{q}_{n+1}=0\)
    for \(i=1\) to \(i_{\max }\) do
        compute residuum \(r^{q}\)
        if \(r^{q}<\) tol then
            break
        end if
        \(\delta q=-S_{t}^{-1} r^{q}\)
        \(q_{n+1}=q_{n+1}+\delta q\)
        \(\dot{q}_{n+1}=\dot{q}_{n+1}+\gamma^{\prime} \delta q\)
        \(\ddot{q}_{n+1}=\ddot{q}_{n+1}+\beta^{\prime} \delta q\)
    end for
    \(a=a+\left(1-\alpha_{f}\right) /\left(1-\alpha_{m}\right) \ddot{q}_{n+1}\)
```

Remark 5.2.3. One interesting property of the method is that a two-step formulation can be obtained by doing two time-steps and eliminating the auxiliary variable $a_{n}$. If we further define $g=M^{-1} f$, the generalized- $\alpha$ method reads

$$
\begin{array}{r}
\sum_{k=0}^{2} a_{k} q_{n+k-1}+h \sum_{k=0}^{1} u_{k} \dot{q}_{n+k-1}=h^{2} \sum_{k=0}^{2} b_{k} g_{n+k-1}, \\
\sum_{k=0}^{2} a_{k} \dot{q}_{n+k-1}=h \sum_{k=0}^{2} c_{k} g_{n+k-1}
\end{array}
$$

with

$$
\begin{array}{lll}
a_{0}=-\alpha_{m}, & a_{1}=-1+2 \alpha_{m}, & a_{2}=1-\alpha_{m}, \\
u_{0}=-\alpha_{m}, & u_{1}=-1+\alpha_{m}, & \\
b_{0}=\alpha_{f}(1 / 2-\beta), & b_{1}=\left(1-\alpha_{f}\right) /(1 / 2-\beta)+\alpha_{f} \beta, & b_{2}=\left(1-\alpha_{f}\right) \beta, \\
c_{0}=\alpha_{f}(1-\gamma), & c_{1}=\left(1-\alpha_{f}\right)(1-\gamma)+\alpha_{f} \gamma, & c_{2}=\left(1-\alpha_{f}\right) \gamma .
\end{array}
$$

Remark 5.2.4. Attention has to be paid in the case of variable step-size, because of the hidden multi-step structure, the step-size can't be changed independently of the method's parameters. If one wants to preserve second order accuracy the choice of $\gamma$ has to be adapted. Let $h=t_{n+1}-t_{n}$ and let $s$ be the factor such that $t_{n}-t_{n-1}=\frac{h}{s}$. Then we need to set $\gamma_{n+1}$ for the next iteration to obey

$$
\frac{1-\alpha_{m}-\gamma_{n+1}}{1-\alpha_{m}-\gamma_{n}}=s \frac{\left(1-\alpha_{f}\right) \gamma_{n+1}-\left(1-\alpha_{m}\right) / 2}{\alpha_{f}\left(1-\gamma_{n}\right)-\alpha_{m} / 2}
$$

to keep second order accuracy, as shown by [AB08].

## Constrained cases

In the index 1 and index 3 case $(\epsilon=0)$ we will solve system

$$
\begin{aligned}
M \ddot{q} & =f(q, \dot{q}, t)-G^{T} \lambda \\
\epsilon^{2} \lambda & =g(q, t)
\end{aligned}
$$

with $G=g_{q}$ as the matrix of constrained gradients. Thus the iteration matrix changes to

$$
S_{t}=\left[\begin{array}{cc}
M \beta^{\prime}+C_{t} \gamma^{\prime}+K_{t} & G^{T} \\
G & \epsilon^{2} \mathrm{Id}
\end{array}\right],
$$

where the sub-matrices $K_{t}$ and $C_{t}$ are now given by

$$
\begin{aligned}
& K_{t}=\frac{\partial\left(M \ddot{q}-f+G^{T} \lambda\right)}{\partial q} \\
& C_{t}=-\frac{\partial f}{\partial \dot{q}}
\end{aligned}
$$

Also in the algorithm we introduce the extra degrees of freedom $\lambda$ as seen in Algorithm 2 .

This method is convergent of second order in the coordinates $q, \dot{q}$, and also in Lagrange multipliers $\lambda$, as shown in 【AB07], even for systems of index 3.

Remark 5.2.5 (Error estimate). Due to the structure of Newmark-like iterations, there cannot exist an embedded method. Therefore it is more difficult to obtain an error estimate. The most pragmatic ways of obtaining a measure for the error are either controlling the number of Newton iterations, or evaluating the residual forces at intermediate time-steps as done by HALFTOL inside the finite element software package ABAQUS [Das11].

```
Algorithm 2 generalized- \(\alpha\) including lambda
    \(q_{n+1}=q_{n}+h \dot{q}_{n}+h^{2}(.5-\beta) a\)
    \(\dot{q}_{n+1}=\dot{q}_{n}+h(1-\gamma) a\)
    \(a=1 /\left(1-\alpha_{m}\right)\left(\alpha_{f} \ddot{q}_{n}-\alpha_{m} a\right)\)
    \(q_{n+1}=q_{n+1}+h^{2} \beta a\)
    \(\dot{q}_{n+1}=\dot{q}_{n+1}+h \gamma a\)
    \(\ddot{q}_{n+1}=0\)
    \(\lambda_{n+1}=0\)
    for \(i=1\) to \(i_{\max }\) do
        compute residuum \(r^{q}\) and \(r^{\lambda}\)
        if \(\sqrt{\left\|r^{q}\right\|^{2}+\left\|r^{\lambda}\right\|^{2}}<\) tol then
            break
        end if
        \(\left[\begin{array}{l}\delta q \\ \delta \lambda\end{array}\right]=-S_{t}^{-1}\left[\begin{array}{l}r^{q} \\ r^{\lambda}\end{array}\right]\)
        \(q_{n+1}=q_{n+1}+\delta q\)
        \(\dot{q}_{n+1}=\dot{q}_{n+1}+\gamma^{\prime} \delta q\)
        \(\ddot{q}_{n+1}=\ddot{q}_{n+1}+\beta^{\prime} \delta q\)
        \(\lambda_{n+1}=\lambda_{n+1}+\delta \lambda\)
    end for
    \(a=a+\left(1-\alpha_{f}\right) /\left(1-\alpha_{m}\right) \ddot{q}_{n+1}\)
```


### 5.3 Comparison of numerical results

For a fair comparison we implemented the generalized- $\alpha$ method and the Rosenbrock method ROS3P in MATLAB and apply them to a structural mechanical problem involving hyperelastic materials modeled and discretized by COMSOL. The considered problem consists of 3,552 degrees of freedom and is similar to the one that will be described in Section 7.2, here we choose a one dimensional excitation by a displacement of the inner ring

$$
u(t)=\left(\frac{1}{1+e^{(-10 t+8)}}-\frac{1}{1+e^{8}}\right) 10 \sin (2 \pi \cdot 3 t)[\mathrm{mm}]
$$

depicted in Figure 5.3. The simulated time horizon consists of two seconds $t_{0}=0$, $t_{\text {end }}=2$.

For the generalized- $\alpha$ method we obtain the results doing two simulations with different bulk-modulus $\kappa_{1}=30[\mathrm{MPa}]$ and $\kappa_{2}=300,000[\mathrm{MPa}$, which also means Poisson ratio $v_{1}=0.48$ and $v_{2}=0.499998$. Using a fixed step-size of $h=3 \cdot 10^{-3}$ and calculate one Jacobi matrix per Newton step, we end up with the simulation result in Table 5.1. The simulation result at $t=1.707$ is plotted in Figure 5.4. A detailed comparison of which step requires how many Newton-steps and thus function evaluations is found in Figure 5.2. We see for increasing $\kappa$ the number of Newton iterations increases in those parts of the excitation with high absolute value.

For the considered Rosenbrock methods the number of Jacobians needed is equal to the number of time-steps. Further the number of function calls per timestep is fixed. Choosing ROS3P ends up in two function calls per step (see Table 4.5), and one additional function call to evaluate the time-derivative $\left(f_{t}, g_{t}\right)^{T}$ for


Figure 5.2: Influence of increasing bulk-modulus $\kappa$ on the number of function evaluations using the generalized- $\alpha$ method


Figure 5.3: Used time-excitation for comparison


Figure 5.4: Comparison of pressure distribution and magnitude left $\kappa_{1}=30$, right $\kappa_{2}=300,000$

| $\kappa[M P a]$ | \#Jacobi matrices | \#Newton-steps | \#function calls | CPU-time [s] |
| ---: | ---: | ---: | ---: | ---: |
| 30 | 664 | 1,993 | 2,660 | 768 |
| 300,000 | 664 | 2,519 | 3,186 | 828 |

Table 5.1: Effort needed by generalized- $\alpha$

| $\kappa[M P a]$ | \#Jacobi matrices | \#function calls | CPU-time [s] |
| ---: | ---: | ---: | ---: |
| 30 | 667 | 2001 | 550 |
| 300,000 | 667 | 2001 | 550 |

Table 5.2: Simulation using optimized version ROS3P

| component | absolute difference | relative difference |
| ---: | ---: | ---: |
| displacement | 11.07 | $0.49 \%$ |
| velocity | 320.80 | $0.52 \%$ |
| pressure | 11.07 | $0.66 \%$ |

Table 5.3: Relative and absolute differences between generalized $\alpha$ and ROS3P. Given in the 2-norm of the matrix of differences of all time-steps.
the non-autonomous system (5.6). This evaluation was done using a finite difference approximation of the derivative for $\tau \ll h$

$$
f_{t}=\frac{f\left(t_{0}+\tau, x_{0}\right)-f\left(t_{0}, x_{0}\right)}{\tau}
$$

The CPU-time of the version of ROS3P optimized for second order systems is only $550[s]$ when $\kappa_{1}$ and $\kappa_{2}$ for the $2[s]$ excitation signal $u$ (see also Table 5.2). Comparing the result of the Rosenbrock method to the one obtained by generalized- $\alpha$ in Table 5.3, we see a relative difference of $0.5 \%$, but notice that ROS3P is a method convergent of order 3 whereas generalized- $\alpha$ is only of order 2.

Using the embedded error-estimator for a step-size selection we can further reduce the simulation costs while choosing $a_{t o l}=r_{t o l}=1 \cdot 10^{-3}$ and a scaling the velocity components by $h$ and pressure components by $h^{2}$. The selected step-sizes are depicted in Figure 5.5. The method needed 472 evaluations of the Jacobi matrix and made 1.416 function calls while 7 steps were rejected. All in all, we got the result after $440[s]$.

### 5.4 Conclusion

In the first part of this thesis we saw how incompressible materials can be included into a structural dynamical problem. Especially for the nonlinear case, using a


Figure 5.5: Selected step-size by a variable step-size scheme using ROS3P for a nearly incompressible, hyperelastic model in mixed formulation
hyperelastic material formulation, we showed that this is a singular singularly perturbed system.

We discussed some of the numerical problems while solving perturbed systems and motivated the use of Rosenbrock methods. These fit perfectly into our usecase, since we are more interested in fast simulation than in perfect accuracy in every time-step. We conducted our analysis using the index 1 form Rosenbrock methods and showed the advantages of those methods that additionally fulfill the Scholz conditions at a singular singularly perturbed system using a Prothero-Robinson-like test equation. Requiring only stiffly accuracy turned out to be insufficient.

After this, we gave an implementation of the Rosenbrock methods in a way such that they are competitive to methods usually used for structural mechanics. In the nearly incompressible singular singularly perturbed case the Rosenbrock methods were even able to outperform the generalized- $\alpha$ method. In general we experienced a good behavior while applying the methods to structural dynamical problems.

An appropriate starting point for a further analysis, is to considering Rosenbrock methods for the nonlinear case of singularly perturbed systems, as we observed some good results and also saw that the global convergences seems to be only weakly affected by the perturbation (at least in the case of a stiff spring pendulum).

## Part II

Nonlinear model reduction

## Nonlinear model reduction technique

### 6.1 Introduction

In this part we aim at a further improvement of calculation time by using model reduction techniques. In contrary to Part where we have not altered the system equations, we now allow for changes to reduce the total number of equations which need to be solved. Our interest is to first give an overview of the existing methods, then we will focus on POD as the method of our choice for nonlinear systems. We show briefly how these methods work for structural dynamical problems and give the idea of some lookup methods which are necessary to decrease the computational costs.

There are different approaches to model reduction. One way, the so called black box modeling or system identification approach, is to construct a new parametric system of equations

$$
\begin{aligned}
& \dot{x}_{P}=f_{P}\left(x_{P}, u, p\right) \\
& y_{P}=g_{p}\left(x_{P}, u, p\right),
\end{aligned}
$$

and fit the system's parameters $p$ to some system trajectories $\phi(x, u, t)$. The simplest form of this process is known as the description of a system only by its characteristic curves. More advanced examples can be found in [Lju87] and some recent ones used for mechanical systems in [ $\mathrm{BVB}^{+} 11$, SDR11]. Another systematic approach which combines different forms of system knowledge and measurements of the full system is called Grey-box modeling. A recent work about this topic is found at Hau08].

In contrary to the methods above all the methods considered in this thesis are projection based, i.e., we always start with a full model description which already contains all effects that shall be considered. The challenge is to reduce the state dimension and computation time of the system simulation while retaining the system's dynamics. This we do by projecting the whole state space of the system onto a smaller subspace. Redundant state information can in this way be mainly compressed into a smaller uncorrelated representation.

Definition 6.1.1. A linear map $T: V \rightarrow V$ is called projection iff $T \circ T=T$.
Lemma 6.1.2. Let $T$ be a projection, let further $\operatorname{Im} T=V$ be spanned by

$$
V_{k}=\left[\begin{array}{lll}
v_{1} & \cdots & v_{k}
\end{array}\right]
$$

and $(\operatorname{Ker} T)^{\perp}=W$ be spanned by

$$
W_{k}=\left[\begin{array}{lll}
w_{1} & \cdots & w_{k} \cdot
\end{array}\right]
$$

Then we can represent $T$ by

$$
T=V_{k} W_{k}^{T}
$$

If $V_{k}$ is orthogonal we can choose $W_{k}=V_{k}$.
Definition 6.1.3 (Galerkin Projection). Let $\Sigma$ be a general system

$$
\Sigma: \dot{x}=f(x)
$$

and $T=V V^{T}$ an orthogonal projection. Then we call $\hat{\Sigma}$,

$$
\hat{\Sigma}: \dot{\tilde{x}}=V f\left(V^{T} \tilde{x}\right)
$$

the Galerkin projection of $\Sigma$.
There are different techniques for obtaining an appropriate projection basis for model reduction. For linear systems we will give a really short overview how the most popular methods work. For further insight we want to refer to Ant05, BMS05]. Consider a linear system

$$
\begin{align*}
& \dot{x}=A x+B u \\
& y=C x \tag{6.1}
\end{align*}
$$

$A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{s \times n}$. One of the most common methods is called Krylov moment matching, which makes use of the so-called transfer function $H(s)$ of 6.1) defined as

$$
\begin{aligned}
H(s) & =C(s \operatorname{Id}-A)^{-1} B=\frac{1}{s} C\left(\sum_{l=0}^{\infty} \frac{1}{s^{l}} A^{l}\right) B \\
& =\sum_{l=1}^{\infty} \frac{1}{s^{l}} C A^{l-1} B .
\end{aligned}
$$

The reduced system is chosen such that its transfer function coincides in the first $k$ terms $C A^{l-1} B, l=1 \ldots k$ with the full system. The necessary projection is obtained by orthonormalizing the Krylov matrix $\mathscr{K}_{n}(A, B)=\left[\begin{array}{llll}B & A B & \cdots & A^{n-1} B\end{array}\right]$, which can be efficiently computed even for very big systems.

Another popular method for linear systems is balanced truncation [Moo81]. For an asymptotically stable linear system we define the reachability and observability Gramians as

$$
\begin{equation*}
P=\int_{0}^{\infty} e^{A t} B B^{T} e^{A^{T} t} d t, \quad Q=\int_{0}^{\infty} e^{A^{T} t} C^{T} C e^{A t} d t \tag{6.2}
\end{equation*}
$$

This definition is such that $x_{1}^{T} P^{-1} x_{1}$ describes the minimal energy needed to steer a system from zero state to a given state $x_{1}$. Notice that $P$ is non singular if the system is controllable, while $x_{1}^{T} Q x_{1}$ is the output energy produced by a state $x_{1}$ with input $u \equiv 0$, which will be finite for asymptotically stable systems. We can interpret a large value of $x_{1}^{T} P^{-1} x_{1}$ for some $x_{1}$ as a state which is difficult to attain. On the other side, if $x_{1}^{T} Q x_{1}$ has a small value, we are in a state which is only merely recognized in the systems output.

Theorem 6.1.4. A linear asymptotically stable and controllable system (6.1) has always a balanced representation

$$
P=Q=\left[\begin{array}{ccc}
\sigma_{1} & & \\
& \ddots & \\
& & \sigma_{n}
\end{array}\right], \quad \sigma_{1} \geq \ldots \geq \sigma_{n}
$$

Where we call $\sigma_{i}$ Hankel singular-values, they are the singular values of the matrix $P Q$.

This result can be nicely interpreted, small Hankel singular-values correspond to those states of the balanced system which are hard to observe and since of the inverse relation in $P^{-1}$ also hard to attain. The model is reduced by considering only the first $k$ states of the transformed system. One of the main advantages of this method is that we also get an error bound:
Theorem 6.1.5 (Error bound of balanced truncation). Let $H(s)$ be the transfer function of an asymptotically stable and controllable system, further let $\hat{H}_{k}(s)$ be the transfer function of the reduced system obtained by projecting onto the basis corresponding to the first $k$ Hankel singular values. Then

$$
\left\|H(s)-\hat{H}_{k}(s)\right\|_{\mathscr{H}_{\infty}}=\max _{\omega \in \mathbb{R}}\left\|H(i \omega)-\hat{H}_{k}(i \omega)\right\|_{2} \leq 2\left(\sigma_{k+1}+\cdots+\sigma_{n}\right) .
$$

Proof (Theorem 6.1.4. Theorem 6.1.5. [Ant05]
Remark 6.1.6. Balanced truncation is what can be achieved by the later described POD method applied to linear systems Moo81].

Since our main interest is in structural dynamics, we have a short look at what is done for second order linear systems like

$$
\begin{align*}
M \ddot{q} & =K q+D \dot{q}+B u  \tag{6.3}\\
y & =C_{1} q+C_{2} \dot{q}+D u .
\end{align*}
$$

The most popular approach, by far, is modal reduction. For a modal reduction we consider (6.3) with $D=0, u=0$. Then we represent the system by a number of its generalized eigenmodes $V=\left[\begin{array}{lll}v_{i} & \cdots & v_{j}\end{array}\right]$, for which holds that

$$
K v_{i}=\lambda M v_{i}
$$

As there are as many eigenmodes as space dimensions, the decision which $v_{i}$ shall contribute to the projection $V$ is always difficult. Rather new works therefore suggest also an approach by balanced truncation for the second order system (6.3) [RS08, FE11, BS11, NKEB12]. As in the first order case, Krylov subspace methods can also be used as, for example, presented in [SL06].

Starting from the linear case there are extensions like methods for bilinear systems [BB11] [BD10] and discrete-time control systems [BBD10] appearing which use a balancing transformation. In general, for the nonlinear case it is increasingly difficult to apply the discussed methods. Nevertheless, the application of balanced truncation may still be possible as shown by [FS10, FS05], but the calculation of the corresponding Gramians (the nonlinear versions of (6.2) is very difficult and currently only feasible for very small systems.

For us it seems that the only established and feasible method for general nonlinear systems remaining is the proper orthogonal decomposition. We are going to describe it in the following.

### 6.2 Singular value decomposition

As the main ingredient to proper orthogonal decomposition, we discuss the singular value decomposition (SVD). The SVD is very important tool in matrix analysis, it has its roots in works of Beltrami [Bel73] (see also [Ste93]) and was brought to attention of the numerical community by [GvL96]. We will repeat the theorem, give a short proof and also state some of its properties.
Theorem 6.2.1. For all $A \in \mathbb{R}^{m \times n}$ there are orthogonal matrices $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ such that

$$
U^{T} A V=\left[\begin{array}{cc}
\Sigma & 0 \\
0 & 0
\end{array}\right] \quad \text { with } \quad \Sigma=\left[\begin{array}{ccc}
\sigma_{1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \sigma_{r}
\end{array}\right]
$$

where $r=\operatorname{rank}(A)$ and $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0$.
Proof. Case 1: $m=n$ and $\operatorname{det}(A) \neq 0$.
Then $A A^{T}$ is symmetric and positive definite, thus there exists an orthogonal matrix $U$ such that

$$
A A^{T}=U \Sigma^{2} U^{T}
$$

So we can write

$$
A=U \Sigma \underbrace{\left(\Sigma U^{T} A^{-T}\right)}_{V^{T}}
$$

From

$$
\begin{aligned}
V V^{T} & =A^{-1} U \Sigma \Sigma U^{T} A^{-T} \\
& =A^{-1} A A^{T} A^{-T}=\mathrm{Id}
\end{aligned}
$$

we see that $V$ indeed is orthogonal.
Case 2: For a general matrix A.
Let $Y=\left[\begin{array}{ll}Y_{1} & Y_{2}\end{array}\right] \in \mathbb{R}^{n \times n}$ and $W=\left[\begin{array}{ll}W_{1} & W_{2}\end{array}\right] \in \mathbb{R}^{m \times m}$ be orthogonal matrices such that

$$
\operatorname{Im} Y_{2}=\operatorname{Ker} A \quad \text { and } \quad \operatorname{Im} W_{2}=\operatorname{Ker} A^{T}
$$

Thus

$$
\begin{aligned}
W^{T} A Y & =\left[\begin{array}{l}
W_{1}^{T} \\
W_{2}^{T}
\end{array}\right] A\left[\begin{array}{ll}
Y_{1} & Y_{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A_{k} & 0 \\
0 & 0
\end{array}\right] \stackrel{(\text { case 1) }}{=}\left[\begin{array}{cc}
U^{T} \Sigma V & 0 \\
0 & 0
\end{array}\right]
\end{aligned}
$$

and hence

$$
\left[\begin{array}{cc}
U & 0 \\
0 & \text { Id }
\end{array}\right] W^{T} A Y\left[\begin{array}{cc}
V^{T} & 0 \\
0 & \text { Id }
\end{array}\right]=\left[\begin{array}{cc}
\Sigma & 0 \\
0 & 0
\end{array}\right]
$$

Remark 6.2.2. The singular values are the square roots of the non-zero eigenvalues of $A A^{T}>0$ or $A^{T} A$

$$
\begin{aligned}
\left\{\sigma_{1}^{2} \ldots \sigma_{r}^{2}\right\} & =\sigma\left(A A^{T}\right) \backslash\{0\} \\
& =\sigma\left(A^{T} A\right) \backslash\{0\} .
\end{aligned}
$$

Theorem 6.2.3 (Schmidt-Eckhart-Young-Mirsky). Let $A \in \mathbb{R}^{n \times m}$, it holds for the minimal rank $k$ approximation of $A$ in 2-norm that

$$
\min _{x \text { s.t. } \operatorname{rank} X=k}\|A-X\|_{2}=\sigma_{k+1}(A)
$$

A minimizing solution $\hat{X}$ is obtained by the first $k$ terms of the singular value decomposition of $A=U \Sigma V$, i.e.,

$$
\begin{equation*}
\hat{X}=\sigma_{1} u_{1} v_{1}^{T}+\cdots+\sigma_{k} u_{k} v_{k}^{T} \tag{6.4}
\end{equation*}
$$

Lemma 6.2.4. Given $A$ of rank $r$ for all $X$ of rank less than $k$, it holds

$$
\|A-X\|_{2} \geq \sigma_{k+1}(A)
$$

Proof (Lemma). Let $y_{i} \in \mathbb{R}^{m}, i=1 \ldots m-k$ be a basis of $\operatorname{ker} X$, and $A=U \Sigma V^{T}=$ $U \Sigma\left[\begin{array}{lll}v_{1} & \cdots & v_{m}\end{array}\right]^{T}$. Then the intersection

$$
\operatorname{span}\left\{y_{1}, \ldots, y_{m-k}\right\} \cap \operatorname{span}\left\{v_{1}, \ldots, v_{k+1}\right\}
$$

is not empty. Let $z$ be in this intersection and $z^{T} z=1$, then

$$
\begin{aligned}
\|A-X\|_{2}^{2} & \geq\|(A-X) z\|_{2}^{2}=\|A z\|_{2}^{2} \\
& =\sum_{i=1}^{k+1} \sigma_{i}^{2}\left(v_{i}^{T} z\right)^{2} \geq \sigma_{k+1}^{2} .
\end{aligned}
$$

Proof. For the proof of the theorem it remains only to show that the lower bound is attained, this can easily be checked by inserting (6.4)

Example 6.2.5. To demonstrate the SVD at an arbitrary matrix, we interpret the image from Figure 6.2a as matrix $A=\left(a_{i j}\right)_{i j}$ where $a_{i j}$ is represented by a corresponding color value at position $(i, j)$. As an example of the minimal rank property obtained in Theorem 6.2.3, we show the corresponding minimal rank approximations in Figure 6.2 of the full image.

Figure 6.1 shows the singular values of $A$ and the decreasing relative error

$$
r=\frac{\sum_{i=1}^{k} \sigma_{i}}{\sum_{i=1}^{n} \sigma_{i}}
$$

while the number of used basis vectors is increased. The image has a size of

$$
2000 \times 3000=6 \cdot 10^{6} \text { pixels }
$$

For a minimal representation of rank $r$, only the data of

$$
r \cdot(2000+3000)
$$

elements is needed. The error and size of the different approximations is given in Table 6.1 However, please notice that the singular value decomposition is not a particular good method for image compression.


Figure 6.1: Singular values and relative error of projection

|  | reduced to full size |  |  |  |
| ---: | ---: | :---: | :---: | :---: |
| rank | reduced size | ratio | rel. error | $\sigma_{k+1}$ |
| 1 | 5,000 | $0.08 \%$ | .547 | $7.600 \cdot 10^{4}$ |
| 10 | 50,000 | $0.8 \%$ | .395 | $1.360 \cdot 10^{4}$ |
| 100 | 500,000 | $8 \%$ | .205 | $2.223 \cdot 10^{3}$ |
| 1,000 | $5,000,000$ | $80 \%$ | .019 | $9.130 \cdot 10^{1}$ |

Table 6.1: Comparison of different approximations seen Figure 6.2

We can further say how sensitive the singular value decomposition is to perturbations [Ste90],

Theorem 6.2.6 (Weyl Wey12]). Let $\tilde{A}=A+E$ and denote the singular values of $\tilde{A}$ and $A$, respectively, by $\tilde{\sigma}_{i}$ and $\sigma_{i}$ for $i=1 \ldots n$. Then it holds that

$$
\left|\tilde{\sigma}_{i}-\sigma_{i}\right| \leq\|E\|_{2} .
$$

Theorem 6.2.7 (Mirsky [Mir60]). Using the notation of Theorem 6.2.6, it holds that

$$
\sqrt{\sum_{i}\left(\tilde{\sigma}_{i}-\sigma_{i}\right)^{2}} \leq\|E\|_{F}
$$

for $\|E\|_{F}=\sqrt{\sum_{i, j}\left|e_{i j}\right|^{2}}$ being the Frobenius norm.
Remark 6.2.8. There is no restriction to the size of $\|E\|$ in the above theorems.
For singular vectors it is getting more complicated. Let

$$
A=\left[\begin{array}{lll}
U_{1} & U_{2} & U_{3}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
V_{1}^{H} \\
V_{2}^{H}
\end{array}\right]
$$



Figure 6.2: Low rank approximations by singular value decomposition
and

$$
\tilde{A}=\left[\begin{array}{lll}
\tilde{U}_{1} & \tilde{U}_{2} & \tilde{U}_{3}
\end{array}\right]\left[\begin{array}{cc}
\tilde{\Sigma}_{1} & 0 \\
0 & \tilde{\Sigma}_{2} \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\tilde{V}_{1}^{H} \\
\tilde{V}_{2}^{H}
\end{array}\right] .
$$

Theorem 6.2.9 (Wedin Wed72]). Suppose that $\delta, \alpha$, and $\beta$ with $0<\delta \leq \alpha \leq \beta$ are such that the eigenvalues of $\tilde{\Sigma}$ lie in $[\alpha, \beta]$ while the eigenvalues of $\Sigma_{2}$ are outside of $(\alpha-\delta, \beta+\delta)$. Then

$$
\begin{array}{r}
\left\|\tilde{U}_{1}^{H}\left[\begin{array}{ll}
U_{2} & U_{3}
\end{array}\right]\right\| \leq \sqrt{2} \frac{\max \left(\|R\|_{2},\|S\|_{2}\right)}{\delta} \\
\left\|\tilde{V}_{1}^{H} V_{2}\right\| \leq \sqrt{2} \frac{\max \left(\|R\|_{2},\|S\|_{2}\right)}{\delta}
\end{array}
$$

where the size of perturbations to $A$ is measured by the size of the residuals

$$
R=A \tilde{V} 1-\tilde{U}_{1} \tilde{\Sigma}_{1} \quad \text { and } \quad S=A^{H} \tilde{U} 1-\tilde{V}_{1} \tilde{\Sigma}_{1}
$$

Example 6.2.10. Consider the perturbed matrices

$$
A_{1}=\left[\begin{array}{cc}
1+\epsilon & 0 \\
0 & 1-\epsilon
\end{array}\right], \quad A_{2}=\left[\begin{array}{cc}
1 & \epsilon \\
\epsilon & 1
\end{array}\right]
$$

the singular vectors of $A_{1}$ are
$\left[\begin{array}{l}1 \\ 0\end{array}\right]$
and
$\left[\begin{array}{l}0 \\ 1\end{array}\right]$
where those of $A_{2}$ are

$$
\left[\begin{array}{c}
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{c}
\frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}}
\end{array}\right] .
$$

We see that in the case of $A_{2}$ the whole subspace has turned by 45 degrees due to a perturbation of $\epsilon$, while it was unaffected by the perturbation in the case of $A_{1}$.

### 6.3 POD

Let us explain the POD method following [Ant05]. Given a function $x: \mathbb{R} \rightarrow \mathbb{R}^{n}$ of time $t$, we denote a time-snapshot at time $t_{i}$ by

$$
\begin{equation*}
x_{i}=x\left(t_{i}\right) \in \mathbb{R}^{n} \tag{6.5}
\end{equation*}
$$

We are looking for a set of orthonormal basis vectors $u_{j} \in \mathbb{R}^{n}, j=1 \ldots N$ such that

$$
x_{i}=\sum_{j=1}^{N} \gamma_{j i} u_{j}, \quad i=1 \ldots N
$$

For more time samples $t=t_{1} \ldots t_{N}$ this is

$$
\underbrace{\left[\begin{array}{lll}
x_{1} & \cdots & x_{N}
\end{array}\right]}_{X}=\underbrace{\left[\begin{array}{lll}
u_{1} & \cdots & u_{n}
\end{array}\right]}_{U} \underbrace{\left[\begin{array}{ccc}
\gamma_{11} & \cdots & \gamma_{1 N} \\
\vdots & \ddots & \vdots \\
\gamma_{N 1} & \cdots & \gamma_{N N}
\end{array}\right]}_{\Gamma} \text { with } U^{T} U=\text { Id. }
$$

We truncate the elements to

$$
\hat{x}_{i}=\sum_{j=1}^{k} \gamma_{j i} u_{j}, \quad i=1 \ldots N
$$

so that the snapshots are reconstructed only by the first $k$ vectors $u_{j}$. Considering $\hat{X}=\left[\begin{array}{lll}\hat{x}_{1} & \cdots & \hat{x}_{N}\end{array}\right]$, what is an optimal basis $U$ such that the 2 -induced norm of the difference $\|X-\hat{X}\|_{2}$ is minimized?

This problem is exactly the one solved by Schmidt-Eckard-Young-Mirsky, Theorem 6.2.3. Consider the SVD of $X=U \Sigma V^{T}$. Then $\Gamma=\Sigma V^{T}$ and so we have found an orthonormal basis $U$ such that $X=U \Gamma$.

For a general dynamical system

$$
\begin{aligned}
& \dot{x}(t)=f(x(t), u(t)) \\
& y(t)=g(x(t), u(t))
\end{aligned}
$$

we can use a projection $T=V W^{T}$, where $W^{T} V=\operatorname{Id}_{k}$, to obtain a reduced order dynamical system of order $k$

$$
\begin{align*}
& \dot{\hat{x}}(t)=W^{T} f(V \hat{x}(t), u(t))  \tag{6.6}\\
& y(t)=g(V \hat{x}(t), u(t)) . \tag{6.7}
\end{align*}
$$

The trajectories of the reduced system $\hat{x}=W^{T} x$ evolve in a k-dimensional subspace. If $V=W$ the columns of $V$ form an orthonormal set and $T$ is orthogonal.

For a given system with given input trajectories $u(t)$ we build time-snapshots of a specific solution of the dynamical equations. Using the matrix of time-snapshots $X$, we obtain an optimal basis in the discussed way such that $X=U \Gamma$. For a dimension reduction of the system we may take only the first $k$ elements of this basis so that $U_{k}=\left[\begin{array}{lll}u_{1} & \cdots & u_{k}\end{array}\right]$ is used for the projection with

$$
\begin{equation*}
V=W=U_{k} \in \mathbb{R}^{n \times k} . \tag{6.8}
\end{equation*}
$$

$U_{k} \hat{x}=U_{k} U_{k}^{T} x$ is the projection of $x$ onto $\operatorname{span}\left\{u_{1}, \ldots, u_{k}\right\}$. The projection error is $\|\hat{x}-x\|_{2} \geq \sigma_{k+1}$ as described by Lemma 6.2.4. Typically, $k$ is chosen in a way such that the ratio of singular values

$$
r=\frac{\sum_{i=1}^{k} \sigma_{i}}{\sum_{i=1}^{n} \sigma_{i}}
$$

is of a given size (e.g., $r=99.9 \%$ ). $r$ is used to describe the relative size of the projection error.

Definition 6.3.1. For a dynamical system

$$
\dot{x}=f(x, u)
$$

we denote by proper orthogonal decomposition or POD the process

1. Generate a matrix of time-snapshots $t_{i} \in\left[t_{0}, t_{\text {end }}\right], i=1 \ldots n$ for some input $u$,

$$
X=\left[\begin{array}{lll}
x\left(t_{1}\right) & \cdots & x\left(t_{n}\right) \tag{6.9}
\end{array}\right] .
$$

2. Calculate an orthogonal projection basis $U_{k}$ for some chosen $k$

$$
X=U^{T} \Sigma V, \quad U=\left[\begin{array}{lll}
u_{1} & \cdots & u_{n}
\end{array}\right], \quad U_{k}=\left[\begin{array}{lll}
u_{1} & \cdots & u_{k} \tag{6.10}
\end{array}\right] .
$$

3. Construct the reduced system

$$
\begin{equation*}
\dot{\hat{x}}=U_{k}^{T} f\left(U_{k} \hat{x}, u\right) . \tag{6.11}
\end{equation*}
$$

We will decorate the reduced system with a hat and denote the projection basis of dimension $k$ by $U_{k}$, or $U$ if the dimension is obvious from the context.

Remark 6.3.2. The columns $u_{i}$ of $U_{k}$ are also called POD-modes.
Remark 6.3.3. The POD method is also known as Karhuen-Loève transformation or principal component analysis.

Beside this general approach, POD is used in many fields and has different varieties, for example, in parametric systems [HDO11], fluid dynamics [KV03], parabolic systems [KV01], inverse design [BTDW04], dynamic analysis [LLL+02] or missing point evaluation [AWWB08].

We are going to apply the POD method to structural dynamical problems. For examples of our applications have a look at Chapter 7 .

## Connection of POD and balanced truncation

Let us consider the linear system (6.1) with the input matrix $B \in \mathbb{R}^{n \times m}$. By solving the initial value problem $x(t)$ for $x(0) \equiv 0$ while the input $u(t)$ is only a Dirac impulse $\delta(t)$ in every space dimension $i$,

$$
u_{i}(t)=\delta(t) e_{i}, \quad i=1 \ldots m
$$

and $e_{i}$ the i-th unit vector, we get as solution

$$
x(t)=\left(\begin{array}{c}
x_{1}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right), \quad \quad x_{i}(t)=e^{A t} B_{i}, \quad \quad i=1 \ldots n .
$$

In this way, the reachability Gramian has the following connection to the exact solution

$$
P=\int_{0}^{\infty} e^{A t} B B^{T} e^{A t} d t=\int_{0}^{\infty} x(t) x(t)^{T} d t
$$

Transferring this observation to a discrete vector of time instances, we define the empirical reachability Gramian as follows.

Definition 6.3.4. Let $x(t)$ be the solution of a differential equation, then we define for a matrix of time-snapshots $X=\left[\begin{array}{lll}x\left(t_{1}\right) & \cdots & x\left(t_{N}\right)\end{array}\right], t_{1}<t_{2}<\ldots<t_{N}$, the empirical reachability Gramian

$$
P_{e}=\sum_{i=1}^{N} x\left(t_{i}\right) x\left(t_{i}\right)^{T}=X X^{T}, \quad \quad P_{e} \in \mathbb{R}^{N \times N}
$$

Now considering the POD method, we do a singular value decomposition of $X$ (Theorem 6.2.1) and thus a decomposition by the eigenvalues of $P_{e}$ is calculated. So the POD method can be interpreted as: Find a basis $U$ such that for the projection of $\hat{P}_{e}=U^{T} P_{e} U$ holds that

$$
\left\|P_{e}-\hat{P}_{e}\right\|_{2}
$$

is minimized with $k=\operatorname{rank} \hat{P}<\operatorname{rank} P_{e}$. So by POD we estimate the empirical reachability Gramian in dependence of some given input $u$.

Remark 6.3.5. In a statistical setup the empirical reachability Gramian can also be interpreted as the covariance matrix of the data as seen in the principal component analysis [Jol02].

The parallels to balanced truncation ends because of the missing link to the observability Gramian. Nevertheless, we may also define the empirical observability Gramian in terms of a measured output $y$ [LMG02]:

Definition 6.3.6. Let $y(t)=C x(t), C \in \mathbb{R}^{s \times n}$ be the measured output of a differential equation, then we define for a matrix of output time-snapshots

$$
Y=\left[\begin{array}{lll}
y\left(t_{1}\right) & \cdots & y\left(t_{N}\right)
\end{array}\right]
$$

for $t_{1}<t_{2}<\ldots<t_{N}$ the empirical observability Gramian as

$$
Q_{e}=Y^{T} Y, \quad Q_{e} \in \mathbb{R}^{N \times N}
$$

But by the POD method the observability is not considered, thus we have no knowledge about the output energy of the neglected information. This is in contrary to balanced truncation, where the observability can be utilized to obtain an error-estimate. In the following we won't consider an output map to $y$ for our systems.

## Error propagation

For an orthogonal projection $T \in \mathbb{R}^{n \times n}$ such that $T T=T$ and $T^{T}=T$ we want to compare (following [RP03]) the systems

$$
\begin{aligned}
& \dot{x}=f(x, t), \\
& \dot{\hat{x}}=T f(\hat{x}, t),
\end{aligned}
$$

by introducing the error function

$$
\begin{equation*}
e(t)=\hat{x}(t)-x(t) . \tag{6.12}
\end{equation*}
$$

Further we split $e(t)$ in an orthogonal part $e_{o}(t)$ such that $T e_{o}(t)=0$ and an inplane part $e_{i}(t)$, for which it holds that $T e_{i}=e_{i}$. Thus $e_{o}$ is the error orthogonal to the projection, while $e_{i}$ is the accumulated error inside the subspace. Differentiation of (6.12) yields

$$
\begin{aligned}
\dot{e}(t) & =\dot{e}_{i}(t)+\dot{e}_{o} \\
& =T f(\hat{x}, t)-f(x, t) .
\end{aligned}
$$

Multiplication by $T$ on both sides using $T^{2}=T$ and $T \dot{e}=\dot{e}_{i}$, we obtain an initial value problem for the in plane error

$$
\begin{aligned}
& \dot{e}_{i}(t)=T\left(f\left(e_{i}(t)+e_{o}(t)+x(t)\right)-f(x, t)\right), \\
& e_{i}(0)=0
\end{aligned}
$$

Locally we are looking at this in the linear case for an asymptotically stable system $\dot{x}=A x$. We have

$$
\dot{e}_{i}=T A e_{i}+T A e_{o}, \quad e_{i}(0)=0
$$

so as long as $e_{o}$ is small also $e_{i}$ will be small due to the stability of the system. While $e_{o}$ can be controlled by the relative projection error.

In general side effects of the nonlinear system while applying a projection method are possible, and they may amplify and grow with the projection error. For a general estimate Gronwall's lemma may be used.

Remark 6.3.7. Other works HV08 KV03 Her08] show how the projection error can be amplified by the integration scheme and thus produce several "special" POD integration methods, e.g., the POD-Backward Euler or POD-Newmark schemes. We step back form describing a POD-generalized- $\alpha$ method or POD-Rosenbrock methods. In our view, POD is only an exchange of the discretized system and is thus independent of the time-integration scheme used, as long the reduced system is stable.

## Systems of second order

For the reduction of mechanical systems it is necessary to consider systems of second order like

$$
\ddot{q}=f(q, \dot{q}) \quad \text { for } \quad q \in \mathbb{R}^{n}
$$

Because of the separated $q$ and $\dot{q}$ variables we now have multiple possibilities of applying the POD method to the system.

We can construct a projection basis by snapshots of $q$ such that the snapshot matrix is

$$
X_{q}=\left[\begin{array}{lll}
q\left(t_{1}\right) & \cdots & q\left(t_{N}\right)
\end{array}\right], \quad X_{q} \in \mathbb{R}^{n \times N}
$$

calculate the projection basis of $U$ from $X_{q}$ and apply the Galerkin projection like

$$
\begin{equation*}
\ddot{\tilde{q}}=U^{T} f(U \hat{q}, U \dot{\hat{q}}) \tag{6.13}
\end{equation*}
$$

But we could also use $x=\left(\begin{array}{ll}q & v\end{array}\right)^{T}$ and bring the system to its first order form

$$
\begin{equation*}
\dot{x}=\binom{v}{f(q, v)} . \tag{6.14}
\end{equation*}
$$

We can then apply the POD method to (6.14), use the snapshot matrix

$$
\begin{equation*}
X=\left[\binom{q\left(t_{1}\right)}{v\left(t_{1}\right)} \quad \cdots \quad\binom{q\left(t_{N}\right)}{v\left(t_{N}\right)}\right], \quad X \in \mathbb{R}^{2 n \times N} \tag{6.15}
\end{equation*}
$$

and calculate the projection basis $U_{x}$ from $X$. By separating

$$
U_{x}=\left[\begin{array}{c}
U_{q} \\
U_{v}
\end{array}\right], \quad \quad U_{q}, U_{v} \in \mathbb{R}^{n \times k}
$$

into a basis for $q$ and $v$ we end up at the projected system

$$
\begin{align*}
\dot{\hat{x}} & =U_{x}^{T}\binom{U_{q} \hat{x}}{f\left(U_{q} \hat{x}, U_{v} \hat{x}\right)}  \tag{6.16}\\
& =U_{q}^{T} U_{q} \hat{x}+U_{v}^{T} f\left(U_{q} \hat{x}, U_{v} \hat{x}\right)
\end{align*}, \quad x \approx U_{x} \hat{x}
$$

We see that in the reduced system (6.16) the previously separated position and velocity information is mixed up because of the projection, by this the invariant relation $\dot{q}=v$ can be destroyed.

Applying POD to the first order form has several consequences, the velocity components have got a larger absolute value and are thus preferred by the singular value decomposition of $X$. To circumvented this, we can calculate separate projection bases $U_{q} \in \mathbb{R}^{n \times k_{q}}$ and $U_{v} \in \mathbb{R}^{n \times k_{v}}$ by considering the snapshot matrices $X_{q}$ and $X_{v}=\left[\begin{array}{lll}v\left(t_{1}\right) & \cdots & v\left(t_{n}\right)\end{array}\right]$. Afterwards, we put $U_{q}$ and $U_{v}$ as uncorrelated components together into the orthogonal projection basis

$$
U_{x}=\left[\begin{array}{cc}
U_{q} & 0 \\
0 & U_{v}
\end{array}\right], \quad U_{x} \in \mathbb{R}^{2 n \times\left(k_{q}+k_{v}\right)}
$$

Remark 6.3.8. Position and velocity is not uncorrelated, since by a finite difference approximation we have that

$$
v(t)=\frac{q(t+h)-q(t)}{h}+O\left(h^{2}\right)
$$

and thus as linear combination already contained in the basis $U_{q}$. Neglecting a correlation where one exists, increases the size of the basis and thus the size of the projected system, but beside of this does no harm to the method as long the projection matrices stay orthogonal.

Numerical studies suggest that a direct handling of the second order system like in (6.13) gives better results then bringing the system to first order form. The corresponding simulations were discussed in the recent work of Joachim Krenciszek at the University of Kaiserslautern (to be published).

In our work we will consider the POD method always for the second order systems (6.13).

Definition 6.3.9. By POD for a second order dynamical system

$$
\ddot{q}=f(q, \dot{q}, u)
$$

we denote the process of

1. Generate a matrix of time-snapshots $t_{i} \in\left[t_{0}, t_{\text {end }}\right], i=1 \ldots n$ for some input $u$,

$$
X=\left[\begin{array}{lll}
q\left(t_{1}\right) & \cdots & q\left(t_{n}\right) \tag{6.17}
\end{array}\right] .
$$

2. Calculate an orthogonal projection basis $U_{k}$ for some chosen $k$

$$
X=U^{T} \Sigma V, \quad U=\left[\begin{array}{lll}
u_{1} & \cdots & u_{n}
\end{array}\right], \quad U_{k}=\left[\begin{array}{lll}
u_{1} & \cdots & u_{k} \tag{6.18}
\end{array}\right] .
$$

3. Construct the reduced system

$$
\begin{equation*}
\ddot{\tilde{q}}=U_{k}^{T} f\left(U_{k} \hat{q}, U_{k} \dot{\tilde{q}}, u\right) \tag{6.19}
\end{equation*}
$$

Remark 6.3.10. Sticking to the second order system, we have the additional advantage that the structure of the system remains in second order form which allows us to use the optimized integration methods, discussed in Chapter 5 also for the reduced systems equations.

## Singularly perturbed systems

For the singular singularly perturbed systems considered in Chapter 3 ,

$$
\begin{align*}
\ddot{q} & =f(q)-G^{T}(q) \lambda, & \epsilon^{2} \ll 1  \tag{6.20}\\
\epsilon^{2} \lambda & =g(q) &
\end{align*}
$$

we first want to look at an expansion of the solution

$$
q(t)=q_{0}(t)+\epsilon^{2} q_{1}(t)+O\left(\epsilon^{4}\right)
$$

as given by Theorem 3.1.10. In the snapshot matrix for $t_{i} \in\left[0, t_{\text {end }}\right], i=1 \ldots n$ we have

$$
X=\left[\begin{array}{lll}
q\left(t_{0}\right) & \cdots & q\left(t_{n}\right)
\end{array}\right]=\underbrace{\left[\begin{array}{lll}
q_{0}\left(t_{0}\right) & \cdots & q_{0}\left(t_{n}\right)
\end{array}\right]}_{X_{0}}+\epsilon^{2} \underbrace{\left[\begin{array}{lll}
q_{1}(t) & \cdots & q_{1}\left(t_{n}\right)
\end{array}\right]}_{X_{1}}
$$

such that also the snapshot matrix can be decomposed into a part coming from the solution to the $\epsilon=0$ system and a perturbation by $\epsilon^{2}$. Unfortunately a perturbation by $\epsilon$ can have a tremendous effect on the calculated basis, as seen in Theorem 6.2 .9 and Example 6.2 .10 . Thus it is not possible to conclude to the projection basis by considering the smooth system via $X_{0}$. This means, for snapshot generation the perturbed system has to be simulated. We have shown how this is effectively done in the case of a second order perturbed systems in Part I.

Our next concern is how to do a model reduction for system (6.20). The problem is separated into two sets of variables, namely those of $q$ and those of $\lambda$. For the application of POD we have again several choices:
(a) The naive approach is to treat $z=\left(\begin{array}{ll}q & \lambda\end{array}\right)^{T}$ as the whole system state and use it for a snapshot matrix like

$$
X=\left[\begin{array}{lll}
z\left(t_{1}\right) & \cdots & z\left(t_{N}\right)
\end{array}\right]
$$

The projection basis $U \in \mathbb{R}^{\left(n+n_{\lambda} \times k\right)}$ calculated from $X$ splits similarly to the second order case into

$$
U=\left[\begin{array}{c}
U_{k} \\
L_{k}
\end{array}\right], \quad U_{k} \in \mathbb{R}^{n \times k}, \quad L_{k} \in \mathbb{R}^{n_{\lambda} \times k}
$$

Trying to calculate the Galerkin projection, we have to bring the $\epsilon^{2} \lambda$-term to the right hand side of the equation and obtain

$$
\begin{aligned}
U_{k}^{T} U_{k} \ddot{\tilde{z}} & =U^{T}\binom{f\left(U_{k} \hat{z}\right)-G\left(U_{k} \hat{z}\right)^{T} L_{k} \hat{z}}{g\left(U_{k} \hat{z}\right)-\epsilon^{2} L_{k} \hat{z}} \\
& =U_{k}^{T} f\left(U_{k} \hat{z}\right)+U_{k}^{T} G\left(U_{k} \hat{z}\right)^{T} L_{k} \hat{z}+L_{k}^{T} g\left(U_{k} \hat{z}\right)-\epsilon^{2} L_{k}^{T} L_{k} \hat{z}
\end{aligned}, \quad \text { for } \quad \hat{z} \in \mathbb{R}^{k} .
$$

In general, all structure of the perturbed system is lost. Especially the constraint is mixed into the system, and the interpretation of $\lambda$ as a Lagrange multiplier is gone. We are not able to distinguish between $q$ and $\lambda$ quantities, so a change in $\lambda$ may affect also $q$, i.e.,

$$
U_{k} U^{T}\binom{q}{\lambda} \neq U_{k} U^{T}\binom{q}{0 \cdot \lambda} .
$$

This all brings an error into the two times differentiated $q$ components while the constraint is most likely to be unsatisfied. Also notice the non-identity mass matrix $U_{k}^{T} U_{k}$ appearing by the projection of

$$
\left[\begin{array}{ll}
U_{k}^{T} & L_{k}^{T}
\end{array}\right]\left[\begin{array}{cc}
\mathrm{Id}_{n} & 0  \tag{6.21}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
U_{k} \\
L_{k}
\end{array}\right]
$$

on the left hand side of the equation.
We think these properties disqualify the naive approach.
(b) Respecting the structure of the equations we want $\lambda$ to be retained such that we can assure that all constraints are acknowledged. We calculate the projection basis only through snapshots of $q$ using

$$
X_{q}=\left[\begin{array}{lll}
q\left(t_{1}\right) & \cdots & q\left(t_{N}\right) \tag{6.22}
\end{array}\right]
$$

to determine $U_{k} \in \mathbb{R}^{n \times k}$ and consider the reduced system

$$
\begin{align*}
\ddot{\tilde{q}} & =U_{k}^{T} f\left(U_{k} \hat{q}\right)-G^{T}\left(U_{k} \hat{q}\right) \lambda \\
\epsilon^{2} \lambda & =g\left(U_{k} \hat{q}\right) . \tag{6.23}
\end{align*}
$$

Observe that in this way all structure is retained but the dimension reduction suffers if many constraints $n_{\lambda} \gg 1$ have to be considered.
(c) We can use a separated basis for $q$ and $\lambda$. Consider $X_{q}$ and the snapshot matrices of $\lambda$,

$$
X_{\lambda}=\left[\begin{array}{lll}
\lambda\left(t_{1}\right) & \cdots & \lambda\left(t_{N}\right)
\end{array}\right],
$$

for a basis $U_{k} \in \mathbb{R}^{n \times k}$ of $q$ and a basis $L_{m} \in \mathbb{R}^{n_{\lambda} \times m}$ of size $m$ for $\lambda$. By a Galerkin projection we obtain

$$
\begin{aligned}
\ddot{\ddot{q}} & =U_{k}^{T} f\left(U_{k} \hat{q}\right)-G^{T}\left(U_{k} \hat{q}\right) L_{m} \hat{\lambda} \\
\epsilon^{2} \hat{\lambda} & =L_{m}^{T} g\left(U_{k} \hat{q}\right) .
\end{aligned}
$$

By this approach the projections for $q$ and $\lambda$ are obtained separately. One can interpret it as if we are doing a second Galerkin projection of system (6.23). The system is reduced to size $k+m$.

Remark 6.3.11. Finally we could handle the constraint by avoiding it through a transfer into the index 0 formulation (Remark 3.1.9)

$$
\dot{q}=f(q)-\frac{1}{\epsilon^{2}} G^{T}(q) g(q)
$$

which is then projected to

$$
\dot{\tilde{q}}=U_{k}^{T} f\left(U_{k} \hat{q}\right)-\frac{1}{\epsilon^{2}} U_{k}^{T} G^{T}\left(U_{k} \hat{q}\right) g\left(U_{k} \hat{q}\right),
$$

using again the snapshots of $q$ like in $X_{q}$. This approach is also equivalent to the index 0 formulation of (6.23). Nevertheless, in this thesis we are going to stick to the index 1 form.

A numerical test of the described approach (b) and (c) will be done in Chapter 7(see page 103).

### 6.4 POD in structural dynamics

The POD method in connection with structural dynamical systems was considered, for example, by [LKM03, KLM01, Wri08]. For the description of nonlinear structural dynamical systems we consider again the semi-discretized equations of Chapter 2, in a simplified notation, there we had

$$
\begin{equation*}
M \ddot{q}-f_{a}(q)=f_{c}(t), \quad q \in \mathbb{R}^{n} \tag{6.24}
\end{equation*}
$$

We apply the POD method to the second order systems (Definition 6.3.9) by considering snapshots of $q$ and a projection basis $U_{k} \in \mathbb{R}^{n \times k}$ of size $k$, we have the Galerkin projection of (6.24)

$$
\begin{equation*}
U_{k}^{T} M U_{k} \ddot{\tilde{q}}-U_{k}^{T} f_{a}\left(U_{k} \hat{q}\right)=U_{k}^{T} f_{c}(t) \tag{6.25}
\end{equation*}
$$

For the linearization of $f_{a}(q)$ around $q_{0}$, i.e., the stiffness matrix, evaluated at $q_{0}$, we have $\left.K_{q_{0}}=\frac{\partial f_{a}}{\partial q} \right\rvert\, q_{0}$, its projection is

$$
\hat{K}_{q_{0}}=U_{k}^{T} K_{q_{0}} U_{k}, \quad \hat{K}_{q_{0}} \in \mathbb{R}^{k \times k}
$$

Locally the reduced system is

$$
U_{k}^{T} M U_{q} \ddot{\hat{q}}-U_{k}^{T} f_{a}\left(U_{k} \hat{q}_{0}\right)-\hat{K}_{U_{k} \hat{q}_{0}}\left(\hat{q}-\hat{q}_{0}\right)=U_{k}^{T} f_{c}(t)
$$

simplified to the case $q_{0} \equiv 0, f_{a}\left(q_{0}\right) \equiv 0$, we have

$$
\begin{equation*}
U_{k}^{T} M U_{q} \ddot{\tilde{q}}-\hat{K}_{U_{k} \hat{q}_{0}}\left(\hat{q}-\hat{q}_{0}\right)=U_{k}^{T} f_{c}(t) \tag{6.26}
\end{equation*}
$$

## Boundary conditions

The boundary conditions of the reduced system are a crucial aspect. By boundary conditions we mean

- external forces $f_{c}(t)$,
- constraints which prescribe some state of $q$.

How are they considered in the reduced model, and how can they be retained accessible in the reduced model, as we may want to alter the external force interactively without doing a new projection?

Generally for boundary conditions, it holds that we have to assure that they are contained inside the projection subspace. For a force $f_{c}(t)$ and its projection $\hat{f}_{c}=$ $U_{k}^{T} f_{c}(t)$. The force may be projected to zero if $f_{c} \perp U_{k}$ as the basis is calculated without considering $f_{c}$. We have a look at two scenarios:

1. A force is only applied to a few discrete points $\ll n$, e.g., a single node or the six degrees of freedom of a rigid body.
2. Many points are subjected to an external load.

For case 1 we add these points explicitly into the basis by an identity. Let $U_{k}$ be the projection basis, and let without loss of generality the last node be subjected to a force. Then we will consider the projection

$$
\left[\begin{array}{cc}
U_{k}[1 \ldots(n-1), 1 \ldots(k)] & 0 \\
0 & 1
\end{array}\right] \in \mathbb{R}^{n \times k+1}
$$

with $U_{k}[1 \ldots(n-1), 1 \ldots(k)] \in \mathbb{R}^{n-1 \times k}$ being the sub-matrix of $U_{k}$ consisting of the rows $1 \ldots(n-1)$ and the columns $1 \ldots k$. In this way the selected components stay accessible in the reduced system and the external force can easily be altered.

For case 2, the overhead of adding all degrees of freedom separately into the basis might be to high. So an alternative approach is to take also snapshots of the force vectors

$$
X_{f}=\left[\begin{array}{lll}
f_{c}\left(t_{1}\right) & \cdots & f_{c}\left(t_{N}\right)
\end{array}\right] \in \mathbb{R}^{n \times N}
$$

and calculate a projection basis $U_{m}^{f}$ of size $m$ based on a singular value decomposition of $X_{f}$. To obtain an orthogonal projection basis, we build a combined matrix

$$
\check{U}=\left[\begin{array}{ll}
U_{k} & U_{m}^{f}
\end{array}\right] \in \mathbb{R}^{n \times(k+m)}
$$

with POD basis $U_{k}$ and orthogonalize the result by another singular value decomposition

$$
\check{U}=\left[\begin{array}{ll}
U_{i} & U_{r}
\end{array}\right]^{T}\left[\begin{array}{ll}
\Sigma & 0 \\
0 & 0
\end{array}\right] V, \quad \Sigma=\left[\begin{array}{lll}
\sigma_{1} & & \\
& \ddots & \\
& & \sigma_{i}
\end{array}\right]
$$

and get the projection basis $U_{i}, i \leq(k+m)$. Notice that $i \leq(k+m)$ because both bases may span the same subspace. The basis $U_{i}$ contains all basis vectors coming from the snapshots of $q$ and all basis vectors out of the forces $f_{c}$.

Remark 6.4.1. Although, because of the singular value decomposition, the basis is still ordered by some singular values, these can not anymore be interpreted in the sense of Theorem 6.2.3. Nevertheless both selected bases $U_{k}$ and $U_{m}^{f}$ can be interpreted correspondingly, and it is possible to project the calculated solution back into these. Let $\hat{q}(t): \mathbb{R} \rightarrow \mathbb{R}^{i}$ be the solution of the reduced system using the Galerkin projection $U_{i}$, then we can represent the solution in coordinates of $U_{k}$ by considering $U_{k}^{T} U_{i} \hat{q}(t)$ and in the coordinates of $U_{m}^{f}$ by $\left(U_{m}^{f}\right)^{T} U_{i} \hat{q}(t)$.

By this approach the force can only be altered as long as it stays inside the projected subspace.

Let us come to prescribed displacements and first consider the snapshot matrix $X$ of $q$ and a corresponding projection basis $U_{k}$. A node $q_{i}$ which is fixed in its position $q_{i}(t)=0$ for all $t$ gives rise to a zero row in $U_{k}$, thus the constraint will be automatically satisfied by the projection.

Remark 6.4.2. On the other hand, consider a subset of nodes which are constrained to follow the movement of a rigid body, because of a combination of displacements and rotations it may not be possible to describe the deformations by a linear combination of basis vectors, but since a rigid body consists only of six degrees of freedom we already know the relation between the nodes and the rigid body. In this case it may be advantageous to remove the constrained nodes from the basis generation and recover their position by the six degrees of freedom of the rigid body. In this way we saved degrees of freedom for the reduced model.

In general a prescribed displacement should also be handled as a constraint, we have

$$
\begin{align*}
M \ddot{q} & =f_{a}(q)+f_{c}(t)-G^{T} \lambda & \text { with } & G=g_{q} \\
0 & =g(q, t) & &
\end{align*}
$$

such that the same things said about $f_{c}$ are also true for the force coming through $G^{T} \lambda$, this should be considered in a similar way inside the basis $U_{k}$ to obtain the Galerkin projected system

$$
\begin{aligned}
& 0=\hat{M} \ddot{q}+U_{k}^{T} f_{a}\left(U_{k} \hat{q}, U_{k} \dot{\hat{q}}\right)+U_{k}^{T} f_{c}(t)-U_{k}^{T} G^{T} \lambda \\
& 0=g\left(U_{k}^{T} \hat{q}, t\right) .
\end{aligned}
$$

## How much can be saved by a projected system

To quantify how much the complexity is reduced by POD we compare the costs while solving the reduced system (6.25) and the full system (6.24). This depends surely on the integration method used to solve either one. For a rough estimate we try to compare the atomic operations of time-integration which are solutions of linear systems for implicit methods and matrix multiplications in explicit methods. So we want to compare one implicit time-step and one explicit time-step.

An implicit time-step consists mainly of a Newton step (compare Chapter 5.2)

$$
\begin{aligned}
S_{t} \Delta q & =f_{a}(q) \\
S_{t} & =\left[M \beta^{\prime}+K\right]
\end{aligned}
$$

In the full system case the stiffness matrix $K$ is evaluated element-wise which scales with the per element degrees of freedom and is then assembled to obtain the complete stiffness matrix $K_{q_{0}}$ evaluated at $q_{0}$, which scales with the total number of elements. We obtain $O(n)$ for the complete assembly step. The estimate of $f_{a}$ and $f_{c}$ is also obtained in $O(n)$. The linear solve step is hard to estimate, it depends roughly on the number of non-zero elements of the iteration matrix $S_{t}$.

For the reduced system we need also the full assembled stiffness matrix evaluated at $q_{0}$, which is the back-projection of the current state $\hat{q}_{0}$. Additionally we have to do the projection by post- and pre-multiplication of $U$ to obtain the reduced matrix of size $k \times k$. The terms $f_{a}$ and $f_{c}$ need also to be projected $\hat{f}_{a}=U^{T} f_{a}$ and $\hat{f}_{c}=U^{T} f_{c}$, these projections imply additional costs of

| step | full system | step | reduced system |
| ---: | ---: | ---: | ---: |
|  |  | back-projection to obtain $q_{0}$ | $O(n k)$ |
| assembly of $K_{q_{0}}$ | $O(n)$ | $\hat{K}_{\hat{q}_{0}}$ | $O(n)+O(n k)+O\left(n k^{2}\right)$ |
| $f_{a}, f_{c}$ | $O(n)$ | $\hat{f}_{a}, \hat{f}_{c}$ | $O(n)+O(n k)$ |
| sparse linear solve | $O(n n z(K))$ | linear solve | $O\left(k^{3}\right)$ |

Table 6.2: comparison of implicit Newton step

| step | full system | step | reduced system |
| ---: | ---: | ---: | ---: |
|  |  | back-projection to obtain $q_{0}$ | $O(n k)$ |
| $f_{a}, f_{c}$ | $O(n)$ | $\hat{f}_{a}, \hat{f}_{c}$ | $O(n)+O(n k)$ |

Table 6.3: comparison explicit methods

- three matrix vector multiplications $O(k n)$ to obtain $\hat{f}_{a}, \hat{f}_{c}$, and $q_{0}$,
- one sparse matrix-matrix multiplication $K_{q_{0}} U, O(n k)$,
- one matrix-matrix multiplication $U^{T}\left[K_{q_{0}} U\right], O\left(n k^{2}\right)$.

In the linear solve we have got the dense (not sparse), but smaller, matrix $\hat{K}_{\hat{q}_{0}}$ which takes $O\left(k^{3}\right)$ for a single solution. Albeit reduced, the smaller system still needs a strong connection to the full system, in every time-step we have to backproject and evaluate the equations in the full space. The only advantage comes in the solution of the linear system, but there is also some overhead from the projections, this means that we only gain an advantage if $k \ll n$ and maybe an additional advantage if the smaller system can be integrated using a larger timestep.

For an explicit time-step we consider the central difference scheme, as given by

$$
\begin{equation*}
\left(M+\frac{h}{2} D\right) q_{n+1}=h^{2}\left(f_{c}-f_{a}\left(q_{n}\right)\right)+\frac{h}{2} D q_{n+1}+M\left(2 q_{n}-2 q_{n-1}\right) \tag{6.27}
\end{equation*}
$$

The comparison in Table 6.3 reveals even poorer performance improvements. Since we do not solve a linear system, the reduced size manifests only in smaller matrix-matrix multiplications. A factorization of $M$ and $D$ may be reused in every step for constant matrices.

We find that the reduction of a nonlinear structural mechanical problem only through a Galerkin projection has the drawback that the computation time is reduced only by a small factor. A similar result was previously found in [LKM03].

### 6.5 Lookup methods

We saw that the computation has its bottleneck while back-projecting into the full system for evaluation of $\hat{f}_{c}, \hat{f}_{a}$, and $\hat{K}_{\hat{q}}$ while the costs for solving the equations is,
in comparison, eliminated in the reduced system. Following the idea of [Her08], we want to avoid back-projections into the full state-space by pre-computing those values in an offline step such that we can reuse the already once evaluated function calls in an optimal way.

The used lookup methods are nothing more than an interpolation method in a high dimensional setting. A general interpolation method for a given function

$$
\begin{aligned}
f: \mathbb{R}^{n} & \rightarrow \mathbb{R}^{n} \\
q & \mapsto f(q)
\end{aligned}
$$

using the well known Taylor rule in the point $q=q_{i}+\delta q$ is

$$
f(q)=f\left(q_{i}\right)+\left.\left(q-q_{i}\right) \frac{\partial f}{\partial q}\right|_{q_{i}}+\left.\frac{1}{2}\left(q-q_{i}\right)^{T} \frac{\partial^{2} f}{\partial^{2} q}\right|_{q_{i}}\left(q-q_{i}\right)+O\left(\delta q^{3}\right)
$$

This means, knowing the function value at some points $q_{i}$ and its first and second derivative allows to estimate points $q$ close to $q_{i}$ with an error of the order of $\left\|q-q_{i}\right\|^{3}$, and knowing only its first derivative gives an estimate of order $\left\|q-q_{i}\right\|^{2}$. These are the defining properties of Lookup 1 and Lookup 2.
Definition 6.5.1 (Lookup 1). Given a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, a set of evaluation points $q_{i} \in \mathbb{R}^{n}, i=1 \ldots l$, corresponding function values $f\left(q_{i}\right) \in \mathbb{R}^{m}, i=1 \ldots l$ and the derivatives $K_{q_{i}}=\left.\frac{\partial f}{\partial q}\right|_{q_{i}}, i=1 \ldots l$, then Lookup 1 is the estimate $\tilde{f}$ to $f$ constructed via

$$
\begin{aligned}
\tilde{f}(q) & =f\left(q_{s}\right)+K_{q_{s}}\left(q-q_{s}\right), \\
s & =\operatorname{argmin}_{i=1 \ldots l}\left\|q_{i}-q\right\|_{2},
\end{aligned}
$$

its linearization is

$$
\frac{\partial \tilde{f}}{\partial q}=\left.\tilde{K}\right|_{q}=K_{q_{s}}
$$

Definition 6.5.2 (Lookup 2). Using the same notation as in Lookup 1 plus the second derivative information $\left.H\right|_{q_{i}}$ in all known points $q_{i}$ gives the estimate

$$
\begin{aligned}
\tilde{f}(q) & =f\left(q_{s}\right)+K_{q_{s}}\left(q-q_{s}\right)+\left.\frac{1}{2}\left(q-q_{s}\right)^{T} H\right|_{q_{s}}\left(q-q_{s}\right), \\
s & =\operatorname{argmin}_{i=1 \ldots l}\left\|q_{i}-q\right\|_{2}
\end{aligned}
$$

called Lookup 2. For its linearization holds

$$
\frac{\partial \tilde{f}}{\partial q}=\left.\tilde{K}\right|_{q}=K_{q_{s}}+\left.\left(q-q_{s}\right)^{T} H\right|_{q_{s}}
$$

Remark 6.5.3. Higher derivative information is often not easy to obtain. The $\left.H\right|_{q_{i}}$ information in direction of some point $q_{i+1}$ may be approximated through a finite difference using $\left.K\right|_{q_{i}}$ and $\left.K\right|_{q_{i+1}}$

$$
\left.\left.K\right|_{q_{i+1}} \approx K\right|_{q_{i}}+\left.\left(q_{i+1}-q_{i}\right)^{T} H\right|_{q_{i}}
$$

An alternative approach, instead of using higher derivative information, is to utilize more of the known points $q_{i}$ in the estimation of $f(q)$.

Definition 6.5.4 (TPWL [Rew03]). We borrow the notation of Definition 6.5.1 An estimation to $f$ via the s-point trajectory piecewise-linear approximation (TPWL) is

$$
\begin{equation*}
\tilde{f}(q)=\sum_{i=1}^{s} \omega_{i}(q)\left(f\left(q_{i}\right)+\left.K\right|_{q_{i}}\left(q-q_{i}\right)\right) \tag{6.28}
\end{equation*}
$$

with linearization

$$
\tilde{K}\left|q=\sum_{i=1}^{s} \dot{\omega}_{i}(q) K\right|_{q_{i}}
$$

The weights $\omega_{i}(q)$ are normalized such that $\sum_{i=0}^{s-1} \omega_{i}(q)=1$ and the representation of the $q_{i}$ is sorted such that it fulfills

$$
\begin{equation*}
\left\|q_{0}-q\right\|_{2} \leq\left\|q_{1}-q\right\|_{2} \leq \ldots \leq\left\|q_{l}-q\right\|_{2} \tag{6.29}
\end{equation*}
$$

Remark 6.5.5. If higher derivative information is available it can also be included into TPWL, as for Lookup 2.

Remark 6.5.6. Weights $\omega_{i}$, for example, can be computed dependent on the distance using an exponential kernel. For the current evaluation point $q$ let $d_{i}$ be the distance $d_{i}=\left\|q-q_{i}\right\|_{2}$ while the $q_{i}$ are ordered like 6.29 Then we can compute

$$
\tilde{\omega}_{i}=e^{\left(-\beta \frac{d_{i}}{d_{1}}\right)}, \quad \beta \in \mathbb{R}
$$

and normalize afterwards to obtain

$$
w_{i}=\frac{\tilde{w}_{i}}{\sum_{i=1}^{s} \tilde{w}_{i}} .
$$

The error $\|f(q)-\tilde{f}(q)\|_{2}$ of both techniques, for a general function $f$, is only small in a region where the distance between evaluation point $q$ and lookup point $q_{i}$ is small. The choice of $q_{i}$, or the relation between those points at which $f$ has to be evaluated and the $q_{i}$, is crucial for the success of a lookup method.
Example 6.5.7. For the sake of easy visualization we choose small dimensions. The lookup methods are intended for higher dimensions where polynomial or spline interpolation is more complicated than in two dimensions.

We are going to show the described lookup methods applied to

$$
\begin{aligned}
f: \mathbb{R}^{2} & \rightarrow \mathbb{R} \\
\binom{x}{y} & \mapsto \sin (x) \cos (y) .
\end{aligned}
$$

with 35 given interpolation points $\binom{x_{i}}{y_{i}}$ given at a straight line starting from $y_{i}=10$ and equally space up to $x_{34}=9.9$,

$$
x_{i}=0+(i-1) \cdot 0.3 \quad \text { for } \quad i=1 \ldots 34
$$

plus one additional point at $\binom{18}{6}$. These are points drawn from a hypothetical trajectory. We use the lookup methods to evaluate all missing points in a $20 \times 20$


Figure 6.3: Ground truth of Example 6.5.7
square. In the result of Lookup 1 (Figure 6.4), as expected, we see that the method could only recover the local behavior of the function, while Lookup 2 (Figure 6.5) is able to recover a little bit more. The result of both methods suffers from being not differentiable. This is due to the norm we use to determine the closest point which is not differentiable.

For TPWL we can circumvent the problem of differentiability by using all points for the interpolation as seen in Figure 6.6. Using more than one point, for example, five (Figure 6.7), helps already to obtain a locally smoother result than Lookup 1 and Lookup 2 could generate.

Choosing the weights for TPWL as described in 6.5.6, a smaller value $\beta$ leads to slower decay of $e^{-\beta d}$, which leads to a wider area of influence, whereas a bigger value of $\beta$ leads to a locally smaller influence.

In combination with the reduced basis representation, the lookup methods may be directly used for the reduced system. This is beneficial through the much smaller state-space which needs to be approximated.

In general, the lookup method can be employed for reduced or full system. One can easily see that the application of Lookup 1 and the Galerkin projection commute:

Lemma 6.5.8. Let

$$
\begin{align*}
\hat{\tilde{f}} & =U_{k}^{T} f\left(U_{k} q_{s}\right)+U_{k}^{T} K_{q_{s}} U_{k}\left(q-q_{s}\right),  \tag{6.30}\\
s & =\operatorname{argmin}_{i=1 \ldots l}\left\|U_{k} q_{i}-U_{k} q\right\|_{2}, \tag{6.31}
\end{align*}
$$

be the Galerkin projection using $U_{k}$ applied to Lookup 1 and

$$
\begin{align*}
\tilde{f} & =\hat{f}\left(\hat{q}_{s}\right)+\hat{K}_{q_{s}}\left(U_{k} q-\hat{q}_{s}\right),  \tag{6.32}\\
s & =\operatorname{argmin}_{i=1 \ldots l}\left\|\hat{q}_{i}-U_{k} q\right\|_{2}, \tag{6.33}
\end{align*}
$$

be Lookup 1 applied after the Galerkin projection. Then it holds that

$$
\tilde{\hat{f}}=\hat{\tilde{f}}
$$



Figure 6.4: Result obtained by Lookup 1


Figure 6.5: Result obtained by Lookup 2


Figure 6.6: Result of the TPWL method using all available points


Figure 6.7: Result of the 5 point TPWL method

Remark 6.5.9. It can be checked that the lemma holds also for Lookup 2 and TPWL.
Although $\tilde{\tilde{f}}=\hat{\tilde{f}}$ holds, their computational and memory costs differ. $\tilde{\tilde{f}}$ has only the memory consumption of $k \cdot l$ for $l$ times $\hat{f}\left(\hat{q}_{s}\right)$ plus $k \cdot l$ for $l$ times $\hat{q}_{s}$ plus $l \cdot k^{2}$ for $\hat{K}_{q_{s}}$. All projections can be done in a "data collecting phase" of the method, even $U_{k} q$ needs not be computed, as it already is available as state of the reduced system.

The computational complexity using either lookup method, splits up into an offline and an online part. The offline computation consists for $l$ points of calculating $f\left(q_{i}\right), i=1 \ldots l$, for some given $q_{i}$. This is still the same amount of work as seen in the last section, but during the simulation of the reduced model, only the online part accounts to the run-time of the method, which is much less. For Lookup 1 and Lookup 2 we have to do $l$ comparisons $\left\|q-q_{l}\right\|$ to find the closest point denoted by $q_{s}$. After this only a matrix vector multiplication by $K$ remains, which is for the projected matrices of order $O\left(k^{3}\right)$. We saved all projections and the evaluations in the full space of dimension $n \gg k$. Beside the consistent dimension reduction the method allows a reuse of previous function evaluations.

Remark 6.5.10. The presented lookup methods are kind of a brute force approach. In an application it may be advisable not to tackle the full system equations by one lookup method, but rather split the problem into independent parts and apply a lookup method to each of these, or even combine the lookup method with some analytic knowledge of the function to be approximated.

## DEIM

In difference to a lookup method, another recently discussed approach to efficiently overcome the difficulty of back-projecting into the full-state space is the discrete empirical interpolation method (DEIM) [CS10]. To approximate a nonlinear function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ the idea is to project this function, as for POD, onto a space that is spanned by a much smaller basis $m \ll n$, and captures the nonlinearity. Let

$$
\left\{v_{1}, \ldots, v_{m}\right\} \subset \mathbb{R}^{n}
$$

be such a basis. Then

$$
f(t) \approx V c(t)
$$

where $V=\left[\begin{array}{lll}v_{1} & \cdots & v_{m}\end{array}\right] \in \mathbb{R}^{n \times m}$ and $c(t)$ is the corresponding coefficient vector.
To determine $c(t)$ we select $m$ rows of the system $f(t)=V c(t)$. Consider

$$
P=\left[\begin{array}{lll}
e_{p_{1}} & \cdots & e_{p_{m}}
\end{array}\right]
$$

where $e_{p_{n}}$ is the $p_{n}$-th unit vector. If $P^{T} V$ is non singular we determine $c(t)$ by

$$
\begin{equation*}
P^{T} f(t)=P^{T} V c(t) \tag{6.34}
\end{equation*}
$$

So that $f$ is only evaluated at the indices $p_{i}$. The interpolation of $f(t)$ is then

$$
\begin{equation*}
f(t) \approx V\left(P^{T} V\right)^{-1} P^{T} f(t) \tag{6.35}
\end{equation*}
$$

We have two choices left:

1. The projection basis $\left[\begin{array}{lll}v_{1} & \ldots & v_{m}\end{array}\right]$.
2. The interpolation indices $\left[\begin{array}{lll}p_{1} & \cdots & p_{m}\end{array}\right]$.

We select the interpolation indices by applying the inductive Algorithm 3. The idea is to add an interpolation point at the index $p_{i}$ which has the maximal error in the basis considered up to component $i$. We iterate by considering more basis components and adding one point for each basis vector.

```
Algorithm 3 DEIM
    \(p_{1}=\) index_of_maximum \(\left(\left|v_{1}\right|\right)\)
    \(V=\left[v_{1}\right], \bar{P}=\left[e_{p_{1}}\right], p=\left[p_{1}\right]\)
    for \(i=2\) to \(m\) do
        Solve \(c=\left(P^{T} V\right)^{-1} P^{T} v_{i}\)
        residuum \(=v_{i}-V c\)
        \(p_{i}=\) index_of_maximum \((\mid\) residuum \(\mid)\)
        \(V=\left[V, v_{1}\right], \bar{P}=\left[P, e_{p_{1}}\right], p=\left[p, p_{1}\right]\)
    end for
```

Lemma 6.5.11. CS10] Let $f \in \mathbb{R}^{n},\left\{v_{1}, \ldots, v_{m} \mid v_{i} \in \mathbb{R}^{n}\right\}$ be a set of orthonormal vectors and

$$
\tilde{f}=V\left(P^{T} V\right)^{-1} P f
$$

with $V=\left[\begin{array}{lll}v_{1} & \cdots & v_{m}\end{array}\right]$ and $P=\left[\begin{array}{lll}e_{p_{1}} & \cdots & e_{p_{m}}\end{array}\right]$. An error bound for $\tilde{f}$ is given by

$$
\|f-\tilde{f}\|_{2} \leq C \mathscr{E}_{*}(f)
$$

where

$$
C=\left\|\left(P^{T} V\right)^{-1}\right\|_{2}, \quad \quad \mathscr{E}_{*}(f)=\left\|\left(\operatorname{Id}-V V^{T}\right) f\right\|_{2}
$$

Lemma 6.5.12. CS10] By using Algorithm 3 for the selection of the projection $P$ in Lemma 6.5.11 the approximation of $f$ is the best 2-norm approximation from the space $\operatorname{Im}(V)$. Furthermore we get a bound on $C$ by

$$
C \leq \frac{(1+\sqrt{2 n})^{m-1}}{\left|e_{p_{1}}^{T} u_{1}\right|}=(1+\sqrt{2 n})^{m-1}\left\|u_{1}\right\|_{\infty}^{-1}
$$

Remark 6.5.13. The main saving in computation time of this method is due to the projection $P^{T} f$ in (6.35). This selection of $m$ rows out of the $n$ components of $f$ allows to reduce the evaluation to these indices (the value at the others is approximated by the used method) such that if the components of $f$ can be computed independently we save much of the computation time. However, the more components of $f$ are needed to evaluate one selected index of the function the more we will recover the original evaluation time.

For model reduction we apply the method to the system

$$
\dot{x}=f(x)
$$

and obtain the reduced system using the POD projection basis $U_{k}$

$$
\begin{aligned}
\dot{\hat{x}} & =U_{k}^{T} \tilde{f}\left(U_{k} \hat{x}\right) \\
\Leftrightarrow \quad \dot{\hat{x}} & =U_{k}^{T} V\left(P^{T} V\right)^{-1} P^{T} f\left(U_{k} \hat{x}\right) .
\end{aligned}
$$

The matrix $U_{k}^{T} V\left(P^{T} V\right)^{-1}$ may be pre-computed.
Remark 6.5.14. For bringing DEIM to the application in structural mechanics we struggle on how to evaluate only some selected components since, by the mesh, everything seems to be connected.

## Simulation Examples

After getting the POD and lookup methods in the last chapter, we will show a few examples of the methods applied to structural dynamical problems.

### 7.1 Training

As of now we have not talked about what to do in the case of a variable input $u$, which $u$ shall be used for the training of the time-snapshots matrix

$$
X=\left[\begin{array}{lll}
x\left(t_{1}, u\left(t_{1}\right)\right) & \cdots & x\left(t_{n}, u\left(t_{n}\right)\right) \tag{7.1}
\end{array}\right] .
$$

This is a crucial aspect, as the POD reduced system will only be valid if the system's dynamics are captured in the projected subspace as seen at the end of Section 6.3 .

Since a projection basis $U_{k}$ (6.18) depends only on the observed time-snapshots (7.1) for a different input signal $\tilde{u}$, we expect the reduced model to be valid only if the states of the solution trajectory $\phi(x, \tilde{u}, t)$ can be expressed by the projection basis without loosing much of their information. So the projection basis clearly is not independent of the system's inputs while snapshot generation. Let's assume we know an input signal $u_{d}(t)$ to our system, in advance of the simulation (for $t \in\left[0, t_{\text {end }}\right]$ ). Is there a way of obtaining $X$ (7.1) for $u_{d}$ ? Obviously yes, since $X$ can be computed via a full-system simulation. Taking this $X$ as usual to calculate the POD basis leads to an appropriate projection basis $U_{k}$. However, this procedure is very expensive for large time-periods.

Remark 7.1.1. The input signal $u_{d}$ is obtained by following a hierarchical approach. Remember that in our motivation the reduced structural mechanical model is only a part of a bigger system. A structural mechanical sub-system can be approximated by a linearization (or in other terms by springs and dampers). Simulating the larger system using this approximated sub-system gives some input signal $u_{d}$, which can be used to train a reduced model. Following this way the reduced system is another approximation to the full sub-system and the procedure may be repeated.

Definition 7.1.2 (Input dependent projection-basis). For a differential equation $\dot{x}=f(x, u)$ with given initial values, we denote by $\Xi(u)_{k}$ the POD projection basis of size $k$ generated using $X=\left[\begin{array}{llll}x(0, u(0)) & \cdots & x\left(t_{n}, u\left(t_{n}\right)\right)\end{array}\right]$ for sufficiently many equally spaced time-steps $t_{1} \ldots t_{n}, t_{1}=0$.

The challenge is to synthesize an input $u_{T}(t)$ for $t \in\left[0, t_{T}\right]$ with $t_{T} \ll t_{\text {end }}$ such that $\Xi_{k}\left(u_{T}\right)=\Xi_{k}\left(u_{d}\right)$. Denote by $T_{k}$ the set of all input-signals $u$ which give rise to the same projection basis

$$
T_{k}=\left\{u \mid \Xi_{k}(u)=\Xi_{k}\left(u_{d}\right)\right\} .
$$

Then we are searching for those $u(t) \in T_{k}$ having minimal "end-time" $t_{T}$.

Remark 7.1.3. The requirements to $u$ may be relaxed by considering that the snapshotmatrix $X$ may be composed of different inputs $u_{i}, i=1 \ldots n$

$$
\begin{aligned}
X & =\bigcup_{i=1}^{n} X_{i} \\
X_{i} & =\left[\begin{array}{lll}
x\left(0, u_{i}(0)\right) & \cdots & x\left(t_{n_{i}}, u_{i}\left(t_{n_{i}}\right)\right)
\end{array}\right]
\end{aligned}
$$

Synthesizing $u_{T}$ seems to be very difficult and leads through an inverse problem. Consider the singular value decomposition of $\Xi_{k}$

$$
\Xi_{k}=\left[\begin{array}{ll}
\Xi_{k} & \zeta
\end{array}\right]^{T}\left[\begin{array}{c}
\operatorname{Id}_{k} \\
0
\end{array}\right] \operatorname{Id}_{k} \quad \text { with } \quad \zeta \perp \Xi_{k}
$$

We see that an optimal input $u_{T}$ could be the input for which the time-snapshot matrix is already equal to the projection basis, so we are searching the inverse input to the POD modes which are unknown up to this point. This seems to be very difficult.

Remark 7.1.4. Another brief idea could be formulated in the spirit of balanced truncation. We have to remove those inputs or time-intervals from $u_{d}$ which don't generate much energy in the output and retain those which give rise to large singular values.

These approaches and others to obtain optimal input signals for snapshot generation is out of the scope of this thesis. In structural mechanics we will in the following give an example for which it was possible to use a reduced model for a longer time period than the corresponding training. A similar observation was made in [Her08].

For the selection of this training input we rely on some heuristics and model properties, in this way we selected a seemingly characteristic excitation and used it for the training.

Remark 7.1.5. Even if we don't know how to choose a training, we can use the knowledge on how sensitive our projection basis is to the training by looking into the classic theorems on the singular value decomposition, for example, the Theorem of Wedin 6.2.9 and the Theorem of Mirsky 6.2.7.

### 7.2 Example: 2D bushing

As our first example of POD we modeled a 2D rubber part under the assumptions of plane strain. The part we are going to simulate (Figure 7.1) consists of three rings where the outer rings shall be steel rings while the inner part represents a compressible rubber-like material. The material of the smaller and outer rings (coloured in red) are modeled as nearly rigid by a linear elastic isotropic material with a Young's modulus of 200.0 [GPa] and Poisson ratio of 0.33 . In the central ring (coloured gray) we use a compressible hyperelastic material model with bulk modulus $\kappa=30$ [MPa]. The isochore energy strain function is chosen as the relation of Mooney-Rivlin (Example 2.2.5), where we used the parameters $c_{10}=0.4[\mathrm{MPa}]$ and $c_{01}=0.1[M P a]$. The density of the hyperelastic part is $1.1 \cdot 10^{-9}\left[\frac{t}{\mathrm{~mm}^{3}}\right]$ while both other rings have got $7.85 \cdot 10^{-9}\left[\frac{t}{\mathrm{~mm}^{3}}\right]$. The radius of the inner ring is 10 [ mm ] while the outer ring is of radius $25[\mathrm{~mm}]$.


Figure 7.1: 2D rubber part and mesh

The boundary conditions of the simulation are a fixed position of the outer ring while the inner ring is displaced (as a whole) in horizontal and vertical direction. The structure is discretized using linear finite elements. The mesh, represented in Figure 7.1, is composed of 496 elements and carries 1248 degrees of freedom.

For a demonstration of the POD method we follow the steps of Definition 6.3.1 and generate the matrix of time-snapshots using a displacement via

$$
u(t)=\left[\begin{array}{c}
A_{1} \sin \left(2 \pi f_{1} t\right)  \tag{7.2}\\
A_{2} \cos \left(2 \pi f_{2} t\right)\left(1-\frac{1}{(1+t)^{6}}\right)
\end{array}\right] \quad \text { with } \quad t \in[0,1]
$$

$A_{1}=, A_{2}=9[\mathrm{~mm}], f_{1}=f_{2}=3[\mathrm{~Hz}]$, of the inner ring.
The calculation is first performed for the full-system. We utilize the full simulation to construct the snapshot matrix

$$
X=\left[\begin{array}{lll}
q\left(t_{1}, u\left(t_{1}\right)\right) & \cdots & q\left(t_{N}, u\left(t_{N}\right)\right)
\end{array}\right]
$$

and the reduction basis $U_{k}$. Additionally we use the solution $q(t)$ as a reference solution to compare the simulation results of full a reduced models. In the Figures 7.2 and 7.3 we show some of the basis vectors (POD modes) selected through the training, i.e., columns of $U_{k}$.

Doing a simulation of the projected system and comparing it to the full simulations, we plot the relative difference in Figure 7.4. We see that it decreases with the number of used basis vectors. For $k=200$ we observe a relative error of $\leq 0.1 \%$ in position and velocity components. The system represented in the reduced coordinates $\hat{q}$ is depicted in Figure 7.5. We see the contribution of the different basis components (also corresponding to the bases, partly seen in Figure 7.2 and Figure 7.3). Notice how the absolute value of contribution decreases while the index of the bases increases. This is due to the minimal rank property of the singular value decomposition (Theorem 6.2.3). Also observe that the first and second POD mode are the only needed to describe the movement of the inner ring.

For a qualitative comparison between the different projections we plotted (Figure 7.6) the trajectory of one selected degree of freedom inside the bushing using different basis sizes within the POD method.


Figure 7.2: POD basis vectors numbered by corresponding singular value


Figure 7.3: continued: POD basis vectors


Figure 7.4: Relative Error of the POD method with respect to the used basis size and decay of singular values


Figure 7.5: Solution of 2D bushing example represented in reduced coordinates


Figure 7.6: Qualitative comparison of different POD approximations in the 2D bushing example

## Example mixed formulation

For a reduction of the mixed singularly singular perturbed system as discussed in Part $\square$ we proceed like described in the subsection on POD for perturbed systems on page 84 .

The example is computed for the same geometry and material parameters used at the begin of this section (Figure 7.1), but we use a mixed formulation to handle deformation $q$ and pressure $p$ separately as described in Section 2. The choice of finite elements has to be adapted to attain a well-defined system as discussed in Section 3.2. So to fulfill the inf-sup condition we choose a second order approximation of displacement quantities $q$ and a linear one for the pressure $p$. By this the number of degrees of freedoms increases from 1248 to 3264 while the number of elements is retained at 496.

For obtaining a perturbed system we increase the bulk-modulus to

$$
\kappa=3 \cdot 10^{5}[M P a]
$$

(which also is a typical, physically observed value for rubber materials [Tab94]), and get a Poisson ratio of $v=0.499998$.

The excitation used in the example is again a displacement of the inner ring by

$$
u(t)=9\left(\frac{1}{1+e^{-10 t+8}}-\frac{1}{1+e^{8}}\right) \sin (2 \pi f t)[m m] .
$$

in up-down direction while the outer ring is fixed. The calculated reference solution for all nodes in $q$ and $p$ is plotted in Figure 7.7.

We consider approach (b) and (c) as discussed on page 84. For the projection basis $U_{k}$ snapshots of the exact solution $q$ are used. In the following $k$, the size of the basis, will be fixed to 100 .


Figure 7.7: Referenced solution of Displacement and pressure of all components over time


Figure 7.8: Relative error using different size of bases in pressure while fixing the basis to 100 elements in displacement quantities

For approach (b) all $288 p$ variables are retained, and a simulation of the reduced model is done using the same input trajectory $u(t)$, used in the full simulation. In rightmost point of Figure 7.8 we see the obtained relative error in comparison to the reference simulation.

Introducing a second POD basis using snapshots of $p$

$$
X_{\lambda}=\left[\begin{array}{lll}
p\left(t_{1}, u\left(t_{1}\right)\right) & \cdots & p\left(t_{N}, u\left(t_{N}\right)\right)
\end{array}\right]
$$

we construct a separate projection basis $L_{m}$ for the pressure components following approach (c). The relative error of the reduced model for different projection sizes $m$ is plotted in Figure 7.8 . We are astonished to see a decreasing error for decreasing size of $m$. Since less information is used the error shall increase.

Remark 7.2.1. In our test implementation the computation time was not dominated by the solution of the nonlinear system, hence we used no lookup method and had a communication overhead while coupling multiple simulation tools. Thus our savings were as estimated in Section 6.4 small. In the next section we see an example with significant savings due to the lookup method.

### 7.3 Example: Detailed 3D bushing

For a the next example we want to come to the model of a real rubber-made bushing (Figures 7.9, 7.10).


Figure 7.9: Real bushing and its finite element model

The corresponding finite element model as provided by Vibracoustic GmbH\&Co KG consists of $\approx 30,000$ elements yielding $\approx 100.000$ degrees of freedom. As material model we used again a description by Mooney-Rivlin (Example 2.2.5).

## Full system simulation

For discretization and full system simulations we relied on a commercial finite element package, in this way we could include the inner contact areas and the rigid body constraints for inner and outer elements into the simulation. From an input to output view, the model consists of one force transmission point connected to the inner surface, and one force transmission point connected to the outer surface. Thus the model inputs and outputs are, respectively, only the 6 degrees of freedom (displacements in all 3 directions and rotations around 3 axis) of the two connecting rigid bodies. We choose the classical formulation (not the mixed form) while decreasing the bulk modulus reasonably and consider standard linear finite elements.

For the simulation, forces and moments are prescribed at the inner rigid body


Figure 7.10: Side view of horizontal and vertical cut through the middle plane of finite element model.


Figure 7.11: Selected training excitation
while the position of the outer one is fixed in all degrees of freedom. The simulationresults are thus the generalized deformations of the middle reference point.

To obtain also a realistic excitation we took a multibody simulation in which the bushing of choice was modeled using only some characteristic curves of the part. We will bring a part of these excitation to the finite element model and will use them for the training of the reduced model. The used force and moment trajectories can be seen in Figure 7.11.

All results of the full model are calculated by a commercial software, using an explicit variant of Newmarks method and step-size $h=10^{-6}[s]$. Explicit integration was a necessary choice in our simulation tool because of the huge number of freedoms, also the explicit integrator forced us to select the compressible material model. Unluckily we couldn't interface the tool for implementing the presented integration methods of Chapter 5

The simulation time of the example is only 1 second. In Figure 7.12 one can see the displacements corresponding to the inputs of Figure 7.11. We see how large the deformations inside the part are and how different states of contact are realized.

## Reduced system simulation

Consider the discretized system to be of the form

$$
\begin{equation*}
M \ddot{q}=f(q)+f_{\text {ext }}(t) . \tag{7.3}
\end{equation*}
$$

The described full-simulation is used to obtain the following data at a number of time-steps $t_{i}, i=1 \ldots n$ :

- time-snapshots of deformation states $q_{i}=q\left(t_{i}\right)$,
- inner-force vector $f_{i}=f\left(q_{i}\right)$,
- linearization at different time-steps

$$
\begin{equation*}
K_{i}=\left.\frac{\partial f(q)}{\partial q}\right|_{q_{i}} \tag{7.4}
\end{equation*}
$$

Remark 7.3.1. In our example the matrices (7.4) have roughly $3 \cdot 10^{6}$ nonzero elements, obtaining them from a commercial tool for projection is rather technical but unluckily not trivial, since they are usually only created and needed while solving the system and are additionally not directly available for export. We had to save intermediate steps while solving the full dynamics and do a re-initialization using the saved states to start the matrix extractions.


Figure 7.12: Snapshots of unscaled displacements of full simulation using the excitation seen in Figure 7.11 at time-steps (from top left to bottom right) $t=$ [0.39, 0.43, 0.47, 0.55, 0.57, 0.72, 0.77, 0.89]


Figure 7.13: First four POD-modes calculated via the full displacement snapshots, note that modes do not automatically obey the constraint

In our example we used the data of 300 equidistantly distributed time-steps in the one second simulation interval. The time-snapshots

$$
X=\left[\begin{array}{lll}
q_{1} & \cdots & q_{300}
\end{array}\right]
$$

are used to calculate projection basis $U_{k}$, the first four POD-modes can be seen in Figure 7.13. The force is only applied to one rigid body node, consisting of 6 degrees of freedom. We added this node and the rigid body output node as described in Chapter 6.4 (page 84) by an identity into the projection basis.

The collected inner-force vector $f_{i}$, at $q_{i}$ and linearization $K_{i}$ also at $q_{i}$ for $i=1 \ldots 300$ are projected to

$$
\begin{equation*}
\tilde{f}_{i}=U_{k} f_{i}, \quad \tilde{q}_{i}=U_{k} q_{i}, \quad \tilde{K}_{i}=U_{k} K_{i} U_{k}^{T} \tag{7.5}
\end{equation*}
$$

and used to construct a lookup table for the TPWL approximation (Definition 6.5.4)

$$
\begin{align*}
& \hat{f}(\tilde{q})=\sum_{l=1}^{s} \omega_{l}(\tilde{q})\left(\tilde{f}_{l}+K_{l}\left(\tilde{q}-\tilde{q}_{l}\right)\right), \\
& \omega_{l}(\tilde{q})=\left\|\tilde{q}-\tilde{q}_{l}\right\|\left(\sum_{j=1}^{s}\left\|\tilde{q}-\tilde{q}_{j}\right\|\right)^{-1}, \tag{7.6}
\end{align*}
$$

with indices sorted such that

$$
\left\|\tilde{q}-\tilde{q}_{1}\right\| \leq\left\|\tilde{q}-\tilde{q}_{2}\right\| \leq \ldots \leq\left\|\tilde{q}-\tilde{q}_{s}\right\| .
$$

Putting lookup and projection together into (7.3) we end up at the reduced system

$$
\begin{equation*}
\tilde{M} \ddot{\tilde{q}}=\hat{f}(\tilde{q})+\tilde{f}_{\text {ext }}(t) \tag{7.7}
\end{equation*}
$$

with precalculated values of

$$
\tilde{M}=U_{k} M U_{k}^{T}, \quad \tilde{f}_{\text {ext }}=U_{k} f_{\text {ext }}(t)
$$

By choosing the projection of size $k=250$ we obtain system (7.7) with only 250 degrees of freedom and due to precalculated projections of (7.5) and the used lookup (7.6) we have no need for back-projecting into the full model. Thus the reduced system can be solved independently of the full system, as long as the lookup yields a good approximation, and the reduced system is valid as long as the used projection basis can capture the displacements.

For the reduced system we have all data at hand and so use the generalized- $\alpha$ method from Section 5.2 to solve the system. The solution is calculated not only for the used training excitation (Figure 7.11), but also for an extended 4 second signal depicted in Figure 7.14. The additional 3 seconds arise from the same multibody simulation and are not equal to first second.

The obtained trajectory of the inner rigid-body in all its six degrees of freedom is plotted in Figure 7.15 . For comparison we did another simulation of the full model for the whole 4 second interval which can be seen as the reference solution in Figure 7.15 . We see a good accordance between reduced and full simulation. Especially, the more significant components (larger deformations) are captured adequately. Components of smaller magnitude are overall still following the reference solution but the reduced solution leaves off more often.

In Table 7.1 we listed the times which had to be spent for the different steps. Comparing the simulation times of the reduced System using the lookup method, which were $126[s]$ including back projection, and the simulation of the full model for the 4 second signal, which took $45[h]$ on 4 CPU cores, we see a significant saving of a factor $\approx 1.000$. However, we also have to take into account the necessary steps for obtaining the reduced system. The full simulation to train the reduction basis and lookup method took 12[h]. Because of the bad interface (Remark


Figure 7.14: Extended excitation for the reduced system
7.3.1), extracting the required data from the simulation took almost as long as the training simulation. After this, we left the commercial tool behind and calculated the projection basis in $3[h]$. So in total we spend $27[h]$ to obtain the reduced system which can then be solved in $126[s]$.

| step | CPU- time |
| ---: | ---: | ---: |
| full system simulation, for $1[\mathrm{~s}]$ | $12[\mathrm{~h}]$ |
| data extraction for basis and lookup $u_{i}, f_{i}, K_{i}$ | $12[\mathrm{~h}]$ |
| calculation of projection basis 3[h] reduced system simulation | $126[\mathrm{~s}]$ |
| full system simulation, for 4[s] | $45[\mathrm{~h}]$ |

Table 7.1: Comparison of computational costs at the different steps

### 7.4 Conclusion

For a model reduction of finite element models we have presented in Part II the POD method which can be applied to a rather general class of nonlinear systems. We discussed how the technique can be applied to a structural mechanical problem. The need of a simulation using the full system couldn't be completely removed, but still an advantage is gained since the full system can be simulated very efficiently in the case of nearly incompressible hyperelastic materials using the optimized methods of Part I

We saw that the nonlinear model reduction can be applied to our class of problems, but to save computational costs it has to be split into two parts. One part handles the pure dimension reduction. The other part needed is an efficient interpolation of the nonlinear equations so that POD with lookup gave us significant savings. The method has got a high potential. However a further development of interpolation techniques could lead to improved results by attaining larger areas of validity.

Also for a model reduction of the singularly perturbed system we showed how the POD method can be applied to the constrained system and did a few successful numerical experiments. In general a better understanding on how to handle constraints inside of a reduced model is necessary.

The reduced finite element model can now be included into a multibody system. It needs to be investigated how large the area of validity has to be for specific


Figure 7.15: Result of POD Lookup simulation in comparison to reference solution for all six components. Notice that the POD Lookup method was trained using only the first second of the full simulation. Excitation is taken from Figure 7.14
use-cases. The accuracy of the used model reduction can be adapted by changing the training excitation, the size of the reduced system and the accuracy of the used lookup method.

A further extension of our work can be done by considering also damping effects inside the rubber-bushing. The techniques for dimension reduction should be similar to the presented methods, but a different approach may be needed in the lookup method if one also wants to include velocity information.
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