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Abstract

The work presented in this thesis discusses the thermal and power management of multi-
core processors (MCPs) with both two dimensional (2D) package and there dimensional
(3D) package chips. The power and thermal management/balancing is of increasing
concern and is a technological challenge to the MCP development and will be a main
performance bottleneck for the development of MCPs. This thesis develops optimal ther-
mal and power management policies for MCPs. The system thermal behavior for both
2D package and 3D package chips is analyzed and mathematical models are developed.
Thereafter, the optimal thermal and power management methods are introduced.

Nowadays, the chips are generally packed in 2D technique, which means that there is
only one layer of dies in the chip. The chip thermal behavior can be described by a
3D heat conduction partial differential equation (PDE). As the target is to balance the
thermal behavior and power consumption among the cores, a group of one dimensional
(1D) PDEs, which is derived from the developed 3D PDE heat conduction equation, is
proposed to describe the thermal behavior of each core. Therefore, the thermal behavior
of the MCP is described by a group of 1D PDEs. An optimal controller is designed to
manage the power consumption and balance the temperature among the cores based on
the proposed 1D model.

3D package is an advanced package technology, which contains at least 2 layers of dies
stacked in one chip. Different from 2D package, the cooling system should be installed
among the layers to reduce the internal temperature of the chip. In this thesis, the
micro-channel liquid cooling system is considered, and the heat transfer character of the
micro-channel is analyzed and modeled as an ordinary differential equation (ODE). The
dies are discretized to blocks based on the chip layout with each block modeled as a
thermal resistance and capacitance (R-C) circuit. Thereafter, the micro-channels are
discretized. The thermal behavior of the whole system is modeled as an ODE system.
The micro-channel liquid velocity is set according to the workload and the temperature
of the dies. Under each velocity, the system can be described as a linear ODE model
system and the whole system is a switched linear system. An H..-observer is designed to
estimate the states. The model predictive control (MPC) method is employed to design
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the thermal and power management/balancing controller for each submodel.

The models and controllers developed in this thesis are verified by simulation experiments
via MATLAB. The IBM cell 8 cores processor and water micro-channel cooling system
developed by IBM Research in collaboration with EPFL and ETHZ are employed as the
experiment objects.
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1 Introduction

In the talk of "There’s Plenty of Room at the Bottom’, the American theoretical physicist
Feynman said "Why cannot we write the entire 24 volumes of the Encyclopedia Britan-
nica on the head of a pin?’ which started the world of ’smaller’ [Fey60]. From the first
Intel CPU 4004 with 2000 transistors to Intel Pentium 8400EE with 2.3 billions tran-
sistors which was developed in 2010, the integration increased 100 thousand times but
the size of the transistors is much smaller. However, in recent years the increase of the
chip performance is slowing as transistors cannot shrink forever [Gee05]. Meanwhile, the
rapid increase of information data needs higher performance processors. However, with
the same power consumption, the performance of multi-core processors is much better
compared with single-core processors as shown in Figure 1.1'. Therefore, the multi-core
processor becomes the new trend of CPU development [Gee05, GKO06].

multi-core

Performance
(based on benchmarks)

single-core

N
»

2000 2004 2008 Year

Figure 1.1: Performance improvement of multi-core processors [Gee05]

!The performance shown in Figure 1.1 is based on Intel tests using the SPECint2000 and SPEC{p2000
benchmarks. Besides, Intel predicts that the advantages of multi-core chips will be increasing in the
coming years [Gee05].



2 1 Introduction

1.1 Background and motivation

1.1.1 Multi-core processors

A multi-core processor is an advanced type of processor which contains two or more
cores. Fach core can read and execute the program instructions independently. The
multi-core processor dose not have a fixed structure, and the manufacturers design the
chip differently from one another. However, the basic configuration of the multi-core
processor is shown in Figure 1.2 . Each core contains a processing unit and a level
1 (L1) cache. Some MCPs additionally contain a level 2 (L2) cache. All these inside
components are linked to each other by an internal element interconnect bus [GKO06].

core core
L1 cache L1 cache
Y
y y
| interconnect bus ":, L2 cache
Y
v y
core core

L1 cache L1 cache

input/output

Figure 1.2: General multi-core processor structure

In comparison with single-core processors (SCP), multi-core processors have many ad-
vantages. First, the processor can handle tasks in parallel which can improve the whole
process speed prodigiously. Besides, as all the cores are packed in the same chip, the com-
munication lines are much shorter, and the communication efficiency is highly improved.
Under the same power consumption, multi-core processors can have a significantly better
performance than single-core processor. As shown in [Rat06], for a core, if the supply
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voltage is reduced by 20%, and the frequency is also reduced by 20%, the power can be
reduced by about 50%. However, the core performance is only reduced by about 13%.
Figure 1.3 compares the one core processor with a two cores processor. The result shows
that the MCP can have much higher work efficiency with significant better performance
comparing with the SCP.

cache cache

core > core core

Frequency = 1 Frequency = 0.8
Power = 1 Power =1
Performance = 1 Performance = 2x0.87=1.74

Figure 1.3: Comparison of SCP and MCP [Rat06]

From the first multi-core processor POWERA4 developed by IBM in 1999 [Kah99] with
two cores to Tilera’s Tile-Gx8072™ processor [Til13] with 72 cores, significant progress
has been made in the multi-core processor technology. Up to date, many multi-core
processors are developed and are applied successfully in commercial applications, for
example the IBM’s CELL [PBBT05], Intel core™ i7 [Int10a, Int10b] and Tilera’s Tile-
Gx8072™ [Til13]. The IBM CELL processor is an 8-core MCP which was developed
by IBM in collaboration with Sony and Toshiba. It consists of a dual-threaded Power
Processor Element (PPE) with L2 cache and 8 Synergistic Processor Elements (SPE)
with its own local cache. Intel core™ i7, which is widely used in business and high-end
consumer market computers, is the name of several families of Intel desktop and laptop
64bit processors and may contain between two and six cores. Tile-Gx8072™ is a 72-core
MCP which incorporates a two-dimensional array of processing elements. The cores are
connected via a multiple two-dimensional mesh network.

As discussed above, multi-core processors have good performance and are widely applied.
However, the power and thermal management /balancing is of increasing concerns, as it
is a technological challenge to the multi-core processor development. The temperature
has a significant impact on the operation reliability and chip lifespan [VWWL00, SVS06,
VS06]. Thus, developing valid thermal and power management techniques for the multi-
core processor becomes an urgent task currently.



4 1 Introduction

1.1.2 Package technologies of chips

Nowadays, the chips are normally packed with only one layer of dies, which is called 2D
package chip. However, with the development of the micro electronic techniques, the
multi-core processor structure becomes more complicated. The traditional 2D package
technology suffers from the fact that the complex interconnect network consumes a lot of
energy and is accompanied with a significant amount of heat, which may be fatal to the
chip. Therefore, in recently years multi-die stacking technology (3D stacked package)
emerges due to the requirement.

2D package

3D package

Figure 1.4: 2D package and 3D package

The 3D package is a technology which stacks at least two dies together, which means
a chip contains at least 2 layers of dies as shown in Figure 1.4. Every two layers are
directly connected using through-Silicon via (TSV) [Mot09]. Compared with the 2D
package, this technology has many advantages [AAF98]. The size, the weight and the
footprint of the chip can be highly reduced. Besides, as a result of the reduction of
the interconnect length, the signal delay, the noise, and the power consumption can
be decreased. Meanwhile, the chip can run at a faster rate under the same power
consumption, and the interconnect bus bandwidth can be increased. However, because
of the stacking, much more heat will be gathered inside the dies as the power density
has a linear relationship with the number of the stacked layers. This is one of the main
challenges of the power and thermal management techniques in the 3D chips.



1.1 Background and motivation )

1.1.3 Thermal model techniques

Two types of heat transfer are considered, namely heat conduction and heat convection,
while the radiation heat transfer is negligible [WLCO03]. The basis of heat conduction is
Fourier’s law [Kre00]. According to the Fourier’s law, the rate of heat transfer through
a material is proportional to the negative temperature gradient in any direction [Kre00].
The heat convection rate between the multi-core processor and the environment or the
liquid cooling system can be described by Newton’s law of cooling [AB10], i.e. the heat
transfer rate of two different media is proportional to the thermal difference between the
two media.

Based on the above two theories, the thermal behavior normally can be modeled in
two types. A simple solution is to generate the equivalent thermal resistance-capacity
(R-C) circuit, and describe the heat transfer process as an R-C network as proposed in
[SAS02] and [SSHT03a]. This model is inspired by the fact that the heat transfer and the
electrical phenomena are dual [Kre00]. Figure 1.5 shows the heat conduction between
two blocks of an object which is insulated and dose not contain internal heat source. As
shown in the Figure, the heat transfer model between the blocks can be approached by
the heat resistance R and heat capacity C'. The transfer rate between the two blocks
depends on the temperature difference 17 — T5 between the two blocks.

heat|flow

block 1 block 2
T, T,

—»
Rl RZ
Cl I I C2

Figure 1.5: An insulated heat transfer between two blocks

Therefore, by modeling each block with thermal resistances and a capacity, and by
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connecting different blocks with thermal resistances, the whole thermal behavior of the
multi-core processor can be approached by an R-C network. Afterwards, an ordinary
differential equation (ODE) based thermal model can be achieved. A linear state space
model based on the ordinary differential equation is given in [MMAT08] and [ZAD09],
and the state vector is defined as the temperatures of the cores [MMAT08] or the divided
blocks of the chip [ZADO09].

Another solution is to model the system by the partial differential equation (PDE). Ac-
cording to Fourier’s heat conduction law, the dynamical heat transfer process of the
multi-core processor is described as a three dimensional (3D) PDE model with bound-
ary conditions. Therefore, a PDE based modeling technique can describe the thermal
behavior more precisely. In [MSS*05], a 3D PDE with two different layers is introduced
to present the analytical thermal model of the processor and then the model is trans-
formed to an infinite ODE system via Duhamel’s Theorem and Laplace transformation.
In [CRT98], a 3D/1D mixed model strategy is introduced. The thermal behavior of the
die is modeled as a 3D PDE while the two heat diffusion paths are treated as 1D thermal
resistances in order to reduce the model complexity. With the 3D PDE model the whole
die temperature distribution can be achieved.

Under the R-C network modeling method, the whole block has a uniform temperature.
Hence, the temperature distribution of each point can not be obtained, and the precision
is lower than under the PDE model. However, for a system with irregular volume, the
PDE model is overly complex, which leads to the difficulties in the control design. For
this kind of systems, the ODE R-C model is more suitable.

1.1.4 Power and thermal management methods

There are two possible ways at present to optimize the power/thermal behavior, which
are employed in different stages. One is in the earlier processor hardware design stage.
The thermal and power optimization can be developed with designing the lower power
CMOS circuit [DMNH10] and optimizing the on chip layout [CCC12, CRAI13]. Another
way is the real time online dynamic thermal /power management technique. After the dy-
namic voltage and frequency scaling (DVFS) technology introduced in 90’s [MDVPO90],
the real time power and thermal control becomes a new trend of thermal and power man-
agement technology. The DVFS technology can be implemented with the phase locked
loop shown in Figure 1.6.

Nowadays, due to the developed techniques the DVFS can support very small voltage
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Referenced
frequency Phase > Charge > Loop > Regulated
detector pump filter voltage
Frequency | Voltage-controlled |
divider l oscillator
Output
frequency

Figure 1.6: Phase locked loop

adjustment within extremely short time compared with the heat transfer process. For
instance, the MC13783 power management chip can adjust the voltage with a step of
25mV in some ps [Fre09]. This technology is widely applied in the multi-core processor
design. The technique can be approached by two different schemes, namely distributed
(per core) DVFS and global DVFS . The power consumption and thermal balancing can
be controlled via appointing the optimized supply voltage and frequency online.

Some DVF'S based ways for power and thermal management have been developed. The
structure of the temperature and power management policy is shown in Figure 1.7.
Generally, the real time task assignment and the temperature of the cores are both
included in the control design.

Task
assignment

—p Controller —P DVFS ——P> MCP —‘

T

Measurement of core temperature

Figure 1.7: Closed loop control structure

In [WB12], a practical DVFS thermal management policy is proposed and the temper-
ature is controlled by a logic algorithm. A proportional controller with saturation is
proposed in [FKLK12] to ensure that the maximum temperature of the cores follows
the thermal set-point under utilization constraints. In [LFQ12|, a predictive dynamic
thermal management algorithm is designed, and the control aim is to maximize the
system throughput, meanwhile, guaranteeing that the temperature of the core will not
exceed the constraints. In [MMAT08] and [ZAD09], an ODE linear state space model
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is proposed and an optimal control technique is introduced to decrease the temperature
gradients and hot-spots, and to keep the cores under the maximum temperature lim-
itation. A hybrid local-global thermal management technique is proposed in [JM09a]
and [JM09b]. The thermal and power management policy contains a neural network
classifier to filter the thermally unsafe configurations, a high speed model to predict the
system performance and an intelligent search algorithm to get the control decision.

As mentioned before, much more heat will be gathered inside the dies of 3D stacked
package multi-core processor compared with the 2D package MCP. The cooling prob-
lem can be solved by a micro-channel liquid cooling system which is installed between
every two layers [CAARO09, Kinl2]. Because of the complexity of the forced convection
heat transfer and the micro size of the channel, the modeling of thermal behavior is
approached by an R-C model [CAAR09, MYL09, CAR*10, ASP*09]. An R-C model
of the dies with a multi-pump is developed in [ZAD13]. However, in this model, the
thermal behavior of the liquid cooling system is not considered. The thermal manage-
ment of the 3D ICs is a new developing area. An adaptive dynamic frequency scaling
technique for the 3D MCPs can be found in [CPLK12]. Some operation policies based
on task scheduling and DVFS technology can be found in [CAAT09, LY09, ZXD*08].
In [ZAD13], an optimal thermal management policy is given by optimizing the power
consumption under a thermal R-C model.

1.2 Objectives and structure of the dissertation

1.2.1 Objectives and contributions

Objectives

The objective of this dissertation is to develop feasible modeling and control techniques
to manage the thermal behavior and power consumption of multi-core systems. The
main tasks in this dissertation are:

1. Modeling the thermal behavior of 2D package MCP systems

2. Optimal thermal and power management policy design for 2D package MCP sys-
tems

3. Modeling the thermal behavior of 3D stacked package MCP systems with a micro-
channel liquid cooling system
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4. Optimal thermal and power management policy design for 3D stacked package
MCP systems

Contributions

As shown in Section 1.1.3 literature proposes an R-C network as well as a 3D PDE
modeling approach for modeling the thermal behavior of multi-core processors. As the
3D PDE model is not suitable for the control design, the thermal behavior of the multi-
core processor is modeled by a group of 1D PDEs where each 1D PDE models the
thermal behavior of one core. Previous control approaches to manage the power and
temperature of the cores are based on an R-C network modeling approach [MMA™08,
ZADO09]. However, this thesis proposes an optimal control policy based on the 1D PDEs
model.

Further, the thesis considers the 3D stacked package MCP with a micro-channel liquid
cooling system. All existing modeling approaches use the R-C network modeling ap-
proach. In this dissertation the 3D stacked package MCP including the micro-channel
liquid cooling system is modeled in a similar way as in [MYL09]. However, the model
of micro-channel liquid cooling system is simplified compared to [MYL09] in order to
design a controller which is suitable for implementation. A novel two step controller is
designed to manage the temperature and the power of the system. Besides, a robust
observer is designed to estimate the system states and a stability condition for the whole
system is given.

1.2.2 Structure of the dissertation

The rest of the dissertation is structured as follows.

In Chapter 2, the power dissipation of the die is modeled, the heat conduction in the die
and heat convection between the chip and the environment are modeled. The Fourier’s
law of heat conduction and Newton’s law of cooling are employed to get a 3D PDE
model of the chip. The Sturm-Liouville theory is proposed to solve the 3D PDE and
obtain the temperature distribution. Besides, a simulation example is presented in this
chapter to test the model. Chapter 2 is the foundation of Chapter 3 for the 2D package
system.

In Chapter 3, the 3D PDE model is transformed to a group of 1D PDEs. The thermal
behavior of each core is described by a 1D PDE. The heat influence among the cores is
obtained with the core boundary temperature gradient. A cost function is introduced
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which weights the difference of the temperature among the cores and the power con-
sumption. A PDE based optimal control policy is proposed to manage the power and
temperature of the cores. The system input vector is the power consumption of the cores,
which can be applied to obtain the supply voltage and operation frequency assigned to
each core via the DVFS technology.

The advanced 3D stacked package chip is introduced in Chapter 4. The micro-channel
liquid cooling system is considered to cool the chip inside. Different from normal size
channel, the micro-channel has some special features. The 3D PDE based micro-channel
fluid dynamic and heat transfer model is presented in this thesis. The liquid flow and
thermal characteristics are analyzed. The liquid in the channel is divided into blocks
and modeled by ODEs. The heat transfer of the dies is modeled by an R-C network. A
simple pump model is also given in this chapter. Further, integrating the model of the
dies, the channels and the pump, the system is modeled as a nonlinear ODE system.

Based on the model developed in Chapter 4, a thermal and power management policy is
proposed in Chapter 5. The control design of the system contains two steps. The liquid
velocity is chosen from a set of constant velocities and a logic algorithm is developed
to determine the liquid velocity. Based on this control policy, the system is modeled
as a linear switched system where each subsystem refers to the model under one liquid
velocity. In the second step a model predictive controller is designed to balance the
temperature among the cores. To reach the control object, a cost function is introduced
to weight the difference of the temperature between the cores and the control input.
As not all necessary states can be assumed to be measurable and the system contains
unknown inputs like the unknown parts of the power consumption of the dies, a robust
H.-observer is employed to limit the influence of the unknown inputs to the estimated
state vector. Further, a theorem is proposed to prove the stability of the controlled
switched system under the separate control and observer design. Finally, the results are
verified by simulation.



2 Modeling of the thermal behavior
of the die

As discussed in Section 1.1.3, both an R-C network and a PDE modeling approach can
be employed to describe the thermal behavior of the die. In case of the R-C network
modeling approach a numerical method is applied to discretize the die into finite elements
and then describe each element as an R-C element. Thus, the whole system can be
described as an R-C network [Kre00]. The other method models the thermal behavior
by a PDE and corresponding boundary conditions based on the Fourier’s heat transfer
theory and Newton’s law of cooling [Geb71]. The PDE model can be solved based on the
eigenvalue and eigenfunction system [MO94]. The PDE is projected to a group of infinite
number ordinary differential equations based on the eigenfunctions to get the thermal
behavior on a particular eigenvalue and eigenfunction direction. With a superposition
of these signal behaviors, the thermal behavior of the whole die can be obtained.

In this chapter, the power consumption of the die is analyzed, then a PDE based ana-
lytical heat transfer model is presented, and the model is solved by the Sturm-Liouville
theory. An illustrative example based on MATLAB simulation completes this chapter.

2.1 Power consumption analysis

At the circuit level a core, also called microprocessor, consists of a logic circuit which
is made up by the three basic gates, namely AND, OR and NOT gates. These gates
are built up by transistors, see Figure 2.1. Each transistor has two states, which is on
and off, to represent the two binary value 1 and 0 respectively. For a more detailed
description of the design of microprocessors see [Hwa06].

In a gate, the power consumption contains different parts. Generally, the instantaneous
power consumption of a gate contains two parts, namely dynamical power consumption
and leakage power consumption. The dynamical power consumption happens during

11
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the process that the transistor switches on/off. The leakage power consumption is the
static power consumption, which happens when the chip power supply is on. The power
consumption of a gate depends on the supply voltage Viq; and working frequency f; of
the core 1.

As shown in Figure 2.1, the dynamical power consumption consists of two parts. One
part is caused by the load charging/discharging when the PMOS and/or NMOS transis-
tor switch on/off. PMOS is a p-type MOSFET (metal-oxide-semiconductor field-effect
transistor) and NMOS is an n-type MOSFET. The switching current Igyitcn leads to the
switching power consumption P switch. 1he other part happens at the moment that both
the PMOS and the NMOS are on, a short current I.; occurs between the supply voltage
Vadi and the ground, causing a power consumption, which is the second part P; short circuit
of the dynamical power consumption. The leakage power consumption P jeakage 18 caused
by the leakage current. Therefore, the power consumption of each core is divided in three
parts [CB95, VS06]

Pi (fz<t>7 Vddz(t>) - -Pz',switch + -Pi,short circuit + Pi,leakage~ (2]-)

T Vaai

—cﬂ: éPMOS

i £ leakage

in

/

switch

Figure 2.1: Power consumption of a logic gate

The first term of the right hand side P, syiten describes the switching component of the
power consumption. This power dissipation is produced when the capacitance Cp; of
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the gate is loaded, i.e. the input voltage Vi,; of the transistor switches from 0 to Vg,
therefore, half of the energy 0.5C1; V3, is stored in the capacitance and the other half
dissipates in the logic cell as heat and the output voltage is Vou; = Vaa;- When the
voltage Vi,; switches from V4 to 0, the energy stored in the capacitance dissipates in
the logic cell and Vg, = 0 [Har06]. Summing up the switching power of all gates results
in the switching power of the core given by

Pi,switch = a0—>1,iCLinQdifia (2-2)

where f; is the operation frequency of core i, ag_1,; is defined as the average number
of power consuming transition in the core within a clock cycle with the capacitance Cr;
[CB95].

The second term P, ghort cireuit 11 (2.1) represents the short circuit component of the
power. When both the PMOS and NMOS transistors are active during the input voltage
switching as shown in Figure 2.2 a short current I, flows from the power supply to
the ground. Defining the short current I of the whole core i as the sum of the short

currents of all gates the resulting power consumption caused by the short current is given
by [CB95]

Pi,short circuit — ]ci‘/ddi~ (23)

N
>

Vddi n

ViaivVi 4

tp

tn

~ Vv

Figure 2.2: Input voltage switching

The third term in (2.1) is the leakage power consumption P jeakage- It contains the gate
leakage, source/drain junction leakage and subthreshold leakage [AFP04]. The leakage
power consumption has the form

Pi,leakage = [livddia (24)
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where [); is leakage current of the whole core i, i.e. the sum of the leakage currents of
all gates.

In the last two decades, dynamical voltage and frequency scaling (DVFS) technology
has been developed to manage the dynamical power and temperature of the processor.
According to [Bakl10], the supply voltage and the maximum core frequency have the
following relationship

fmaxi X Vddi7 (25>

where fiaxi 1 the maximum frequency that can be applied on the core ¢ under the supply
voltage Vyq;. Therefore, the voltage can be changed according to the reference frequency
as shown in Figure 1.6.

2.2 Heat transfer analysis of multi-core processors

The multi-core processor cross-sectional view is shown in Figure 2.3. There are two heat

Primary heat escaping path h

IR IR RN

Die —— Heat source

>
X

up

I/O Pad

JRIRIRIEIR

Second heat escaping path| | 7

down
——  »  Heat conduction
~NAN— Heat convection

Figure 2.3: Cross-sectional view of a Multi-core processor

escaping paths [CRT98, WLCO03]. The first path is from the top of the chip, which is
composed of the thermal interface material, heat spreader and heat sink. The second
path is from the bottom of the chip, which contains the input/output pads and the print
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circuit board. The heat which spreads from the four sides is ignored as the area of these
sides is very small compared with the area of the top and bottom [CRT98, HL09]. The
heat source is on the bottom of the die where the integrated circuit is printed.

A mixed 3D/1D strategy is introduced to model the heat transfer of the chip [CRT98]
in two steps.

1. A 3D model is employed for the die to achieve a high degree of accuracy.

2. Two heat spreading paths are treated as 1D thermal resistances to reduce the
computational complexity.

Figure 2.4 shows the die of the multi-core processor in Figure 2.3. According to Fourier’s
heat conduction law [Fou09], the heat transferred per time unit d@Q/dt [J/s] through an
oriented infinitesimal surface area element dS [m?] of a material is proportional to the
negative gradient of the temperature 7'(z, vy, z,t) [K| along the surface outward normal
direction, i.e.

) T (x,y,2,1)

— =—-K——>—"=dS 2.6

dt on ’ (2:6)
where 0T (z,y, z,t)/On [K/m]| is the temperature gradient along the surface outward
normal direction n and K [W/(m - K)] is the thermal conductivity of the die. Since the
heat is always flowing from the higher temperature side to the lower temperature side,

dQ/dt and 0T (x,y, z,t)/On should be with opposite signs.

T(x,y,z,t) —
Z A
911-@/ 7 TdQ
Lyu N 40,
0 = i 0 > a0 >
Lx Y y+|y
ll,'ﬂQﬂ-d
Bl
|do.

Figure 2.4: Heat conduction of the die

Selecting the total closed surface ¢ [m?] as shown in Figure 2.4 !, the whole heat variation

In Figure 2.4 for instance the total closed surface s is the surface of the cube, i.e. here the surface
area is six times the area of the square, the side of the cube.
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@ [J] (caused by conduction and internal heat sources) in the closed volume in the time
interval t; to %9 is

& T t N to  pz+dr  pytdy  pztdz
Q= / //KMdet + Z/ / / / qi(z,y, z,t)dzdydzdt,
b N 8’", i=1 7t z Y z

(2.7)
where ¢;(z,y, z,t) [W/m?] is the internal heat generation function per time unit and per
volume unit of core ¢ and N is the number of cores in the processor. The first term
of the right hand side of equation (2.7) indicates the overall heat which goes inside the
closed volume (e.g. the cube in Figure 2.4) from t; to ty while the second term expresses
the internal heat source in the closed volume. If ¢;(x,y, z,t) is in the heat source area
of a running core i, ¢;(x,y, z,t) is nonzero, otherwise ¢;(x,y, z,t) = 0.

Remark 2.1. In equation (2.7), only the heat source of the cores is included. For some
MCPs which contain some other parts, e.q. L2 cache, the heat source of these parts also
need to be considered as internal heat sources.

To increase/reduce the temperature of the material in a closed volume from 7'(z,y, z,t;)
to T'(z,vy, z,t3), the energy

r+dx y+dy z+dz
/ / / op (T(w, y,z,t2) = T(x,y, 2, tl)) drdydz (2.8)
T y z

is required, where o [J/(kg - K)] is the specific heat capacity of the die and p [kg/m?|
is the density of the die. According to the energy conservation law, the value of (2.8)
should equal to @ in (2.7). Applying the Gaussian theory (see A.1) on (2.7), and setting
the result equal to (2.8) results in

T+dz y+dy z+dz aQT (92T GQT N o7
/ / / / { 8x2 Oy? +azz)+z%(l’»ya2>t)—0pa drdydzdt = 0.

i=1
(2.9)
In equation (2.9) the integral of the first summand indicates the energy variation caused

by conduction and the integral of the second summand indicates the energy variation
caused by heat sources. The sum of those two integrals is equivalent to the internal
energy variation.

As t1, to and the closed volume with the surface ¢ are arbitrarily defined, we get the

PDE
oT o0*T 82T 0T
OPE:K(axQ—'—@ )—kg ¢i(x,y, 2,t) (2.10)
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with respect to the coordinate system defined in Figure 2.4, see also Figure 2.3.

According to Newton’s law of cooling [AB10], the heat transferred per time unit between
the material of a closed volume and the environment through an infinitesimal surface
area element d.S is proportional to the temperature difference between the closed volume
and the environment which surrounds it, i.e.

d
d_Ct? = hy (T(aj, y,2,t) — Too(x,y, 2, t))dS, (2.11)
where T, (x, vy, z,t) is the ambient temperature on the boundary and hy, [W/(m? - K)] is

the convective heat transfer coefficient of the k' surface area element.

In this thesis, an ashlar-formed closed volume as in Figure 2.4 is considered. The con-
vective heat transfer coefficient at the upper surface is given by h,, and at the lower
surface by hqown. As mentioned before, it is assumed that there is no heat escaping from
the four sides, i.e. hy = 0.

Substituting (2.6) into (2.11), the general boundary condition is given by

ol (z,y,z,t)
o = hy, (T(w, y,2,t) — Too(x,y, z,t)). (2.12)

Therefore, the boundary conditions in z- and y-direction can be described as

-K

T t T(Lyy, 2,1
or ox
in z-direction where L, is the die size in z-direction, see Figure 2.4, and
T t T(x, L t
Ka (2,0,2,t) =0, KM:O (2.14)
dy dy

in y-direction where L, is the die size in y-direction, see Figure 2.4.

The boundary condition of the primary heat transfer path is
orT L.t
K% — —hup (T, Ly 1) = Too(w,y, L2, 1)), (2.15)
z
where L, is the die size in z-direction, see Figure 2.4 and also Figure 2.3, and the
boundary condition of the second heat spreading path is

T ¢
K% = hown (T(m, v, 0,t) — Too(, ¥, O,t)). (2.16)

The right hand sides of (2.15) and (2.16) have opposite signs, as the heat convection of
these sides are to opposite directions.

Thus, the thermal behavior of the die is described by the PDE (2.10) with the boundary
conditions (2.13)-(2.16).
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2.3 Solution of the unsteady-state heat conduction

The transient thermal behavior? of the die can be obtained by solving the 3D heat
conduction PDE presented in the previous section by the Sturm-Liouville eigenvalue
system, the separation-of-variables method and the integral transform [Hol86, Olc64].

First a Sturm-Liouville eigenvalue system is employed based on the homogeneous func-
tion of the heat conduction equation (2.10) and the boundary conditions (2.13)-(2.16).
The eigenvalue system can be solved by the separation-of-variables method. With each
eigenfunction as the kernel, a three-dimensional finite integral transform of the heat dis-
tribution T'(x, y, 2, t) is applied and it transforms the 3D PDE to an ODE. By solving the
ODE and then transforming back to the 3D system, the unsteady-state heat distribution
can be achieved.

The Sturm-Liouville eigenvalue system [Olg64, MO94, Ch. 3] (see A.2 for details) is
introduced as

V2 bave(, Y, 2) + Agpedave(w, 9, 2) = 0, (2.17)
with the boundary conditions

Ka(babc(xa Y, Z)
on

where V? = 92 /9z% + 0%/0y* + 0?/02* is the Laplace operator. Equation (2.18) is the
summary of the six boundary conditions. The solution of the eigenvalue problem has

+ hkqbabc('xa Y, Z) = Oa (218>

the general form

¢abc($7 Y, Z) = ¢xa($)¢yb(y)¢zc(z) (219)
and
Aope = Moo + A0, + A2 (2.20)

by separating the variables, see [MO94, Sec. 3.1]. The eigenfunction ¢..(z) with respect
to z is given by

¢.0(2) = K cos(N.e2) +

h own .
;1\ sin(A..2), (2.21)

see [MO94, Sec. 3.1] for the detailed derivation. For the eigenfunctions ¢.q(z) and ¢, (y)
with respect to x and y, respectively, the convective heat transfer coefficient hy is zero.

This results in
Pza(T) = K cos(Aza), (2.22)

°In the research area of heat transfer the term unsteady-state conduction is used to describe the
transient heating or cooling process before an equilibrium is established [Hol86, Ch. 4] and [GebT71,
Ch. 3].
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dup(y) = K cos(Apy). (2.23)
Thus the eigenfunction ¢guu.(,y, 2) is given by

Pape(T, Y, 2) = K? cos(Apa) cos(Aypy) (K cos(A.e2) + h;l\own Sin()\zcz)) : (2.24)

As derived in [M094, Sec. 3.1] A, is a positive scalar which satisfies

K2)\§C - huphdown
K)\zc<hup + hdown)

The Newton-Raphson method can then be applied to calculate each .., see A.5 for the

= cot(\..L,), (2.25)

details. For calculating the eigenvalues \;, and A\, the analogous equation of (2.25) is
applied. By taking the inverse of (2.25) and taking into account that the convective heat
transfer coefficient is zero in z- and y-direction, we have

tan(AzqLy) =0 (2.26)
tan(AypLy,) = 0. (2.27)
The solution is then given by
am
>\1’a = T 2.28
z (2.28)
b
Ay = — 2.29
yb Ly? ( )

where a, b, ¢ are non-negative integers which are the indices of the eigenvalues and
eigenfunctions in z-, y- and z-direction, respectively. A2, >‘12/b’ A2 are eigenvalues in -,

y- and z-direction, respectively.

In the physical sense dup.(,7,2) represents the abc" eigenmode with respect to the

3D heat transfer system of the die. Its frequencies A,q, Ay, A.c are represented by the

2

b Dresents the spectral magnitude

eigenvalues in z-, y- and z-direction, respectively. A
of Gape(,y, 2).

Remark 2.2. As the z-, y-, z-directions are orthogonal, the eigenvalues of the system
satisfy the equations (2.17) and (2.18). Please refer to A.3 for the proof of orthogonality
of the eigenfunctions.

Since the generated bases {¢ape(, y, 2)} are completely orthogonal in the spatial domain
of the die, we introduce the three dimensional finite integral transform with a kernel as
Gave(7,y, 2) [Olgb4], and define the transform ( - ),,. on a function f(x,y, z,t) as

(ape(t) = //Q Gave(T, Y, 2) f(2,y, 2, t)dxdydz (2.30)
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where (2 is the whole volume of the die. In the following, the application of the integral
transform on a function is indicated by a bar and an index abc. Applying this integral
transform (2.30) on T'(z,vy, z,t) results in

// base(, 9, 2)T (2,4, 2, ) dudyds. (2.31)
Applying it on V2T'(x,y, 2,t), i.e. f:= V2T, results in
7)., (1) = // [ Gusla, . 2) VT (. 2. )dyd (2.32)
According to (2.17), one has
(726l :2) + X20ul0) ) T3 200) = (2.33)

Therefore, (2.32) can be rewritten as
) = [[] (6l 9T 010 500) = (Pl )
+ A2 Dave(, 1, z))T(a:, Y, 2, t)) dxdydz
:///Q (¢abc($,y,z)V2T(x,y,z,t) — V20ape(,, z)T(x,y&,t))dxdydz

T //”/' Azbc¢ab6(x7yaz>T(x7ya Z,t)dxdydz
Q

:/// (%bc(m,y,Z)V?T(x,y,z,t) — V2 Gape(, y, z)T(x,y,z,t))da:dydz

— Nabe(T) ape (1) (2.34)

Applying the Gauss Theorem (see Section A.1) in the die region on equation (2.34) (see
also [Olg64]) we get

Pt Z//s (e ) P20 (s 2 202 ) g

ony, ony,
abc(T)<)‘abc7t) (235>

where the point (x, v, 2) is on the surface Sy, on the boundary of the die, Sy, is k™ surface
of the die and n;, is the normal vector on the surface Sy, see also [Ol¢64]. Substituting
(2.12) and (2.18) into (2.35) results in

(V2T) (1 Z //S hm“’” Mbure @Y 2 (0 )dS — N2 T (), (2.36)
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Applying the integral transform (2.30) on both sides of (2.10) we have

or - a
oo(G) = KITTIonlt) + 3 (@l (2.37)
abe =1
where
(qz welt // Gave(T, Y, 2)qi (2, y, 2, t)dxdydz. (2.38)

Substituting (2.36) multiplied by K into (2.37) divided by op results in

d K_ 1 al h aoc )
- MURE) s o A N
(2.39)

As the integral transform (2.30) is time independent we have (%?)abc % There-

fore, the original system given by (2.10) is transformed to a set of ODEs. The solution

of the above equation is

_ _ t 1 X
(Tast) =€ 750! (T, + / (S il
i=1

op
// hk%bc ) To(x,y, 2, T)dS) dr, (2.40)
UP 1 I S
where
(TO)abc = // ¢abc(x>yv Z)To(l‘,y, z)dxdydz, (241)
Q

and Ty(x,y, z) is the initial temperature of the die at time instant ¢ = 0.

By applying the inverse integral transform of (2.30) on (2.40), we have the solution

T(x,y,2t) = ZZZ GabePabe(T, Y, 2 )mabc(t)v (2.42)

a=0 b=0 c=0
where
1 1
Gape = = ) (2.43)
Tl . V=~ 2 G2, 21 2 Gty 2 0.1
According to [MO94, Sec. 3.1],
L. 1 h2own + KQ)‘?C By + LZ + Khdown
¢2.(2)dz = 1 N, * L) . (2.44)

0 2 )\gc
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y)dy with respect to = and y respectively the

ma

For the value of fo (x)dx and fo (Y
convective heat transfer coefficient h;, is zero. This result in

Ly 1

¢2,(z)dr = §K2L$ (2.45)
0

and
/ P2 ( dy——KQL (2.46)

However, when a = 0, ¢, = K cos( L x) = K, which results in

Lz
2 (z)dr = K*L,. (2.47)
0

When b =0, ¢y = Kcos(%y) = K, which results in

Ly

W)y = KL, (2.48)

Remark 2.3. The solution given in (2.42) requires an infinite summation. However,
in practical application we only need to sum up the terms with dominating eigenvalues,
see for example [HLO9] and the references therein.

Remark 2.4. In equations (2.21) and (2.44), hyy and hiow, appear asymmetrical. This
is caused by the way of solving the eigenvalue system [MO94]. In the given derivation
the eigenfunction is (2.21), and the normalized eigenfunction is

1 hdown .
Z(KCOS()\ZCZ) + N sm()\zcz))

with the norm Z, = \/fo : z)dz. If the coordinated system is defined with an opposed

TCxy,z,t)— ¥ X
L

24 die

<V

N
<

Figure 2.5: Coordiate system with opposed z-direction

z-direction, see Figure 2.5, the hy, and hiew, will be exchanged in the derivations. How-
ever, the solution of the eigenvalues, the normalized eigenfunctions, and the temperature
distribution is equivalent.
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2.4 Example for the 3D PDE heat transfer model

To verify the proposed 3D thermal behavior model, we consider the 8-core IBM Cell
Processor as an example. The floorplan of the architecture is shown in Figure 2.6. It
consists of the Power Processor Element (PPE) and eight Synergistic Processor Elements
(SPEs) each with its own local memory (LS). The processor has a 500M L2 cache, a
high bandwidth internal Element Interconnect Bus (EIB), two configurable non-coherent
I/O interfaces and a Memory Interface Controller (MIC). It is produced with a 90 nm
technology node.

VA
9.1mm
=
§ SPE SPE SPE SPE
o
s | = L2 =
x| 8 Cache 2 4 6 8 = | 5
O | 2 o =2
2|3 e |7
z Q Element Interconnect Bus =1 !
gl 2 S| Z
=& 7|9
= =]
o |2 2
5,7 . PPE SPE SPE SPE SPE
5
1 3 5 7
0 14mm x
Z A
0.8mm
90nm o
0 14mm Xx

Printed circuit

Figure 2.6: The floorplan and side view of the IBM Cell

Remark 2.5. Technology node is defined by the smallest printed feature, which is the
measurement of the technological advancement of the microelectronic chips. For micro
processing units, this value refers to the half-pitch of the polysilicon lines, or to the
printed gate length [DW0/).

In this simulation, it is assumed that the voltage can be adjusted continuously. The
parameters are chosen as 0 = 707J/(kg-K), p = 2330kg/m3, K = 100W/(m - K),
hyp = 1000 W/(m? - K) and hgown = 100 W/(m? - K) [Geb71, Hol86, BILD90, MSST05].
Assume that the environment temperature is 298 K and the chip initial temperature is
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To(x,y,2z) = 298 K. Suppose that the heat source has a uniform distribution in the
printed circuit volume, i.e.

Pt
qi(xa Y, Zat) = #7 (249>
P,

where Vp; is the printed circuit volume of the core i, (z,y, z) is a point in the area of
the printed circuit in core i and P;(t) is the consumed power of the core i.

A constant steplike power P;(t) is applied to each core and the PPE. In this simulation
¢i(z,y,2,t) = 1.55-1012 % for all points (x, y, z) in the printed circuit volume of the cores
and the PPE. As explained in Remark 2.3 we only sum up the terms with eigenvalues to
obtain the temperature distribution by applying equation (2.42). The stationary value
of the step response on a fixed z-plane at z = 0.5 mm for a given number of eigenvalues
are shown in Figure 2.7 - 2.9. The Figures 2.7 - 2.9 show the temperature distribution
with different calculation accuracy. The distribution in Figure 2.7 with 50 eigenvalues
differs from Figure 2.8 and 2.9. Figure 2.8 and 2.9 show a highly similar distribution.
The number of eigenvalues to solve the PDE equation needs to be chosen large enough to
achieve an accurate solution, see Remark 2.6 for finding a suitable number eigenvalues.
In this example, a highly precise solution can be achieved with 800 eigenvalues. Besides,
two points in core 2 and core 3 are selected under the condition that all the cores work
equally. Figure 2.10 shows the dynamical step response of the two selected points of the
die.

0.015

Yy [m} 0 0 x [m}

Figure 2.7: Temperature distribution with 50 eigenvalues
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Figure 2.10: The step dynamical response of two points

Remark 2.6. As discussed above, the computational accuracy of the temperature distri-
bution can be controlled by choosing the number of the eigenvalues. An error function
can be chosen to measure the computational accuracy. A possible form of the error func-
tion is the 2-Norm of the distribution difference between the eigenvalue number n and
n+1. A threshold can be set, such that when the error is smaller than the threshold, the
computation can be stopped.

[ 0.002 0.004 0.006 0.008 0.01 0.012 0.014

Figure 2.11: Comparison of the simulation result from Figure 2.8 (left) and the one from
[PBBT05] (right)
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Figure 2.11 shows the presented simulation result under 800 eigenvalues in comparison
with the simulation results presented in [PBBT05] both for an 8-core IBM CELL proces-
sor. In principle the heat distribution is in both cases similar. However, unfortunately
[PBBT05] does not present any information on how the simulation is conducted and un-
der which operation conditions. Therefore, some differences between the two simulation
results appear.

In order to show the cross thermal effect among the cores, the same step input is given
to core 2, core 5 and the PPE. The other cores are set as idle, i.e. ¢;(z,y, z,t) = 0. The
simulation result given in Figure 2.12 shows that core 2, core 5 and the PPE have a
higher temperature than the other parts. Meanwhile, the whole die is heated because of
the heat conduction in the die.
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Figure 2.12: Temperature distribution with partial load

2.5 Summary

In this chapter, the multi core processor is introduced and the power consumption is
analyzed. The general 3D heat conduction PDE model is given. The eigenfunction and
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eigenvalue system based PDE solution algorithm is employed to solve the proposed PDE.
An IBM CELL based example is presented. In the following chapter, the thermal and
power balancing/management policy is developed based on the derived mode.



3 Thermal and power
balancing/management policy

design for 2D MCP

As mentioned in the first chapter, the temperature of the die has significant influence
on the chip’s operation reliability and lifespan. According to [VWWLO00], an increase
of the average operating temperature of 10-15 K can cause a two times reduction of the
chip lifespan. In the model of the chip thermal behavior presented in Chapter 2 the
die is considered as an integral system, i.e. the dynamics of the cores are not modeled
individually. However, the objective is to balance the temperature and the power dissi-
pation of each core. As each core performs an individual temperature distribution, we
need to define a criterion to measure the temperature variation among the cores. Hence,
we consider each core as an individual system and investigate the heat exchange among
the cores. Based on this, a 1D PDE can be introduced for each cores and the average
temperature of each core on a fixed plane is defined as the new state. Within this model,
the thermal cross influence among the cores can be described clearly.

The following assumptions are introduced for this chapter. First, we assume that at least
one digital thermal sensor is placed at each core and there is a thermal management
center to monitor the temperature of each core. Furthermore, the initial temperature of
the whole die satisfies To(x,y, 2,0) = Tw.

In this Chapter, based on the energy conservation law, the 3D model is transformed into
a model described by a group of 1D PDEs. A quadratic cost function which contains
the control input and the temperature difference among the cores is introduced. The
Riccati equation approach is employed to obtain the controller.

29
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3.1 Transformation from the 3D model to the 1D

model

Definition 3.1. Define T, ,(z,t) [K] as the average over-temperature on a fired z plane

Ti2 (Yi2 TSC, ,Z,t _Too dxd
Jer Sy (T yS‘ )Ty oy, (3.1)

Ta’i(Z7 t) =

where S; = (T2 — i) (Yiz — Y1) and i1, Tio, ya and Y2 are the boundary coordinate

values in x- and y-direction of core 1.

Suppose the thermal sensors are located on top of the die and sample the average tem-
perature of each core. Thus, the measured output of core i is

fl,i(t) = Ta,i(Lza t)a (32)

where L, is the size of the die in z-direction as shown in Figure 3.1.

Core i

Figure 3.1: Transformation from 3D PDE to 1D PDEs

In order to transform the 3D PDE to a group of 1D PDEs, we consider the heat con-
duction schematic diagram shown in Figure 3.2.
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A
+z=L,
@(ZTAZ,__[)__, 1 4+ z+Az
le=tasl
oizh F 1z
Lz=0

Figure 3.2: 1D heat conduction schematic diagram

Considering an infinitesimal volume between z and z + Az, see Figure 3.2, the time rate
of the heat transfer in this volume is

T = O'pSiAZ

0T, (%, 1)

s (3.3)

where o [J/(kg - K)] represents the specific heat capacity of the die and p [kg/m3] re-
presents the density of the die as explained in Chapter 2.

According to the energy conservation law, the heat variation in the volume S; Az consists
of three parts, the heat conduction inside the core (this represents the heat transfer in
z-direction), the heat exchanged with the outside (i.e. in z- and y-direction), and the
internal heat source

in(27t> _ dQcon,i<Zat) + dQex,i(zat> + inn,i<Z7t)

dt dt dt dt ' (3:4)

In the right hand side of equation (3.4), the first term is the time rate of the heat
conduction in this core inside, the second term is the heat exchange rate between this
core and its outside, while the third term is the heat variation due to the internal heat
source. The first term can be calculated by

dQcon,i (Za t)

di = (I)I(Z, t)SZ - q)z(Z + AZ, t)Sz, (35)

where ®@;(z,t) [W/m?] is the heat flux in z-direction of core i with the same positive
direction as the z-axis. The heat flux represents the heat energy transfer rate through a
surface. According to the Fourier heat conduction law [Fou09], one has

K@TM (Z, t) ‘

(I)l(Z,t) = — az

(3.6)
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with the thermal conductivity K [W/(m - K)] of the core. Equation (3.6) follows from
(2.6) by setting n = (0 0 1)7 with respect to coordinate system defined in Figure 3.1.

As Az is infinitesimal we have

q)z(’z?t) —q)z(Z+AZ,t) :KaTa’Z(Z+AZ7t) aTaZ(Z t)

0z 0z
0Ty i(z,t)
—K=—5C 22, (3.7)
Substituting (3.7) in (3.5) yields
dQcon Z‘(Z, t) aQTa i(z7 t)
—— L =S AK—2 )
o S;Az 9, (3.8)
The heat exchange rate of (3.4) is
d ex,i 7t iz iz
QCVZ—(Z) = </ Sy (z,y, 2, t)dx + / Sy (z,y, 2, t)dx
14 Til Y=Yi1 Ti1 Y=VYi2
Yi2 Yi2
+ / Sy (2,9, 2,)dy + / Sy (z,y, 2,t)dy Az, (3.9)
Yi1 T=x;1 Yi1 T=T;9

where @, (x,y, z,t) [W/m?] is the heat flux through the boundaries of the core in x- and
y-direction. According to Fourier’s heat conduction law [Fou09]
I (z,y, z,t)

on

where n is normal vector on the boundary areas of the core, i.e. in the positive and

Oex(z,y, 2,t) = =K (3.10)

negative z- and y-direction respectively, see also Figure 3.1.

In the following, the exchanged heat through the boundaries which is caused by the
power consumption of the cores will be interpreted as an energy generation function per
time and volume unit resulting in

dQex,i(2,t)

N
dt = SiAzzqex,ij(za Pjat)' (311)

j=1
where P; [W] is the power consumption of core j and gex ;(z, Pj, t) [W/m?] is the energy
generation function due to the heat exchange of core ¢ with the outside caused by the
power consumption of core j. Setting (3.9) and (3.11) equal and substituting (3.10) into
it yields

K “2 0T (x,y, 2, t)
quXZ] Z, P t Sl(_/x 8—yd$

il

B /y"2 8T(:1:,y,z,t)d
y Ox Y

ziz 9T
N / (z,y, Z’t)dg;
- ° dy

Y=Yi1 2t

Yi2 9T (x,y, 2, t)
EA\ It g
+ /y .

Y=Yi2

y . ) (3.12)

il T=x;1 i1
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Substituting (2.42), which is the solution of the PDE introduced in Section 2.2 (i.e. a
temperature distribution [K]) into (3.12), results in

Tjp OO 00 00 a ac
tose 20 = (= [0 G T 01

ZTil  g=0 b=0 c=

Y=vi1
0o 00 00
Qbabc
/ E E E Gabc abcj(t)d.f
Til  q=0 b=0 c=0 Y=yi2

oo oo XX

/ YD Gaeyr a%bc (1) ape; (D) ly (3.13)

Yil  q=0 b=0 c=0 T=x1

oo oo o0

/ > DD Cacp” 8%6 T) gy (t)dy ) ,

Yil  a=0 b=0 c=0 .
with .
eylt) = [ 580 L (i .14
0 op
The heat variation due to the internal heat source is
c@%t(z,t) = S;Azq(z,t) (3.15)

with

22 Y2 gy, y, 2, t)dzdy

qi(z,t) = -2 3 (3.16)

where ¢;(z,y, z,t) [W/m?] is the internal heat generation function per time unit and per
volume unit of core 7, see also Section 2.2.

Substituting (3.3), (3.8), (3.11) and (3.15) into (3.4) and dividing it by S;Az results in

8Tai(z,t) 8 Th.i(2,t)

7P ét 922 quxw z, Py t) + qi(2, 1), (3.17)

with the boundary conditions

0T, (L.,
# = — hupTai(L,, 1), (3.18a)
GT%(ZOQ =hdownTa,i(0,1). (3.18b)

The equations (3.17)-(3.18) represent the 1D PDE describing the average over-temperature
dynamics.
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For controlling the temperature balance the separation of variables is applied on the heat
generation function gey;;(2, P;,t). It can be approximated by considering its influence
within the range of the time constant ¢,

Gexij (2, Pj, 1) Z/% Pi(t —1-tq) (3.19)

ta = tc/Ld (3.20)

where Lgq € N is a constant relative to the calculation accuracy. The variable ; can be
obtained from (3.13) by replacing (7'),. ,;(t) by

t

Daesa®0 = [ B L, o100 (3:21)
t—ltq op

Remark 3.1. The time constant t. is derived from the system (2.10) with the boundary

conditions (2.13)-(2.16) of the 1D model proposed in this chapter. The constant t. can

be gotten from the first eigenvalue, which is oo, as this is the eigenvalue relative to the

slowest dynamical response.

Based on (3.19) we have

N
ZQex,ij(z7Pjat ZKIZZ t —1- td) (322>
j=1
with
K,il(Z) = |:ffil17 ceey liil]\[] (323)

T
P(t—1-tq) = [Pl(t—l-td), o Pyt —1-t) (3.24)
Further, the internal heat generation function is given by

with k;; according to (2.49). Setting k,o; = 0 for all j # ¢ the system (3.17)-(3.18) can
be written in a symbolic way in the state space. The state is the trajectory segment
Toi(-t) = {Thi(2,1),0 < 2z < L,} [CZ95, Sec. 2.1]. Define the operators A; and B;; as
the linear continuous mappings

r ha 0
T,.:(0,1) b9 0 0 T,.:(0,1) L 0
Toi(zt) | =] 0 £Z 0 Toi(zt) |+ ; s | Pt -1 t)
Thi(L.,t) 0 0 -bo Toi(L.,t) 0
T.;(t) A; Tt B,

(3.26)
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Therefore, the system can be described as

Lq4

T.i(t) = A/Ta (t) + Z B, P(t—1-t4) (3.27)

1=0
Here A; is an infinitesimal operator (as defined in [CZ95, Sec. 2.1], for details see
A.6), which describes the state operator of the core i, and A; describes the temperature
variety according to internal heat conduction and heat convection with the environment.
B;, € Z(U,.7,) is the input operator, which represents the temperature influence by
the power consumption of the cores, where U, .7 , are Hilbert spaces which indicate the
input and state space and £ (U, .7 ,) is the bounded linear operator from Hilbert space
U to the Hilbert space 7 ,.

3.2 Optimal thermal balance policy

To balance the temperature difference among the cores, we define the regulated output
as

62(27 t) = 52,1(27 t)? 52,2(2:7 t)v teey 52,]\7(27 t)} T7 (328)
with
1 N
Sai(2t) = Tualz,1) — > Toi(z.1), (3.29)
j=1

which is the temperature difference between the average temperature of all cores and
the temperature of core i on a fixed z-plane.

Defining

.= : |, A= . oB=| |, 330
Tan(t) Ay B n

the infinite-dimensional system is given by

T, (t) =AT, + i BiP(t—1-t) (3.31a)
=0
&.(t) =¢1Ta(t) (3.31b)

&:(t) =€>T.(t) (3.31c)
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with €1 € £(TJ ., 81) and €2 € £ (T 4, By) where E; is the measurement output space
and E is regulated output space.

As shown in (3.22), we employ the numeral approximation to calculate the temperature
distribution. To get higher calculation accuracy, larger Lq should be adopted. For the
control design the system (3.31a) is transformed into a system without input delay, see
[ZTHO09]. The solution of (3.31a) is given by

Lg t
T, (t) = Talto)e ) + ) / AT B P(r — - tq)dr. (3.32)
1=0 “1o

Substituting 7" = 7 — [ - tq we have

La t—ltq

T, (t) = Talto)e ™ + ) / AT I B P(r)dr! (3.33)
1=0 to—l-tq

which can equivalently be written as

Lo gty

T.(t) = Ta(to)eA(t_to) + Z/ eAlt=T _l'td)BlP(T/)dT/
1=0 to—l-tq

La  pt—ltg )
+) / AT B P () d7r (3.34)

1=0 710

where the first integral on the right hand side represents the influence of the past input
before the initial time ¢,. Equation (3.34) can also be written as

Ld to
T.(t) = (Ta(to) +> / eA“OT’l'td)BlP(T')dT’) eAl=t0)
l:0 t()—l'td
Lq t Lq t
+ Z / eA(t—T )e—A(l-td)BlP(T/)dT/ . Z / 614(75—7' )e—A(Ltd)BlP(T/)dTI
1=0 v 1o 1=0 Yt=lta
(3.35)
Defining
Ld t
To(t) =Ta(t) + > / A=)~ Al B P (7)dr. (3.36)
1=0 t—l-tq
with
~ Ld to
T.(to) = Talto) + > / l eAlo—m=l) B P(7)dr (3.37)
to—l-tq

=0
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the dynamics of flA"a(t) are given by
T.(t) = AT.(t) + BP(t), (3.38)

~ Lq
where B = Y e AUt B, Thus the original system (3.31a) is transformed into a non-

1=0
delayed 1D PDE system. Systems (3.27) and (3.38) have the same eigenvalues and
eigenfunctions. To meet the intended workload target of the processor, the target average

frequency is set as fi(t) [ZADO09], the corresponding supply voltage is Vgqs(t) for each
core, and suppose Py(t) = P(fi(t), Vaat(t)), which has the form

Py(t) = [Pua(t). Poalt). .. Pon] (3.39)

The power input P(t) consists of the target power Py(t) and the control input P.(t),
ie. P(t) = Py(t) + P.(t). Therefore we have an affine system

T.(t) = AT, (t) + BP.(t) + BP\(1). (3.40)

In order to reach the task target, the target input Py(t) is not considered in the control
design, i.e. we consider the system

T.(t) = AT, (t) + BP.(t). (3.41)
Further, the regulated output is substituted according to
E,(1) = €T, (1), (3.42)

The thermal balance controller structure is shown in Figure 3.3. Define the cost function
J = / [ < P(t), RP(t) > + < &,(t), 2&,(t) > |dt, (3.43)
0

where Z € RV*V is symmetric and positive definite and 2 is the self adjoint coercive
operator in .Z(Zy) [CZ95, Ch. 6]. The cost function (3.43) can be interpreted equiv-
alently as the standard quadratic cost function for linear time-invariant ODE systems.
The weighting matrix & is a design parameter which specifies how many tasks should
be moved among the cores to balance the temperature distribution. The second term of
the right hand side equals

Lq t
< &5(1), 2&,(t) > =< &,(t), 26,(t) > +2 < &,(1), 2%2 Y A=) B P(r)dr >
=1 t—1l-tq
Lq t
+<C2y / A==l B, P(7)dr, 265
=1 t—1l-tq

Lq t
/ eA(t_T_l'td)Bl(T)P(T)dT > .
=1 t—l-tq



38 3 Thermal and power balancing/management policy design for 2D MCP
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Figure 3.3: Thermal balance controller structure

As all three terms on the right hand side of the above equation are non-negative the real
time temperature difference is considered in the given cost function.

In the following, an output feedback controller is applied to manage the power con-
sumption and balance the temperature. The control design is presented in the following
theorem.

Theorem 3.1. Consider the dynamical system (3.40) with the cost function (3.43). If
there exist a self-adjoint operator ¥ € £ (7,) and a matriz F € RN*N such that
<WT,,.,(A— BF%\)T,, >+ < (A— BF€\)Tam $T,, >
+ < CoTam, 26Ty, >+ < (FC\T oy, ZF6 1T, ,, > =0, (3.44)
where Ty ., and Ty, € D(A), where D(A) indicates the domain of A (see A.6), then
the controller can be constructed by

t

P.(t) = F¢, (Ta(t) + i /

—1 Jt—lta

eA(t_T_l'td)BlP(T)dT> , (3.45)
which minimizes the cost function (3.43) under the output feedback control policy.

Proof. Define the output feedback controller as
P.(t) = F\T.(t), (3.46)
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and rewrite the cost function J as

[e%s) L. R R
J :/ [ < P.(t),ZP.(t) > +/ < &(z,1), 2€,(z,t) > dz} dt
0 0
= / [ < FE\To(t), RFC\To(t) > + < €oTo(t), 2€-T,(t) > dz] dt
0
< T.(t),(CTFTRFE, + CF 26)T.(t) > di

= / < To(t), 2T, (t) > dt.
0

Defining W as a self adjoint, nonnegative operator, according to the infinite-dimensional
quadratic optimal control shown in [CZ95, Ch. 6], one has

<OTym, (A=BF6\)Toyp >+ < (A— BFC )Ty, $Tay, > + < Top, 2T, >=0

From (3.27) and (3.40), it is obvious that .7, and the space of the transformed state
vector 7, share the same orthogonal basement, therefore T, ,,,T,, € D(A). Then it
follows

< WT,..,(A— BF¢\)T,, >+ < (A— BF€\)Ty., ¥T,, >
+ < CoTom, €T, >+ < (FC\Tom, ZF€\T,,, > =0, (3.47)

which completes the proof. [l

The definition of D(A) is given in Appendix A.6. The details of solving the Riccati
equation (3.44) in Theorem 3.1 are shown in Appendix A.7.

Remark 3.2. In the controller shown in equation (3.45), the actual measured output
&,(t) = € 1T ,(t) as well as previous power vectors P(t — 1 -tq) are considered. For real
implementation the variables are measured only at the sampling instants. Therefore, the
integral in equation (3.45) is then calculated by the sum

Ly 0
P.(ty) = FE,T(tx) + > _F% / | eADdrB, P(t,_)), (3.48)
i;o I=1 - 't{f _
F

such that a small overhead can be achieved. The matrices FZ, I ={1,2,..., Ly} can be
computed offline.
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3.3 Simulation results

For the simulation, the 8-core IBM Cell Processor, which is described in Section 2.4 is
employed. Assume that the frequency range of the processor is from 2 GHz to 4.8 GHz,
and the power supply is between 0.9V and 1.3V [PBB*05]. Then the thermal behavior
is modeled as a group of eight 1D PDEs ((3.17) and (3.18)) with 40 delayed input terms.
The parameter Lq = 40 is chosen based on the time constant t. = 1s of the system (3.17)
and the variable t4, see equation (3.20). A suitable choice for ¢4 is setting it equal to the
sampling period, see also (3.48) for realization of the controller in this simulation. Hence,
an 8 X 8 optimal thermal balancing controller matrix can be obtained from Theorem 3.1.

During the simulation, the workload is set as time varying (see the target power in Figure
3.6), and two different tasks are set based on [Lov10, Ch. 4]. One type of task is an
urgent task with a deadline, and its frequency cannot be changed while the other type
is a non-urgent task where its frequency can be changed online. Under the proposed
control policy, the temperature difference among the cores is shown by the 2-Norm of
the output vector ||£(t)]|, in Figure 3.4.

The temperature difference under the power based temperature management policy in
[MMAT08] is also shown in Figure 3.4. The method proposed in [MMA™08] has the aim
to manage the temperature by optimizing the power consumption. A cost function is
introduced which takes only the power consumption into account but not the temper-
ature difference among the cores. Therefore, the method proposed in this Chapter can
obtain a better performance compared with the power based management technique in

[MMA*08].

The comparison of the steady-state temperature distribution between the proposed
method and the average task allocation policy under same power consumption is shown
is Figure 3.5. The figure shows that the proposed method has a smoother temperature
distribution. The original target power Py (t) and the actual power P(t) = Py(t)+ P.(t)
are shown for the cores 3 and 8 in Figure 3.6. Figure 3.5 shows that core 8 has a lower
temperature compared with the other cores under a constant workload without a balanc-
ing controller while core 3 has a higher temperature. Under the proposed control policy,
core 8 works on a higher workload than the target workload. On the other hand core 3 is
assigned with a lower workload. Besides, some cores run with fewer assigned tasks than
the original target workload while other cores run with more assigned tasks. Therefore,
the system still can finish the assigned tasks while the temperature distribution is more
balanced.
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3.4 Summary

In this chapter, a new model based on a group of 1D PDEs derived from the 3D model
developed in Chapter 2 is presented. Thereafter, an optimal control approach is pro-
posed based on the 1D model to balance the temperature and to manage the power
consumption among the cores. A Riccati equation approach is introduced to design the
output feedback controller. An IBM CELL 8-core processor is employed to demonstrate
the effectiveness and efficiency of the proposed control design technique.



4 Thermal model of 3D stacked
package MCP

As mentioned in Chapter 1, because of the stacking, much more heat will be gathered
inside the dies as the power density has a linear relationship with the number of the
stacked layers. This is one of the main challenges of the power and thermal management
techniques in the 3D chips. Therefore, a cooling system among the layers is a feasible
solution to cool the stacked dies inside. A simple structure of a 3D stacked package MCP
with micro-channel liquid cooling system (MCLCS) is shown in Figure 4.1 and 4.2.

Channel

Pump

Condensator

v

Liquid

Figure 4.1: 3D package structure
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Figure 4.2: The cross-sectional view of the 3D package structure

The integrated micro-channel liquid cooling system (shown in Figure 4.1 and 4.2) de-
veloped at EPFL in collaboration with ETHZ and IBM Research has proved to be a
feasible solution to cool the 3D ICs [CAAR09, CAR"10, MYL09, QM03, WJ02]. In
this chapter, an integrated thermal model, which contains dies, a heat spreader, a micro
channel liquid cooling system with a pump, is presented.

4.1 Modeling of the 3D micro-channel liquid cooling
system

As mentioned before, the micro-channel liquid cooling system is an effective cooling
device for multi-layer MCPs. MCLCS is a circular system driven by a pump. The pump
runs to deliver the cool liquid into the stacked layers through a micro-channel. The
warmed liquid flows out of the micro-channel, and then is cooled in a condensator. The
cool liquid will be brought by the pump again into the micro-channel for another circle.
In this thesis, we assume that each system contains one pump for the whole MCLCS
and the liquid is delivered through one channel from the pump and then divided into
the micro-channels.

4.1.1 Modeling the heat and mass flow in the micro-channels

Compared with the normal size fluid, the micro size fluid has its special characteristics.
The micro-channel cooling system causes a phenomenon named thermal wake [ORCP93,
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MYLO09]. For normal size, according to the boundary layer theory, the liquid viscosity
only plays a role for a very thin layer near the liquid channel boundary [Sch10, Ch. 11].
Therefore, the upper layer and lower layer do not have cross influence. However, for the
micro size flow, the boundary thickness cannot be neglected compared with the channel
size. The heat transfer from the upper (lower) layer of the liquid flow upstream may
have influence on the heat transfer process of the lower (upper) layer of the liquid flow
downstream, which represents the so-called thermal wake, as shown in Figure 4.3.

Heat source

.......... Upper layer die

Liquid flow Hot liquid region

......... Lower layer die

— Heat transfer through liquid flow
------------------- P Heat transfer through die

Heat source

Figure 4.3: Thermal wake

One of the challenges of modeling the thermal behavior in the micro-channel lies in the
modeling of the thermal wake phenomena. To model this, it is necessary to obtain the
3D thermal distribution in the micro-channel. Based on the physical facts, the following
conditions can be assumed for the liquid fluid.

1. The liquid is an incompressible fluid.

2. The heat radiation is negligible.

3. The flow is a laminar flow.

4. The liquid is a Newtonian fluid.

5. The fluid properties are considered as constant except for the fluid viscosity.

Further explanations are demanded for the assumptions 4 and 5. In assumption 4, the
liquid is assumed as Newtonian fluid. Newtonian fluid is a kind of liquid for which the
stress versus strain rate curve is linear and passes through the origin [Bat00]. Newto-
nian fluid can flow under an arbitrarily small external force. Water and air are both
Newtonian fluids. In assumption 5, the fluid properties are considered as constant.
Normally, water is selected as the cooling liquid. The variations of density, heat con-
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ductivity and specific heat capacitance of water are very small and can be neglected.
However, the water viscosity strongly depends on the temperature, see Figure 4.4. Ac-
cording to Helmholtz’s result, the relationship of water viscosity and temperature can
be approached by

B 0.001779
"~ 14 0.03368(T; — 273) + 0.00022099(T; — 273)2"

[ (4.1)

where T} is the water temperature measured in Kelvin and p [Pa - s] is the water viscosity
[Hol12].

-4

x 10

water viscosity [Pas]

80 290 300 310 320 330 340
water temperature [K]

Figure 4.4: Water viscosity along varying temperature

Remark 4.1. Fquation (4.1) is a regression result based on the experiment results. The
viscosity of water depends both on the temperature and pressure. However, the relation
with pressure is very small and can be neglected. Meanwhile, the temperature has a

significant influence on the viscosity. Therefore, in equation (4.1), only temperature is
considered [Hol12, Ch. 11].

As mentioned in the above assumption, the liquid is incompressible. Therefore, the
conservation of mass can be described as

ou Ov Ow B

a—x—Fa—y—FE—O, (4.2)
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where u, v and w are defined as the velocity components (each with the unit [m/s]) of
the liquid flow Vi = (u v w)” in z-, y- and z-direction [Bat00, Sec. 2.3]. The coordinate
system is defined in Figure 4.5.

Channel |

closed volume

Figure 4.5: The velocity and force analysis of MCLCS

As described in [KIJGO05], the channel size is about 10? - 10% um. Therefore, according
to the results shown in [QMO03, Gad99], the fluid is continuous and the Navier-Stokes

3 are still valid to describe the liquid flow behavior. Considering a closed

equations
volume in the fluid as shown in Figure 4.5, there are two forces acting on the closed
volume, the body force vector ¢ = (1 ¢, t,)* with the unit [N/kg] for each component
acting on the mass center (see Figure 4.5) and the stress tensor I' — p defined in (4.4)
acting on the surfaces [Geb71, Sec. 6.2] (see Figure 4.5 and Appendix B.2 for details).
Therefore, the momentum conservation has the form
DV
Dt

Pt = VI — Vp + pe, (4.3)

® is the material derivative with

where pr [kg/m?] is the density of the liquid, and

VSdeS V.oV
Dt dt+ ST

3The Navier-Stokes equations are usually applied for Newtonian fluids. In Newtonian fluids the viscous

the unit [N/kg] for each component defined by

stresses are proportional to the local strain rate, e.g. water [Bat00]. In this thesis water is considered
for the cooling system.
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For each surface of the closed volume, the stress tensor contains one normal stress 7;; — p
[N/m?] and two shear stresses 7;; [N/m?| see Figure 4.5, I' — p has the form

Tex Toy Taz p 00
P=p=1|me 7 7: |~ |0 p 0 (44)
Tz Tzy Tzz 00 p

where p [N/m?] is the average pressure in the closed volume. As the liquid is Newtonian
fluid, according to the Newtonian law of viscosity, see e.g. [Morl3, Sec. 5.2], one has

Toa _zu%, (4.5a)
Tyy :2“2_;’ (4.5b)
Taz ﬂu%—f, (4.5¢)
and
Toy = Tyz =M (g—z + g—Z), (4.6a)
Toz = Tze =k (g—@; + %), (4.6b)
Tys = Tyz =H ((‘;_@yu + %), (4.6¢)

where p [Pa - s] is the viscosity of the liquid. Substituting (4.4) - (4.6) into (4.3), one
has the momentum conservation equations for the Newtonian fluid

ou ou  Ou ou op Pu  *u  *u
pf(a e Ty T “f@) TP T e T “(axz T T a) (4.72)
v ov ov ov dp v 0% 0%
Pf(a T Ty *“’5) Py T 5y T /*(w o T a_> (4.7b)
ow ow ow ow dp Pw  Pw  QPw
f’f(a Tl Ty T w&) P T e T “(axz T o T a2 ) (4.7c)

Equation (4.7) describes the liquid flow dynamics which is based on the conservation
of momentum.

The heat exchange between the liquid in the micro-channel and the die represents the
forced heat convection. The thermal behavior can be modeled based on the Fourier’s law
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of heat and energy conservation. Different from the heat conduction in the die, it needs
to be considered that the energy crosses though a fixed space volume via the liquid flow.

Figure 4.6: Heat transfer in the liquid channel

Selecting a closed small volume in the channel, as shown in Figure 4.6, it is called
control volume with fixed coordinates and it is an open system. Based on the first law
of thermodynamics [BILD90, Ch. 1 & 6] and [HRW11, Ch. 18], one has

d 1 1
d—Cf = Pf + Mg in <H —+ 5'05 + gz) — Mtout (H + 5,03 + gZ) ¢ - Pneta (48)

where d(@)/dt [J /5] is the internal heat variation per time unit of this volume, P [J/s] is the

in

heat flow by conduction heat transfer, that goes from the outside into the closed volume,
my [kg/s] is the mass flow. The subscript 'in’ means that the flow goes inside the area
and 'out’ means the mass flow goes outside the area. H [J/kg]| is the specific enthalpy
of the liquid. gz [J/kg] is related to the potential energy (g [N/kg] is gravitational
acceleration and z [m| is the position z-direction) and 302 [J/kg] to the kinetic energy,
where v = ||V, [m/s]. Puet [J/s] is the work done by the flow per time unit.

In this case we consider a laminar flow, i.e. the liquid velocity vy and the position z
in (4.8) are constant, see also the assumptions given in the beginning of this section.
Therefore, the variation of the potential energy and kinetic energy can be neglected. As
the flow does not do work the equation (4.8) can be simplified

d
d_cf - Pf + mf,inHin - mf,outHout' (49)
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As explained in Section 2.2 the heat conduction rate on a specific point is given by
KV?2T, see equation (2.9). As the variable P indicates the heat flow by conduction, it
is equivalently given by

r+dx y+dy z+dz
Pyt = / / / KV*Tidxdydzdt (4.10)
T Yy z

where K¢ [W/(m - K)] is the thermal conductivity and Tt [K] is the temperature of the
liquid.

The variation of the interval heat d(@) in a closed volume with respect to the variation of
the temperature dT; is given equivalently as in (2.8) by

r+dx y+dy z+dz T
dQ = / / / Ufpf%dxdydzdt. (4.11)
x Yy z

where o¢ [J/(kg - K)] is the specific heat capacity of the liquid and p; [kg/m?] is the
density of the liquid.

The energy variation in this control volume caused by the mass flow, i.e. mgi, Hin —
MioutHout, can be described as the variation of the enthalpy dH/dt [J/s| caused by
the mass flow that goes inside the volume and goes out of the volume. Thereby we
distinguish between the mass flow in z-, y- and z-direction. The mass flow in z-direction
goes into the closed volume at the point x and goes out of the volume at the point x +dx.
This is analogously defined for the mass flow in y- and z-direction. Thus, we have

dH, dH, dH,

inHin: 4.12
m, @ o T a (4.12a)

de-i—d:c d%y—i-dy de+dz
a T at T a

(4.12b)

meout H out —

For determining d'H, /dt we need to consider the mass flow in z-direction into the closed

y+dy z+dz
My fin = / / U inprdydz (4.13)
Yy z

where ug;, [m/s] is the liquid velocity in 2-direction at the point x. The specific enthalpy

volume which is given by

H;, at the point x is given by
Hin = O-fj—'ﬂin (414)

d . y+dy z+dz
% :/ / proguTrdydz (4.15)
Yy z

such that
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setting u = ug;, and T¢ = Tt;,. Analogously we obtain for dH, 4, /dt

dHr+da: B y+dy z+dz z+dx aT T+dx ou
T‘/y / P Tf+/x tdo (u—i—/w %dx)dydz (4.16)

where (u + [ v 8“dx) = Ugy and (T