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I shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a wood, and I-
I took the one less traveled by,
And that has made all the difference.

- Robert Frost.
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## Part I

## ASYMMETRIC FLOW FIELD FLOW FRACTIONATION

We introduce Asymmetric Flow Field Flow Fractionation technique (denoted further as $\mathrm{AF}_{4}$ ), which is a technique from Field Flow Fractionation (Field Flow Fractionation (FFF)) family. We state problems to be solved in this thesis and give an overview of the results.

## INTRODUCTION

Asymmetric Flow Field Flow Fractionation is a special case of the Field Flow Fractionation technique. During the $\mathrm{AF}_{4}$ the particles get separated according to their size, more exactly to their hydrodynamic radius ([12]). This technique has already proved its efficiency in many applications in pharmaceutics, biology, chemistry (see e. g. [24], [18], [57], [20]).

The fractionation relies on the interplay between laminar flow and Brownian diffusion and occurs in a thin channel equipped with inlet and outlet, and a special membrane as a bottom wall (see e.g. sketch of Eclipse device on Figure 1 ). A horizontal flow of a solvent along the membrane is combined with a strong cross flow across the membrane. The membrane has pores about 1 nm in diameter, so it is impermeable for the particles while the solvent can flow throughout it. The frit is a ceramic or metallic composition situated under the membrane. It has a porous structure with pores about a micron in diameter so the solvent can easily go through it.
$\mathrm{AF}_{4}$ consists of two main stages: a focusing-injection stage and an elution stage.
1.1 FOCUSING-INJECTION STAGE.

A sketch of flow directions during the focusing-injection stage can be seen in Figure 27. During the focusing-injection stage the solvent is entering the channel from both sides and leaves through the membrane (see Figure 2).

The ratio between the left and the right volumetric fluxes determines the position of the focusing line. In the real devices this ratio is usually considered as piecewise-constant function of time. Moreover, the usual practice is to have number of switches as small as possible. The particles are injected from the left side during a certain time interval (shorter than the total duration of the focusing-injection stage), and they are transported towards the membrane due to the strong cross flow. The injection can be done either through a special injection port, or through the inlet. The Brownian diffusion, which acts isotropically, prevents particles from resting at the membrane surface. The interplay between the force


Figure 1: Sketch of 3D channel of the Eclipse fractionation device.


Figure 2: Sketch of the focusing-injection stage of $\mathrm{AF}_{4}$.
induced by the cross flow and the Brownian diffusion results in forming a boundary layer with average distance from the membrane depending on the particle size (i. e. on the diffusion coefficient) and on the intensity of the cross flow (see e.g. [12], [58]). Smaller particles with their larger diffusion coefficient form a layer which has a larger average distance to the membrane.

At the end of the focusing-injection stage the injected particles are located in a thin layer on the membrane, within a focusing zone around the focusing line, and this marks the starting point of the consecutive horizontal transport of the particles.
The main goals of the focusing-injection stage are:
A1. to concentrate almost all particles in a focusing zone by the end of the focusing stage;
A2. to avoid very high concentration of particles in a focusing zone; otherwise the particles will start to interact with each other, which can lead to a poor separation or non-durable use of the membrane (see section 1.3).
1.2 ELUTION STAGE.

The actual separation of the particles by their size is done during the elution stage. The parabolic profile of the horizontal flow (see Figure 3) is exploited to govern the separation: smaller particles are transported faster than the bigger particles towards the channel outlet because they experience a higher tangential flow velocity. An essential characteristic for description of the transport of particles with certain size and under given flow conditions is the retention time. The retention time is a characteristic time at which particles located at a prescribed point on the axis along the channel are expected to leave the channel. From mathematical perspective, the retention time is the median of exit times distribution and is one of the most important measures in the practical use of the fractionation (separation) devices along with the actual distribution of the exit times.

Distribution of exit times (sometimes also being called chromatogram or fractogram) and consequently the retention time, are produced as the results of the elution stage. In cases, when there is only one peak (or strictly speaking, when the distribution of exit times is unimodal), the retention


Figure 3: Sketch of the Elution Stage of $\mathrm{AF}_{4}$.
time can be seen as the mean exit time for particles to leave the channel, with respect to their initial position.

The main goal of the elution is to achieve the best possible separation of the particles, having in mind, that the whole elution stage should be as fast as possible. In order to achieve these goals, one needs to develop fast and reliable algorithms aimed to the problem of estimating the distribution function of exit times.

For a more detailed description of $\mathrm{AF}_{4}$ process see, e.g. [24],[58].

### 1.3 OVERLOADING

In many cases of FFF it is implicitly assumed that the considered suspensions are perfectly dilute. Hence one can assume that there is only one way coupling i.e. no back influence of particles on the flow, but the flow velocities enter in the equations governing particles transport. It is also assumed, that the particles do not interact with each other and do not change their hydrodynamic radius. In some cases, this assumption is not fulfilled which can result in a shift of the retention time and perturbation of chromatogram.

The phenomena of overloading was theoretically described and experimentally studied in [16]. Basically overloading means that there is a very high concentration of particles somewhere in the channel and consequently particles start to interact with each other (e.g. aggregation, additional repulsion forces). Assume, that the geometry of the separation device is fixed, then one can avoid overloading via controlling the crossflow and the injected amount of the sample in the separation channel. This is a challenging problem, and up to our knowledge, so far this problem has been approached only via experiments rather than via the numerical approach.

The problem of overloading is especially crucial for the focusing stage, as one need to transport all the particles into the focusing zone, so they experience the strong crossflow with almost no horizontal flow near the focusing line. The problem of overloading can be avoided, if one does not inject solvent at high speed, but on the other hand this can lead to the poor-focused concentration, which consequently will impact the fractograms.

### 1.4 PROBLEMS

The description of the $\mathrm{AF}_{4}$ brings up three distinct problems with both numerical and analytical challenges. We will state these problems, briefly discuss challenges and provide relevant solutions:
A. Optimal flow control for the focusing to avoid overloading (see Part ii)

- one of the biggest challenges in this problem is the fact, that the governing convectiondiffusion equation for this problem has a hugely (up to $10^{6}$ times) dominating convection part;
- the geometry of the device is highly stretched (up to $10^{3}$ times);
- the optimization algorithm should be fast and do not require high computational resources;
- the hard bounds on the flow inflow can be considered, but then the focusing zone can be terribly large
B. Approximation of distribution function of exit times (see Part iii)
- the shape of the distribution function of the exit times is of great importance in this application, so one needs algorithm, which can provide approximations for distribution function with error estimate in $L^{\infty}$ norm
- complexity estimates are important for determining the efficiency of the Monte Carlo algorithm
c. Stochastic Differential Equation (SDE)-based model for the particles behavior in the channel (see Part iv)
- most of the SDE-based are developed for financial applications
- model should take in the account, that the particles stay in the domain, with both reflecting and absorbing boundary
- Multi-level Monte Carlo (MLMC) approach requires results on the strong convergence for exit times
D. Estimation of the retention time (see Part v)
- huge dominance (up to $10^{6}$ times) of the flow over the diffusion part;
- stretched geometries;
- the approximation algorithm should be fast and should not require high computational resources;


## Part II

OPTIMIZATION OF THE FOCUSING STAGE

We introduce a Partial Differential Equation (PDE)-based mathematical model for the focusing stage modeling. We present a goal-oriented functional and algorithm for its minimization. Numerical experiments are described in the end of this Part with a further discussion of their results.

PDE - BASED MATHEMATICAL MODEL

The present chapter discusses an optimal control problem for the focusing-injection stage of the $\mathrm{AF}_{4}$ process, in which the distribution of particles suspended in a liquid needs to be controlled. In this problem, as in many of similar applications, the evolution of the particle concentration can be influenced only by the inflow/outflow of the liquid. From the mathematical perspective this leads to a constrained optimal boundary control problem for a convection-diffusion equation coupled with the Stokes equation. The theory to handle PDE constrained optimal problems is meanwhile well developed (see e.g. [36]). In particular, optimal control problems for convection-diffusion problems were considered in [13], for the Stokes and Navier-Stokes equations in [22, 60, 37, 33] and for the coupled problems in [3, 4, 45]. In these works the necessary derivative information was mainly provided by the solution of the adjoint equations.

Here, in contrast, we use the sensitivities approach due to the special structure of the objective functional for this specific application. This allows for the construction of a fast optimization algorithm, which is easy to parallelize. Parallelization is essential here, since the computing times for the forward problem are large already for the two-dimensional problem. Despite the fact, that we use sensitivities approach, we are able to provide explicit PDEs for each component of the gradient (see below).

### 2.1 COUPLED MODEL

### 2.1.1 Motivation and Simplifications

The solvent is usually an incompressible liquid, the flow is slow and therefore the Stokes equation can be used to describe the flow in the channel (see the sketch of the fractionation device geometry in Figure 1), as well as the flow in the free space under the membrane/frit region. The flow through the porous membrane and the underlying frit can either be described by the Darcy or the Brinkman model. Based on our previous experience, we consider only the Stokes-Brinkman model (for details see [38]). Further, the flow simulations with the 3 D Stokes-Brinkman problem demonstrate that for the regimes that are relevant for the fractionation process, the velocity on the surface of the membrane is almost constant, with zero tangential component and non-zero vertical component. Based on this, even the Stokes-Brinkman equations can be replaced by the Stokes problem only in the channel. Numerical studies have also shown that even when we consider time-dependent Stokes equation with fixed boundary conditions, then its solution stabilizes in few seconds ([38]).

Remark 2.1.1 Note, that this simplification is used also by pioneers of $A F_{4}$ [58]. Furthermore, because the main objective of the research is the flow control for optimization of the fractionation procedure, another simplification from [58] is considered: We reduce the $3 D$ problem to an effective $2 D$ one. Clearly, that this simplifies our simulations, but it does not change the core nature of the optimization algorithm derived below.

The state system is given by a convection-diffusion equation for the particle density, where the convective flow velocity is given by the solution of the quasi-stationary Stokes system:

$$
\begin{cases}\Delta \vec{V}-\nabla p=0, & x \in \Omega  \tag{1}\\ \nabla \cdot \vec{V}=0, & x \in \Omega \\ \vec{V}=\vec{g}(\cdot, u(t)), & x \in \partial \Omega\end{cases}
$$

Here $V$ is the velocity, $p$ the pressure and $\vec{g}(x, u(t))$ some prescribed spatial velocity distribution along the boundary (see Figure 4 ), which can be adjusted with respect to time via the control variable $u(t)$.

Then, the convection-diffusion equation for the concentration of particles $c(x, t)$ reads as:

$$
\begin{cases}\partial_{t} c+\vec{V} \cdot \nabla c=D \Delta c, & (x, t) \in \Omega \times(0, T)  \tag{2}\\ c(x, 0)=c_{0}(x), & x \in \Omega \\ (\vec{V} c-D \nabla c) \cdot \vec{n}=0, & (x, t) \in \partial \Omega \times(0, T)\end{cases}
$$

where the diffusion coefficient $D$ is constant and the velocity $\vec{V}$ is the solution of (1).
Remark 2.2.1 We assume, that the concentration is already injected of the domain. This assumption is restrictive, but can be met in the application (if one introduce additional injection tube into the geometry). Also, it allows us to consider simpler models for the modeling of AF4, which eventually leads to the faster algorithms.

To state problem (2) in the weak form we introduce the spaces

$$
W=L^{2}\left(0, T ; H^{1}(\Omega)\right), \quad X=\left\{\phi \in W: \phi_{t} \in W^{*}\right\}
$$

and the space-time cylinder $\mathrm{Q}=\Omega \times(0, \mathrm{~T})$, as well as $\Sigma=\partial \Omega \times(0, \mathrm{~T})$.
Using the divergence theorem and the incompressibility of the vector flow $\vec{V}$ (i.e., $\nabla \cdot \vec{V}=0$ ), for any $\varphi \in W$ we have

$$
\begin{aligned}
0 & =\left\langle\frac{\partial}{\partial \mathrm{t}} \mathrm{c}, \varphi\right\rangle_{\mathrm{L}^{2}(\mathrm{Q})}+\langle\nabla \cdot(\overrightarrow{\mathrm{V}} \mathrm{c}-\mathrm{D} \nabla \mathrm{c}), \varphi\rangle_{\mathrm{L}^{2}(\mathrm{Q})} \\
& =\left\langle\frac{\partial}{\partial \mathrm{t}} \mathrm{c}, \varphi\right\rangle_{\mathrm{L}^{2}(\mathrm{Q})}+\langle\varphi,(\overrightarrow{\mathrm{V}} \mathrm{c}-\mathrm{D} \nabla \mathrm{c}) \cdot \overrightarrow{\mathrm{n}}\rangle_{\mathrm{L}^{2}(\partial \Omega \times(0, \mathrm{~T}))}-\langle\overrightarrow{\mathrm{V}} \mathrm{c}-\mathrm{D} \nabla \mathrm{c}, \nabla \varphi\rangle_{\mathrm{L}^{2}(\mathrm{Q})}
\end{aligned}
$$

Applying the boundary conditions from (2), we obtain the following weak formulation:
Find $c \in X$ such that $c(x, 0)=c_{0}$ in $L^{2}(\Omega)$ and

$$
\begin{equation*}
\left\langle\partial_{\mathrm{t}} \mathrm{c}, \varphi\right\rangle_{\mathrm{W}^{*}, \mathrm{~W}}-\langle\overrightarrow{\mathrm{V}} \cdot \mathrm{c}-\mathrm{D} \cdot \nabla \mathrm{c}, \nabla \varphi\rangle_{\mathrm{L}^{2}(\mathrm{Q})}=0 \tag{3}
\end{equation*}
$$

for all $\varphi \in W$.
2.2.1 Properties of Stokes equation

First, we state a proposition for the existence and uniqueness of the Stokes system (1) (see [52]).
We define

$$
L_{0}^{2}(\partial \Omega)=\left\{\vec{f} \in L^{2}(\partial \Omega): \int_{\partial \Omega} \vec{f} \cdot \vec{n}=0\right\}
$$



Figure 4: Domain $\Omega$ of the system, its subdomains and boundary conditions
for the boundary conditions (which have discontinuities at the corners of $\Omega$ in our numerical tests), and

$$
L_{0}^{2}(\Omega)=\left\{p \in L^{2}(\Omega): \int_{\Omega} p=0\right\}
$$

for pressure functions.
By $H_{\sigma}^{1 / 2}(\Omega)$ we denote the subspace of $H^{1 / 2}(\Omega)$ of all weakly divergence free vector fields, that is, $\vec{f} \in H_{\sigma}^{1 / 2}(\Omega)$ if

$$
\overrightarrow{\mathrm{f}} \in \mathrm{H}^{1 / 2}(\Omega) \quad \text { and } \quad \int_{\Omega} \overrightarrow{\mathrm{f}} \cdot \nabla \phi=0 \quad \text { for any } \phi \in \mathrm{C}_{0}^{\infty}(\Omega) .
$$

Proposition 2.2.2 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{\mathrm{d}}$ and let $\vec{g} \in \mathrm{~L}_{0}^{2}(\partial \Omega)$. Then the system (1) admits a solution

$$
(\vec{V}, p) \in\left[H_{\sigma}^{1 / 2}(\Omega) \cap C^{\infty}(\Omega)\right] \times\left[L_{0}^{2}(\Omega) \cap C^{\infty}(\Omega)\right]
$$

and there exists a constant $\mathrm{C}_{\Omega}>0$ such that

$$
\begin{equation*}
\|\vec{V}\|_{H^{1 / 2}(\Omega)} \leqslant C_{\Omega} \cdot\|\vec{g}\|_{L^{2}(\partial \Omega)} \tag{4}
\end{equation*}
$$

Further we have $\vec{g}$ as a linear function of $\binom{u_{1}}{u_{2}} \in U \subset \mathbb{R}^{2}$, where $u_{1}$ and $u_{2}$ are control parameters (see Figure 4).

In this case the Stokes equation admits a linear with respect to $\binom{u_{1}}{u_{2}}$ solution $(\vec{V}, p)$, that is,

$$
\vec{V}=u_{1} \cdot \vec{V}^{(1,0)}+u_{2} \cdot \vec{V}^{(0,1)}, \quad p=u_{1} \cdot p^{(1,0)}+u_{2} \cdot p^{(0,1)}
$$

where $\vec{V}^{(1,0)}$ corresponds to boundary condition $\binom{u_{1}}{u_{2}}=\binom{1}{0}$ and $\vec{V}^{(0,1)}$ corresponds to boundary condition $\binom{\mathfrak{u}_{1}}{u_{2}}=\binom{0}{1}$. The uniqueness provided by the formulated above proposition yields the following result, which will be essential for the setup of our fast optimization algorithm.
Lemma 2.2.3 Consider the Stokes system (1) with a boundary function $\vec{g}=u_{1} \cdot \vec{g}^{(1,0)}+u_{2} \cdot \vec{g}^{(0,1)}$, where $\vec{g}^{(1,0)}, \vec{g}^{(0,1)} \in \mathrm{L}_{0}^{2}(\partial \Omega)$ and $u_{1}, u_{2} \in \mathbb{R}$. Then the solution $(\vec{V}, p)$ depends linearly on $\left(u_{1}, u_{2}\right)^{\top}$, i.e.

$$
\vec{V}=u_{1} \cdot \vec{V}^{(1,0)}+u_{2} \cdot \vec{V}^{(0,1)}, \quad p=u_{1} \cdot p^{(1,0)}+u_{2} \cdot p^{(0,1)}
$$

where $\left(\vec{V}^{(1,0)}, p^{(1,0)}\right)$ and $\left(\vec{V}^{(0,1)}, p^{(0,1)}\right)$ correspond to the boundary conditions $\vec{g}^{(1,0)}$ and $\vec{g}^{(0,1)}$ respectively.

The lemma allows to compute the finite element approximations ( $\mathbf{V}, \mathbf{p}$ ) of exact solution $(\vec{V}, p)$ as a linear combination of basis finite element approximations

$$
\left(\mathbf{V}^{(1,0)}, \mathbf{p}^{(1,0)}\right) \text { and }\left(\mathbf{V}^{(0,1)}, \mathbf{p}^{(0,1)}\right) .
$$

### 2.2.2 Existence, uniqueness and approximation of the convection-diffusion problem

The following theorem is a consequence of Theorem 11.1.1 in [50].
Theorem 2.2.4 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{n}$. Further, let $\vec{V} \in L^{\infty}(Q)$ and $c_{0} \in L^{2}(\Omega)$ be given. Then, there exists a unique solution $\mathrm{c} \in \mathrm{X}$ of problem (3).

Remark 2.2.5 Note that the bilinear form

$$
a(u, w)=\langle D \cdot \nabla u-\vec{V} \cdot u, \nabla w\rangle_{L^{2}(Q)}
$$

is weakly coercive, i.e. there exist constants $\gamma_{1}, \gamma_{2}>0$ such that for all $u \in W$ it holds

$$
a(u, u) \geqslant \gamma_{1}\|u\|_{W}^{2}-\gamma_{2}\|u\|_{L^{2}(Q)}^{2} .
$$

For our numerical experiments we consider controls, which are piecewise-constant in time controls. Hence, we use the following backward Euler time discretization of the convection-diffusion equation (3):

$$
\begin{gather*}
\left\langle\hat{\mathfrak{c}}\left(\mathrm{t}_{\mathrm{k}}\right)-\hat{\mathrm{c}}\left(\mathrm{t}_{\mathrm{k}-1}\right), \varphi\right\rangle_{\mathrm{L}^{2}(\Omega)}- \\
\Delta \mathrm{t} \cdot\left\langle\overrightarrow{\mathrm{~V}}\left(\mathrm{t}_{\mathrm{k}}\right) \cdot \hat{\mathfrak{c}}\left(\mathrm{t}_{\mathrm{k}}\right)-\mathrm{D} \cdot \nabla \hat{\mathfrak{c}}\left(\mathrm{t}_{\mathrm{k}}\right), \nabla \varphi\right\rangle_{\mathrm{L}^{2}(\Omega)}=0  \tag{5}\\
\hat{\mathfrak{c}}(0)=\mathrm{c}_{0}
\end{gather*}
$$

for any $\varphi \in H^{1}(\Omega)$, where $\Delta t=\frac{T}{m}, t_{k}=k \Delta t, k=1, \ldots, m$.
Remark 2.2.6 Using the same argument as in Remark 2.2.5 one easily sees that the corresponding bilinear form is only weakly coercive in $\mathrm{H}^{1}(\Omega)$ with respect to $\mathrm{L}^{2}(\Omega)$. Coercivity can only be ensured for small time steps depending on $\|\vec{V}\|_{L^{\infty}(\Omega)}$. Hence, either we choose such a small time step or we assume that the Fredholm alternative holds.

Further we will employ a stable edge-averaged finite element space discretization (see [9]) and obtain a system of differential equations for $\mathrm{c}_{\mathrm{h}}(\mathrm{t}) \in \mathrm{V}_{\mathrm{h}}$ :

$$
\begin{gather*}
\left\langle\frac{d}{d t} c_{h}(t), \varphi_{h}\right\rangle_{L^{2}(\Omega)}+b_{h}\left(c_{h}(t), \varphi_{h}\right)=0, t \in(0, T)  \tag{6}\\
\left\langle c_{h}(0), \varphi_{h}\right\rangle_{L^{2}(\Omega)}=\left\langle c_{0}, \varphi_{h}\right\rangle_{L^{2}(\Omega)}
\end{gather*}
$$

for any $\varphi_{h} \in V_{h}$. Here $V_{h} \subset H^{1}(\Omega)$ is a space of piecewise linear functions for a given mesh $\mathcal{T}_{h}$ with mesh size $h$.

Note that the backward Euler time discretization is unconditionally stable for this system of differential equations. Denote corresponding solution (after backward Euler time discretization) by $\hat{c}_{h}\left(t_{k}\right)$, $t_{k}=k \Delta t$. Then using the Rothe function $\hat{c}_{\Delta t}(x, t)$ defined by

$$
\left.\hat{\mathbf{c}}_{\mathrm{h}, \Delta \mathrm{t}}(\mathrm{x}, \mathrm{t})\right|_{\left[\mathrm{t}_{\mathrm{k}}, \mathrm{t}_{\mathrm{k}+1}\right)}=\hat{\mathbf{c}}_{\mathrm{h}}\left(\mathrm{t}_{\mathrm{k}}\right),
$$

where $k=0, \ldots, m-1$, we can formulate the following convergence result:
Proposition 2.2.7 For $\Delta \mathrm{t} \rightarrow 0, \mathrm{~h} \rightarrow 0$ it holds

$$
\left\|\hat{c}_{\mathrm{h}, \Delta \mathrm{t}}-\mathrm{c}\right\|_{\mathrm{L}^{2}(\mathrm{Q})} \rightarrow 0
$$

THE OPTIMAL CONTROL PROBLEM

Now we state a specific optimal control problem on the domain $\Omega=(0, L) \times(0, w)$ shown in Figure 4 .

### 3.1 FUNCTIONAL

We define the subdomain $\Omega_{1}=\left(x_{1}^{(1)}, x_{1}^{(2)}\right) \times(0, \alpha w)$, where $0<x_{1}^{(1)}<x_{1}^{(2)}<\mathrm{L}$ and $0<\alpha<0.5$. The functional we are going to minimize is defined as

$$
\left.\begin{array}{rl}
J(c, u)= & \frac{1}{2} \int_{x_{1}^{(1)}}^{x_{1}^{(2)}}(
\end{array}\left[\int_{0}^{\alpha w} c\left(x_{1}, x_{2}, T\right) d x_{2}-K\right]_{+}\right)^{2} d x_{1} .
$$

where $c=c(u)$ is the concentration computed from (2) and $\vec{V}=\vec{V}(u)$.
It holds $(f)_{+}=\max (f, 0)$ and $K>0$ is a constant which gives the not to be exceeded average concentration on the sets $\left\{\chi_{1}\right\} \times[0, w]$.

The first term assures that the particles will end up in the focusing zone. Note that the focusing line will shift with every change of the control. The second term in (7) penalizes amount of concentration of the particles outside the focusing zone $\Omega_{1}$, in which we aim to accumulate them. Both aims can be balanced by the positive constant $\mu$.

### 3.2 PROBLEM STATEMENT

Consider the following linear operator

$$
\begin{equation*}
B c=\int_{0}^{\alpha w} c\left(x_{1}, x_{2}\right) d x_{2}, \quad B: L^{2}(\Omega) \mapsto L^{2}(0, L) \tag{8}
\end{equation*}
$$

Then, the functional (7) can be rewritten in a more convenient operator form

$$
\begin{equation*}
\mathrm{J}(\mathrm{c}, \mathrm{u})=\frac{1}{2}\left\langle(\mathrm{Bc}-\mathrm{K})_{+},(\mathrm{Bc}-\mathrm{K})_{+}\right\rangle_{\mathrm{L}^{2}\left(\left[x_{1}^{(1)}, x_{1}^{(2)}\right]\right)}+\frac{\mu}{2}\|\mathrm{c}(\mathrm{~T})\|_{\mathrm{L}^{1}\left(\Omega \backslash \Omega_{1}\right)}^{2} . \tag{9}
\end{equation*}
$$

Next, we formulate the constrained optimization problem. Define $Z=W \times L^{2}(\Omega)$ and the nonlinear operator $e=\left(e_{1}, e_{2}\right): X \times \mathcal{U} \rightarrow Z^{*}$ by

$$
\left\{\begin{array}{l}
\left\langle e_{1}(c, u), \varphi\right\rangle_{W^{*}, W}=\left\langle\partial_{\mathrm{t}} \mathrm{c}, \varphi\right\rangle_{\mathrm{W}^{*}, W}-\langle\vec{V}(\mathrm{u}) \mathrm{c}-\mathrm{D} \nabla \mathrm{c}, \nabla \varphi\rangle_{\mathrm{L}^{2}(\mathrm{Q})}  \tag{10}\\
\left\langle e_{2}(\mathrm{c}, \mathrm{u}), \varphi(x, 0)\right\rangle_{\mathrm{L}^{2}(\Omega)}=\left\langle\mathrm{c}(\mathrm{x}, 0)-\mathrm{c}_{0}(\mathrm{x}), \varphi(\mathrm{x}, 0)\right\rangle_{\mathrm{L}^{2}(\Omega)}
\end{array}\right.
$$

for all $\varphi \in W$. Here $\vec{V}(u)$ is the (explicit) solution of the Stokes problem for a given boundary control $u=u(t)$.

Then the constrained minimization problem over the control space $\mathcal{U}$ can be shortly written as

$$
\begin{aligned}
& \min J(c, u) \text { over }(c, u) \in X \times \mathcal{U}, \\
& \text { subject to } e(c, u)=0 .
\end{aligned}
$$

Let us introduce the solution operator $\mathfrak{c}(u): \mathcal{U} \mapsto X$ (see [36]) and the reduced cost functional $\hat{J}(u)=$ $J(c(u), u)$. Assume that the mapping $e_{c}(c, u)$ is a homeomorphism. Then, the implicit function theorem implies the existence of the derivative of the mapping $u \mapsto c(u)$ with respect to $u$ in a direction $\delta u$ which is given by

$$
c^{\prime}(u)[\delta u]=-e_{c}^{-1}(c(u), u) e_{u}(c(u), u) \delta u
$$

Noting that $\mathrm{J}_{\mathfrak{u}}=0$ one obtains by the chain rule

$$
\left\langle\hat{J}^{\prime}(u), \delta u\right\rangle_{u^{*}, u}=\left\langle J_{c}(c(u), u),-e_{c}^{-1}(c(u), u) e_{u}(c(u), u) \delta u\right\rangle_{X^{*}, X} .
$$

Due to the special structure of our constraint and the upcoming choice of the control space, we are going to use this sensitivity formulation instead of the adjoint one. Note, that due to the linearity of the convection-diffusion equation the computation of $c^{\prime}(u)[\delta u]$ requires the solution of the same equation just with a different right hand side and homogeneous initial condition.

Let $f_{u, \delta u}:=c^{\prime}(u)[\delta u]$. According to Lemma 2.2.3 the velocity $\vec{V}=\vec{V}(u)$ depends linearly on $u$, i.e. $\vec{V}_{u}(u)[\delta u]=\vec{V}(\delta u)$. Hence, $f_{u, \delta u} \in X$ can be computed from

$$
\left\{\begin{array}{l}
\left\langle\partial_{\mathrm{t}} \mathrm{f}_{\mathrm{u}, \delta u}, \varphi\right\rangle_{W^{*}, W}-\left\langle\vec{V}(u) f_{u, \delta u}-\mathrm{D} \nabla \mathrm{f}_{\mathrm{u}, \delta \mathrm{u}}, \nabla \varphi\right\rangle_{\mathrm{L}^{2}(\mathrm{Q})}=\langle\vec{V}(\delta u) \mathrm{c}, \nabla \varphi\rangle_{\mathrm{L}^{2}(\mathrm{Q})}  \tag{11}\\
\left\langle\mathrm{f}_{\mathrm{u}, \delta \mathrm{u}}(0), \varphi(\cdot, 0)\right\rangle_{\mathrm{L}^{2}(\Omega)}=0, \quad \forall \varphi \in \mathrm{~W}
\end{array}\right.
$$

Remark 3.2.1 Due to the special structure of our constraints, the cost functional and the upcoming choice of the control space, we are going to use this sensitivity formulation instead of the adjoint one.

Since the left-hand side of the convection-diffusion equation is linear with respect to the control function, the computation of $\mathrm{c}^{\prime}(\mathrm{u})[\delta u]$ requires the solution of the state equation of the same form, but with different right-hand sides and with homogeneous initial condition. Therefore, one can solve each system for the component of the gradient independently and in parallel with the solution of the main state equation.

Another advantage of this approach is that there is no need to save previous values of the state $\mathrm{c}(\mathrm{x}, \mathrm{t})$ to compute the gradient, which already leads to great savings in memory in two-dimensional case.

### 3.3 SELECTION OF CONTROL SPACE

By problem definition, functions $u_{1}(t), u_{2}(t)$ that rule Stokes equation (1) are control parameters at any time $t$. We impose natural box constraints on the control:

$$
u_{1}^{a} \leqslant u_{1} \leqslant u_{1}^{b}, \quad u_{2}^{a} \leqslant u_{2} \leqslant u_{2}^{b} .
$$

Thus we obtain a parametric set U :

$$
u=\left\{\left(u_{1}, u_{2}\right): u_{1} \in\left[u_{1}^{a}, u_{1}^{b}\right], u_{2} \in\left[u_{2}^{a}, u_{2}^{b}\right]\right\}
$$

which is a convex polygon.
Based on the Proposition 2.2.4, we will choose control functions $\left(u_{1}(t), u_{2}(t)\right)$ to be piecewise continuous, i.e. they have a finite number of discontinuities of first kind on the interval $[0, \mathrm{~T}]$.
For the piecewise constant function we will need to evaluate derivatives with respect to an increment of arguments $u_{1}^{i}=u_{1}\left(\tau_{i-1}\right)$, as well as of $u_{2}^{i}=u_{2}\left(\tau_{i-1}\right)(i=1, \ldots, N)$.

For example, designating $\frac{\partial}{\partial u_{1}^{i}} c(x, t)=f_{1}^{i}(x, t)$ and noting that

$$
\frac{\partial}{\partial u_{1}^{i}} \vec{V}(\cdot, u(t))=\chi_{i}(t) \vec{V}^{(1,0)}
$$

where $\chi_{i}(t)=\mathcal{J}_{\left\{t \in\left[\tau_{i-1}, \tau_{i}\right)\right\}}$, we have

$$
\left\{\begin{array}{l}
\left\langle\frac{\partial}{\partial t} f_{1}^{i}, \varphi\right\rangle_{W^{*}, W}-\left\langle\vec{V} f_{1}^{i}-D \nabla f_{1}^{i}, \nabla \varphi\right\rangle_{L^{2}(Q)}=\left\langle\vec{V}^{(1,0)} c, \nabla \varphi\right\rangle_{L^{2}\left(\Omega \times\left[\tau_{i-1}, \tau_{i}\right]\right)} . \\
\left\langle f_{1}^{i}(0), \varphi(\cdot, 0)\right\rangle_{L^{2}(\Omega)}=0
\end{array}\right.
$$

In the numerical implementation we need to solve system (11) for various control variations $\delta u$ to find the corresponding differential functional variation $\left\langle\hat{J}^{\prime}(u), \delta u\right\rangle_{u}$.

### 3.4 PROJECTION GRADIENT METHOD

As a result, after solving the systems for

$$
c(x, t), f_{1}^{i}(x, t), f_{2}^{i}(x, t), \quad i=1, \ldots, N
$$

we obtain a 2 N -dimensional gradient vector of $\mathrm{c}(\mathrm{x}, \mathrm{t})$ :

$$
\begin{gathered}
\left(f_{1}^{1}(x, t), \ldots, f_{1}^{N}(x, t), f_{2}^{1}(x, t), \ldots, f_{2}^{N}(x, t)\right) \\
=: d_{u}(x, t) \in\left[L^{2}(\Omega \times(0, T))\right]^{2 N} .
\end{gathered}
$$

Then we derive an expression for the gradient of the reduced cost functional $\hat{J}(u)$ : the $i$-th component of 2 N -dimensional vector $\hat{J}^{\prime}(\mathrm{u})$ can be written as

$$
\begin{aligned}
\left(\hat{J}^{\prime}(u)\right)^{i} & =\left\langle(B c-K)_{+}, B d_{\mathfrak{u}}^{i}\right\rangle_{L^{2}\left(\left[x_{1}^{(1)}, x_{1}^{(2)}\right]\right)} \\
& +\mu\|c(T)\|_{L^{1}\left(\Omega \backslash \Omega_{1}\right)} \int_{\Omega \backslash \Omega_{1}} d_{\mathfrak{u}}^{i}(x, T) d x,
\end{aligned}
$$

where $d_{u}^{i}$ is $i$-th component of the gradient vector $d_{u}(x, t)$.
Remark 3.4.1 Similarly to the case with derivative of the solution $c^{\prime}(u)$, gradient $\hat{J}^{\prime}(u)$ is an approximation of Frechet derivative of functional $\hat{J}(u)$ with respect to control parameter $u=u(t)$.

Using these results, we can formulate projection gradient (see [36]) method for minimization problem (9) with control set

$$
u=\left\{\left(u_{1}^{1}, \ldots, u_{1}^{N}, u_{2}^{1}, \ldots, u_{2}^{N}\right):\left(u_{1}^{i}, u_{2}^{i}\right) \in u\right\} .
$$

This control set is convex and closed (which follows from the convexity of $\mathbb{U}$ ), therefore, projection $\mathcal{P}_{\mathcal{U}}$ is well-defined and unique.

Denote initial guess $\mathbf{u}_{0}$ be in the interior of $\mathcal{U}$. Calculate the corresponding gradient $\mathbf{d}_{0}$. The algorithm has the following form.

1 : Set $k:=0, \sigma \in(0,1), \gamma_{\varepsilon}, \gamma$
2: do
3: Evaluate $d_{k}:=-\hat{J}^{\prime}\left(u_{k}\right)$
4: $\quad$ Set $\mathbf{u}_{k+1}:=\mathcal{P}_{\mathcal{U}}\left(\mathbf{u}_{k}+\gamma \mathbf{d}_{k}\right)$
5 : Compute J( $\left.\mathbf{u}_{\mathrm{k}+1}\right)$
6 : If $\mathbf{u}_{k+1}$ satisfies Armijo's rule, set $\mathbf{k}:=k+1$ and Go to 3

7: $\quad$ Else $\gamma:=\gamma \cdot \sigma$ and Go to 4
8 : while $\left\|\mathbf{u}_{k+1}-\mathbf{u}_{k}\right\| /\left\|\mathbf{u}_{1}-\mathbf{u}_{0}\right\| \geqslant \gamma_{\varepsilon}$

## NUMERICAL EXPERIMENTS

### 4.1 TIME-SPACE DISCRETIZATION OF CONVECTION-DIFFUSION EQUATION

Recall that we consider a backward Euler time discretization of the convection-diffusion equation (3). For the resulting sequence of stationary convection-diffusion-reaction equations we apply an edgeaveraged finite element (EAFE) scheme, following the articles [59], [9]. Note that this discretization we use for evaluating both the concentration $c(x, t)$ and derivatives $f_{1}^{i}(x, t), f_{2}^{i}(x, t) \quad(i=1, \ldots, N)$.

We introduce the following notation thereby assuming that the triangulation $\mathcal{T}_{h}$ is shape regular: for a given $T_{e} \in \mathcal{T}_{h}$ denote by

- $q_{j}(1 \leqslant j \leqslant 3)$ the vertices of $T_{e}$;
- $E_{i j}$ (or simply $E$ ) the edge connecting two vertices $q_{i}$ and $q_{j}$;
- $\delta_{E} \phi=\phi\left(q_{i}\right)-\phi\left(q_{j}\right)$ for any continuous function $\phi$ on $E=E_{i j}$;
- $\tau_{E}=\delta_{E} x=q_{i}-q_{j}$ the directional vector of $E$.

We set $V_{h} \subset H^{1}(\Omega)$ to be the usual piecewise linear finite element space.
Define stiffness coefficients $\left(a_{i j}^{T_{e}}\right)$ for any given $T_{e} \in \mathcal{T}_{h}$ :

$$
\forall c_{h}, v_{h} \in V_{h}: \int_{T_{e}} D \nabla c_{h} \cdot \nabla v_{h} d x=\sum_{i, j} a_{i j}^{T_{e}} c_{h}\left(q_{i}\right) v_{h}\left(q_{j}\right)
$$

and the coefficients $\omega_{E}^{T_{e}}=-a_{i j}^{T_{e}}$ with $E$ connecting the vertices $q_{i}$ and $q_{j}$.
Besides that, given $T_{e} \in \mathcal{T}_{h}$ and an edge $E \in T_{e}$, we define a function $\psi_{E}^{T_{e}}$ by

$$
\frac{\partial \psi_{\mathrm{E}}^{\mathrm{T}_{e}}}{\partial \tau_{\mathrm{E}}}=-\frac{1}{\left|\tau_{\mathrm{E}}\right|}\left(\mathrm{D}^{-1} \vec{V} \cdot \tau_{\mathrm{E}}\right)
$$

Let $\mathcal{H}_{\mathrm{E}}^{\mathrm{T}_{e}}(\overrightarrow{\mathrm{~V}})$ be the corresponding harmonic average of $e^{-\psi_{\mathrm{E}}^{\mathrm{T}_{e}}}$ :

$$
\mathcal{H}_{\mathrm{E}}^{\mathrm{T}_{e}}(\overrightarrow{\mathrm{~V}})=\left[\frac{1}{\left|\tau_{\mathrm{E}}\right|} \int_{\mathrm{E}} e^{\psi_{\mathrm{E}}^{\mathrm{T}_{e}}} \mathrm{ds}\right]^{-1} .
$$

Then the approximating bilinear form can be defined as

$$
a_{h}\left(c_{h}, v_{h}\right)=\Delta t \sum_{\mathrm{E} \in \mathcal{T}_{h}} \omega_{\mathrm{E}} \mathcal{H}_{\mathrm{E}}(\vec{V}) \delta_{\mathrm{E}}\left(e^{\psi_{\mathrm{E}}} \mathrm{c}_{\mathrm{h}}\right) \delta_{\mathrm{E}} v_{\mathrm{h}}+\left(c_{h}, v_{h}\right)_{\Omega}
$$

Here $(\cdot, \cdot)_{\Omega}=\sum_{\mathrm{T}_{e} \in \mathcal{T}_{h}}(\cdot, \cdot)_{\mathrm{L}^{2}\left(\mathrm{~T}_{e}\right)}$. Due to the continuity of $\overrightarrow{\mathrm{V}}(\mathrm{x})$ in $\Omega$ we have $\mathcal{H}_{\mathrm{E}}^{\mathrm{T}_{e}} \equiv \mathcal{H}_{\mathrm{E}}$.
For any time step $t_{k}(k=1, \ldots, m)$ we consider the following finite element scheme: Find $c_{h}\left(t_{k}\right)$ such that

$$
\begin{equation*}
a_{h}\left[t_{k}\right]\left(c_{h}\left(t_{k}\right), v_{h}\right)=\left(c_{h}\left(t_{k-1}\right), v_{h}\right)_{\Omega}, \tag{12}
\end{equation*}
$$

where $a_{h}\left[t_{k}\right]\left(c_{h}\left(t_{k}\right), v_{h}\right)$ corresponds to the velocity flow field $\vec{V}(\cdot)=\vec{V}\left(\cdot, t_{k}\right)$.
Approximation error estimates are also discussed in [59], [9].
At last we discuss some details of numerical implementation of the described scheme. Denote $\bar{\psi}_{\mathrm{E}}(\mathrm{s})=$ $\psi\left(\left|\tau_{\mathrm{E}}\right| s\right)$ for $s \in[0,1]$. One can see that

$$
\frac{\partial \bar{\psi}_{\mathrm{E}}}{\partial s}=-\mathrm{D}^{-1}\left(\overrightarrow{\mathrm{~V}} \cdot \tau_{\mathrm{E}}\right)
$$

Consider the part $\mathbf{B}$ of matrix $\mathbf{A}$ of the bilinear form $a_{h}(\cdot, \cdot)$ such that $\mathbf{A}=\Delta t \cdot \mathbf{B}+\mathbf{A}_{0}$ which corresponds to the representation

$$
a_{h}\left(c_{h}, v_{h}\right)=\Delta t \cdot b_{h}\left(c_{h}, v_{h}\right)+\left(c_{h}, v_{h}\right)_{\Omega} .
$$

Here $\mathbf{A}_{0}$ denotes a mass matrix.
Then the element of matrix $\mathbf{B}$ of the bilinear form $b_{h}(\cdot, \cdot)$ corresponding the the edge $E=\left(q_{i}, q_{j}\right)$ can be computed as follows

$$
b_{i j}=b_{h}\left(\varphi_{j}, \varphi_{i}\right)=\omega_{E} \mathcal{H}_{E}(\vec{V}) \delta_{E}\left(e^{\psi_{E}} \varphi_{j}\right) \delta_{E} \varphi_{i}
$$

where $\varphi_{i}(x)$ is a nodal basis function for a vertice $q_{i}$. Denoting $\alpha_{E}=\left(D^{-1} \vec{V} \cdot \tau_{E}\right)$ and assuming that in our discretization it is constant on any edge $E$, we have $\bar{\psi}_{E}(s)=\alpha_{E}(1-s)$ and

$$
\begin{equation*}
b_{i j}=-\omega_{E}\left[\int_{0}^{1} e^{\bar{\psi}} \bar{E}_{E}(s) d s\right]^{-1} e^{\bar{\psi}_{E}(1)}=-\omega_{E} \frac{\alpha_{E}}{e^{\alpha_{E}}-1} \tag{13}
\end{equation*}
$$

Similarly one obtains

$$
\begin{equation*}
b_{j i}=b_{h}\left(\varphi_{i}, \varphi_{j}\right)=-\omega_{E}\left[\int_{0}^{1} e^{\bar{\psi}_{E}(s)} \mathrm{ds}\right]^{-1} e^{\bar{\psi}_{E}(0)}=-\omega_{E} \frac{\alpha_{E}}{1-e^{-\alpha_{E}}} . \tag{14}
\end{equation*}
$$

Also we have

$$
\begin{equation*}
b_{i i}=-\sum_{E=\left(q_{i}, q_{k}\right) \in \mathcal{T}_{h}} b_{k i}, \tag{15}
\end{equation*}
$$

since

$$
\omega_{\mathrm{E}} \mathcal{H}_{\mathrm{E}}(\overrightarrow{\mathrm{~V}}) \delta_{\mathrm{E}}\left(e^{\psi_{\mathrm{E}}} \varphi_{i}\right) \delta_{\mathrm{E}} \varphi_{i}=-b_{k i}, \quad \forall \mathrm{E}=\left(q_{i}, q_{k}\right) \in \mathcal{T}_{\mathrm{h}}
$$

One can see that the local parameter $\alpha_{E}$ is a linear function of $\left(u_{1}, u_{2}\right)$.
Note that the expression for $b_{j i}$ has the same form as for $b_{i j}$ since

$$
b_{j i}=-\omega_{E} \frac{-\alpha_{E}}{e^{-\alpha_{E}}-1^{\prime}} \quad E=\left(q_{i}, q_{j}\right)
$$

### 4.2 SCALING OF COORDINATES IN THE NUMERICAL SIMULATIONS

Preliminary tests showed that we need to apply the scaling of coordinates to improve the accuracy of the numerical results.

Recall the convection-diffusion problem (in differential form):

$$
\frac{\partial c}{\partial \mathrm{t}}+\overrightarrow{\mathrm{V}} \cdot \nabla \mathrm{c}=\mathrm{D} \triangle \mathrm{c}
$$

Consider the following scaling of coordinates:

$$
\hat{\mathrm{t}}=0.1 \cdot \mathrm{t}, \quad \hat{x}=100 \cdot \mathrm{x}
$$

These new coordinates are used in the numerical simulations.
We come to a new system:

$$
\frac{\partial \mathrm{c}}{\partial \hat{\mathrm{t}}}+\overrightarrow{\hat{\mathrm{V}}} \cdot \hat{\nabla} \mathrm{c}=\hat{\mathrm{D}} \hat{\Delta} \mathrm{c} .
$$

Returning to old coordinates ( $t, x$ ), we obtain

$$
\begin{aligned}
& 10 \frac{\partial \mathrm{c}}{\partial \mathrm{t}}+10^{-2} \overrightarrow{\hat{V}} \cdot \nabla \mathrm{c}=10^{-4} \hat{\mathrm{D}} \triangle \mathrm{c} \\
& \Rightarrow \frac{\partial \mathrm{c}}{\partial \mathrm{t}}+10^{-3} \overrightarrow{\hat{V}} \cdot \nabla \mathrm{c}=10^{-5} \hat{\mathrm{D}} \triangle \mathrm{c}
\end{aligned}
$$

Recall that $\vec{V}=u_{1} \vec{V}^{(1,0)}+u_{2} \vec{V}^{(0,1)}$ and $\overrightarrow{\hat{V}}=\hat{u}_{1} \overrightarrow{\hat{V}}^{(1,0)}+\hat{u}_{2} \overrightarrow{\hat{V}}^{(0,1)}$. The solutions of the Stokes system satisfy the identities

$$
\vec{V}^{(1,0)}=\overrightarrow{\hat{V}}^{(1,0)} \quad \text { and } \quad \vec{V}^{(0,1)}=\overrightarrow{\hat{V}}^{(0,1)}
$$

(pointwise in the corresponding points $x$ and $\hat{x}$ ).
As a result, we can relate the scaled parameters via their corresponding real values:

$$
\hat{D}=\mathrm{D} \cdot 10^{5}, \quad \hat{\mathrm{u}}=\mathrm{u} \cdot 10^{3}
$$

Note that the boundary condition $(\vec{V} c-D \nabla c) \cdot \vec{n}=0$ transforms to the same form $(\overrightarrow{\hat{V}} c-\hat{D} \hat{\nabla} c)$. $\vec{n}=0$.

Next we consider the functional

$$
J=\frac{1}{2} \int_{x_{1}^{(1)}}^{x_{1}^{(2)}}\left(\left[\int_{0}^{\alpha w} c\left(x_{1}, x_{2}, T\right) d x_{2}-K\right]_{+}\right)^{2} d x_{1}+\frac{\mu}{2}\left(\int_{\Omega \backslash \Omega_{1}} c(x, T) d x\right)^{2}
$$

For convenience denote the integrals $\mathrm{I}_{1}, \mathrm{I}_{2}$ such that $\mathrm{J}=\mathrm{I}_{1}+\mu \mathrm{I}_{2}$. Since the spacial domain is two-dimensional, we have

$$
\hat{\mathrm{I}}_{1}=\mathrm{I}_{1} \cdot 10^{6}, \quad \hat{\mathrm{I}}_{2}=\mathrm{I}_{2} \cdot 10^{8}
$$

with $\hat{K}=K \cdot 10^{2}$.
To achieve a relation $\hat{J}=\mathrm{J} \cdot 10^{6}$, we switch to a new parameter $\hat{\mu}=\mu \cdot 10^{-2}$. Then due to an expression for $\mathrm{J}^{\prime}$ we also have $\hat{\mathrm{J}}^{\prime}=\mathrm{J}^{\prime} \cdot 10^{6}$.

Recall that the step in the gradient algorithm has the form

$$
\mathbf{u}_{\mathrm{k}+1}:=\mathcal{P}_{u}\left(\mathbf{u}_{\mathrm{k}}+\gamma \mathbf{d}_{\mathrm{k}}\right)
$$

with $\mathbf{d}_{\mathrm{k}}:=-\mathrm{J}^{\prime}\left(\mathbf{u}_{\mathrm{k}}\right)$. To satisfy $\hat{\mathrm{u}}=\mathrm{u} \cdot 10^{3}$ for any step of this algorithm, we scale the length of the step $\hat{\gamma}=\gamma \cdot 10^{-3}$.

The Armijo's rule can be written as

$$
\mathrm{J}\left(\mathbf{u}_{\mathrm{k}+1}\right)-\mathrm{J}\left(\mathbf{u}_{\mathrm{k}}\right) \leqslant \epsilon\left\langle\mathrm{J}^{\prime}\left(\mathbf{u}_{\mathrm{k}}\right), \mathbf{u}_{\mathrm{k}+1}-\mathbf{u}_{\mathrm{k}}\right\rangle
$$

This inequality holds also for the scaled equivalents if $\epsilon \mathfrak{u}=\hat{\epsilon} \hat{u}$. As a result, $\hat{\epsilon}=\epsilon \cdot 10^{-3}$.
In particular, the real parameters are the following:

$$
\begin{aligned}
\mathrm{L} & =0.1, w=0.00029, \mathrm{~T}=100, \Delta \mathrm{t}=0.05, \mathrm{D}=8 \cdot 10^{-11}, \\
\mathbf{u}_{0} & =\left(1.5 \cdot 10^{-3}, 8.5 \cdot 10^{-3}\right), \mu=10^{4}, \epsilon=0.005, \gamma=10^{4} .
\end{aligned}
$$

They correspond to the values of parameters used in the code:

$$
\begin{array}{r}
\mathrm{L}=10.0, w=0.029, \mathrm{~T}=10, \Delta \mathrm{t}=0.005, \mathrm{D}=8 \cdot 10^{-6} \\
\mathbf{u}_{0}=(1.5,8.5), \mu=100, \epsilon=0.000005, \gamma=10 .
\end{array}
$$

### 4.3 NUMERICAL EXPERIMENTS

We present here some numerical results of minimization problem with simplified (compared with practical tasks) parameters of PDE and control.

For evaluating $c(x, t), f_{1}^{\mathfrak{i}}(x, t), f_{2}^{i}(x, t) \quad(i=1, \ldots, N)$ we applied edge-averaged finite element (EAFE) scheme, following the articles [59], [9].

At first we consider a certain case of boundary conditions for velocity flow $\vec{V}$ shown on Figure 4 . The solution for the Stokes equation (1) will read as

$$
\begin{aligned}
& v_{1}=-6\left(u_{1}+u_{2}\right) \frac{x_{1}}{L} \cdot \frac{x_{2}}{w}\left(1-\frac{x_{2}}{w}\right)+6 u_{1} \frac{x_{2}}{w}\left(1-\frac{x_{2}}{w}\right), \\
& v_{2}=-\left(u_{1}+u_{2}\right)\left(1-3\left(\frac{x_{2}}{w}\right)^{2}+2\left(\frac{x_{2}}{w}\right)^{3}\right) \cdot \frac{w}{L}
\end{aligned}
$$

Rectangular domain $\Omega$ has length $L=0.1 \mathrm{~m}$ and width $w=290 \cdot 10^{-6} \mathrm{~m}$. Subdomain $\Omega_{1}$ is described as

$$
\Omega_{1}=\left\{\left(x_{1}, x_{2}\right): x_{1} \in[0.1 \cdot L, 0.2 \cdot L], x_{2} \in[0,0.1 \cdot w]\right\} .
$$

We consider a diffusion coefficient $\mathrm{D}=8 \cdot 10^{-11} \mathrm{~m}^{2} / \mathrm{sec}$, while the focusing time is $\mathrm{T}=100$ seconds.
Number of switching moments was selected $N=T / \Delta t$ with fixed switching time steps $\Delta t_{1}=5 \mathrm{sec}$ and $\Delta t_{2}=10 \mathrm{sec}$. Moreover, as an initial guess for optimization problem with $\Delta t_{2}=5$ we use the answer of the optimization problem with $\Delta \mathrm{t}_{1}=10 \mathrm{sec}$.

Two cases of box constraints on $u_{1}$ and $u_{2}$ are considered. Corresponding constraining sets we denote by $\mathrm{U}_{1}$ and $\mathrm{U}_{2}$. Then

$$
\begin{align*}
& \mathrm{u}_{1}=\left\{\left(v_{1}, v_{2}\right): v_{2} \in\left[4.5 \cdot 10^{-4}, 10^{-2}\right], \frac{v_{1}}{v_{2}} \in\left[\frac{1}{9}, \frac{1}{4}\right]\right\},  \tag{16}\\
& \mathrm{u}_{2}=\left\{\left(v_{1}, v_{2}\right): v_{2} \geqslant 4.5 \cdot 10^{-4}, \frac{v_{1}}{v_{2}} \in\left[0, \frac{1}{3}\right]\right\} . \tag{17}
\end{align*}
$$

Triangular mesh $\mathcal{T}_{h}$ of the domain $\Omega$ was selected uniform, with the numbers of partitions equal to

$$
\mathrm{n}_{\mathrm{x}}=3960, \quad \mathrm{n}_{\mathrm{y}}=350
$$

along $x$-axis and $y$-axis respectively. Due to the box constraints on control $u$ and initial condition $c_{0}(x)$ accumulated on $[0,0.1 \cdot \mathrm{~L}] \times[0, w]$, only the part of the mesh $\mathcal{T}_{h}$ on subdomain

$$
\Omega_{\theta}=[0, \theta \cdot \mathrm{~L}] \times[0, w], \quad \theta=0.3
$$

was used for computations of $c(x, t)$ (since its values on the rest of the mesh are physically negligible). Parameter $\mu$ in the functional ( 7 ) is set to be equal $10^{4}$.

We have done tests for two different K :

- $K=\frac{1}{0.1 \cdot L} \int_{\Omega} c_{0}(x) d x-$ stands for ideally flat distribution. The value of $(8)$ is presented on Figures 5-6.
- $K=\frac{1.5}{0.1 \cdot L} \int_{\Omega} c_{0}(x) d x$ - more weak constraint. The value of (8) is presented on Figures $7-8$.


Figure 5 : Concentration in $\Omega_{1}$, integrated in $y$-direction $(B(c(x, T))) . K=1$, set $U_{1}$


Figure 6: Concentration in $\Omega_{1}$, integrated in $y$-direction $(B(c(x, T))) . K=1$, set $U_{2}$


Figure 7: Concentration in $\Omega_{1}$, integrated in $y$-direction $(B(c(x, T))) . K=1.5$, set $U_{1}$


Figure 8: Concentration in $\Omega_{1}$, integrated in $y$-direction $(B(c(x, T)))$. $K=1.5$, set $\mathrm{U}_{2}$


Figure 9: Values of $\log _{10} \mathrm{~J}$ with $\mathrm{N}=10, \mathrm{~K}=1$ for two different grids.

The value of stopping criteria $\gamma_{\varepsilon}$ in the following experiments is set to $\gamma_{\varepsilon}=5 \cdot 10^{-3}$.
The first group of experiments were run with the lowest number $N=10$ of switching points for two types of grids. They are in some sense close to each other for a given K and control set U . For all 4 considered options for K and U the decay of the functional (7) is presented on the Figures 9-10.

After reaching a stopping criteria for $N=10$ we turned to the case $N=20$ choosing the initial grid for the space discretization and taking the value of control $u$ from the last meaningful iteration of the corresponding experiment for $\mathrm{N}=10$ as an initial guess of u . Again reaching a stopping criteria in this new case, we then turn again to a higher number of control switching points $N=40$, in the same manner choosing an initial guess of $u$ from the last iteration of the corresponding experiment for $N=20$. For this group of numerical experiments with $N$ taking values 10,20 and 40 , the decay of the functional (7) is shown on the Figures 11-12.

In the next Figure 13 we depict the values of control $u$ for $N=10$ being compared for two different grids for the space discretization. Only for the last iterations (when stopping criteria is attained) the value of $u$ is drawn. Additionally for the coarser grid on the Figure 14 initial guess of $u$ and its value on the last iteration are compared. For the experiments with $\mathrm{N}=20$ which are already described above, the values of control $u$ are demonstrated on the Figure 15 . These values of control are compared for the first and last meaningful iterations of the same experiment.

In the last group of plot shown on the Figure 16, the values of control are depicted for the case of $N=40$. Here again the values of $u$ are compared for the first and last meaningful iterations of the same experiment.


Figure 10: Values of $\log _{10} \mathrm{~J}$ with $\mathrm{N}=10, \mathrm{~K}=1.5$ for two different grids.


Figure 11: Values of $\log _{10} J$ with $N=20$ and $N=40, K=1$.


Figure 12: Values of $\log _{10} J$ with $N=20$ and $N=40, K=1.5$.
4.3.1 Discussion of the results.

Our first numerical results are very promising. For the realistic setting with $K=\frac{1.5}{0.1 \cdot L} \int_{\Omega} c_{0}(x) d x$ the functional value is sufficiently small for already 10 switches. Moreover, we have seen, that for some cases, we do not benefit from increasing number of switching points.




$u_{2}:\left(u_{1}, u_{2}\right) \in U_{2}$

(b) $K=1.5$

Figure 13: Terminal values of $u$ for $N=10$ for two different grids.


Figure 14: Initial and terminal values of $u$ for $N=10$.


Figure 15: Initial and terminal values of $u$ for $N=20$.


Figure 16: Initial and terminal values of $u$ for $N=40$

## Part III

## MONTE CARLO METHODS FOR APPROXIMATION OF DISTRIBUTION FUNCTIONS

In this part of the thesis we present a short overview of MLMC method with applications into finance. Then we present new MLMC algorithm for Cumulative Distribution Function (CDF) and Probability Density Function (PDF) approximations on a compact interval, and CDF approximation at a single point.

MONTE CARLO AND MULTILEVEL MONTE CARLO METHODS

### 5.1 INTRODUCTION

Monte Carlo methods are a large family of algorithms based on repeated random sampling in order to obtain numerical results. They are used in a variety of applications, where deterministic algorithms can be infeasible (e.g. high-dimensional integration, solving PDEs in high dimensions) or where the estimated quantity depends on a random variable with unknown distribution. Financial engineering is one of the most important applications for Monte Carlo algorithms (see [30]), due to the typical highdimensionality of the problems arising in this field and their stochastic origin.

In this work we will focus on a concrete problem of estimating PDF and CDF, motivated initially by the $\mathrm{AF}_{4}$ application. We introduce Single-level Monte Carlo (SMC) (Section 5.2) and MLMC (Section 5.3) methods for estimating a functionals and compare those methods in terms of convergence rates, according to Definition 1 below.

### 5.2 SINGLE-LEVEL MONTE CARLO ESTIMATOR

We start from the abstract setting, where we need to estimate

$$
E P=E f(Y)
$$

where $Y$ is a random variable and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a given function. We don't assume, that the distribution of $Y$ can be simulated exactly. Instead of that we assume, that the simulation is feasible for random variables $Y^{(\ell)}$ that converge to $Y$ in a suitable way, such that

$$
\lim _{\ell \rightarrow \infty} E f\left(Y^{(\ell)}\right)=E f(Y)
$$

The standard Monte Carlo estimator based on $N$ replications of $Y^{(\ell)}$ has the form

$$
\begin{equation*}
\hat{P}=\frac{1}{N} \sum_{i=1}^{N} f\left(Y_{i}^{(\ell)}\right) \tag{18}
\end{equation*}
$$

We are interested in the Mean Squared Error (MSE):

$$
\begin{align*}
E\left[(\hat{P}-E P)^{2}\right] & =E\left[(\hat{P}+E \hat{P}-E \hat{P}-E P)^{2}\right]  \tag{19}\\
& =E\left[(\hat{P}-E \hat{P})^{2}\right]+E\left[(E \hat{P}-E P)^{2}\right]
\end{align*}
$$

As one can see the MSE has been decomposed into two errors:

- $E\left[(E \hat{P}-E P)^{2}\right]-$ bias error;
- $\mathrm{E}\left[(\hat{\mathrm{P}}-\mathrm{E} \hat{\mathrm{P}})^{2}\right]-$ Monte Carlo variance.

The Monte Carlo variance is proportional to $\mathrm{N}^{-1}$ as

$$
\operatorname{Var} \hat{P}=\operatorname{Var}\left(\frac{1}{N} \sum_{i=1}^{N} f\left(Y_{i}^{(\ell)}\right)\right)=\frac{1}{N^{2}} \operatorname{Var}\left(\sum_{i=1}^{N} f\left(Y_{i}^{(\ell)}\right)\right)=\frac{1}{N} \operatorname{Var}\left(f\left(Y^{(\ell)}\right)\right) .
$$

### 5.3 MULTILEVEL MONTE CARLO ESTIMATOR

We will start from the simple observation:

$$
\begin{equation*}
E f\left(Y^{(L)}\right)=E f\left(Y_{i}^{(0)}\right)+\sum_{l=1}^{L} E\left[f\left(Y^{(\ell)}\right)-f\left(Y^{(\ell-1)}\right)\right] \tag{20}
\end{equation*}
$$

The idea behind MLMC is to independently estimate each of the expectations on the right-hand side of (20) in a way, which minimises the overall variance for a given computational cost. The formal definition of the cost will be given later. The final estimator $\hat{P}$ can be seen as a sum of independent estimators

$$
\begin{equation*}
\hat{\mathrm{P}}=\sum_{\ell=0}^{\mathrm{L}} \mathrm{P}_{\ell} \tag{21}
\end{equation*}
$$

where $P_{0}$ is an estimator for $\operatorname{Ef}\left(Y_{i}^{(0)}\right)$ based on $N_{0}$ samples, and $Y_{\ell}$ are estimates for

$$
E\left[f\left(Y^{(\ell)}\right)-f\left(Y^{(\ell-1)}\right)\right]
$$

based on $N_{\ell}$ samples. The simplest form for $P_{0}$ and $P_{\ell}$ is a mean value of $f$ over all samples:

$$
\begin{gathered}
P_{0}=\frac{1}{N_{0}} \sum_{i=1}^{N_{0}} f\left(Y_{i}^{(0)}\right), \\
P_{\ell}=\frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}}\left[f\left(Y^{(\ell)}\right)-f\left(Y^{(\ell-1)}\right)\right], \ell=1, \ldots, L .
\end{gathered}
$$

For the variance and bias for $\hat{P}$ we have

$$
\begin{aligned}
\operatorname{Var} \hat{P} & =\operatorname{Var}\left[\sum_{\ell=0}^{\mathrm{L}} P_{\ell}\right]=\sum_{\ell=0}^{\mathrm{L}} \operatorname{Var} \mathrm{P}_{\ell} \\
\mathrm{E} \hat{P} & =\mathrm{E}\left[\sum_{\ell=0}^{\mathrm{L}} \mathrm{P}_{\ell}\right]=\operatorname{Ef}\left(\mathrm{Y}^{(\mathrm{L})}\right)
\end{aligned}
$$

### 5.4 COMPLEXITY ESTIMATORS

Definition 1 We say that a sequence of randomized algorithms $\mathcal{A}_{n}$ converges with order $\left.(\gamma, \eta) \in\right] 0, \infty[\times$ $\mathbb{R}$ if

$$
\lim _{n \rightarrow \infty} \operatorname{error}\left(\mathcal{A}_{n}\right)=0
$$

and if there exists a constant $\mathrm{c}>0$ such that

$$
\operatorname{cost}\left(\mathcal{A}_{n}\right) \leqslant \mathrm{c} \cdot\left(\operatorname{error}\left(\mathcal{A}_{n}\right)\right)^{-\gamma} \cdot\left(-\log \operatorname{error}\left(\mathcal{A}_{n}\right)\right)^{\eta}
$$

By cost we will understand mathematical expectation of random number calls made during the algorithm.

Remark 5.4.1 In our notation the low convergence rate means lower computational cost in order to achieve given accuracy.
Now for MLMC the overall cost is proportional to $\sum_{\ell=0}^{L} N_{\ell} / h^{\ell}, h_{\ell}$ is a time step discretization at the level $\ell$.

The next two theorems will provide the complexity estimates for both methods.

Theorem 5.4.2 Consider $\mathrm{E} Y=\mathrm{E}(\mathrm{f}(\mathrm{Y}))=\mathrm{E}\left(\mathrm{f}(\varphi(\mathrm{W}))\right.$ ) and an approximation $\mathrm{Y}^{\ell}=\varphi^{\ell}(\mathrm{W})$, where $\varphi^{\ell}$ is a discretization scheme with stepsize $\mathrm{h}=\mathrm{T} / 2^{\ell}$. Consider the estimator (18) and assume that the following is true with some universal constant c :

- $\mathrm{f}: \mathbb{R} \rightarrow \mathbb{R}$ and

$$
\operatorname{cost}(f(x)) \leqslant c, \quad \forall x \in \mathbb{R}
$$

- There exists $M>1$ such that

$$
\operatorname{cost}\left(Y^{(\ell)}\right) \leqslant c \cdot M^{\ell}, \quad \forall \ell \in \mathbb{N}_{0}
$$

- There exists $\alpha>0$

$$
\left|E\left(f(Y)-f\left(Y^{(\ell)}\right)\right)\right| \leqslant c \cdot M^{-\alpha \ell}, \quad \forall \ell \in \mathbb{N}_{0}
$$

- $\sup \operatorname{Var}\left(f\left(Y^{(\ell)}\right)\right)<\infty$
$\ell \in \mathbb{N}_{0}$
Then the SMC method achieves order of convergence

$$
\gamma=\frac{2 \cdot \alpha+1}{\alpha}, \eta=0 .
$$

Proof It is straightforward to verify, that $N \asymp \varepsilon^{-2}$ and $h \asymp \varepsilon^{\alpha}$, so

$$
\operatorname{cost}=N / h=\varepsilon^{-2-\frac{1}{\alpha}}
$$

The next theorem was proved in [25].
Theorem 5.4.3 Consider $\mathrm{E} Y=\mathrm{E}(\mathrm{f}(\mathrm{Y}))=\mathrm{E}\left(\mathrm{f}(\varphi(\mathrm{W}))\right.$ ) and an approximation $\mathrm{Y}^{\ell}=\varphi^{\ell}(\mathrm{W})$, where $\varphi$ is a discretization scheme with stepsize $h_{\ell}=\mathrm{T} / 2^{\ell}$. Consider

$$
\begin{equation*}
\hat{P}=\frac{1}{N_{0}} \sum_{i=1}^{N_{0}} f\left(Y_{i}^{(0)}\right)+\sum_{\ell=1}^{L_{1}} \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}}\left(f\left(Y_{i}^{(\ell)}\right)-f\left(Y_{i}^{(\ell-1)}\right)\right) \tag{22}
\end{equation*}
$$

and assume that

- $\mathrm{f} \in \operatorname{Lip}(\mathbb{R})$ and

$$
\operatorname{cost}(f(x)) \leqslant c, \quad \forall x \in \mathbb{R}
$$

- There exists $M>1$, such that

$$
\operatorname{cost}\left(Y^{(\ell)}, Y^{(\ell-1)}\right) \leqslant c \cdot M^{\ell}, \quad \forall \ell \in \mathbb{N}_{0}
$$

- There exists $\alpha>0$, such that

$$
\left|E\left(f(Y)-f\left(Y^{(\ell)}\right)\right)\right| \leqslant c \cdot M^{-\alpha \ell}, \quad \forall \ell \in \mathbb{N}_{0}
$$

- There exists $\beta \in] 0, \alpha]$ such that

$$
\left(E\left(Y-Y^{(\ell)}\right)^{2}\right)^{1 / 2} \leqslant c \cdot M^{-\beta \ell}, \quad \forall \ell \in \mathbb{N}_{0}
$$

Then the convergence rate for MLMC algorithm is

$$
\gamma=\left\{\begin{array}{ll}
2, & \beta \geqslant \frac{1}{2} \\
\frac{2(\alpha-\beta)+1}{\alpha}, & \beta<\frac{1}{2}
\end{array}, \quad \eta= \begin{cases}2, & \beta=\frac{1}{2} \\
0, & \beta \neq \frac{1}{2}\end{cases}\right.
$$

Proof Due to the fact, that $f \in \operatorname{Lip}(\mathbb{R})$ we have

$$
\begin{aligned}
\operatorname{Var}\left(f(Y)-f\left(Y^{(\ell)}\right)\right) & \leqslant E\left(f(Y)-f\left(Y^{(\ell)}\right)\right)^{2} \\
& \leqslant c \cdot E\left(Y-Y^{(\ell)}\right)^{2} \leqslant M^{-2 \cdot \beta \ell}
\end{aligned}
$$

So now we can write an optimization problem.
Find $\mathrm{N}_{\ell}, \mathrm{L}$ such that:

$$
\left\{\begin{array}{l}
g_{1}\left(N_{\ell}, L\right)=\sum_{\ell=0}^{L} \frac{N_{\ell}}{h_{\ell}} \rightarrow \min \\
g_{2}\left(N_{\ell}, L\right)=\sum_{\ell=0}^{L} \frac{h_{\ell}^{2 \cdot \beta}}{N_{\ell}} \preceq \varepsilon^{2} \\
g_{3}(L)=h^{2 \cdot \alpha \cdot L} \preceq \varepsilon^{2}
\end{array}\right.
$$

It is clear, that $L \geqslant \frac{1}{\alpha} \log _{2} \varepsilon^{-1}$.
Now by differentiation we obtain:

$$
\frac{\partial g_{1}}{\partial N_{\ell}}=\frac{1}{h_{\ell}} ; \quad \frac{\partial g_{2}}{\partial N_{\ell}}=-\frac{h_{\ell}^{2 \cdot \beta}}{N_{\ell}^{2}}
$$

Hence by the Lagrange principle

$$
\begin{gathered}
\left.\frac{\partial g_{1}}{\partial N_{\ell}}\right|_{N^{\star}}=\left.\lambda \frac{\partial g_{2}}{\partial N_{\ell}}\right|_{N^{\star}} \Rightarrow \\
\Rightarrow \frac{1}{h_{\ell}}=-\lambda \frac{h_{\ell}^{2 \cdot \beta}}{\left(N_{\ell}^{\star}\right)^{2}} \Leftrightarrow\left(N_{\ell}^{\star}\right)^{2}=-\lambda h_{\ell}^{2 \cdot \beta+1} \\
\Downarrow \\
N_{\ell}^{\star}=(-\lambda)^{\frac{1}{2}} h_{\ell}^{\frac{2 \cdot \beta+1}{2}}
\end{gathered}
$$

Now we find $\lambda$ from $g_{2}\left(N^{\star}\right) \asymp \varepsilon^{2}$ :

$$
\sum_{\ell=1}^{\mathrm{L}} \frac{h_{\ell}^{2 \cdot \beta}}{N_{\ell}^{\star}}=\sum_{\ell=1}^{\mathrm{L}} \frac{h_{\ell}^{2 \cdot \beta}}{(-\lambda)^{\frac{1}{2}} h_{\ell}^{\frac{2 \cdot \beta+1}{2}}}=\varepsilon^{2} \Longrightarrow \lambda=-\left(\frac{\sum_{\ell=0}^{\mathrm{L}} h_{\ell}^{\frac{2 \cdot \beta-1}{2}}}{\varepsilon^{2}}\right)^{2}
$$

So, we have the number of experiments as given by

$$
\mathrm{N}_{\ell}^{\star} \asymp \varepsilon^{-2} \cdot h_{\ell}^{\frac{2 \cdot \beta+1}{2}} \cdot\left(\sum_{\ell=0}^{\mathrm{L}} h_{\ell}^{\frac{2 \cdot \beta-1}{2}}\right)
$$

and complexity

$$
\operatorname{cost}=\sum_{\ell=1}^{L} \frac{N_{\ell}}{h_{\ell}}=2 \cdot \varepsilon^{-2} \cdot\left(\sum_{\ell=0}^{L} h_{\ell}^{\frac{2 \cdot \beta-1}{2}}\right)^{2} .
$$

So now we can consider three main cases:

$$
\left(\sum_{\ell=0}^{\mathrm{L}} h_{\ell}^{\frac{2 \cdot \beta-1}{2}}\right)^{2} \asymp \begin{cases}1, & \beta>\frac{1}{2} \\ \left(\log _{2} \varepsilon\right)^{2}, & \beta=\frac{1}{2} \\ \varepsilon^{\frac{2 \cdot \beta-1}{\alpha}}, & \beta<\frac{1}{2}\end{cases}
$$

which concludes the proof.

## $\square$

MULTILEVEL MONTE CARLO METHOD FOR CDF AND PDF APPROXIMATION ON A COMPACT INTERVAL

Let Y denote a real-valued random variable with distribution function F and density $\rho$. We study the approximation of $F$ and $\rho$ with respect to the supremum norm on a compact interval $\left[S_{0}, S_{1}\right]$, without assuming that the distribution of Y is explicitly known or that the simulation of Y is feasible. Instead, we suppose that a sequence of random variables $Y^{(\ell)}$ is at hand that converge to $Y$ in a suitable way and that are suited to simulation.

We present a general approach, which is later on applied in the context of stochastic differential equations (SDEs). In this specific setting we aim at the distribution of Lipschitz continuous, path-independent or path-dependent functionals of the solution process, or the distribution of stopped exit times from bounded domains.

In the general setting a naive Monte Carlo algorithm for the approximation of $\rho$ works as follows: Choose a level $\ell \in \mathbb{N}$ and a replication number $n \in \mathbb{N}$, generate n independent samples according to $Y^{(\ell)}$, and apply a kernel density estimator, say, to these samples. For the approximation of $F$ one proceeds analogously, and here the empirical distribution function of the samples is the most elementary choice.

In this chapter we develop the multi-level Monte Carlo approach, which relies on the coupled simulation of $Y^{(\ell)}$ and $Y^{(\ell-1)}$ on a finite range of levels $\ell$. For the multi-level approach to work well for the approximation of distribution functions or densities, a smoothing step is necessary on every level. The smoothing is based on rescaled translates of a suitable function g , which is meant to approximate either the indicator function of $]-\infty, 0$ ] or the Dirac functional at zero. In a first stage the multi-level algorithm provides an approximation to $F$ or $\rho$ at discrete points, which is then extended to a function on $\left[\mathrm{S}_{0}, \mathrm{~S}_{1}\right]$ in a standard and purely deterministic way.

For the approximation of F and $\rho$ on $\left[\mathrm{S}_{0}, \mathrm{~S}_{1}\right]$ our assumptions are as follows:
(i) The density $\rho$ of Y is $r$-times continuously differentiable,
(ii) The simulation of the joint distribution of $Y^{(\ell)}$ and $Y^{(\ell-1)}$ is possible at cost $O\left(M^{\ell}\right)$ for every $\ell \in \mathbb{N}$, where $M>1$.
(iii) A weak error estimate

$$
\begin{aligned}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left|E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)\right| & \leqslant \\
& \leqslant O\left(\min \left(\delta^{-\alpha_{1}} \cdot M^{-\ell \cdot \alpha_{2}}, M^{-\ell \cdot \alpha_{3}}\right)\right)
\end{aligned}
$$

holds for all positive, sufficiently small $\delta$ and all $\ell \in \mathbb{N}_{0}$, where $\alpha_{1} \geqslant 0, \alpha_{2}>0$, and $\alpha_{2} \geqslant \alpha_{3} \geqslant$ 0.
(iv) A strong error estimate

$$
\operatorname{Emin}\left(\left(Y-Y^{(\ell)}\right)^{2} / \delta^{2}, 1\right) \leqslant O\left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}\right)
$$

holds for all positive, sufficiently small $\delta$ and all $\ell \in \mathbb{N}_{0}$, where $\beta_{4} \geqslant 0$ and $\beta_{5}>0$.

We also study the approximation of the distribution function $F$ at a single point $s \in\left[\mathrm{~S}_{0}, \mathrm{~S}_{1}\right]$, and here (iv) is replaced by the following assumption:
(v) A strong error estimate

$$
\begin{aligned}
\sup _{s \in\left[S_{0}, S_{1}\right]} E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)^{2} & \leqslant \\
& \leqslant O\left(\min \left(\delta^{-\beta_{1}} \cdot M^{-\ell \cdot \beta_{2}}, M^{-\ell \cdot \beta_{3}}\right)\right)
\end{aligned}
$$

holds for all positive, sufficiently small $\delta$ and all $\ell \in \mathbb{N}_{0}$, where $\beta_{1} \geqslant 0, \beta_{2}>0$, and $\beta_{2} \geqslant \beta_{3} \geqslant$ 0.

The parameters of a multi-level algorithm $\mathcal{A}$ are the minimal and maximal level, the replication numbers per level, the smoothing parameter $\delta$, and the number of discrete points to be used in the first stage. We derive upper bounds for $\operatorname{error}(\mathcal{A})$, the root mean square error, and $\operatorname{cost}(\mathcal{A})$, the computational cost, in terms of these parameters and the values of $\mathrm{r}, \alpha_{i}$, and $\beta_{i}$, and we present the asymptotically optimal choice of the parameters with respect to our upper bounds. This leads to a final estimate of the form

$$
\operatorname{cost}(\mathcal{A}) \leqslant \mathrm{O}\left(\operatorname{error}(\mathcal{A})^{-\theta+\varepsilon}\right)
$$

for every $\varepsilon>0$, where $\theta>0$. Roughly speaking, $\theta$ is the order of convergence of the multi-level algorithm. See Theorems 6.1.5-6.3.3 for the precise statements involving also powers of $\log \operatorname{error}(\mathcal{A})$.

Here we only present a particular application of these theorems for functionals

$$
\varphi: C\left([0, \mathrm{~T}], \mathbb{R}^{\mathrm{d}}\right) \rightarrow \mathbb{R}
$$

of the solution process $X$ of a d-dimensional system of SDEs, i.e., $Y=\varphi(X)$. For simplicity we take the Euler scheme with equidistant time-steps for the approximation of $X$ in the construction of the multilevel algorithm, and we assume that $r \geqslant 1$ for the rest of the introduction. Table 1 contains the values of $\theta$ for the approximation of $F$ and $\rho$ on $\left[S_{0}, S_{1}\right]$ as well as for the approximation of $F$ at a single point $s \in\left[\mathrm{~S}_{0}, \mathrm{~S}_{1}\right]$. In the first row $\varphi$ is assumed to be Lipschitz continuous, and based on a well known upper bound for the strong error of the Euler scheme we show that (iii)-(v) are satisfied with

$$
\alpha_{1}=0, \quad \alpha_{2}=1 / 2-\varepsilon, \quad \alpha_{3}=1 / 2-\varepsilon
$$

and

$$
\beta_{1}=1+\varepsilon, \quad \beta_{2}=1-\varepsilon, \quad \beta_{3}=1 / 2-\varepsilon, \quad \beta_{4}=2, \quad \beta_{5}=1-\varepsilon
$$

for every $\varepsilon>0$. In the second row

$$
\varphi(x)=\inf \{t \geqslant 0: x(t) \in \partial D\} \wedge T
$$

is a stopped exit time from a bounded domain $D \subset \mathbb{R}^{d}$, and based on a recent result from [14] we obtain

$$
\alpha_{1}=1, \quad \alpha_{2}=1 / 2, \quad \alpha_{3}=1 / 4
$$

and

$$
\beta_{1}=1, \quad \beta_{2}=1 / 2, \quad \beta_{3}=1 / 4, \quad \beta_{4}=1, \quad \beta_{5}=1 / 2
$$

We add that in every case represented in Table 1 proper multi-level algorithms turn out to be superior to single-level algorithms, as far as our upper bounds are concerned. We do not achieve better upper bounds if we restrict considerations to path-independent functionals, i.e., $Y=\varphi\left(X_{T}\right)$ with $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ being Lipschitz continuous; here, however, the situation changes if the Euler scheme is replaced by the Milstein scheme (in dimension $d=1$ because of assumption (ii)), which yields $\theta=2+1 /(r+1)$, $\theta=2+3 / r$, and $\theta=2$ for the approximation of $F, \rho$, and $F(s)$, respectively.

|  | $F$ | $\rho$ | $F(s)$ |
| :---: | :---: | :---: | :---: |
| smooth functional | $2+\frac{2}{r+1}$ | $2+\frac{4}{r}$ | $2+\frac{1}{r+1}$ |
| stopped exit time | $3+\frac{2}{r+1}$ | $3+\frac{5}{r}$ | $3+\frac{2}{r+1}$ |

Table 1: Orders of convergence of the multi-level algorithm

Corresponding results are available for the approximation of the expectation of $\varphi(\mathrm{X})$ by means of multi-level Euler algorithms. It is well known that $\theta=2$, if $\varphi$ is Lipschitz continuous, and $\theta=3$ holds for stopped exit times $\varphi$, see [35]. In the limit $r \rightarrow \infty$ we achieve the same values of $\theta$ for the approximation of the distribution function or the density of $\varphi(X)$.

Multi-level algorithms, which have been introduced in [34] and [25], see also [42] for the two-level construction, are meanwhile applied to rather different computational problems. The approximation of distribution functions and densities seems to be a new application, which exhibits, in particular, the following features: a singularity, which is due to the presence of the indicator function or the Dirac functional, and the fact that we approximate elements of function spaces instead of just real numbers. The first issue is also investigated, without smoothing, in [5] and [27], and with implicit smoothing through the use of conditional expectations in [26] and [28]. Furthermore, Altmayer, Neuenkirch in [2] combine smoothing by Malliavin integration by parts with the multi-level approach to approximate expectations of discontinuous payoffs in the Heston model. The second issue has already been worked out by Heinrich (see [34]) in the general setting of algorithms taking values in Banach spaces.

We stress that a two-level construction for the approximation of densities in the SDE setting with $\mathrm{Y}=\mathrm{X}_{\mathrm{T}}$ has already been proposed and analyzed by Kebaier, Kohatsu-Higa (see [43]) in the case $\mathrm{r}=\infty$, and their analysis yields $\theta=5 / 2$.

Optimality results, which do not just concern upper bounds for the error and cost of specific families of algorithms, seem to be unknown for the problems studied in the present work. The situation is different for the approximation of expectations of Lipschitz continuous functionals, and here suitable multi-level algorithms are almost worst case optimal in the class of all randomized algorithms, see [19].

The rest of the chapter is organized as follows. In Sections 6.1-6.3 we provide the general analysis of the three approximation problem, namely, for distribution functions and densities on compact intervals and for distribution functions at a single point. The structure and the approach in each of these sections is similar: we discuss, in particular, the assumptions on the weak and the strong convergence, and we construct and analyze the respective multi-level algorithms. Section 7.1 contains, in particular, the application of the results from Sections 6.1-6.3 to functionals of the solutions of SDEs, which is complemented by numerical experiments for simple test cases in Section 7.2.

### 6.1 APPROXIMATION OF DISTRIBUTION FUNCTIONS ON COMPACT INTERVALS

We consider a random variable $Y$, and we study the approximation of its distribution function $F$ on a compact interval $\left[S_{0}, S_{1}\right]$, with $S_{0}<S_{1}$ being fixed throughout this section. We do not assume that the distribution of $Y$ can be simulated exactly. Instead, we assume that the simulation is feasible for random variables $Y^{(\ell)}$ that converge to $Y$ in a suitable way.

### 6.1.1 Smoothing

For the approximation of F a straight-forward application of the multi-level Monte Carlo approach based on

$$
\mathrm{F}(\mathrm{~s})=\mathrm{E}\left(\mathbf{1}_{]-\infty, \mathrm{s}]}(\mathrm{Y})\right)
$$

could suffer from the discontinuity of $1_{]-\infty, s]}$, see Remark 7 below. This can be avoided by a smoothing step, provided that a density exists and is sufficiently smooth. Specifically, we assume that
(A1) the random variable $Y$ has a density $\rho$ on $\mathbb{R}$ that is $r$-times continuously differentiable on $\left[\mathrm{S}_{0}-\right.$ $\left.\delta_{0}, S_{1}+\delta_{0}\right]$ for some $r \in \mathbb{N}_{0}$ and $\delta_{0}>0$.

The smoothing is based on rescaled translates of a function $g: \mathbb{R} \rightarrow \mathbb{R}$ with the following properties:
$\left(\mathrm{S}_{1}\right)$ The cost of computing $g(s)$ is bounded by a constant, uniformly in $s \in \mathbb{R}$.
$\left(\mathrm{S}_{2}\right) \mathrm{g}$ is Lipschitz continuous.
$\left(S_{3}\right) g(s)=1$ for $s<-1$ and $g(s)=0$ for $s>1$.
$\left(S_{4}\right) \int_{-1}^{1} s^{j} \cdot\left(1_{1-\infty, 0]}(s)-g(s)\right) d s=0$ for $j=0, \ldots, r-1$.
Obviously, g is bounded due to $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{3}\right)$.
Remark 1 Such a function $g$ is easily constructed as follows. There exists a uniquely determined polynomial p of degree at most $\mathrm{r}+1$ such that

$$
\int_{-1}^{1} s^{j} \cdot p(s) d s=(-1)^{j} /(j+1), \quad j=0, \ldots, r-1
$$

as well as $\mathrm{p}(1)=0$ and $\mathrm{p}(-1)=1$. The extension g of p with $\mathrm{g}(\mathrm{s})=1$ for $\mathrm{s}<-1$ and $\mathrm{g}(\mathrm{s})=0$ for $s>1$ has the properties as claimed. Since $\mathrm{g}-1 / 2$ is an odd function, the same function g arises in this way for r and $\mathrm{r}+1$, if r is even.

For example, consider $\mathrm{r}=5$ and put

$$
p(s)=p_{0}+p_{1} s+p_{2} s^{2}+p_{3} s^{3}+p_{4} s^{4}+p_{5} s^{5}+p_{6} s^{6}
$$

To find the coefficients $p_{i}$, we need 7 equations. From the conditions $p(1)=0$ and $p(-1)=1$ we immediately obtain

$$
\sum_{i=0}^{6} p_{i}=0, \text { and } \sum_{i=0}^{6}(-1)^{i} p_{i}=1
$$

Futher, using

$$
\begin{equation*}
\int_{-1}^{1} s^{j} p_{i} s^{i} d s=\frac{1}{1+i+j}\left(1-(-1)^{i+j+1}\right) \tag{23}
\end{equation*}
$$

we arrive to the system of equations for $p_{i}$ :

$$
\left(\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 \\
2 & 0 & \frac{2}{3} & 0 & \frac{2}{5} & 0 & \frac{2}{7} \\
0 & \frac{2}{3} & 0 & \frac{2}{5} & 0 & \frac{2}{7} & 0 \\
\frac{2}{3} & 0 & \frac{2}{5} & 0 & \frac{2}{7} & 0 & \frac{2}{9} \\
0 & \frac{2}{5} & 0 & \frac{2}{7} & 0 & \frac{2}{9} & 0 \\
\frac{2}{5} & 0 & \frac{2}{7} & 0 & \frac{2}{9} & 0 & \frac{2}{11}
\end{array}\right)\left(\begin{array}{c}
p_{0} \\
p_{1} \\
p_{2} \\
p_{3} \\
p_{4} \\
p_{5} \\
p_{6}
\end{array}\right)=\left(\begin{array}{c}
c 0 \\
1 \\
1 \\
-\frac{1}{2} \\
\frac{1}{3} \\
-\frac{1}{4} \\
\frac{1}{5}
\end{array}\right)
$$

and obtain the solution vector

$$
\left(\begin{array}{lllllll}
\frac{1}{2} & -\frac{225}{128} & 0 & \frac{175}{64} & 0 & -\frac{189}{128} & 0
\end{array}\right) .
$$

We have the following estimate for the bias that is induced by smoothing with parameter $\delta$, i.e., by approximation of $1_{]-\infty, s]}$ by $g((\cdot-s) / \delta)$.

Lemma 6.1.1 There exists a constant $\mathrm{c}>0$ such that

$$
\sup _{s \in\left[S_{0}, S_{1}\right]}|F(s)-E(g((Y-s) / \delta))| \leqslant c \cdot \delta^{r+1}
$$

holds for all $\left.\delta \in] 0, \delta_{0}\right]$.
Proof Clearly

$$
\begin{aligned}
F(s)-E(g((Y-s) / \delta)) & =\int_{-\infty}^{\infty} \rho(u) \cdot\left(1_{]-\infty, s]}(u)-g((u-s) / \delta)\right) d u \\
& =\delta \cdot \int_{-1}^{1} \rho(\delta u+s) \cdot\left(1_{]-\infty, 0]}(u)-g(u)\right) d u,
\end{aligned}
$$

so that the statement follows in the case $r=0$. For $r \geqslant 1$ the Taylor expansion

$$
\rho(\delta u+s)=\sum_{j=0}^{r-1} \rho^{(j)}(s) \cdot(\delta u)^{j} / j!+R(\delta u, s)
$$

yields

$$
|F(s)-E(g((Y-s) / \delta))| \leqslant \delta \cdot \int_{-1}^{1}|R(\delta u, s)| \cdot\left|1_{1-\infty, 0]}(u)-g(u)\right| d u \leqslant c \cdot \delta^{r+1}
$$

### 6.1.2 Assumptions on Weak and Strong Convergence

Our multi-level Monte Carlo construction is based on a sequence $\left(Y^{(\ell)}\right)_{\ell \in \mathbb{N}_{0}}$ of random variables, defined on a common probability space together with $Y$, with the following properties for some constant c $>0$ :
(A2) There exists a constant $M>1$ such that the simulation of the joint distribution of $\gamma^{(\ell)}$ and $Y^{(\ell-1)}$ is possible at cost at most $c \cdot M^{\ell}$ for every $\ell \in \mathbb{N}$.
(A3) There exist constants $\alpha_{1} \geqslant 0, \alpha_{2}>0$, and $\alpha_{2} \geqslant \alpha_{3} \geqslant 0$ such that the weak error estimate

$$
\begin{aligned}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left|E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)\right| \leqslant & \\
& \leqslant c \cdot \min \left(\delta^{-\alpha_{1}} \cdot M^{-\ell \cdot \alpha_{2}}, M^{-\ell \cdot \alpha_{3}}\right)
\end{aligned}
$$

holds for all $\left.\delta \in] 0, \delta_{0}\right]$ and $\ell \in \mathbb{N}_{0}$.
(A4) There exist constants $\beta_{4} \geqslant 0$ and $\beta_{5}>0$ such that the strong error estimate

$$
\operatorname{Emin}\left(\left(Y-Y^{(\ell)}\right)^{2} / \delta^{2}, 1\right) \leqslant c \cdot \delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}
$$

holds for all $\left.\delta \in] 0, \delta_{0}\right]$ and $\ell \in \mathbb{N}_{0}$.
For specific applications we present suitable approximations $\gamma^{(\ell)}$ and corresponding values of the parameters $M, \alpha_{i}$ and $\beta_{i}$ in Section 7.1. Here we proceed with a general discussion of ( $A_{3}$ ) and ( $A_{4}$ ).

Lemma 6.1.2 Let g satisfy (S2) and (S3). Then (A4) implies ( $A_{3}$ ) with $\alpha_{1}=\beta_{4} / 2, \alpha_{2}=\beta_{5} / 2$, and $\alpha_{3}=0$.

## Proof

$$
\begin{aligned}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left|E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)\right| & \leqslant \\
& \leqslant \sup _{s \in\left[S_{0}, S_{1}\right]} E\left|g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right|
\end{aligned}
$$

Due to (S2) the following is true:

$$
\left|g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right| \leqslant c_{L}\left|\frac{Y-s}{\delta}-\frac{Y^{(\ell)}-s}{\delta}\right|=c_{L}\left|\frac{Y-Y^{(\ell)}}{\delta}\right| .
$$

At the same time, $\left(\mathrm{S}_{3}\right)$ and $\left(\mathrm{S}_{2}\right)$ together yield boundedness of g , and the same expression can be estimated in the following way:

$$
\left|g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right| \leqslant|g((Y-s) / \delta)|+\left|g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right| \leqslant 2 c_{B} .
$$

Both estimating expressions do not depend on $s$, thus

$$
\begin{aligned}
& \sup _{s \in\left[S_{0}, S_{1}\right]} E\left|g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right| \leqslant \\
& \leqslant c_{L} E \min \left(\frac{Y-Y^{(\ell)}}{\delta}, 2 \frac{c_{B}}{c_{L}}\right) \leqslant\left\{\text { Jensen's inequality }\left(E\left(x^{2}\right)\right)^{\frac{1}{2}} \leqslant E\left(x^{2}\right)^{\frac{1}{2}}\right\} \\
& \leqslant E \min \left(\frac{\left(Y-Y^{(\ell)}\right)^{2}}{\delta^{2}}, 4 \frac{c_{B}^{2}}{c_{\mathrm{L}}^{2}}\right) .
\end{aligned}
$$

The second argument of the minimum is a constant and can be replaced by one. We thus arrive to

$$
\begin{gathered}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left|E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)\right| \leqslant \\
\leqslant E \min \left(\frac{\left(Y-Y^{(\ell)}\right)^{2}}{\delta^{2}}, 1\right) \leqslant\left\{\left(A_{4}\right)\right\} \leqslant c \cdot \delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}
\end{gathered}
$$

With $\alpha_{1}=\beta_{4} / 2, \alpha_{2}=\beta_{5} / 2$, and $\alpha_{3}=0$ the latter yields $\left(A_{3}\right)$.
Often better estimates for the weak error are known, see Sections 6.3.2 and 7.1. The presence of $\alpha_{1}$ and $\beta_{4}$ in these assumptions is motivated by weak and strong error estimates for SDEs or SPDEs, which often scale with some power of $\delta$. See, however, Sections 7.1.1 and 7.1.2
Let $\|Z\|_{p}=\left(E|Z|^{p}\right)^{1 / p}$ for any random variable $Z$ and $1 \leqslant p<\infty$. Typically, strong error estimates for $Y-Y^{(\ell)}$ instead of $\min \left(\left|Y-Y^{(\ell)}\right|, \delta\right)$ are available in the literature. Straightforward relations to $\left(A_{3}\right)$ and $\left(\mathrm{A}_{4}\right)$ are provided by

$$
\begin{equation*}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left|E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)\right| \leqslant c_{L} \cdot \delta^{-1} \cdot\left\|Y-Y^{(\ell)}\right\|_{1} \tag{24}
\end{equation*}
$$

where $c_{L}$ denotes a Lipschitz constant for $g$, as well as

$$
\begin{equation*}
\operatorname{Emin}\left(\left(Y-Y^{(\ell)}\right)^{2}, \delta^{2}\right) \leqslant \min \left(\left\|Y-Y^{(\ell)}\right\|_{2}^{2}, \delta^{2}\right) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
E \min \left(\left(Y-Y^{(\ell)}\right)^{2}, \delta^{2}\right) \leqslant E\left(\delta \cdot \min \left(\left|Y-Y^{(\ell)}\right|, \delta\right)\right) \leqslant \min \left(\delta \cdot\left\|Y-Y^{(\ell)}\right\|_{1}, \delta^{2}\right) \tag{26}
\end{equation*}
$$

In the following case of equivalence of norms the upper bound in (25) is sharp, and then we have $\beta_{4}=2$ in $\left(A_{4}\right)$, while the optimal value of $\beta_{5}$ is determined by the asymptotic behavior of $\left\|Y-Y^{(\ell)}\right\|_{2}^{2}$. See Sections 7.1.1 and 7.1.2 for examples.

Lemma 6.1.3 Suppose that there exist $\mathrm{c}_{1}>0$ and $\mathrm{p}>2$ such that

$$
0<\left\|Y-Y^{(\ell)}\right\|_{p} \leqslant c_{1} \cdot\left\|Y-Y^{(\ell)}\right\|_{2}
$$

for all $\ell \in \mathbb{N}_{0}$. Then there exists $\mathrm{c}_{2}>0$ such that

$$
E \min \left(\left(Y-Y^{(\ell)}\right)^{2}, \delta^{2}\right) \geqslant c_{2} \cdot \min \left(\left\|Y-Y^{(\ell)}\right\|_{2}^{2}, \delta^{2}\right)
$$

for all $\left.\delta \in] 0, \delta_{0}\right]$ and $\ell \in \mathbb{N}_{0}$.
Proof Put

$$
Z_{\ell}=\frac{\left(Y-Y^{(\ell)}\right)^{2}}{\left\|Y-Y^{(\ell)}\right\|_{2}^{2}}
$$

We show that there exists a constant $\mathrm{c}_{2}>0$ such that

$$
\operatorname{Emin}\left(Z_{\ell}, \delta\right) \geqslant c_{2} \cdot \min (1, \delta)
$$

for all $\ell \in \mathbb{N}_{0}$ and $\delta>0$.
Clearly $\mathrm{E}\left(Z_{\ell}\right)=1$ and $\mathrm{E}\left(Z_{\ell}^{p / 2}\right) \leqslant c_{1}^{p}$. It follows that

$$
P\left(\left\{Z_{\ell}>u\right\}\right) \leqslant \frac{c_{1}^{p}}{u^{p / 2}} .
$$

Put

$$
\mathrm{d}_{\ell}=\mathrm{P}\left(\left\{Z_{\ell}>1 / 2\right\}\right) .
$$

We claim that

$$
\mathrm{d}=\inf _{\ell \in \mathbb{N}_{0}} \mathrm{~d}_{\ell}>0
$$

Assume that $d=0$. Use

$$
1=\mathrm{E}\left(Z_{\ell}\right)=\int_{0}^{\infty} \mathrm{P}\left(\left\{Z_{\ell}>u\right\}\right) \mathrm{d} u \leqslant 1 / 2+\int_{1 / 2}^{\infty} \min \left(\mathrm{d}_{\ell}, \mathrm{c}_{1}^{\mathrm{p}} / u^{\mathrm{p} / 2}\right) \mathrm{d} u
$$

and dominated convergence to conclude that, for a minimizing subsequence,

$$
\lim _{k \rightarrow \infty} \int_{1 / 2}^{\infty} \min \left(d_{\ell_{k}}, c_{1}^{p} / u^{p / 2}\right) d u=0,
$$

which leads to a contradiction. Therefore

$$
E \min \left(Z_{\ell}, \delta\right)=\int_{0}^{\delta} P\left(\left\{Z_{\ell}>u\right\}\right) d u \geqslant \min (\delta, 1 / 2) \cdot d \geqslant d / 2 \cdot \min (1, \delta)
$$

On the other hand, if $\left\|Y-Y^{(\ell)}\right\|_{2}^{2}$ and $\left\|Y-Y^{(\ell)}\right\|_{1}$ are asymptotically equivalent, then (26) is preferable to (25). See Section 7.1.3 for examples.

Assumption $\left(\mathrm{A}_{4}\right)$ and the Lipschitz continuity and boundedness of g immediately yield the following fact.

Lemma 6.1.4 There exists a constant $\mathrm{c}>0$ such that

$$
E \sup _{s \in\left[S_{0}, S_{1}\right]}\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)^{2} \leqslant c \cdot \min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)
$$

holds for all $\left.\delta \in] 0, \delta_{0}\right]$ and $\ell \in \mathbb{N}_{0}$.
Proof See the proof of Lemma 6.1.2

### 6.1.3 The Multi-level Algorithm

The approximation of $F$ on the interval $\left[S_{0}, S_{1}\right]$ is based on its approximation at finitely many points

$$
\begin{equation*}
S_{0} \leqslant s_{1}<\cdots<s_{k} \leqslant S_{1} \tag{27}
\end{equation*}
$$

followed by a suitable extension to $\left[\mathrm{S}_{0}, \mathrm{~S}_{1}\right]$.
For notational convenience we put

$$
g^{k, \delta}(t)=\left(g\left(\left(t-s_{1}\right) / \delta\right), \ldots, g\left(\left(t-s_{k}\right) / \delta\right)\right) \in \mathbb{R}^{k}, \quad t \in \mathbb{R}
$$

as well as $Z_{i}^{(0)}=Y^{(-1)}=0$.
We choose $L_{0}, L_{1} \in \mathbb{N}_{0}$ with $L_{0} \leqslant L_{1}$ as the minimal and the maximal level, respectively, and we choose replication numbers $\mathrm{N}_{\ell} \in \mathbb{N}$ for all levels $\ell=\mathrm{L}_{0}, \ldots, \mathrm{~L}_{1}$, as well as $k \in \mathbb{N}$ and $\left.\left.\delta \in\right] 0, \delta_{0}\right]$. The corresponding multi-level algorithm for the approximation at the points $s_{i}$ is defined by

$$
\begin{align*}
& \mathcal{M}_{N_{L_{0}}, \ldots, N_{L_{1}}}^{k, \delta, L_{0}, L_{1}}=\frac{1}{N_{L_{0}}} \cdot \sum_{i=1}^{N_{L_{0}}} g^{k, \delta}\left(Y_{i}^{\left(L_{0}\right)}\right)+ \\
& \sum_{\ell=\mathrm{L}_{0}+1}^{L_{1}} \frac{1}{N_{\ell}} \cdot \sum_{i=1}^{N_{\ell}}\left(g^{k, \delta}\left(Y_{i}^{(\ell)}\right)-g^{k, \delta}\left(Z_{i}^{(\ell)}\right)\right) \tag{28}
\end{align*}
$$

with an independent family of $\mathbb{R}^{2}$-valued random variables $\left(Y_{i}^{(\ell)}, Z_{i}^{(\ell)}\right)$ for $\ell=L_{0}, \ldots, L_{1}$ and $i=$ $1, \ldots, N_{\ell}$ such that equality in distribution holds for $\left(Y_{i}^{(\ell)}, Z_{i}^{(\ell)}\right)$ and $\left(Y^{(\ell)}, Y^{(\ell-1)}\right)$.

Remark 2 In the particular case $\mathrm{L}=\mathrm{L}_{0}=\mathrm{L}_{1}$, i.e., in the single-level case, we actually have a classical Monte Carlo algorithm, based on independent copies of $\mathrm{Y}^{(\mathrm{L})}$ only. In addition to

$$
\mathcal{M}_{N}^{k, \delta, L, L}=\frac{1}{N} \cdot \sum_{i=1}^{N} g^{k, \delta}\left(Y_{i}^{(L)}\right)
$$

with $\delta>0$, we also consider the single-level algorithm without smoothing. Hence we put

$$
g^{k, 0}(t)=\left(1_{]-, \infty, s_{1}\right]}(t), \ldots, 1_{]-, \infty, s_{k}\right]}(t)\right) \in \mathbb{R}^{k}, \quad t \in \mathbb{R}
$$

to obtain

$$
\mathcal{M}_{N}^{k, 0, L, L}=\frac{1}{N} \cdot \sum_{i=1}^{N} g^{k, 0}\left(Y_{i}^{(L)}\right)
$$

For the analysis of the single-level algorithm it suffices to assume that the simulation of the distribution of $\mathrm{Y}^{(\ell)}$ is possible at cost at most $\mathrm{c} \cdot \mathrm{M}^{\ell}$ for every $\ell \in \mathbb{N}$, cf. (A2). Furthermore, there is no need for a strong error estimate like ( $A_{4}$ ), and if we do not employ smoothing, then $\left(A_{3}\right)$ may be replaced by the following assumption. There exist a constant $\alpha>0$ such that the weak error estimate

$$
\begin{equation*}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left|E\left(1_{]-\infty, s]}(Y)-1_{]-\infty, s]}\left(Y^{(\ell)}\right)\right)\right| \leqslant c \cdot M^{-\ell \cdot \alpha} \tag{29}
\end{equation*}
$$

holds for all $\ell \in \mathbb{N}_{0}$. It turns out that the analysis of single-level algorithms without smoothing is formally reduced to the case $\delta>0$ if we take

$$
\begin{equation*}
\alpha_{1}=0, \quad \alpha_{2}=\alpha, \quad \alpha_{3}=\alpha \tag{30}
\end{equation*}
$$

In the sequel $\|\cdot\|_{\infty}$ denotes the supremum norm on $C\left(\left[S_{0}, S_{1}\right]\right)$ and $|\cdot|_{\infty}$ denotes the $\ell_{\infty}$-norm on $\mathbb{R}^{k}$.

For the extension we take a sequence of linear mappings $Q_{k}^{r}: \mathbb{R}^{k} \rightarrow C\left(\left[S_{0}, S_{1}\right]\right)$ with the following properties for some constant $\mathrm{c}>0$ :
(E1) For all $k \in \mathbb{N}$ and $x \in \mathbb{R}^{k}$ the cost for computing $Q_{k}^{r}(x)$ is bounded by $c \cdot k$.
(E2) For all $k \in \mathbb{N}$ and $x \in \mathbb{R}^{k}$

$$
\left\|Q_{k}^{r}(x)\right\|_{\infty} \leqslant c \cdot|x|_{\infty} .
$$

(E3) For all $k \in \mathbb{N}$

$$
\left\|F-Q_{k}^{r}\left(F\left(s_{1}\right), \ldots, F\left(s_{k}\right)\right)\right\|_{\infty} \leqslant c \cdot k^{-(r+1)}
$$

These properties are achieved, e.g., by piecewise polynomial interpolation with degree $\max (r, 1)$ at equidistant points $s_{i}=S_{0}+(i-1) \cdot\left(S_{1}-S_{0}\right) /(k-1)$ with $k \geqslant 2$.

We employ $Q_{k}^{r}(\mathcal{M})$ with $\mathcal{M}=\mathcal{M}_{N_{\mathrm{L}_{0}}, \cdots, N_{\mathrm{L}_{1}}}^{\mathrm{k}, \delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}$ as a randomized algorithm for the approximation of $F$ on $\left[S_{0}, S_{1}\right]$. Observe that $\mathcal{M}$ is square-integrable, since $g$ is bounded, so that ( $E_{2}$ ) yields $E\left\|Q_{k}^{r}(\mathcal{M})\right\|_{\infty}^{2}<\infty$. The error of $\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}(\mathcal{M})$ is defined by

$$
\operatorname{error}\left(Q_{k}^{r}(\mathcal{M})\right)=\left(E\left\|F-Q_{k}^{r}(\mathcal{M})\right\|_{\infty}^{2}\right)^{1 / 2}
$$

Since the error is based on the supremum norm, $\operatorname{error}\left(Q_{k}^{r}(\mathcal{M})\right)$ does not increase if we replace $Q_{k}^{r}(x)$ by $s \mapsto \sup _{u \in\left[S_{0, s}\right]}\left(Q_{k}^{r}(x)\right)(u)$ to get a non-decreasing approximation on $\left[S_{0}, S_{1}\right]$.

The variance of any square-integrable $\mathbb{R}^{k}$-valued random variable $\mathcal{M}$ is defined by

$$
\operatorname{Var}(\mathcal{M})=\mathrm{E}|\mathcal{M}-\mathrm{E}(\mathcal{M})|_{\infty}^{2},
$$

and

$$
\mathrm{E}|x-\mathcal{M}|_{\infty}^{2} \leqslant 2 \cdot\left(|x-\mathrm{E}(\mathcal{M})|_{\infty}^{2}+\operatorname{Var}(\mathcal{M})\right)
$$

holds for $x \in \mathbb{R}^{k}$. Furthermore,

$$
\operatorname{Var}(\mathcal{M}) \leqslant 4 \cdot \mathrm{E}\left(|\mathcal{M}|_{\infty}^{2}\right)
$$

The Bienaymé formula for real-valued random variables turns into the inequality

$$
\begin{equation*}
\operatorname{Var}(\mathcal{M}) \leqslant c \cdot \log k \cdot \sum_{i=1}^{n} \operatorname{Var}\left(\mathcal{M}_{\mathfrak{i}}\right) \tag{31}
\end{equation*}
$$

if $\mathcal{M}=\sum_{i=1}^{n} \mathcal{M}_{i}$ with independent square-integrable random variables $\mathcal{M}_{i}$ taking values in $\mathbb{R}^{k}$. Here c is a universal constant. In the context of multi-level algorithms this is exploited in [34].

We put

$$
\begin{equation*}
q=\min \left(\frac{r+1+\alpha_{1}}{\alpha_{2}}, \frac{r+1}{\alpha_{3}}\right) . \tag{32}
\end{equation*}
$$

Theorem 6.1.5 The following order, with $\eta=1$, is achieved by algorithms $\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}\left(\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\mathrm{k}, \delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}\right)$ with suitably chosen parameters:

$$
\begin{align*}
q \leqslant \max \left(1, \beta_{4} / \beta_{5}\right) & \Rightarrow \gamma=2+\frac{\max (1, q)}{r+1},  \tag{33}\\
q>\max \left(1, \beta_{4} / \beta_{5}\right) \wedge \beta_{5}>1 & \Rightarrow \gamma=2+\frac{\max \left(1, \beta_{4} / \beta_{5}\right)}{r+1},  \tag{34}\\
q>1>\beta_{4} \wedge \beta_{5}=1 & \Rightarrow \gamma=2+\frac{1}{r+1},  \tag{35}\\
q>\max \left(1, \beta_{4} / \beta_{5}\right) \wedge \beta_{5}<1 & \Rightarrow \gamma=2+\frac{\max \left(1, \beta_{4}+\left(1-\beta_{5}\right) \cdot q\right)}{r+1} \tag{36}
\end{align*}
$$

Moreover, with $\eta=3$,

$$
\begin{equation*}
q>\beta_{4} \geqslant 1 \wedge \beta_{5}=1 \Rightarrow \gamma=2+\frac{\beta_{4}}{r+1} \tag{37}
\end{equation*}
$$

Proof Let $\mathcal{M}$ denote any square-integrable random variable with values in $\mathbb{R}^{k}$. For the error of $Q_{k}^{r}(\mathcal{M})$ we have

$$
\begin{aligned}
\operatorname{error}\left(Q_{k}^{r}(\mathcal{M})\right) \leqslant & \left\|F-Q_{k}^{r}\left(F\left(s_{1}\right), \ldots, F\left(s_{k}\right)\right)\right\|_{\infty}+ \\
& +\left(E\left\|Q_{k}^{r}\left(\left(F\left(s_{1}\right), \ldots F\left(s_{k}\right)\right)-\mathcal{M}\right)\right\|_{\infty}^{2}\right)^{1 / 2} \\
\leqslant & c \cdot\left(k^{-(r+1)}+\left(E\left|\left(F\left(s_{1}\right), \ldots F\left(s_{k}\right)\right)-\mathcal{M}\right|_{\infty}^{2}\right)^{1 / 2}\right) \\
\leqslant & 2 c \cdot\left(k^{-2(r+1)}+\left|\left(F\left(s_{1}\right), \ldots F\left(s_{k}\right)\right)-E(\mathcal{M})\right|_{\infty}^{2}+\operatorname{Var}(\mathcal{M})\right)^{1 / 2}
\end{aligned}
$$

with a constant $\mathrm{c}>0$ according to ( E 2 ) and ( $\mathrm{E}_{3}$ ).
Now we consider the algorithm $\mathcal{M}=\mathcal{M}_{N_{L_{0}}, \ldots, N_{L_{1}}}^{k, \delta, L_{0}, L_{1}}$ with $\delta>0$. We write $a \preceq b$ if there exists a constant $c>0$ that does not depend on the parameters $k, \delta, L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}$ such that $a \leqslant c \cdot b$. Moreover, $\mathrm{a} \succeq \mathrm{b}$ means $\mathrm{b} \preceq \mathrm{a}$, and $\mathrm{a} \asymp \mathrm{b}$ stands for $\mathrm{a} \preceq \mathrm{b}$ and $\mathrm{a} \succeq \mathrm{b}$.

Note that $\mathrm{E}(\mathcal{M})=\mathrm{E}\left(\mathrm{g}^{\mathrm{k}, \delta}\left(\mathrm{Y}^{\left(\mathrm{L}_{1}\right)}\right)\right)$. Hence the bias term is estimated by

$$
\begin{aligned}
\left|\left(F\left(s_{1}\right), \ldots, F\left(s_{k}\right)\right)-E(\mathcal{M})\right|_{\infty} & =\sup _{i=1, \ldots, k}\left|F\left(s_{i}\right)-E\left(g\left(\left(Y^{\left(L_{1}\right)}-s_{i}\right) / \delta\right)\right)\right| \\
& \preceq \delta^{r+1}+\min \left(\delta^{-\alpha_{1}} \cdot M^{-L_{1} \cdot \alpha_{2}}, M^{-L_{1} \cdot \alpha_{3}}\right)
\end{aligned}
$$

see Lemma 6.1.1 and ( $\mathrm{A}_{3}$ ).
The variance of $\mathcal{M}$ is estimated as follows. From (31) we obtain

$$
\operatorname{Var}(\mathcal{M}) \preceq \log k \cdot\left(\frac{\operatorname{Var}\left(g^{k, \delta}\left(Y^{\left(L_{0}\right)}\right)\right)}{N_{L_{0}}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{\operatorname{Var}\left(g^{\mathrm{k}, \delta}\left(\mathrm{Y}^{(\ell)}\right)-g^{\mathrm{k}, \delta}\left(\mathrm{Y}^{(\ell-1)}\right)\right)}{\mathrm{N}_{\ell}}\right) .
$$

Moreover,

$$
\begin{aligned}
& \operatorname{Var}\left(g^{k, \delta}\left(Y^{(\ell)}\right)-g^{k, \delta}\left(Y^{(\ell-1)}\right)\right) \leqslant \\
& \leqslant 4 \cdot E \sup _{i=1, \ldots, k}\left(g\left(\left(Y^{(\ell)}-s_{i}\right) / \delta\right)-g\left(\left(Y^{(\ell-1)}-s_{i}\right) / \delta\right)\right)^{2} \preceq \\
& \\
& \qquad \begin{array}{l}
\text { 亿in }\left(\delta^{-\beta_{4}} \cdot M^{\left.-\ell \cdot \beta_{5}, 1\right)}\right.
\end{array}
\end{aligned}
$$

for $\ell=L_{0}+1, \ldots, L_{1}$, see Lemma 6.1.4, and

$$
\operatorname{Var}\left(g^{k, \delta}\left(Y^{\left(L_{0}\right)}\right)\right) \preceq 1,
$$

since g is bounded. Therefore

$$
\operatorname{Var}(\mathcal{M}) \preceq \log k \cdot\left(\frac{1}{\mathrm{~N}_{\mathrm{L}_{0}}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{\min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)}{\mathrm{N}_{\ell}}\right)
$$

Combining these estimates we finally get

$$
\begin{align*}
\operatorname{error}^{2}\left(Q_{k}^{r}(\mathcal{M})\right) \preceq & k^{-2(r+1)}+\delta^{2(r+1)}+\min \left(\delta^{-2 \alpha_{1}} \cdot M^{-\mathrm{L}_{1} \cdot 2 \alpha_{2}}, M^{-\mathrm{L}_{1} \cdot 2 \alpha_{3}}\right)  \tag{38}\\
& +\log k \cdot\left(\frac{1}{N_{\mathrm{L}_{0}}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{\min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)}{N_{\ell}}\right) .
\end{align*}
$$

Now we analyze the computational cost of the algorithm $\mathcal{M}$. For $\ell=L_{0}, \ldots, L_{1}$ and $i=1, \ldots, N_{\ell}$ the cost of computing $g^{k, \delta}\left(Y_{i}^{(\ell)}\right)$ or $g^{k, \delta}\left(Y_{i}^{(\ell)}\right)-g^{k, \delta}\left(Z_{i}^{(\ell)}\right)$ is bounded by $M^{\ell}+k$, up to a constant, see $\left(\mathrm{S}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$. Use ( $\mathrm{E}_{1}$ ) to obtain

$$
\begin{equation*}
\operatorname{cost}\left(Q_{k}^{r}(\mathcal{M})\right) \preceq c\left(k, L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}\right) \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
c\left(k, L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}\right)=\sum_{\ell=\mathrm{L}_{0}}^{\mathrm{L}_{1}} N_{\ell} \cdot\left(M^{\ell}+k\right) \tag{40}
\end{equation*}
$$

Note that for every $k$ the cost per replication is essentially constant on all levels $\ell \leqslant L^{*}$, where

$$
\begin{equation*}
L^{*}=\log _{M} k \tag{41}
\end{equation*}
$$

Observe that the estimates (38) and (39) are valid, too, for single-level algorithms without smoothing, i.e., for $L_{0}=L_{1}$ and $\delta=0$, if we formally define the parameters $\alpha_{i}$ by (30), which leads to $q=(r+1) / \alpha$.

We determine parameters of the algorithm $\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}(\mathcal{M})$ such that an error of about $\left.\varepsilon \in\right] 0, \min \left(1, \delta_{0}^{r+1}\right)[$ is achieved at a small cost. More precisely, we minimize the upper bound (39) for the cost, subject to the constraint that the upper bound (38) for the squared error is at most $\varepsilon^{2}$, up to multiplicative constants for both quantities.

First of all we consider the case $\delta>0$, and we choose

$$
\begin{equation*}
\delta=\varepsilon^{1 /(r+1)} \tag{42}
\end{equation*}
$$

and, up to integer rounding,

$$
\begin{equation*}
\mathrm{k}=\varepsilon^{-1 /(r+1)} \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{N}_{\mathrm{L}_{0}}=\varepsilon^{-2} \cdot \log _{\mathrm{M}} \varepsilon^{-1} \tag{44}
\end{equation*}
$$

This yields

$$
\operatorname{error}^{2}\left(Q_{k}^{r}(\mathcal{M})\right) \preceq \varepsilon^{2}+a^{2}\left(L_{1}\right)+\log \varepsilon^{-1} \cdot \sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{\min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)}{N_{\ell}}
$$

with

$$
\begin{equation*}
a\left(L_{1}\right)=\min \left(\delta^{-\alpha_{1}} \cdot M^{-L_{1} \cdot \alpha_{2}}, M^{-L_{1} \cdot \alpha_{3}}\right) . \tag{45}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
L^{*}=\frac{1}{r+1} \cdot \log _{M} \varepsilon^{-1} \tag{46}
\end{equation*}
$$

Due to the dependence of $(39)$ on $k$ and the decay of $a\left(L_{1}\right)$ and $\min \left(\delta^{-\beta} \beta_{4} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)$ as functions of $L_{1}$ and $\ell$, respectively, it suffices to study

$$
\begin{equation*}
\mathrm{L}_{0} \geqslant \mathrm{~L}^{*} . \tag{47}
\end{equation*}
$$

Moreover, $a\left(L_{1}\right) \leqslant \varepsilon$ requires $L_{1} \geqslant q \cdot L^{*}$. Consequently, we choose

$$
\begin{equation*}
\mathrm{L}_{1}=\max (1, \mathrm{q}) \cdot \mathrm{L}^{*}, \tag{48}
\end{equation*}
$$

up to integer rounding.
For a single-level algorithm with smoothing, i.e., for $L_{0}=L_{1}$ and $\delta>0$, all parameters have thus been determined, and we obtain $\operatorname{error}\left(\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}(\mathcal{M})\right) \preceq \varepsilon$ as well as

$$
\begin{equation*}
c\left(k, L_{1}, L_{1}, N_{L_{1}}\right) \asymp \varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot M^{L^{*}}=\varepsilon^{-2-1 /(r+1)} \cdot \log \varepsilon^{-1} \tag{49}
\end{equation*}
$$

if $q \leqslant 1$, and

$$
\begin{equation*}
c\left(k, L_{1}, L_{1}, N_{L_{1}}\right) \asymp \varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot M^{q \cdot L^{*}}=\varepsilon^{-2-q /(r+1)} \cdot \log \varepsilon^{-1} \tag{50}
\end{equation*}
$$

if $q>1$. For a single-level algorithm without smoothing we obtain the same result.
For a proper multi-level algorithm with

$$
\mathrm{L}^{*} \leqslant \mathrm{~L}_{0}<\mathrm{L}_{1}
$$

we obtain

$$
\operatorname{error}^{2}\left(\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}(\mathcal{M})\right) \preceq \varepsilon^{2}+\log \varepsilon^{-1} \cdot \sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{v_{\ell}}{\mathrm{N}_{\ell}}
$$

with

$$
v_{\ell}=\min \left(M^{\mathrm{L}^{*} \cdot \beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)
$$

as well as

$$
c\left(k, L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}\right) \asymp \varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot M^{L_{0}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} N_{\ell} \cdot M^{\ell}
$$

Observing

$$
c\left(k, L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}\right) \succeq \varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot M^{L^{*}}
$$

and (49), we get (33) in the case $\mathrm{q} \leqslant 1$ already by single-level algorithms.
To establish the theorem in the case

$$
q>1
$$

we fix $L_{0}$ for the moment, and we minimize

$$
h\left(\mathrm{~L}_{0}, N_{\mathrm{L}_{0}+1}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}\right)=\varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot M^{\mathrm{L}_{0}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} N_{\ell} \cdot M^{\ell}
$$

subject to

$$
\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{v_{\ell}}{\mathrm{N}_{\ell}} \leqslant \varepsilon^{2} / \log \varepsilon^{-1}
$$

A Lagrange multiplier leads to

$$
\begin{equation*}
\mathrm{N}_{\ell}=\varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot \mathrm{G}\left(\mathrm{~L}_{0}\right) \cdot\left(v_{\ell} \cdot \mathrm{M}^{-\ell}\right)^{1 / 2} \tag{51}
\end{equation*}
$$

up to integer rounding, which satisfies the constraint with

$$
\mathrm{G}\left(\mathrm{~L}_{0}\right)=\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}}\left(v_{\ell} \cdot M^{\ell}\right)^{1 / 2}=\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}}\left(\min \left(M^{\mathrm{L}^{*} \cdot \beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right) \cdot M^{\ell}\right)^{1 / 2} .
$$

Moreover, this choice of $\mathrm{N}_{\mathrm{L}_{0}+1}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}$ yields

$$
\begin{equation*}
h\left(L_{0}, N_{L_{0}+1}, \ldots, N_{L_{1}}\right)=\varepsilon^{-2} \cdot \log \varepsilon^{-1} \cdot\left(M^{L_{0}}+G^{2}\left(L_{0}\right)\right) \tag{52}
\end{equation*}
$$

Put

$$
L^{\dagger}=\frac{\beta_{4}}{\beta_{5}} \cdot L^{*}
$$

Consider the case

$$
1<q \leqslant \beta_{4} / \beta_{5} .
$$

Then we have $\mathrm{L}_{1} \leqslant \mathrm{~L}^{\dagger}$, and therefore

$$
M^{L_{0}}+G^{2}\left(L_{0}\right)=M^{L_{0}}+\left(\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} M^{\ell / 2}\right)^{2} \asymp M^{L_{0}}+M^{L_{1}} \asymp M^{L^{*} \cdot \mathrm{q}} .
$$

Observing (50) we get (33) in the present case already by single-level algorithms.
From now on we consider the case

$$
q>\max \left(1, \beta_{4} / \beta_{5}\right)
$$

Suppose that $L_{0}<L^{\dagger}$, which requires $\beta_{4} / \beta_{5}>1$ to hold. Then we get

$$
\begin{aligned}
M^{L_{0}}+G^{2}\left(L_{0}\right) & \asymp M^{L_{0}}+\left(\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}^{\dagger}} M^{\ell / 2}\right)^{2}+M^{\mathrm{L}^{*} \cdot \beta_{4}} \cdot\left(\sum_{\ell=\mathrm{L}^{\dagger}+1}^{\mathrm{L}_{1}} M^{\ell \cdot\left(1-\beta_{5}\right) / 2}\right)^{2} \\
& \asymp M^{\mathrm{L}^{\dagger}}+M^{\mathrm{L}^{*} \cdot \beta_{4}} \cdot\left(\sum_{\ell=\mathrm{L}^{\dagger}+1}^{\mathrm{L}_{1}} M^{\ell \cdot\left(1-\beta_{5}\right) / 2}\right)^{2} \asymp M^{\mathrm{L}^{\dagger}}+G^{2}\left(L^{\dagger}\right) .
\end{aligned}
$$

It therefore suffices to study the case

$$
L_{0} \geqslant L^{\dagger},
$$

where we have

$$
M^{\mathrm{L}_{0}}+G^{2}\left(\mathrm{~L}_{0}\right)=M^{\mathrm{L}_{0}}+M^{\mathrm{L}^{*} \cdot \beta_{4}} \cdot\left(\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} M^{\ell \cdot\left(1-\beta_{5}\right) / 2}\right)^{2} .
$$

If $\beta_{5}=1$ then

$$
M^{L_{0}}+G^{2}\left(L_{0}\right) \asymp M^{L_{0}}+M^{L^{*} \cdot \beta_{4}} \cdot\left(L_{1}-L_{0}\right)^{2} .
$$

If $\beta_{5}>1$ then

$$
M^{L_{0}}+G^{2}\left(L_{0}\right) \asymp M^{L_{0}}+M^{L^{*} \cdot \beta_{4}} \cdot M^{L_{0} \cdot\left(1-\beta_{5}\right)} \asymp M^{L_{0}} .
$$

If $\beta_{5}<1$ then

$$
M^{\mathrm{L}_{0}}+\mathrm{G}^{2}\left(\mathrm{~L}_{0}\right) \asymp M^{\mathrm{L}_{0}}+M^{\mathrm{L}^{*} \cdot \beta_{4}} \cdot M^{\mathrm{L}_{1} \cdot\left(1-\beta_{5}\right)} .
$$

Hence we choose

$$
\begin{equation*}
L_{0}=\max \left(1, \beta_{4} / \beta_{5}\right) \cdot L^{*} \tag{53}
\end{equation*}
$$

in all these cases. Hereby we obtain

$$
M^{L_{0}}+G^{2}\left(L_{0}\right) \asymp M^{L^{*} \cdot \max \left(1, \beta_{4} / \beta_{5}\right)} \cdot \begin{cases}\left(L^{*}\right)^{2}, & \text { if } \beta_{5}=1 \text { and } \beta_{4} \geqslant 1, \\ 1, & \text { if } \beta_{5}>1 \text { or } \beta_{5}=1 \text { and } \beta_{4}<1,\end{cases}
$$

as well as

$$
M^{L_{0}}+G^{2}\left(L_{0}\right) \asymp M^{\max \left(1, \beta_{4} / \beta_{5}, \beta_{4}+\left(1-\beta_{5}\right) \cdot q\right) \cdot L^{*}}
$$

if $\beta_{5}<1$. In any case these estimates are superior to $M^{L^{*} \cdot q}$, cf. (50). Use (52) and $M^{L^{*}}=\varepsilon^{-1 /(r+1)}$ to derive (34)-(37).

Remark 3 Theorem 6.1.5 is based on the upper bounds (38) and (39) for the error and the cost, respectively, of the algorithms $\mathrm{Q}_{\mathrm{k}}^{r}\left(\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\mathrm{k}, \delta, \mathrm{L}_{1},}\right)$. The parameters that we have determined in the proof of Theorem 6.1.5 are optimal in the following sense: they minimize the upper bound for the cost, subject to the constraint that the upper bound for the error is at most $\varepsilon$, up to multiplicative constants for both quantities.

Obviously, this optimality holds true for the choice of $\delta, \mathrm{k}^{2} \mathrm{~N}_{\mathrm{L}_{0}}$, and $\mathrm{L}_{1}$ according to (42), (43), (44), and (48). Moreover, the constraint (47) is without loss of generality, so that the minimal level $\mathrm{L}_{0}$ slowly increases with decreasing $\varepsilon$.

This completes, in particular, the optimization of the parameters of single-level algorithms, where $\mathrm{L}_{0}=$ $\mathrm{L}_{1}$. For proper multi-level algorithms the optimal values of $\mathrm{N}_{\ell}$ for $\ell=\mathrm{L}_{0}+1, \ldots, \mathrm{~L}_{1}$ are presented in (51) and the optimal value of $L_{0}$ is presented in (53), if $q>\max \left(1, \beta_{4} / \beta_{5}\right)$. It is straightforward to verify

$$
\begin{equation*}
\mathrm{N}_{\ell}=\varepsilon^{-2-\beta_{4} /(\mathrm{r}+1)} \cdot \log \varepsilon^{-1} \cdot M^{-\ell \cdot\left(1+\beta_{5}\right) / 2} \cdot \mathcal{K}, \tag{54}
\end{equation*}
$$

where

$$
\mathcal{K}= \begin{cases}\mathrm{L}^{*}, & \text { if } \beta_{5}=1 \\ M^{\mathrm{L}^{*} \cdot \max \left(1, \beta_{4} / \beta_{5}\right) \cdot\left(1-\beta_{5}\right) / 2} & \text { if } \beta_{5}>1 \\ M^{\mathrm{L}^{*} \cdot \mathrm{q} \cdot\left(1-\beta_{5}\right) / 2}, & \text { if } \beta_{5}<1\end{cases}
$$

Furthermore, we have carried out the comparison of multi-level and single-level algorithms in the proof of Theorem 6.1.5. This comparison, too, is merely based on the upper bounds for the error and the cost, and on the assumption that $\alpha=\alpha_{3}$. In this sense we have a superiority of proper multi-level algorithms over single-level algorithms if and only if

$$
\begin{equation*}
q>\max \left(1, \beta_{4} / \beta_{5}\right) \tag{55}
\end{equation*}
$$

which corresponds to (34)-(37) in Theorem 6.1.5. The lack of superiority, which is present in (33) in Theorem 6.1.5, is explained as follows. For $\mathrm{q} \leqslant 1$ the maximal level can be chosen so small that the computational cost on all levels is dominated by the number k of discretization points that is needed to achieve a good approximation of $F$ even from exact data $F\left(s_{1}\right), \ldots, F\left(s_{k}\right)$. For $1<q \leqslant \beta_{4} / \beta_{5}$ the negative impact of smoothing on the variances leads to variances $\min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)$ of order one on all levels $\ell=$ $\mathrm{L}_{0}+1, \ldots, \mathrm{~L}_{1}$.

Single-level algorithms with smoothing are never inferior to single-level algorithms without smoothing, and they are superior if and only if

$$
\begin{equation*}
\frac{r+1}{\alpha_{3}}>\max (1, q) \tag{56}
\end{equation*}
$$

For large values of $r$ the latter holds true if and only if $\alpha_{2}>\alpha_{3}$; see Section 7.1.3 for an example.

### 6.2 APPROXIMATION OF DENSITIES ON COMPACT INTERVALS

In this section we study the approximation of the density $\rho$ of $Y$ on an interval $\left[S_{0}, S_{1}\right]$ for some fixed $S_{0}<S_{1}$. The construction and analysis closely follows the approach from Section 6.1.

### 6.2.1 Smoothing

We employ assumption (A1) with $r \geqslant 1$, and $g: \mathbb{R} \rightarrow \mathbb{R}$ is assumed to satisfy the properties $\left(\mathrm{S}_{1}\right)$ and $\left(\mathrm{S}_{2}\right)$, while $\left(\mathrm{S}_{3}\right)$ and $\left(\mathrm{S}_{4}\right)$ are replaced by:
$\left(S_{5}\right) g(s)=0$ if $|s|>1$.
(S6) $\int_{-1}^{1} g(s) d s=1$ and $\int_{-1}^{1} s^{j} \cdot g(s) d s=0$ for $j=1, \ldots, r-1$.
Obviously, $g$ is bounded due to $\left(S_{2}\right)$ and $\left(S_{5}\right)$. Moreover, if $g \in C^{1}(\mathbb{R})$ satisfies $\left(S_{3}\right)$ and $\left(S_{4}\right)$ and $g^{\prime}$ is Lipschitz continuous, then $-g^{\prime}$, instead of $g$, satisfies ( $S_{5}$ ) and (S6). In kernel density estimation, a function $g$ with integral one and vanishing moments up to order $r-1$ is called a kernel of order at least r.

Remark 4 We modify the construction from Remark 1 as follows. There exists a uniquely determined polynomial $p$ of degree at most $\mathrm{r}+1$ such that

$$
\int_{-1}^{1} p(s) d s=1
$$

and

$$
\int_{-1}^{1} s^{j} \cdot p(s) d s=0, \quad j=0, \ldots, r-1,
$$

as well as $p(1)=p(-1)=0$. Extend p by zero to obtain g with the properties as claimed. Since g is an even function, the same function g arises in this way for r and $\mathrm{r}+1$, if r is odd.

We have the following estimate for the bias that is induced by smoothing with parameter $\delta$, i.e., by approximation of the Dirac functional at $s$ by $1 / \delta \cdot g((\cdot-s) / \delta)$.

Lemma 6.2.1 There exists a constant $\mathrm{c}>0$ such that

$$
\sup _{s \in\left[S_{0}, S_{1}\right]}|\rho(s)-1 / \delta \cdot E(g((Y-s) / \delta))| \leqslant c \cdot \delta^{r}
$$

holds for all $\left.\delta \in] 0, \delta_{0}\right]$.
Proof Due to

$$
\begin{aligned}
\rho(s) & =\int_{-1}^{1} \rho(s) g(u) d u, \text { and } \frac{1}{\delta} E(g((Y-s) / \delta))=\frac{1}{\delta} \int_{-\delta}^{\delta} g((x-s) / \delta) \rho(x) d x= \\
& =\left\{\text { change of variable } u=\frac{x-s}{\delta}, x=u \delta+s\right\}=\int_{-1}^{1} g(u) \rho(\delta u+s) d u
\end{aligned}
$$

the following is true:

$$
\begin{gathered}
\rho(s)-1 / \delta \cdot E(g((Y-s) / \delta))=\int_{-1}^{1} g(u) \cdot(\rho(s)-\rho(\delta u+s)) d u=\{\text { expand } \rho(\delta u+s)\}= \\
=\int_{-1}^{1} g(u)\left(-\sum_{i=1}^{r-1} \frac{\rho^{(i)}(s)}{i!}(\delta u)^{i}+O\left((\delta u)^{r}\right)\right) d u=\{\text { properties of } g \text { from Remark } 4\}= \\
=\int_{-1}^{1} g(u) O\left(\delta^{r}\right) u^{r} d u \leqslant c \delta^{r} .
\end{gathered}
$$

### 6.2.2 Assumptions on Weak and Strong Convergence

We employ the assumptions $\left(\mathrm{A}_{2}\right)-\left(\mathrm{A}_{4}\right)$ from Section 6.1 .2 with possibly different values of $\alpha_{i}$ in the weak error estimate ( $\mathrm{A}_{3}$ ). We make use of Lemma 6.1.4, and we refer to Section 7.1 for specific examples with corresponding values of $\alpha_{i}$.

### 6.2.3 The Multi-level Algorithm

The definition (28) of the algorithms $\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\mathrm{k}, \delta, \mathrm{L}_{0} \mathrm{~L}_{1}}$ also applies for the approximation of densities, except for $\mathrm{g}^{\mathrm{k}, \delta}$, which is now defined by

$$
g^{k, \delta}(t)=\frac{1}{\delta} \cdot\left(g\left(\left(t-s_{1}\right) / \delta\right), \ldots, g\left(\left(t-s_{k}\right) / \delta\right)\right) \in \mathbb{R}^{k}, \quad t \in \mathbb{R}
$$

In the present setting we have $\delta>0$ also for single-level algorithms.
Hereby we obtain approximations to $\rho$ at the points (27), which are extended to functions on $\left[S_{0}, S_{1}\right]$ by means of linear mappings $Q_{k}^{r}: \mathbb{R}^{k} \rightarrow C\left(\left[S_{0}, S_{1}\right]\right)$. We assume that ( $\mathrm{E}_{1}$ ) and (E2) are satisfied, but instead of $\left(\mathrm{E}_{3}\right)$ the following property is assumed to hold with some constant $\mathrm{c}>0$ :
(E4) For all $k \in \mathbb{N}$

$$
\left\|\rho-\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}\left(\rho\left(s_{1}\right), \ldots, \rho\left(s_{\mathrm{k}}\right)\right)\right\|_{\infty} \leqslant \mathrm{c} \cdot \mathrm{k}^{-\mathrm{r}}
$$

As before, piecewise polynomial interpolation at equidistant points, now of degree max $(r-1,1)$, might be used for this purpose.

We employ $Q_{k}^{r}(\mathcal{M})$ with $\mathcal{M}=\mathcal{M}_{N_{L_{0}}, \cdots, N_{L_{1}}}^{k, \delta, L_{0}, L_{1}}$ as a randomized algorithm for the approximation of $\rho$ on $\left[S_{0}, S_{1}\right]$, and the error of $Q_{k}^{r}(\mathcal{M})$ is defined by

$$
\operatorname{error}\left(Q_{k}^{r}(\mathcal{M})\right)=\left(E\left\|\rho-Q_{k}^{r}(\mathcal{M})\right\|_{\infty}^{2}\right)^{1 / 2}
$$

Clearly the error does not increase if we replace $Q_{k}^{r}(x)$ by $\max \left(Q_{k}^{r}(x), 0\right)$.
Recall the definition of $q$ from (32).
Theorem 6.2.2 The following order, with $\eta=1$, is achieved by algorithms $\mathrm{Q}_{\mathrm{k}}^{\mathrm{r}}\left(\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\mathrm{k}, \delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}\right)$ with suitably chosen parameters:

$$
\begin{align*}
\mathrm{q} \leqslant \max \left(1, \beta_{4} / \beta_{5}\right) & \Rightarrow \gamma=2+\frac{\max (1, \mathrm{q})+2}{\mathrm{r}},  \tag{57}\\
\mathrm{q}>\max \left(1, \beta_{4} / \beta_{5}\right) \wedge \beta_{5}>1 & \Rightarrow \gamma=2+\frac{\max \left(1, \beta_{4} / \beta_{5}\right)+2}{\mathrm{r}},  \tag{58}\\
\mathrm{q}>1>\beta_{4} \wedge \beta_{5}=1 & \Rightarrow \gamma=2+\frac{3}{r^{\prime}}  \tag{59}\\
\mathrm{q}>\max \left(1, \beta_{4} / \beta_{5}\right) \wedge \beta_{5}<1 & \Rightarrow \gamma=2+\frac{\max \left(1, \beta_{4}+\left(1-\beta_{5}\right) \cdot \mathrm{q}\right)+2}{r} . \tag{6o}
\end{align*}
$$

Moreover, with $\eta=3$,

$$
\begin{equation*}
q>\beta_{4} \geqslant 1 \wedge \beta_{5}=1 \Rightarrow \gamma=2+\frac{\beta_{4}+2}{r} \tag{61}
\end{equation*}
$$

Proof We mimic the proof of Theorem 6.1.5. We use ( $\mathrm{A}_{3}$ ), ( E 2 ) and ( $\mathrm{E}_{4}$ ), Lemma 6.1.4 and Lemma 6.2.1, and the boundedness of $g$ to obtain

$$
\begin{align*}
\operatorname{error}^{2}\left(Q_{k}^{r}(\mathcal{M})\right) \preceq & k^{-2 r}+\delta^{2 r}+1 / \delta^{2} \cdot \min \left(\delta^{-2 \alpha_{1}} \cdot M^{-L_{1} \cdot 2 \alpha_{2}}, M^{-\mathrm{L}_{1} \cdot 2 \alpha_{3}}\right)  \tag{62}\\
& +\log k / \delta^{2} \cdot\left(\frac{1}{N_{L_{0}}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{\min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)}{N_{\ell}}\right)
\end{align*}
$$

where $\mathcal{M}=\mathcal{M}_{N_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\mathrm{k}, \delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}$. . The upper bound (39) for the computational cost is also valid in the present case. We minimize (39), subject to the constraint that the upper bound (62) for the squared error is at most $\varepsilon^{2}$, up to multiplicative constants for both quantities.

Put

$$
\tilde{\varepsilon}=\varepsilon^{1+1 / r} .
$$

First of all we choose

$$
\begin{equation*}
\delta=\varepsilon^{1 / r}=\tilde{\varepsilon}^{1 /(r+1)} \tag{63}
\end{equation*}
$$

and, up to integer rounding,

$$
\begin{equation*}
k=\varepsilon^{-1 / r}=\tilde{\varepsilon}^{-1 /(r+1)} \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{L_{0}}=\varepsilon^{-2-2 / r} \cdot \log _{M} \varepsilon^{-1} \asymp \tilde{\varepsilon}^{-2} \cdot \log _{M} \tilde{\varepsilon}^{-1} \tag{65}
\end{equation*}
$$

This yields

$$
\begin{aligned}
& \operatorname{error}^{2}\left(Q_{k}^{r}(\mathcal{M})\right) \preceq \\
& \qquad \preceq \varepsilon^{2}+1 / \delta^{2} \cdot\left(a^{2}\left(L_{1}\right)+\log \tilde{\varepsilon}^{-1} \cdot \sum_{\ell=L_{0}+1}^{L_{1}} \frac{\min \left(\delta^{-\beta_{4}} \cdot M^{-\ell \cdot \beta_{5}}, 1\right)}{N_{\ell}}\right),
\end{aligned}
$$

where $a\left(L_{1}\right)$ is given by (45). Furthermore,

$$
\begin{equation*}
L^{*}=\frac{1}{r} \cdot \log _{M} \varepsilon^{-1}=\frac{1}{r+1} \cdot \log _{M} \tilde{\varepsilon}^{-1} \tag{66}
\end{equation*}
$$

see (41), and it suffices to study $L_{0} \geqslant L^{*}$.
Since $\delta \cdot \varepsilon=\tilde{\varepsilon}$, the proof of Theorem 6.1.5 is applicable with $\varepsilon$ being replaced by $\tilde{\varepsilon}$. We obtain the same values for $\eta$, but $\gamma$ must be replaced by $\gamma \cdot(1+1 / r)$.

Remark 5 The following comments on optimality etc. are meant in the sense of Remark 3. We have a superiority of proper multi-level algorithms over single-level algorithms if and only if (55) holds true. Moreover, the optimal values of $\delta, k$, and $\mathrm{N}_{\mathrm{L}_{0}}$, and $\mathrm{L}_{1}$ are given by (63), (64), (65), and

$$
L_{1}=\frac{\max (1, q)}{r} \cdot \log _{M} \varepsilon^{-1}
$$

see (48). In particular, this completes the optimization of the parameters of single-level algorithms, where $\mathrm{L}_{0}=\mathrm{L}_{1}$.

Suppose that $\mathrm{q}>\max \left(1, \beta_{4} / \beta_{5}\right)$, so that we consider proper multi-level algorithms. The optimal value of $\mathrm{L}_{0}$ is given by

$$
L_{0}=\frac{\max \left(1, \beta_{4} / \beta_{5}\right)}{r} \cdot \log _{M} \varepsilon^{-1}
$$

see (53), The optimality of

$$
N_{\ell}=\varepsilon^{-2-\left(\beta_{4}+2\right) / r} \cdot \log \varepsilon^{-1} \cdot M^{-\ell \cdot\left(1+\beta_{5}\right) / 2} \cdot \mathcal{K},
$$

where

$$
\mathcal{K}= \begin{cases}\mathrm{L}^{*}, & \text { if } \beta_{5}=1 \\ M^{\mathrm{L}^{*} \cdot \max \left(1, \beta_{4} / \beta_{5}\right) \cdot\left(1-\beta_{5}\right) / 2} & \text { if } \beta_{5}>1 \\ M^{\mathrm{L}^{*} \cdot \mathbf{q} \cdot\left(1-\beta_{5}\right) / 2}, & \text { if } \beta_{5}<1\end{cases}
$$

for $\ell=\mathrm{L}_{0}+1, \ldots, \mathrm{~L}_{1}$, with $\mathrm{L}^{*}$ given by (66), is derived from (51) in a straightforward way.

### 6.3 APPROXIMATION OF DIStribution FUNCTIONS AT A SINGLE POINT

Now we study the approximation of the distribution function $F$ of $Y$ at a single fixed point $s \in\left[S_{0}, S_{1}\right]$.
6.3.1 Smoothing

We employ assumption $\left(\mathrm{A}_{1}\right)$ and the smoothing approach from Section 6.1.1, which involves the assumptions ( $\mathrm{S}_{1}$ )-( $\mathrm{S}_{4}$ ). In particular, we make use of Lemma 6.1.1.
6.3.2 Assumptions on Weak and Strong Convergence

We consider the setting from Section 6.1.2, and we assume $\left(A_{2}\right)$ and $\left(A_{3}\right)$ while, instead of $\left(A_{4}\right)$, the following property is assumed to hold with a constant $\mathrm{c}>0$ :
(A5) There exist constants $\beta_{1} \geqslant 0$ and $\beta_{2}>\beta_{3} \geqslant 0$ such that the strong error estimate

$$
\begin{aligned}
\sup _{s \in\left[S_{0}, S_{1}\right]} E\left(g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right)^{2} \leqslant & \\
& \leqslant c \cdot \min \left(\delta^{-\beta_{1}} \cdot M^{-\ell \cdot \beta_{2}}, M^{-\ell \cdot \beta_{3}}\right)
\end{aligned}
$$

holds for all $\left.\delta \in] 0, \delta_{0}\right]$ and $\ell \in \mathbb{N}_{0}$.
See Section 7.1 for specific applications and approximations $\gamma^{(\ell)}$ with corresponding values of the parameters $\beta_{i}$.

We use different assumptions on the strong error for approximation of $F$ on compact intervals and at a single point, namely ( $\mathrm{A}_{4}$ ) with Lemma 6.1.4 as an immediate consequence in the first case and ( $\mathrm{A}_{5}$ ) in the second case. Clearly, ( $\mathrm{A}_{4}$ ) implies ( $\mathrm{A}_{5}$ ) for every bounded and Lipschitz continuous function g with

$$
\begin{equation*}
\beta_{1}=\beta_{4}, \quad \beta_{2}=\beta_{5}, \quad \beta_{3}=0, \tag{67}
\end{equation*}
$$

which is used in Section 7.1.3, but better values of $\beta_{1}, \beta_{2}$, and $\beta_{3}$ may be available. See Section 7.1 for examples where $\beta_{1}<\beta_{4}$ and $\beta_{3}>0$. Note that (A5) corresponds directly to the weak error estimate ( $\mathrm{A}_{3}$ ), and it yields the latter for every bounded and measurable function g with

$$
\begin{equation*}
\alpha_{i}=\beta_{i} / 2 \tag{68}
\end{equation*}
$$

for $i=1,2,3$. See Section 7.1 for applications.
Strong error estimates for $Y-Y^{(\ell)}$ or $1_{]-\infty, s]}(Y)-1_{]-\infty, s]}\left(Y^{(\ell)}\right)$ may be used to establish ( $A_{5}$ ) and ( $A_{3}$ ). From the Lipschitz continuity of $g$ we immediately get $\left(A_{5}\right)$ with $\beta_{1}=2$ and $\beta_{3}=0$, while the value of $\beta_{2}$ is determined by the asymptotic behavior of $\left\|Y-Y^{(\ell)}\right\|_{2}^{2}$. A refined analysis, which merely requires $Y$ to have a bounded density, yields the following results, which are applicable under the assumptions $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{3}\right)$ or $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{5}\right)$ on g .

Lemma 6.3.1 (Avikainen (2009)) There exists a constant $\mathrm{c}>0$ such that

$$
\begin{aligned}
\sup _{s \in\left[S_{0}, S_{1}\right]}\left\|g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right\|_{q}^{q} & \leqslant \\
& \leqslant c^{q} \cdot \sup _{s \in\left[S_{0}-\delta_{0}, S_{1}+\delta_{0}\right]}\left\|1_{]-\infty, s]}(Y)-1_{]-\infty, s]}\left(Y^{(\ell)}\right)\right\|_{1}
\end{aligned}
$$

and

$$
\sup _{s \in\left[S_{0}-\delta, S_{1}+\delta\right]}\left\|1_{]-\infty, s]}(Y)-1_{]-\infty, s]}\left(Y^{(\ell)}\right)\right\|_{1} \leqslant c \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{p /(p+1)}
$$

holds for all $\left.\mathrm{p}, \mathrm{q} \geqslant 1, \delta \in] 0, \delta_{0}\right]$, and $\ell \in \mathbb{N}_{0}$.
Proof See in [5] at p. 387 for the proof of the first estimate and Lemma 3.4 for the second estimate.
Lemma 6.3.2 For every $1 \leqslant \mathrm{q} \leqslant \mathrm{p}<\infty$ there exists a constant $\mathrm{c}>0$ such that

$$
\sup _{s \in\left[S_{0}, S_{1}\right]}\left\|g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)\right\|_{q}^{q} \leqslant c \cdot \delta^{1-q-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q}
$$

holds for all $\left.\delta \in] 0, \delta_{0} / 2\right]$ and $\ell \in \mathbb{N}_{0}$.

## Proof Put

$$
\Delta=g((Y-s) / \delta)-g\left(\left(Y^{(\ell)}-s\right) / \delta\right)
$$

In the sequel, we adopt the notation $\preceq$ from the proof of Theorem 6.1.5, where now the hidden constant must not depend on $\delta, \ell$ or $s$.

Because of assumption (A1), the density $\rho$ of $Y$ is bounded on $\left[S_{0}-\delta_{0}, S_{1}+\delta_{0}\right]$. By Lemma 6.3.1,

$$
\mathrm{E} \Delta^{q} \preceq\left\|Y-Y^{(\ell)}\right\|_{\mathfrak{p}}^{p /(p+1)},
$$

so all that remains is to establish

$$
E \Delta^{q} \preceq \delta^{1-q-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q}
$$

in the case $\delta^{1-q-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q} \leqslant\left\|Y-Y^{(\ell)}\right\|_{p}^{p /(p+1)}$, i.e., for

$$
\begin{equation*}
\left\|Y-Y^{(\ell)}\right\|_{p} \leqslant \delta^{1+1 / p} \tag{69}
\end{equation*}
$$

If $|Y-s|>2 \delta$ and $\left|Y-Y^{(\ell)}\right|<\delta$, then $\left|Y^{(\ell)}-s\right|>\delta$ and hence $\Delta=0$ follows, since $g$ is constant on $]-\infty,-1[$ as well as on $] 1, \infty[$. Accordingly, we consider

$$
\begin{aligned}
& A_{1}=\{|Y-s| \leqslant 2 \delta\}, \\
& A_{2}=\{|Y-s|>2 \delta\} \cap\left\{\left|Y-Y^{(\ell)}\right| \geqslant \delta\right\}, \\
& A_{3}=\{|Y-s|>2 \delta\} \cap\left\{\left|Y-Y^{(\ell)}\right|<\delta\right\},
\end{aligned}
$$

and we then have

$$
\mathrm{E} \Delta^{\mathrm{q}}=\mathrm{E}\left(\Delta^{\mathrm{q}} \cdot 1_{\mathrm{A}_{1}}\right)+\mathrm{E}\left(\Delta^{\mathrm{q}} \cdot 1_{\mathrm{A}_{2}}\right) .
$$

Provided that $p_{1}=P\left(A_{1}\right)>0$,

$$
\begin{aligned}
& E\left(\Delta^{q} \mid A_{1}\right) \leqslant\left\{\text { Jensen's inequality in the form } E\left(\Delta^{p}\right)^{\frac{q}{p}} \leqslant\left(E \Delta^{p}\right)^{\frac{q}{p}} \text { due to } q<p\right\} \\
& \leqslant\left(E\left(\Delta^{p} \mid A_{1}\right)\right)^{q / p} \preceq\left\{\left|g((Y-s) / \delta)-g\left(\left(Y^{(l)}-s\right) / \delta\right)\right| \leqslant \frac{c_{L}}{\delta}\left|Y-Y^{(l)}\right|\right\} \\
& \preceq \delta^{-q} p_{1}^{-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q} .
\end{aligned}
$$

Conditional probability formula delivers

$$
E\left(\Delta^{q} \cdot 1_{A_{1}}\right)=p_{1} E\left(\Delta^{q} \mid 1_{A_{1}}\right) \preceq \delta^{-q} p_{1}^{1-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q}
$$

From the boundedness of the density of $Y$ we have

$$
p_{1}=\int_{s-2 \delta}^{s+2 \delta} \rho(\xi) d \xi \leqslant 4 c_{\rho} \delta .
$$

From the latter we finally obtain

$$
\delta^{-q} p_{1}^{1-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q} \preceq \delta^{1-q-q / p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{q}
$$

Turning now to $A_{2}$, Markov's inequality gives the estimate for $p_{2}$ :

$$
p_{2} \leqslant P\left(\left\{\left|Y-Y^{(\ell)}\right| \geqslant \delta\right\}\right) \leqslant \delta^{-p} \cdot\left\|Y-Y^{(\ell)}\right\|_{p}^{p} .
$$

and hence, using the boundedness of $g$,

$$
\begin{gathered}
E\left(\Delta^{q} \cdot 1_{A_{2}}\right) \preceq p_{2} \leqslant \delta^{-p}\left\|Y-Y^{(\ell)}\right\|_{p}^{p}=\delta^{-p}\left\|Y-Y^{(\ell)}\right\|_{p}^{p-q}\left\|Y-Y^{(\ell)}\right\|_{p}^{q} \leqslant \\
\text { \{apply (69) to the term with power } p-q\} \leqslant \delta^{1-q-q / p}\left\|Y-Y^{(\ell)}\right\|_{p}^{q} .
\end{gathered}
$$

If $\left\|Y-Y^{(\ell)}\right\|_{p}$ and $\left\|Y-Y^{(\ell)}\right\|_{1}$ are asymptotically equivalent for every $1 \leqslant p<\infty$, then Lemma 6.3 .1 and Lemma 6.3 .2 should be applied with large values of $p$, and this yields ( $A_{5}$ ) with $\beta_{1}$ arbitrarily close to 1 and $\left(A_{3}\right)$ with $\alpha_{1}$ arbitrarily close to 0 . See Sections 7.1.1 and 7.1.2 for examples.

### 6.3.3 The Multi-level Algorithm

We study multi-level algorithms

$$
\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}{ }^{2}=\frac{1}{\mathrm{~N}_{\mathrm{L}_{0}}} \cdot \sum_{i=1}^{\mathrm{N}_{\mathrm{L}_{0}}} g^{\delta}\left(Y_{i}^{\left(\mathrm{L}_{0}\right)}\right)+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{1}{\mathrm{~N}_{\ell}} \cdot \sum_{i=1}^{\mathrm{N}_{\ell}}\left(g^{\delta}\left(Y_{i}^{(\ell)}\right)-g^{\delta}\left(Z_{i}^{(\ell)}\right)\right)
$$

with

$$
g^{\delta}(t)=g((t-s) / \delta), \quad t \in \mathbb{R},
$$

which form a particular instance of (28). The error of $\mathcal{M}=\mathcal{M}_{N_{L_{0}}, \ldots, N_{L_{1}}}^{\delta, L_{0}, L_{1}}{ }^{2}$ is defined by

$$
\operatorname{error}(\mathcal{M})=\left(E|F(s)-\mathcal{M}|^{2}\right)^{1 / 2}
$$

and Remark 2 applies to single-level algorithms.
Put

$$
\beta^{\dagger}=\frac{\beta_{1}}{\beta_{2}-\beta_{3}},
$$

and recall the definition of $q$ from (32).
Theorem 6.3.3 The following order, with $\eta=0$, is achieved by algorithms $\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}{ }^{2}$ with suitably chosen parameters:

$$
\begin{align*}
q \leqslant \beta^{\dagger} \wedge \beta_{3} \neq 1 & \Rightarrow \gamma=2+\frac{\left(1-\beta_{3}\right)_{+} \cdot q}{r+1},  \tag{70}\\
q>\beta^{\dagger} \wedge \beta_{3} \neq 1 \wedge \beta_{2}>1 & \Rightarrow \gamma=2+\frac{\left(1-\beta_{3}\right)_{+} \cdot \beta^{\dagger}}{r+1}  \tag{71}\\
q>\beta^{\dagger} \wedge \beta_{2}<1 & \Rightarrow \gamma=2+\frac{\beta_{1}+\left(1-\beta_{2}\right) \cdot q}{r+1} . \tag{72}
\end{align*}
$$

Moreover, with $\eta=2$,

$$
\begin{align*}
\beta_{3}=1 & \Rightarrow \gamma=2  \tag{73}\\
\mathrm{q}>\beta^{\dagger} \wedge \beta_{2}=1 & \Rightarrow \gamma=2+\frac{\beta_{1}}{\mathrm{r}+1} \tag{74}
\end{align*}
$$

Proof We proceed analogously to the proof of Theorem 6.1.5. Use Lemma 6.1.1, the assumptions ( $\mathrm{A}_{3}$ ) and (A5), and the boundedness of $g$ to obtain

$$
\begin{align*}
\operatorname{error}^{2}(\mathcal{M}) \preceq & \delta^{2(r+1)}+\min \left(\delta^{-2 \alpha_{1}} \cdot M^{-\mathrm{L}_{1} \cdot 2 \alpha_{2}}, M^{-\mathrm{L}_{1} \cdot 2 \alpha_{3}}\right)  \tag{75}\\
& +\frac{1}{N_{\mathrm{L}_{0}}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{\min \left(\delta^{-\beta_{1}} \cdot M^{-\ell \cdot \beta_{2}}, M^{-\ell \cdot \beta_{3}}\right)}{N_{\ell} \cdot \delta^{2}}
\end{align*}
$$

for $\mathcal{M}=\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}$. Furthermore, by ( $\mathrm{S}_{1}$ ) and ( A 2 ),

$$
\begin{equation*}
\operatorname{cost}(\mathcal{M}) \preceq c\left(L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}\right) \tag{76}
\end{equation*}
$$

with

$$
c\left(\mathrm{~L}_{0}, \mathrm{~L}_{1}, \mathrm{~N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}\right)=\sum_{\ell=\mathrm{L}_{0}}^{\mathrm{L}_{1}} \mathrm{~N}_{\ell} \cdot M^{\ell}
$$

We minimize the upper bound (76) for the cost, subject to the constraint that the upper bound (75) for the squared error is at most $\varepsilon^{2}$, up to multiplicative constants for both quantities.

To this end we choose $\delta$ according to (42), and, up to integer rounding,

$$
\begin{equation*}
\mathrm{N}_{\mathrm{L}_{0}}=\varepsilon^{-2} \tag{77}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\mathrm{L}_{1}=\mathrm{q} \cdot \mathrm{~L}^{*} \tag{78}
\end{equation*}
$$

with L* given by (46).
For a single-level algorithm, i.e., $\mathrm{L}_{0}=\mathrm{L}_{1}$, this yields $\operatorname{error}(\mathcal{M}) \preceq \varepsilon$ and

$$
\begin{equation*}
c\left(L_{1}, L_{1}, N_{L_{1}}\right) \asymp \varepsilon^{-2-q /(r+1)} . \tag{79}
\end{equation*}
$$

For a proper multi-level algorithm, i.e., $\mathrm{L}_{0}<\mathrm{L}_{1}$, we obtain

$$
\operatorname{error}^{2}(\mathcal{M}) \preceq \varepsilon^{2}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{v_{\ell}}{\mathrm{N}_{\ell}}
$$

with

$$
v_{\ell}=\min \left(M^{\mathrm{L}^{*} \cdot \beta_{1}} \cdot M^{-\ell \cdot \beta_{2}}, M^{-\ell \cdot \beta_{3}}\right)
$$

as well as

$$
c\left(\mathrm{~L}_{0}, \mathrm{~L}_{1}, \mathrm{~N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}\right) \asymp \varepsilon^{-2} \cdot M^{\mathrm{L}_{0}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \mathrm{~N}_{\ell} \cdot M^{\ell} .
$$

Fix $L_{0}$ for the moment. We minimize

$$
h\left(L_{0}, N_{L_{0}+1}, \ldots, N_{L_{1}}\right)=\varepsilon^{-2} \cdot M^{L_{0}}+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} N_{\ell} \cdot M^{\ell}
$$

subject to

$$
\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{v_{\ell}}{\mathrm{N}_{\ell}} \leqslant \varepsilon^{2}
$$

A Lagrange multiplier method leads to

$$
\begin{equation*}
\mathrm{N}_{\ell}=\varepsilon^{-2} \cdot \mathrm{G}\left(\mathrm{~L}_{0}\right) \cdot\left(v_{\ell} \cdot \mathrm{M}^{-\ell}\right)^{1 / 2} \tag{8o}
\end{equation*}
$$

up to integer rounding, which satisfies the constraint with

$$
G\left(L_{0}\right)=\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}}\left(v_{\ell} \cdot M^{\ell}\right)^{1 / 2}=\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}}\left(\min \left(M^{L^{*} \cdot \beta_{1}} \cdot M^{-\ell \cdot \beta_{2}}, M^{-\ell \cdot \beta_{3}}\right) \cdot M^{\ell}\right)^{1 / 2} .
$$

Moreover, this choice of $\mathrm{N}_{\mathrm{L}_{0}+1}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}$ yields

$$
h\left(L_{0}, N_{L_{0}+1}, \ldots, N_{L_{1}}\right)=\varepsilon^{-2} \cdot\left(M^{L_{0}}+G^{2}\left(L_{0}\right)\right)
$$

Put

$$
\mathrm{L}^{\dagger}=\beta^{\dagger} \cdot \mathrm{L}^{*}
$$

In the case $q \leqslant \beta^{\dagger}$ we have $L_{1} \leqslant L^{\dagger}$, and therefore

$$
M^{L_{0}}+G^{2}\left(L_{0}\right)=M^{L_{0}}+\left(\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} M^{\ell \cdot\left(1-\beta_{3}\right) / 2}\right)^{2} .
$$

In the case $q>\beta^{\dagger}$ we have $L^{\dagger}<L_{1}$, and therefore

$$
M^{L_{0}}+G^{2}\left(L_{0}\right)=M^{L_{0}}+\left(\sum_{\ell=L_{0}+1}^{L^{\dagger}} M^{\ell \cdot\left(1-\beta_{3}\right) / 2}+M^{L^{*} \cdot \beta_{1} / 2} \cdot \sum_{\ell=L^{\dagger}+1}^{L_{1}} M^{\ell \cdot\left(1-\beta_{2}\right) / 2}\right)^{2} .
$$

Since

$$
M^{L_{0}}+\left(\sum_{\ell=L_{0}+1}^{L} M^{\ell \cdot\left(1-\beta_{3}\right) / 2}\right)^{2} \asymp \begin{cases}M^{L_{0}}, & \text { if } \beta_{3}>1 \\ M^{L_{0}}+\left(L-L_{0}\right)^{2}, & \text { if } \beta_{3}=1 \\ M^{L_{0}}+M^{L \cdot\left(1-\beta_{3}\right)}, & \text { if } \beta_{3}<1\end{cases}
$$

for $L=L_{1}$ and $L=L^{\dagger}$, we take

$$
L_{0}=0
$$

in both cases.
This leads to

$$
M^{L_{0}}+G^{2}\left(L_{0}\right) \asymp \begin{cases}1, & \text { if } \beta_{3}>1 \\ L_{1}^{2}, & \text { if } \beta_{3}=1 \\ M^{L_{1} \cdot\left(1-\beta_{3}\right)}, & \text { if } \beta_{3}<1\end{cases}
$$

if $q \leqslant \beta^{\dagger}$. Moreover, it is straightforward to verify

$$
M^{L_{0}}+G^{2}\left(L_{0}\right) \asymp \begin{cases}1, & \text { if } \beta_{3}>1 \\ \left(L^{\dagger}\right)^{2}, & \text { if } \beta_{3}=1 \\ M^{L^{\dagger} \cdot\left(1-\beta_{3}\right),} & \text { if } \beta_{3}<1 \text { and } \beta_{2}>1 \\ M^{L^{*} \cdot \beta_{1}} \cdot\left(L_{1}-L^{\dagger}\right)^{2}, & \text { if } \beta_{2}=1 \\ M^{L^{*} \cdot\left(\beta_{1}+q\left(1-\beta_{2}\right)\right),} & \text { if } \beta_{2}<1\end{cases}
$$

if $q>\beta^{\dagger}$. Except for the case $\beta_{3}=0$ and $q \leqslant \beta^{\dagger}$ these estimates are superior to $M^{L_{1}}$, which corresponds to (79).

Remark 6 The following comments on optimality etc. are meant in the sense of Remark 3. The optimal values of $\delta, \mathrm{N}_{\mathrm{L}_{0}}$, and $\mathrm{L}_{1}$ are given by (42), (77), and (78), which completes the optimization of the parameters of single-level algorithms. For proper multi-level algorithms, $\mathrm{L}_{0}=0$ is optimal, and the optimal replication numbers $\mathrm{N}_{\mathrm{L}_{0}+1}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}$ and $\mathrm{L}_{0}$ can be easily derived from (80).

Proper multi-level algorithms are superior to single-level algorithms if and only if

$$
\beta_{3} \neq 0 \vee q>\beta_{1} / \beta_{2} .
$$

In the case $\beta_{3}=0$ and $q \leqslant \beta_{1} / \beta_{2}$ the lack of superiority is caused by the negative impact of smoothing, which leads to variances of order one on all levels level $\ell=0, \ldots, \mathrm{~L}_{1}$.

Single-level algorithms with smoothing are superior to single-level algorithms without smoothing if and only if

$$
\begin{equation*}
\frac{r+1}{\alpha_{3}}>\frac{r+1+\alpha_{1}}{\alpha_{2}} \tag{81}
\end{equation*}
$$

## APPLICATIONS AND NUMERICAL EXPERIMENTS

### 7.1 APPLICATIONS

At first we consider a general situation, where all we have at hand is (A1), (A2), and an upper bound on the order of the strong error of $Y-Y^{(\ell)}$, which does not depend on $p$. Specifically, we assume that there exists a constant

$$
0<\beta \leqslant 2
$$

with the following property. For every $1 \leqslant p<\infty$ there exists a constant $c_{p}>0$ such that

$$
\begin{equation*}
\left\|Y-Y^{(\ell)}\right\|_{p} \leqslant c_{p} \cdot M^{-\ell \cdot \beta / 2} \tag{82}
\end{equation*}
$$

for every $\ell \in \mathbb{N}$. In the sequel $\varepsilon>0$ may be chosen arbitrarily small.
From (82) we obtain ( $\mathrm{A}_{4}$ ) with

$$
\begin{equation*}
\beta_{4}=2, \quad \beta_{5}=\beta, \tag{83}
\end{equation*}
$$

see (25), and Lemma 6.3.1 and Lemma 6.3.2 yield ( $\mathrm{A}_{5}$ ) with

$$
\begin{equation*}
\beta_{1}=1+\varepsilon, \quad \beta_{2}=\beta, \quad \beta_{3}=\beta / 2-\varepsilon \tag{84}
\end{equation*}
$$

under the assumptions $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{3}\right)$ or $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{5}\right)$. Using Lemma 6.3.1 and Lemma 6.3.2 again we get $\left(A_{3}\right)$ under both sets of assumptions on $g$ with

$$
\begin{equation*}
\alpha_{1}=\varepsilon, \quad \alpha_{2}=\beta / 2, \quad \alpha_{3}=\beta / 2-\varepsilon, \tag{85}
\end{equation*}
$$

and (29) holds with

$$
\begin{equation*}
\alpha=\beta / 2-\varepsilon . \tag{86}
\end{equation*}
$$

It follows that

$$
q=\frac{2 \cdot(r+1)}{\beta}+\varepsilon
$$

and

$$
\max \left(1, \beta_{4} / \beta_{5}\right)=2 / \beta
$$

so that (34), (36), and (37) in Theorem 6.1.5 yield

$$
\begin{align*}
& 1 \leqslant \beta \leqslant 2 \quad \Rightarrow \quad \gamma=2+\frac{2}{\beta \cdot(r+1)}  \tag{87}\\
& 0<\beta<1 \quad \Rightarrow \quad \gamma=\frac{2}{\beta}+\frac{2}{r+1}+\varepsilon \tag{88}
\end{align*}
$$

for the approximation of $F$ on $\left[S_{0}, S_{1}\right]$. Likewise, (58), (60), and (61) in Theorem 6.2.2 yield

$$
\begin{align*}
& 1 \leqslant \beta \leqslant 2 \quad \Rightarrow \quad \gamma=2+\frac{2 \cdot(1+\beta)}{\beta \cdot r}  \tag{89}\\
& 0<\beta<1 \quad \Rightarrow \quad \gamma=\frac{2}{\beta}+\frac{2 \cdot(1+\beta)}{\beta \cdot r}+\varepsilon \tag{90}
\end{align*}
$$

for the approximation of $\rho$ on $\left[S_{0}, S_{1}\right]$. Moreover,

$$
\beta^{\dagger}=2 / \beta+\varepsilon,
$$

so that (71), (72), and (74) in Theorem 6.3.3 yield

$$
\begin{array}{ll}
1 \leqslant \beta \leqslant 2 & \Rightarrow \\
0<\beta<1 & \Rightarrow=2+\frac{2-\beta}{\beta \cdot(r+1)}+\varepsilon  \tag{92}\\
& \Rightarrow \quad \gamma=\frac{2}{\beta}+\frac{1}{r+1}+\varepsilon
\end{array}
$$

for the approximation of $F$ at a single point $s \in\left[S_{0}, S_{1}\right]$. For all three problems we get $\gamma=\max (2,2 / \beta)$ in the limit $\mathrm{r} \rightarrow \infty$, and proper multi-level algorithms are always superior to single-level algorithms, see Remarks 3, 5, and 6.

Remark 7 We compare the smoothing approach for the approximation of F at a single point with a direct approach, which only requires that Y has a bounded density $\rho$ (see [5]), see Lemma 6.3.1.

We study multi-level algorithms

$$
\begin{aligned}
\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \ldots, \mathrm{~N}_{\mathrm{L}_{1}}}^{\mathrm{L}_{0}, \mathrm{~L}_{1}} & = \\
& =\frac{1}{\mathrm{~N}_{\mathrm{L}_{0}}} \cdot \sum_{i=1}^{\mathrm{N}_{\mathrm{L}_{0}}} 1_{]-\infty, \mathrm{s}]}\left(Y_{i}^{\left(\mathrm{L}_{0}\right)}\right)+\sum_{\ell=\mathrm{L}_{0}+1}^{\mathrm{L}_{1}} \frac{1}{\mathrm{~N}_{\ell}} \cdot \sum_{i=1}^{\mathrm{N}_{\ell}}\left(1_{]-\infty, \mathrm{s}]}\left(Y_{i}^{(\ell)}\right)-1_{]-\infty, \mathrm{s}]}\left(Z_{i}^{(\ell)}\right)\right)
\end{aligned}
$$

for the approximation of $\mathrm{F}(\mathrm{s})$. As previously, we assume that (82) with $0<\beta \leqslant 2$ is all we have at hand. The analysis from Theorem 6.3.3 directly applies, if we take

$$
\beta_{1}=0, \quad \beta_{2}=\beta / 2-\varepsilon, \quad \beta_{3}=\beta / 2-\varepsilon,
$$

and

$$
\alpha_{1}=0, \quad \alpha_{2}=\beta / 2-\varepsilon, \quad \alpha_{3}=\beta / 2-\varepsilon
$$

We achieve the order $\left(\gamma^{\prime}, \eta^{\prime}\right)$ with

$$
\gamma^{\prime}=\frac{2+\beta}{\beta}+\varepsilon
$$

so that the smoothing approach is superior to the direct approach iff $\beta<2$ and $\mathrm{r} \geqslant 1$.
In the sequel we consider three specific settings in the context of stochastic differential equations (SDEs). We let $X$ denote the solution process of the SDE, which is supposed to take values in $\mathbb{R}^{d}$. For simplicity, we alway take the Euler scheme with equidistant time-steps for approximation of $X$, and we do not discuss results on the existence and smoothness of densities. As previously, $\varepsilon>0$ may be chosen arbitrarily small.

### 7.1.1 Smooth Path-independent Functionals for SDEs

Let

$$
\mathrm{Y}=\varphi\left(\mathrm{X}_{\mathrm{T}}\right)
$$

where $\varphi: \mathbb{R}^{\mathrm{d}} \rightarrow \mathbb{R}$ is Lipschitz continuous. We assume that the cost of computing $\varphi(\mathrm{x})$ is uniformly bounded for $x \in \mathbb{R}^{d}$, and for approximation of $Y$ we use $Y^{(\ell)}=\varphi\left(X_{T}^{(\ell)}\right)$, where $X^{(\ell)}$ denotes the Euler scheme with $2^{\ell}$ equidistant time-steps. Obviously, $\left(\mathrm{A}_{2}\right)$ holds with $M=2$. For weak error estimates we refer to [7]. Hereby we obtain $\left(\mathrm{A}_{3}\right)$ with

$$
\begin{equation*}
\alpha_{1}=0, \quad \alpha_{2}=1, \quad \alpha_{3}=1 \tag{93}
\end{equation*}
$$

under the assumptions $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{3}\right)$ or $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{5}\right)$ on g and the smoothness and non-degeneracy assumptions (C) and (UH) on the coefficients of the SDE. Furthermore, (29) holds with

$$
\alpha=1
$$

It is well-known that (82) holds with

$$
\beta=1
$$

already under standard assumptions on the coefficients of the SDE. Hence we get ( $\mathrm{A}_{4}$ ) with

$$
\begin{equation*}
\beta_{4}=2, \quad \beta_{5}=1 \tag{94}
\end{equation*}
$$

see (83), and (A5) with

$$
\beta_{1}=1+\varepsilon, \quad \beta_{2}=1, \quad \beta_{3}=1 / 2-\varepsilon
$$

see (84).
We therefore have $\mathrm{q}=\mathrm{r}+1$ and $\max \left(1, \beta_{4} / \beta_{5}\right)=2$, and (33) and (37) in Theorem 6.1.5 yield

$$
(\gamma, \eta)= \begin{cases}(3,1), & \text { if } r \leqslant 1 \\ (2+2 /(r+1), 3), & \text { if } r \geqslant 2\end{cases}
$$

for the approximation of $F$ on $\left[S_{0}, S_{1}\right]$. Likewise, (57) and (61) in Theorem 6.2.2 yield

$$
(\gamma, \eta)= \begin{cases}(6,1), & \text { if } r=1 \\ (2+4 / r, 3), & \text { if } r \geqslant 2\end{cases}
$$

for the approximation of $\rho$ on $\left[S_{0}, S_{1}\right]$. For both problems, proper multi-level algorithms are superior to single-level algorithms if and only if $r \geqslant 2$, see Remarks 3 and 5 . Moreover, $\beta^{\dagger}=2+\varepsilon$, so that (70) and (74) in Theorem 6.3.3 yield

$$
\gamma= \begin{cases}5 / 2+\varepsilon, & \text { if } r=0 \\ 2+1 /(r+1)+\varepsilon, & \text { if } r \geqslant 1\end{cases}
$$

for the approximation of $F$ at a single point $s \in\left[S_{0}, S_{1}\right]$. For this problem, proper multi-level algorithms are superior to single-level algorithms for every $r \in \mathbb{N}_{0}$, see Remark 6. For all three problems we get $\gamma=2$ in the limit $\mathrm{r} \rightarrow \infty$.

If the coefficients of the SDE merely satisfy the standard assumptions, instead of (C) and (UH) from [7], we may apply (85) to obtain $\alpha_{1}=\varepsilon, \alpha_{2}=1 / 2$, and $\alpha_{3}=1 / 2-\varepsilon$, see also Section 2.2 in [42]. While the latter is inferior to (93), it leads to essentially the same orders of convergence for approximation of densities or distribution functions if $r \geqslant 1$, see (87), (89), and (91).

Remark 8 A two-level construction of the form

$$
\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}}, \mathrm{~N}_{\mathrm{L}_{1}}}^{\delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}=\frac{1}{\mathrm{~N}_{\mathrm{L}_{0}}} \cdot \sum_{i=1}^{\mathrm{N}_{\mathrm{L}_{0}}} g^{\delta}\left(\mathrm{Y}_{i}^{\left(\mathrm{L}_{0}\right)}\right)+\frac{1}{\mathrm{~N}_{\mathrm{L}_{1}}} \cdot \sum_{i=1}^{\mathrm{N}_{\mathrm{L}_{1}}}\left(g^{\delta}\left(\mathrm{Y}_{i}^{\left(\mathrm{L}_{1}\right)}\right)-g^{\delta}\left(Z_{i}^{\left(\mathrm{L}_{1}\right)}\right)\right)
$$

which is the counterpart of the two-level construction from [42] for the approximation of $\mathrm{E}\left(\varphi\left(\mathrm{X}_{\mathrm{T}}\right)\right)$, is employed in [43] for the approximation of the density $\rho$ of $\mathrm{Y}=\mathrm{X}_{\mathrm{T}}$ at a single point s. Here the sequence $\left(\mathrm{Y}^{(\ell)}\right)_{\ell \in \mathbb{N}}$ consists of suitably regularized Euler schemes with $\ell$ equidistant time-steps. By assumption, $\rho \in C_{b}^{\infty}\left(\mathbb{R}^{\mathrm{d}}, \mathbb{R}\right)$, i.e., the multi-dimensional counterpart to ( $A_{1}$ ) is satisfied for every $\mathrm{r} \in \mathbb{N}_{0}$. Using Malliavin calculus techniques, the authors derive a central limit theorem for $\mathrm{L}_{1} \cdot\left(\mathcal{M}_{\mathrm{N}_{\mathrm{L}_{0}},,_{\mathrm{L}_{1}}}^{\delta, \mathrm{L}_{0}, \mathrm{~L}_{1}}-\rho(x)\right)$ with properly chosen parameters $\mathrm{L}_{0}, \mathrm{~N}_{\mathrm{L}_{0}}, \mathrm{~N}_{\mathrm{L}_{1}}$, and $\delta$ as $\mathrm{L}_{1}$ tends to infinity. For every dimension d the order $\gamma=5 / 2+\varepsilon$ is achieved in this way, while the multi-level approach achieves the order $\gamma=2+\varepsilon$ (at least for $\mathrm{d}=1$ ).

Remark 9 Consider the problem of approximating a quantile of Y , which is studied in [56] in the particular case of a projection $\varphi(x)=x_{i}$. By assumption, $\rho \in C_{b}^{\infty}(\mathbb{R}, \mathbb{R})$. The authors employ a single-level algorithm that is based on a suitably regularized Euler scheme, cf. Remark 8. The approximation to the quantile is given as the corresponding empirical quantile, and an error of order $\gamma=3$ is achieved, if $\rho$ is bounded away from zero in a neighborhood of the quantile.

Under the latter assumption, the order of approximation to F in the supremum norm and to the quantile coincide, and given (A1) for every $\mathrm{r} \in \mathbb{N}_{0}$ we expect our multi-level algorithm to achieve the order $\gamma=$ $2+\varepsilon$ also for quantile approximation and every Lipschitz continuous function $\varphi$. Furthermore, the multilevel algorithm may be used to approximate the distribution function F and the density $\rho$ in parallel, which allows to control the impact of inverting the approximation to F .

Remark 10 We comment on the optimality of the parameters $\alpha_{\mathfrak{i}}$ and $\beta_{\mathfrak{i}}$ according to (93) and (94) in $\left(A_{3}\right)$ and $\left(A_{4}\right)$. Due to [7], the estimate (A3) with (93) is sharp under the assumptions (C) and (UH). Under standard assumptions, $2^{\ell / 2} \cdot\left(\mathrm{X}-\mathrm{X}^{(\ell)}\right)$ converges in distribution to a stochastic process U with $\mathrm{U}_{\mathrm{T}}$ being non-degenerate in general, see [41]. In the latter case we have a projection $\varphi(x)=x_{i}$ such that (82) with $M=2$ and $p=1$ does not hold for any $\beta>1$. A slight generalization of Lemma 6.1.3 shows that ( $A_{4}$ ) does not hold for any $\beta_{4}<2$ or $\beta_{5}>1$. Hence the estimate ( $A_{4}$ ) with (94) cannot be improved in general for the Euler scheme.

The approximation of marginal densities of SDE in studied in a number of papers under different aspects. The convergence rate of the density of the Euler approximation $X_{T}^{(\ell)}$ towards $\rho$ is studied in, e.g., [6] and [31]. In the paper [47], authors construct a forward-reverse kernel estimator and provide an upper bound for its variance.

### 7.1.2 Smooth Path-dependent Functionals for SDEs

Let

$$
Y=\varphi(X)
$$

with $\varphi: C\left([0, T], \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ being Lipschitz continuous. We assume that the cost of computing $\varphi(x)$ for a piecewise linear path $x \in C\left([0, T], \mathbb{R}^{d}\right)$ with $m$ breakpoints is bounded by a constant times $m$, and for approximation of $Y$ we use $Y^{(\ell)}=\varphi\left(X^{(\ell)}\right)$, where $X^{(\ell)}$ denotes the Euler scheme with $2^{\ell}$ equidistant time-steps and piecewise linear interpolation. Then (A2) holds with $M=2$, and the following fact is well-known under standard assumptions on the coefficients of the SDE. For every $1 \leqslant p<\infty$ there exists a constant $c_{p}>0$ such that

$$
\left\|Y-Y^{(\ell)}\right\|_{p} \leqslant c_{p} \cdot\left(\ell \cdot M^{-\ell}\right)^{1 / 2}
$$

for every $\ell \in \mathbb{N}$. Consequently, (82) holds with

$$
\beta=1-\varepsilon,
$$

and we get $\left(\mathrm{A}_{4}\right)$ with

$$
\begin{equation*}
\beta_{4}=2, \quad \beta_{5}=1-\varepsilon \tag{95}
\end{equation*}
$$

see (83), ( $\mathrm{A}_{5}$ ) with

$$
\beta_{1}=1+\varepsilon, \quad \beta_{2}=1-\varepsilon, \quad \beta_{3}=1 / 2-\varepsilon
$$

under the assumptions $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{3}\right)$ or $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{5}\right)$, see (84), as well as $\left(\mathrm{A}_{3}\right)$ with

$$
\begin{equation*}
\alpha_{1}=0, \quad \alpha_{2}=1 / 2-\varepsilon, \quad \alpha_{3}=1 / 2-\varepsilon \tag{96}
\end{equation*}
$$

see (85). Furthermore, (29) holds with

$$
\alpha=1 / 2-\varepsilon,
$$

see (86).

We therefore have $\mathrm{q}=2 \cdot(\mathrm{r}+1)+\varepsilon$ and $\max \left(1, \beta_{4} / \beta_{5}\right)=2+\varepsilon$, and (36) in Theorem 6.1.5 yields

$$
\gamma=2+2 /(r+1)+\varepsilon
$$

for the approximation of $F$ on $\left[S_{0}, S_{1}\right]$. Likewise, (60) in Theorem 6.2.2 yields

$$
\gamma=2+4 / r+\varepsilon
$$

for the approximation of $\rho$ on $\left[S_{0}, S_{1}\right]$. Moreover, $\beta^{\dagger}=2+\varepsilon$, so that (72) in Theorem 6.3.3 yields

$$
\gamma=2+1 /(r+1)+\varepsilon
$$

for the approximation of $F$ at a single point $s \in\left[S_{0}, S_{1}\right]$. For all three problems proper multi-level algorithms are always superior to single-level algorithms, see Remarks 3, 5, and 6.
Note that Section 7.1.1 is dealing with a particular instance of the functionals studied here. We achieve essentially the same order of convergence for the problems studied in Sections 7.1.1 and 7.1.2, if $\mathrm{r} \geqslant 1$, and we always get $\gamma=2$ in the limit $r \rightarrow \infty$.

Remark 11 We comment on the optimality of the parameters $\alpha_{i}$ and $\beta_{i}$ according to (96) and (95) in $\left(A_{3}\right)$ and $\left(A_{4}\right)$. Due to Remark 10 the estimate $\left(A_{4}\right)$ with (95) cannot be improved in general for the Euler scheme. Concerning (A3) we are not aware of an optimality result. We refer, however, to [1], where authors study processes $\gamma^{(\ell)}$ that coincide with the Euler scheme $X^{(\ell)}$ at the discretization points, but instead of $2^{\ell}$ Brownian increments the whole trajectory of the Brownian motion is employed. They provide an upper bound of the order $2 / 3-\varepsilon$ for Wasserstein distance of $X$ and $Y^{(\ell)}$ in the case $d=1$.

### 7.1.3 Stopped Exit Times for SDEs

Consider a bounded domain $\mathrm{D} \subset \mathbb{R}^{\mathrm{d}}$ such that $X_{0} \in \mathrm{D}$, and let

$$
Y=\varphi(X)
$$

be the corresponding exit time, stopped at $\mathrm{T}>0$, i.e.,

$$
\varphi(x)=\inf \{t \geqslant 0: x(t) \in \partial D\} \wedge T
$$

for $x \in C\left([0, T], \mathbb{R}^{d}\right)$. We assume that the cost of computing $\varphi(x)$ for a piecewise linear path $x \in$ $C\left([0, T], \mathbb{R}^{d}\right)$ with $m$ breakpoints is bounded by a constant times $m$, and as in the previous section $Y^{(\ell)}$ is the Euler scheme $X^{(\ell)}$ composed with $\varphi$. Then (Az) holds with $M=2$. For every $1 \leqslant p<\infty$ there exists a constant $c_{p}>0$ such that

$$
\begin{equation*}
\left\|Y-Y^{(\ell)}\right\|_{p} \leqslant c_{p} \cdot M^{-\ell /(2 p)} \tag{97}
\end{equation*}
$$

for every $\ell \in \mathbb{N}$, see [14]. From (26) we get (A4) with

$$
\beta_{4}=1, \quad \beta_{5}=1 / 2
$$

and (67) and Lemma 6.3.1 yield ( $\mathrm{A}_{5}$ ) with

$$
\beta_{1}=1, \quad \beta_{2}=1 / 2, \quad \beta_{3}=1 / 4
$$

Furthermore, (24) and Lemma 6.3.1 yield ( $\mathrm{A}_{3}$ ) with

$$
\alpha_{1}=1, \quad \alpha_{2}=1 / 2, \quad \alpha_{3}=1 / 4
$$

under the assumptions $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{3}\right)$ or $\left(\mathrm{S}_{2}\right)$ and $\left(\mathrm{S}_{5}\right)$, while (29) holds with

$$
\alpha=1 / 4
$$

We therefore have $\mathrm{q}=2 \mathrm{r}+4$ and $\max \left(1, \beta_{4} / \beta_{5}\right)=2$, and (36) in Theorem 6.1.5 yields

$$
(\gamma, \eta)=(3+2 /(r+1), 1)
$$

for the approximation of $F$ on $\left[S_{0}, S_{1}\right]$. Likewise, (60) in Theorem 6.2.2 yields

$$
(\gamma, \eta)=(3+5 / r, 1)
$$

for the approximation of $\rho$ on $\left[S_{0}, S_{1}\right]$. Moreover, $\beta^{\dagger}=3$, so that (72) in Theorem 6.3.3 yields

$$
\begin{equation*}
(\gamma, \eta)=(3+2 /(r+1), 0) \tag{98}
\end{equation*}
$$

for the approximation of $F$ at a single point $s \in\left[S_{0}, S_{1}\right]$. For all three problems, proper multi-level algorithms are superior to single-level algorithms for every $r \in \mathbb{N}_{0}$, see Remarks 3, 5 , and 6, but we only get $\gamma=3$ in the limit $r \rightarrow \infty$. The latter is in contrast to the results from Sections 7.1.1 and 7.1.2, and it is basically due to the fact that the upper bound (97) for strong approximation of $Y$ by $\gamma^{(\ell)}$ depends on $p$ in the most unfavorable way. We add that numerical experiments suggest that the upper bound (97) cannot be improved, in general. Furthermore, observe that for stopped exit times the same order $\gamma$ is achieved for the approximation of $F$ on a compact interval and at a single point.
We add that (56) and (81) are satisfied for every $r \geqslant 1$, and therefore smoothing already help for the single-level algorithm to approximate the distribution function of the stopped exit time.

Remark 12 For the approximation of the mean $\mathrm{E}(\mathrm{Y})$ of the stopped exit time a multi-level Euler algorithm has been constructed and analyzed in [35]. It is shown that the order $\gamma=3+\varepsilon$ is achieved under standard smoothness assumptions on the coefficients of the SDE and on the domain D.

### 7.2 NUMERICAL EXPERIMENTS

The main goal of our numerical experiments is to demonstrate the potential of the new multi-level algorithm. We consider three benchmark problems according to Sections 7.1.1-7.1.3 for a simple, scalar SDE, where the solutions are known analytically. We present results only for the approximation of distribution functions on a compact interval $\left[S_{0}, S_{1}\right]$, as the main numerical difference to the other two problems studied in this paper is in the deterministic interpolation part. Our numerical experiments show the computational gain in terms of upper bounds, achieved by the multi-level Monte Carlo approach with smoothing in comparison to the single-level Monte Carlo approach without smoothing. Furthermore, we compare the error of the multi-level algorithm with the accuracy demand $\varepsilon$, which serves as an input to the algorithm. An extensive numerical study of our algorithm is out of the scope of the current paper and will be presented in a subsequent paper.

Consider a geometric Brownian motion X , given by

$$
\begin{aligned}
d X_{t} & =\mu \cdot X_{t} d t+\sigma \cdot X_{t} d W_{t}, \quad t \in[0, T] \\
X_{0} & =1
\end{aligned}
$$

where $W$ denotes a scalar Brownian motion. For the approximation of $X$ we use the Euler scheme with equidistant time-steps, so that $M=2$. The corresponding values of the parameters $\alpha_{i}$ and $\beta_{i}$ are presented in Sections 7.1.1-7.1.3.

In the examples from this section, the assumption ( $\mathrm{A}_{1}$ ) holds for every $\mathrm{r} \in \mathbb{N}$, but typically we think of $r$ being unknown. Hence we choose $\tilde{r} \in \mathbb{N}_{0}$, instead, and a particular purpose of the numerical experiments is to illustrate the impact of $\tilde{\mathrm{r}}$. In all our experiments we take

$$
\tilde{\mathrm{r}}=3,5,7,9,11
$$

and the corresponding smoothing polynomials g according to Remark 1 can be seen in Figure 17.


Figure 17: Smoothing polynomials g .

Given $\varepsilon$ and $\tilde{\mathrm{r}}$, we basically choose the remaining parameters of the multi-level (single-level) algorithm such that all four (three) terms in the upper bound (38) are of the order $\varepsilon^{2}$. For the multi-level algorithm with smoothing we choose the parameters $L_{0}, L_{1}$, and $N_{\ell}$ according to (53), (48), (44), and (54), with r replaced by $\tilde{\mathrm{r}}$, while

$$
\delta=2^{-1 /(\tilde{r}+1)} \cdot \varepsilon^{1 /(\tilde{r}+1)},
$$

cf. (42). For the single-level algorithm without smoothing, see Remark 2, we choose $L=L_{0}=L_{1}$ and $N_{L}$ according to (48) and (44), too, however observing (30), which leads to $q=(\tilde{r}+1) / \alpha$.

In the second stage of the algorithm we employ piecewise polynomial interpolation $Q_{k}^{3}$ of degree 3 with equidistant knots for any $\tilde{r}$. Due to the Lebesgue constants involved, this is preferable to $Q_{k}^{\tilde{r}}$ with a large value of $\tilde{r}$ if the overall number $k$ of interpolation points is comparatively small. Furthermore, it is convenient if $k-1$ is a multiple of 3 and proportional to the length of the interval $\left[S_{0}, S_{1}\right]$. In both cases, single-level and multi-level, we therefore take

$$
\begin{equation*}
k=3 \cdot\left\lceil 5 \cdot \varepsilon^{-1 /(\tilde{r}+1)} \cdot\left(S_{1}-S_{0}\right) / 3\right\rceil+1 \tag{99}
\end{equation*}
$$

cf. (43).
To specify the computational gain we compare the upper bound (40) for the cost of the multi-level Monte Carlo algorithm with smoothing and the corresponding upper bound

$$
c(k, L, N)=N \cdot\left(2^{L}+k\right)
$$

for the cost of the single-level algorithm. The ratio $c\left(k, L_{0}, L_{1}, N_{L_{0}}, \ldots, N_{L_{1}}\right) / c(k, L, N)$, which is a function of the desired accuracy $\varepsilon$, is used to describe the computational gain.

To assess the accuracy of the multi-level algorithm, $\operatorname{error}\left(Q_{k}^{3}(\mathcal{M})\right)$, which depends on $\varepsilon$ and $\tilde{r}$, should be compared with the desired accuracy $\varepsilon$. Since error $\left(Q_{k}^{3}(\mathcal{M})\right)$ is not known exactly, we employ a simple Monte Carlo experiment with 25 independent replications for each of the values of $\tilde{r}$ and each of the values $\varepsilon=2^{-i}$ for $\mathfrak{i}=3, \ldots, 11$. The estimate is denoted by $\operatorname{RMSE}(\varepsilon, \tilde{\mathrm{r}})$.

### 7.2.1 Smooth Path-independent Functionals for SDEs

In this section we set

$$
\mu=0.05, \sigma=0.2, T=1,
$$

and we approximate the distribution function $F(s)=E\left(1_{[\infty, s]}(Y)\right)$ of

$$
Y=X_{T}
$$



Figure 18: Replication numbers per level (left) and computational gain (right).
on the interval

$$
\left[\mathrm{S}_{0}, \mathrm{~S}_{1}\right]=[0,2] .
$$

Note that $Y$ is lognormally distributed with parameters $\mu-\sigma^{2} / 2$ and $\sigma^{2}$.
The computational gain as well as the replication numbers $\mathrm{N}_{\ell}$ for the multi-level algorithm with $\varepsilon=2^{-11}$ are presented in Figure 18. The maximal level $\mathrm{L}_{1}$ of the multi-level algorithm coincides with the level chosen by the single-level algorithm, and this level does not depend on $\tilde{\mathrm{r}}$. For smaller values of $\tilde{r}$ the multi-level algorithm start on a higher level $L_{0}$, and therefore the computational gain in the case $\tilde{r}=3$ is only about a factor two. For large values of $\tilde{r}$ we observe a reasonable computational gain already for moderate values of $\varepsilon$. In Figure 19 we compare the estimate $\operatorname{RMSE}(\varepsilon, \tilde{\mathbf{r}})$ for the error of the multi-level algorithm and the accuracy demand $\varepsilon$. Note that $\operatorname{RMSE}(\varepsilon, \tilde{\mathrm{r}})$ is in the range of $\varepsilon$; actually, it is less that $\varepsilon$ in almost all cases.

### 7.2.2 Smooth Path-dependent Functionals for SDEs

For this test case we use the same parameters for the SDE and the same interval $\left[\mathrm{S}_{0}, \mathrm{~S}_{1}\right]$ as in Section 7.2.1. We approximate the function

$$
F(s)=E\left(e^{-\mu \cdot T} \cdot \max \left(X_{T}-X_{0}, 0\right) \cdot 1_{]-\infty, s]}(Y)\right),
$$

where

$$
Y=\max _{t \in[0, \mathrm{~T}]} X_{\mathrm{t}}
$$

See p. 207 in [54] for the analytical solution. Note that this problem does not exactly fit into our framework, due the the presence of $\max \left(X_{T}-X_{0}, 0\right)$ in the definition of the functional. Still, the multi-level smoothing approach is applicable.

See Figures 20, with replication numbers for $\varepsilon=2^{-10}$, and 21 for the results. As the main difference, compared to the previous section, the computational gain is substantially larger for the path-dependent functional. This is due to the following facts. The orders of strong convergence are essentially the same for both problems. However, the maximal level, which once more coincide with the level chosen by the single-level algorithm, is essentially twice as large as in the previous case, due to the slower decay of the bias. This results in a larger value of $L_{1}-L_{0}$, which provides an advantage to the multi-level approach.


Figure 19: Error vs. accuracy demand $\varepsilon$.


Figure 20: Replication numbers per level (left) and computational gain (right).


Figure 21: Error vs. accuracy demand $\varepsilon$.
7.2.3 Stopped Exit Times for SDEs

In this section we set

$$
\mu=0.01, \sigma=0.2, T=2
$$

and we approximate the distribution function $F(s)=E\left(1_{] \infty, s]}(Y)\right)$ of

$$
Y=\inf \left\{t \geqslant 0: X_{t}=b\right\} \wedge T
$$

with $\mathrm{b}=0.8$ on the interval

$$
\left[\mathrm{S}_{0}, \mathrm{~S}_{1}\right]=[0,1]
$$

The distribution of $\inf \left\{t \geqslant 0: X_{t}=b\right\}$ is an inverse Gaussian distribution with parameters $\ln \mathrm{b} /(\mu-$ $\left.\sigma^{2} / 2\right)$ and $(\ln b)^{2} / \sigma^{2}$, and this yields an explicit formula for $F$ since $T>S_{1}$.

See Figures 22, with replication numbers for $\varepsilon=2^{-9}$, and 23 for the results. Observe that the computational gain is even larger than in the previous section. This difference is due to the fact that smoothing already yields an improved weak error estimate for the present problem. Consequently,

$$
\mathrm{L}_{1}=\left(2+\frac{2}{\tilde{\mathrm{r}}+1}\right) \cdot \log _{2} \varepsilon^{-1}
$$

is the maximal level for the multi-level algorithm, up to integer rounding, but for the single-level algorithm without smoothing we have to take

$$
\mathrm{L}=4 \cdot \log _{2} \varepsilon^{-1}
$$



Figure 22: Replication numbers per level (left) and computational gain (right).


Figure 23: Error vs. accuracy demand $\varepsilon$.

## Part IV

MODELLING ASYMMETRIC FLOW FIELD FLOW FRACTIONATION WITH STOCHASTIC DIFFERENTIAL EQUATIONS WITH REFLECTION

## STOCHASTIC DIFFERENTIAL EQUATIONS WITH REFLECTION

We will start with a short description of mathematical tools, used during the modeling of $\mathrm{AF}_{4}$. As mentioned in the Section 1.3, we assume that the particles do not interact with each other and do not change their hydrodynamic radius. And their drift at any point in the channel is equal to the velocity of the solvent at that point. Based on these assumptions we will build an SDE based model for the particles motion in the channel.

We first present a stochastic model that describes the motion of a particle in a bounded convex domain $D \subset \mathbb{R}^{\mathrm{d}}$ with a $C^{2}$-boundary. In the sequel, $n(x)$ denotes the unique inward normal vector at any point $x \in \partial D$, and $\pi(x)$ denotes the projection of any point $x \in \mathbb{R}^{d}$ onto $\overline{\mathrm{D}}$ w.r.t. the Euclidean distance.

Consider a d-dimensional standard Brownian motion $(W(t))_{t \geqslant 0}$ on a filtered probability space that satisfies the usual conditions, an initial value $x_{0} \in \mathrm{D}$, and Lipschitz continuous mappings $\mu: \overline{\mathrm{D}} \rightarrow$ $\mathbb{R}^{\mathrm{d}}$ and $\sigma: \overline{\mathrm{D}} \rightarrow \mathbb{R}^{\mathrm{d} \times \mathrm{d}}$. A strong solution to the associated Skorohod problem is a pair of adapted continuous processes $X=(X(t))_{t \geqslant 0}$ and $\phi=(\phi(t))_{t \geqslant 0}$ taking values in $\bar{D}$ and $\mathbb{R}^{d}$, respectively, with the following properties. The process $\phi$ is locally of bounded variation with $\phi(0)=0$, and with $|\phi|(\mathrm{t})$ denoting the total variation of $\phi$ on $[0, \mathrm{t}]$ we have

$$
\begin{gather*}
|\phi|(\mathrm{t})=\int_{0}^{\mathrm{t}} 1_{\partial \mathrm{D}}(\mathrm{X}(\mathrm{~s})) \mathrm{d}|\phi|(\mathrm{s})  \tag{100}\\
\phi(\mathrm{t})=\int_{0}^{\mathrm{t}} n(\mathrm{X}(\mathrm{~s})) \mathrm{d}|\phi|(\mathrm{s})=\int_{0}^{\mathrm{t}} n(\mathrm{X}(\mathrm{~s})) \mathrm{d} \xi(\mathrm{~s})  \tag{101}\\
X(\mathrm{t})=x_{0}+\int_{0}^{\mathrm{t}} \mu(\mathrm{X}(\mathrm{~s})) \mathrm{d} s+\int_{0}^{\mathrm{t}} \sigma(\mathrm{X}(\mathrm{~s})) \mathrm{dW}(\mathrm{~s})+\phi(\mathrm{t}) \tag{102}
\end{gather*}
$$

for $t \geqslant 0$.
 and $\mathbb{R}^{\mathrm{d}}$, respectively, is a strong solutions of the Skorohod equation (100)-(101), if $X(0) \in \overline{\mathrm{D}}, \phi(0)=0$ and (100)-(101) hold true.

For stochastic Skorohod problems the existence and uniqueness of solutions is studied under various assumptions on the domain D and on the driving process. We will state the standard result from Saisho (1979) for an existence and uniqueness result, which covers in particular the present case. In addition, we will state that $X$ is a strong Markov process, which actually holds for more general driving processes, see Kohatsu-Higa (2001).

### 8.0.4 Boundary

Define the set $\mathbb{N}_{x}$ of inward normal unit vectors at $x \in \partial \mathrm{D}$ by

$$
\mathbb{N}_{x}=\cup_{r>0} \mathbb{N}_{x, r},
$$



Figure 24: Example of the domain, satisfying Conditions 1 and 2.

$$
\mathbb{N}_{x, r}=\left\{n \in \mathbb{R}^{2}:|n|=1, B(x-r n, r) \cap D=\emptyset\right\}
$$

where $B(x, r)=\left\{y \in \mathbb{R}^{2}:|x-y|<r\right\}, r>0$.
Remark 8.0.1 $\mathrm{N}_{x}$ can be empty, for example in the case of "non convex angle".
Condition 1 (Uniform exterior sphere condition) Following Lions and Sznitman [44], we introduce two conditions on the domain D .

There exists a constant $\mathrm{r}_{0}$ such that

$$
\mathbb{N}_{x}=\mathbb{N}_{x, r_{0}} \neq \emptyset, \forall x \in \partial \mathrm{D}
$$

Remark 8.o.2 Some general comments on Condition 1

- Condition 1 means that we can touch every $x \in \partial \mathrm{D}$ from outside with a ball with radius $\mathrm{r}_{0}$ without intersection with domain D (see Figure 24)
- Condition 1 does not necessarily mean, that $\partial \mathrm{D}$ is smooth (see Figure 24)
- If D is convex, then $\mathrm{r}_{0}$ can be set equal to $\infty$.
- If $\operatorname{dist}(x, \overline{\mathrm{D}})<\mathrm{r}_{0}, x \notin \overline{\mathrm{D}}$ then there exists the unique projection $\pi(\mathrm{x})$ such that

$$
|x-\pi(x)|=\operatorname{dist}(x, \overline{\mathrm{D}})
$$

Condition 2 There exist constants $\delta>0$ and $\beta \in[1, \infty)$ with the following property: for any $x \in \partial \mathrm{D}$ there exists a unique vector $l_{x}$ such that

$$
\left\langle l_{x}, n\right\rangle \geqslant \beta^{-1}, \quad \forall \mathfrak{n} \in \cup_{y \in B(x, \delta) \cap \partial D} \mathbb{N}_{y}
$$

Remark 8.0.3 Condition 2 means that the normal vectors do not fluctuate widely.
Remark 8.o.4 If D is convex or has a $\mathrm{C}^{2}$ boundary, then Conditions 1 and 2 are verified.

## 8.o.5 Existence and Uniqueness

Theorem 8.0.5 (Saisho [53]) If Conditions 1,2 for domain D are verified and b and $\sigma$ are uniformly Lipschitz continuous in space functions, then there exists a unique strong solution of the Skorohod problem (100)-(101).

Remark 13 By (100), the random measure corresponding to $|\phi|$ is concentrated on the set of time instances $s \in[0, t]$ such that $X(s) \in \partial D$. Moreover, for any continuous function $f$ of bounded variation on $[0, t]$ we have

$$
f(t)=\int_{0}^{t} m(s) d|f|(s)
$$

for some function $m$ with values in the unit sphere in $\mathbb{R}^{\mathrm{d}}$, and m is uniquely determined almost everywhere w.r.t. the measure associated with the total variation $|\boldsymbol{f}|$ off. By (101), the corresponding representation of the process $\phi$ is given by the inward normal vectors at the points $\mathrm{X}(\mathrm{s}) \in \partial \mathrm{D}$. The formal counterpart

$$
\begin{equation*}
d X(t)=\mu(X(t)) d t+\sigma(X(t)) d W(t)+d \phi(t) \tag{103}
\end{equation*}
$$

of (102) is therefore called $a$ stochastic differential equation with normal reflection at the boundary of D.

Instead of reflection we actually have absorption in a part of the boundary, which is denoted by $\partial_{a} \mathrm{D}$ and which is assumed to be an open set

$$
\emptyset \neq \partial_{\mathrm{a}} \mathrm{D} \subsetneq \partial \mathrm{D},
$$

and we consider the hitting time

$$
\tau=\inf \left\{t \geqslant 0: X(t) \in \partial_{a} D\right\} .
$$

The computational problem is to determine the distribution function

$$
F(t)=P\left(1_{(\tau \leqslant t)}\right), \quad t \geqslant 0,
$$

on a compact time interval $[0, T]$. Put

$$
\partial_{\mathrm{r}} \mathrm{D}=\partial \mathrm{D} \backslash \partial_{\mathrm{a}} \mathrm{D}
$$

In the application described below, the Skorohod problem together with $\tau$ is used to model the motion of a particle that is reflected at $\partial_{r} D$, while it leaves the domain $D$ via $\partial_{a} D$.

Remark 14 Numerical problems for SDEs with reflection and for exit times of solutions of SDEs have been studied in a number of papers, a few of which will be presented here and used subsequently.

For an SDE without reflection let $\tau$ denote the exit time from the domain $\mathrm{D} \subset \mathbb{R}^{\mathrm{d}}$. [32] and [35] study weak and strong approximation, respectively, of the so called stopped hitting time $\tau \wedge \mathrm{T}$ via the Euler scheme. Furthermore, the multi-level Monte Carlo approach is used in [35] to compute the expectation $\mathrm{E}(\tau \wedge \mathrm{T})$.

For SDEs with normal reflection, variants of the Euler scheme are employed, for instance, in the following papers. For strong approximation of $(\mathrm{X}(\mathrm{t}))_{\mathrm{t} \in[0, \mathrm{~T}]}$ [55] establishes upper bounds of order almost $1 / 4$ for convex domains and of order almost $1 / 2$ for convex polyhedra, where the error is based on the $\mathrm{L}_{\infty}$-distance of corresponding paths. Weak approximation for a class of functionals of $X$ and $\phi$ is studied in [49], where they derive upper bounds of order (almost) $1 / 2$ under suitable regularity assumptions. For recent work on weak approximation on stopped and reflected diffusions and for further references, see [8]; in particular, an adaptive weak approximation scheme is constructed there, and the application of the multi-level approach is proposed in this context.

### 8.1 PDE REPRESENTATION

Further everywhere where it's important all vectors are by default meant to be columns.
We consider d-dimensional stochastic equation

$$
\begin{equation*}
d X(t)=b(X(t)) d t+\sigma(X(t)) d W_{t}+n(t) d \xi_{t} \tag{104}
\end{equation*}
$$

with initial value $X_{0}=x \in D, \xi_{0}=0 \in \mathbb{R} . n(t)$ is assumed to be an adapted process taking values in the set of inward pointing normal vectors of $\partial D=\bar{D} \backslash D$ at $X(t)$, provided that $X(t) \in \partial D$.

Let $L$ denote the infinitesimal generator of the SDE (104):

$$
\mathrm{L} v(x)=\langle\mu(x), \nabla v(x)\rangle+\frac{1}{2} \operatorname{tr}\left(\sigma \sigma^{\top} \mathrm{H}(v(x))\right)
$$

$\mathrm{H}(v(x))$ stands for Hessian matrix of function $v$. We consider the following boundary value problem:

$$
\begin{cases}\frac{\partial}{\partial t} u(t, x)+L u(t, x)=0, & x \in \bar{D},  \tag{105}\\ u(T, x)=f(x), & x \in \bar{D}, \\ u(t, x)=g(x), & x \in \partial_{a} D \\ \frac{\partial}{\partial n} u(t, x)=h(x), & x \in \partial_{r} D\end{cases}
$$

where $t \in[0, T], f: \bar{D} \rightarrow \mathbb{R}, g: \partial_{a} D \rightarrow \mathbb{R}$ and $h: \partial_{r} D \rightarrow \mathbb{R}$ are sufficiently regular functions, $n(x)$ is assumed to be unique inward normal vector at $x \in \partial \mathrm{D}$ and we denote

$$
\frac{\partial}{\partial n} u(t, x)
$$

the normal derivative of $u(t, x)$ at $x \in \partial D$.
The following theorem is the special case of Theorem II.5.1 in [21].
Theorem 8.1.1 Assume that the solution $\mathfrak{u}(\mathrm{t}, \mathrm{x})$ of problem (105) has bounded time-derivative, gradient and Hessian matrix for all $(\mathrm{t}, \mathrm{x}) \in[0, \mathrm{~T}] \times \overline{\mathrm{D}}$. Then we have the stochastic representation.

$$
u(t, x)=E\left[f\left(X_{T}\right) 1_{\tau \geqslant T}+g\left(X_{\tau}\right) 1_{\tau<T}-\int_{t}^{\tau \wedge T} h(X(s)) d \xi_{s} \mid X(t)=x\right]
$$

where $\tau=\inf \left\{s \geqslant t \mid X(s) \in \partial D_{s}\right\}$ and $x \wedge y=\min (x, y)$.
Proof

$$
\begin{aligned}
\mathrm{du}(\mathrm{t}, \mathrm{X}(\mathrm{t}))= & \left(\frac{\partial \mathrm{u}}{\partial \mathrm{t}}+\langle\mu, \nabla \mathrm{u}\rangle+\frac{1}{2} \operatorname{tr}\left(\sigma \sigma^{\mathrm{T}} \mathrm{H}(\mathrm{u})\right)\right) \mathrm{dt}+ \\
& +(\nabla \mathrm{u})^{\mathrm{T}} \sigma \mathrm{dW}+(\nabla \mathrm{u})^{\mathrm{T}} \mathrm{n}(\mathrm{t}) \mathrm{d} \xi
\end{aligned}
$$

Fixing $T>t>0$ and the stopping time $\tau$, we apply Itô's formula to $u(s, X(s))$ and obtain

$$
\begin{aligned}
u\left(\mathrm{~T} \wedge \tau, X_{\mathrm{T} \wedge \tau}\right)= & u(\mathrm{t}, \mathrm{X}(\mathrm{t}))+\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}\left(\mathrm{Lu}(s, X(s))+\frac{\partial u}{\partial \mathrm{t}}(\mathrm{~s}, \mathrm{X}(\mathrm{~s}))\right) \mathrm{d} s \\
& +\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}(\nabla u(s, X(s)))^{T} \sigma d W_{s} \\
& +\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}\langle\nabla u(s, X(s)), n(X(s))\rangle \mathrm{d} \xi_{s} .
\end{aligned}
$$

Taking conditional expectation on $X(t)=x$ yields

$$
\begin{align*}
& \mathrm{E}\left[u\left(\mathrm{~T} \wedge \tau, \mathrm{X}_{\mathrm{T} \wedge \tau}\right) \mid \mathrm{X}(\mathrm{t})=\mathrm{x}\right]=\mathrm{E}[\mathrm{u}(\mathrm{t}, \mathrm{X}(\mathrm{t})) \mid \mathrm{X}(\mathrm{t})=\mathrm{x}]+ \\
& +\mathrm{E}\left[\left.\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}\left(\mathrm{Lu}(\mathrm{~s}, \mathrm{X}(\mathrm{~s}))+\frac{\partial \mathrm{u}}{\partial \mathrm{t}}(\mathrm{~s}, \mathrm{X}(\mathrm{~s}))\right) \mathrm{ds} \right\rvert\, \mathrm{X}(\mathrm{t})=\mathrm{x}\right]+ \\
& +\mathrm{E}\left[\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}(\nabla u(\mathrm{~s}, \mathrm{X}(\mathrm{~s})))^{\mathrm{T}} \sigma \mathrm{~d} W_{s} \mid \mathrm{X}(\mathrm{t})=\mathrm{x}\right]+  \tag{106}\\
& +\mathrm{E}\left[\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}\langle\nabla u(\mathrm{~s}, \mathrm{X}(\mathrm{~s})), \mathrm{n}(\mathrm{X}(\mathrm{~s}))\rangle \mathrm{d} \xi_{s} \mid X(\mathrm{t})=\mathrm{x}\right] .
\end{align*}
$$

The term on the left can be represented as sum:
$\mathrm{E}\left[\mathrm{u}\left(\mathrm{T} \wedge \tau, \mathrm{X}_{\mathrm{T} \wedge \tau}\right) \mid \mathrm{X}(\mathrm{t})=\chi\right]=$

$$
\begin{aligned}
&=E\left[1_{\tau \geqslant T} u\left(T \wedge \tau, X_{T \wedge \tau}\right)+1_{\tau<T} u\left(T \wedge \tau, X_{T \wedge \tau}\right) \mid X(t)=x\right]= \\
&=E\left[1_{\tau \geqslant T} f\left(X_{T}\right)+\mathbf{1}_{\tau<T} g\left(X_{\tau}\right) \mid X(t)=x\right]
\end{aligned}
$$

because when $\tau \geqslant T, u\left(T \wedge \tau, X_{T \wedge \tau}\right)=u\left(T, X_{T}\right)=f\left(X_{T}\right)$, else $X_{T \wedge \tau}=X_{\tau}$ and this implies $X_{\tau} \in$ $\partial_{a} D$ what yields $u\left(\tau, X_{\tau}\right)=g\left(X_{\tau}\right)$.

The first term on the right is actually $u(t, x)$ itself:

$$
E[u(t, X(t)) \mid X(t)=x]=u(t, x)
$$

Due to PDE in problem (105)

$$
L u(s, X(s))+\frac{\partial u}{\partial t}(s, X(s))=0
$$

and the second term on the right in (106) vanishes.
Under conditions of the theorem the process

$$
\int_{\mathfrak{t}}^{\mathrm{T} \wedge \tau}(\nabla u(s, X(s)))^{\top} \sigma d W_{s}
$$

is a martingale, thus

$$
E\left[\int_{\mathfrak{t}}^{\mathrm{T} \wedge \tau}(\nabla u(s, X(s)))^{\mathrm{T}} \sigma \mathrm{~d} W_{s} \mid X(\mathrm{t})=\chi\right]=\int_{\mathrm{t}}^{\mathrm{t}}(\nabla \boldsymbol{u}(\mathrm{~s}, \mathrm{X}(\mathrm{~s})))^{\mathrm{T}} \sigma \mathrm{~d} W_{s}=0 .
$$

Since $d \xi_{s}$ is concentrated on $\left\{X(s) \in \partial_{r} D\right\}$, in the integral

$$
\int_{\mathrm{t}}^{\mathrm{T} \wedge \tau}\langle\nabla \mathfrak{u}(\mathrm{~s}, \mathrm{X}(\mathrm{~s})), \mathfrak{n}(X(\mathrm{~s}))\rangle \mathrm{d} \xi_{s}
$$

$\langle\nabla u(s, X(s)), \mathfrak{n}(X(s))\rangle$ can be replaced by $h(X(s))$ and we get

$$
E\left[\int_{t}^{T \wedge \tau}\langle\nabla u(s, X(s)), n(X(s))\rangle d \xi_{s} \mid X(t)=x\right]=E\left[\int_{t}^{T \wedge \tau} h(X(s)) d \xi_{s} \mid X(t)=x\right] .
$$

Gathering these things altogether, we finally obtain

$$
E\left[1_{\tau \geqslant T} f\left(X_{T}\right)+1_{\tau<T} g\left(X_{\tau}\right) \mid X(t)=x\right]=u(t, x)+E\left[\int_{t}^{T \wedge \tau} h(X(s)) d \xi_{s} \mid X(t)=x\right]
$$

and this concludes the proof.

### 8.2 STRONG APPROXIMATION OF STOPPED HITTING TIMES

In this section we consider a non-empty set $\mathrm{D} \subseteq \mathbb{R}^{\mathrm{d}}$ as well as a time-homogeneous strong Markov process $(X(t))_{t \geqslant 0}$ with càdlàg paths and a sequence of time-homogeneous Markov processes $\left(X_{n}\left(t_{k}\right)\right)_{k \in \mathbb{N}_{0}}$, where $t_{k}=k \cdot T / n$ for $T>0$ and $n \in \mathbb{N}$. The latter processes are extended to continuous-time processes by $X_{n}(t)=X_{n}\left(t_{k}\right)$ for $\left.t \in\right] t_{k}, t_{k+1}$. All these processes take values in $\bar{D}$, and they are defined on a common filtered probability space that satisfies the usual conditions. Let

$$
\tau=\inf \left\{t \geqslant 0: X(t) \in D_{a}\right\}
$$

and

$$
\tau_{n}=\inf \left\{t \geqslant 0: X_{n}(t) \in D_{a}\right\}
$$

denote the corresponding hitting times for an open set $\mathrm{D}_{\mathrm{a}} \subset \overline{\mathrm{D}}$. Throughout this section we assume that

$$
\begin{equation*}
\mathrm{P}\left(1_{(\tau<\infty)}\right)=1 \tag{107}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{P}\left(1_{\left(\tau_{n}<\infty\right)}\right)=1 \tag{108}
\end{equation*}
$$

for every $n \in \mathbb{N}$.
To study the strong approximation of $\tau \wedge T$ by $\tau_{n} \wedge T$ we put

$$
a_{n}=E\left(\sup _{t \in[0, T]}\left|X(t)-X_{n}(t)\right|\right)
$$

which is the error of strong approximation of $X$ by $X_{n}$ on $[0, T]$. Furthermore, we define

$$
\begin{equation*}
u(s, x)=E^{\chi}((\tau+s) \wedge T) \tag{109}
\end{equation*}
$$

as well as

$$
u_{n}(s, x)=E^{x}\left(\left(\tau_{n}+s\right) \wedge T\right)
$$

for $s \in[0, T]$ and $x \in \bar{D}$. Thus $u(s, x)-u_{n}(s, x)$ is the bias of $\tau_{n} \wedge(T-s)$ as an approximation to $\tau \wedge(T-s)$ with initial value $x$ in both cases. We put

$$
b_{n}=\sup _{s \in[0, T], x \in \bar{D}}\left|u(s, x)-u_{n}(s, x)\right|
$$

We follow the approach from Higham et al. (2011) to derive the following result on strong approximation of the stopped hitting time $\tau \wedge T$.

Theorem 8.2.1 Assume that there exists a constant $\mathrm{c}>0$ such that

$$
\begin{equation*}
|u(s, x)-u(s, y)| \leqslant c \cdot|x-y|, \quad s \in[0, T], x, y \in \bar{D} \tag{110}
\end{equation*}
$$

Then

$$
E\left|\tau \wedge T-\tau_{n} \wedge T\right|^{p} \leqslant 2 \cdot T^{p-1} \cdot\left(c a_{n}+b_{n}\right)
$$

holds for all $\mathrm{n} \in \mathbb{N}$ and $1 \leqslant \mathrm{p}<\infty$.
Proof At first we study the case $p=1$. Let $\left(\mathfrak{F}_{t}\right)_{t \in[0, T]}$ denote the underlying filtration, and put $\widetilde{\mathrm{a}}=\mathrm{a} \wedge \mathrm{T}$.

To control the case $\tilde{\tau}>\widetilde{\tau_{n}}$, i.e., $\tilde{\tau}>\tau_{n}$, we use

$$
\mathrm{E}\left(\left(\tilde{\tau}-\tau_{n}\right) \cdot 1_{\left\{\tilde{\tau}>\tau_{n}\right\}}\right)=\mathrm{E}\left(\mathrm{E}\left(\left(\tilde{\tau}-\tau_{n}\right) \cdot 1_{\left\{\tilde{\tau}>\tau_{n}\right\}} \mid \mathfrak{F}_{\tau_{n}}\right)\right) .
$$

Note that $\left\{\tilde{\tau}>\tau_{n}\right\} \in \mathfrak{F}_{\tau_{n}}$. The strong Markov property of $X$ yields

$$
\mathrm{E}\left(\left(\tilde{\tau}-\tau_{n}\right) \cdot 1_{\left\{\tilde{\tau}>\tau_{n}\right\}} \mid \mathfrak{F}_{\tau_{n}}\right)=1_{\left\{\tilde{\tau}>\tau_{n}\right\}} \cdot\left(u\left(\widetilde{\tau_{n}}, X\left(\tau_{n}\right)\right)-\tau_{n}\right)
$$

Use $u(s, x)=s$ for $x \in D_{a}$ and (108) to derive

$$
1_{\left\{\tilde{\tau}>\tau_{n}\right\}} \cdot \tau_{n}=1_{\left\{\tilde{\tau}>\tau_{n}\right\}} \cdot u\left(\widetilde{\tau_{n}}, X_{n}\left(\tau_{n}\right)\right)
$$

and

$$
u\left(\widetilde{\tau_{n}}, X\left(\tau_{n}\right)\right) \geqslant u\left(\widetilde{\tau_{n}}, X_{n}\left(\tau_{n}\right)\right) .
$$

It follows that

$$
\begin{aligned}
\mathrm{E}\left(\left(\tilde{\tau}-\tau_{n}\right) \cdot 1_{\left\{\tilde{\tau}>\tau_{n}\right\}} \mid \tilde{\mathfrak{F}}_{\tau_{n}}\right) & \leqslant u\left(\widetilde{\tau_{n}}, X\left(\tau_{n}\right)\right)-u\left(\widetilde{\tau_{n}}, X_{n}\left(\tau_{n}\right)\right) \\
& =u\left(\widetilde{\tau_{n}}, X\left(\widetilde{\tau_{n}}\right)\right)-u\left(\widetilde{\tau_{n}}, X_{n}\left(\widetilde{\tau_{n}}\right)\right),
\end{aligned}
$$

and therefore (110) implies

$$
\begin{equation*}
E\left(\left(\tilde{\tau}-\tau_{n}\right) \cdot 1_{\left\{\tilde{\tau}>\tau_{n}\right\}}\right) \leqslant c \cdot E\left|X\left(\widetilde{\tau_{n}}\right)-X_{n}\left(\widetilde{\tau_{n}}\right)\right| \leqslant c a_{n} . \tag{111}
\end{equation*}
$$

To control the case $\widetilde{\tau_{n}}>\tilde{\tau}$ we apply the same consideration to $X_{n}$. Use $u_{n}(s, x)=s$ for $x \in D_{a}$ and (107) to derive

$$
\begin{aligned}
\mathrm{E}\left(\left(\widetilde{\tau_{n}}-\tau\right) \cdot 1_{\left\{\widetilde{\tau_{n}}>\tau\right\}} \mid \mathfrak{F}_{\tau}\right) & \leqslant u_{n}\left(\widetilde{\tau}, X_{n}(\tilde{\tau})\right)-u_{n}(\widetilde{\tau}, X(\tilde{\tau})) \\
& =A_{1}+A_{2}+A_{3}
\end{aligned}
$$

with

$$
\begin{aligned}
& A_{1}=u_{n}\left(\widetilde{\tau}, X_{n}(\widetilde{\tau})\right)-u\left(\widetilde{\tau}, X_{n}(\tilde{\tau})\right), \\
& A_{2}=u\left(\widetilde{\tau}, X_{n}(\widetilde{\tau})\right)-u(\widetilde{\tau}, X(\widetilde{\tau})), \\
& A_{3}=u(\widetilde{\tau}, X(\widetilde{\tau}))-u_{n}(\widetilde{\tau}, X(\widetilde{\tau})) .
\end{aligned}
$$

As previously, $E\left|A_{2}\right| \leqslant c a_{n}$ follows from (110), and by definition $\left|E\left(A_{i}\right)\right| \leqslant b_{n}$ for $i=1,3$. Hence

$$
\begin{equation*}
E\left(\left(\widetilde{\tau_{n}}-\tau\right) \cdot 1_{\left\{\widetilde{\tau_{n}}>\tau\right\}}\right) \leqslant c a_{n}+2 b_{n} . \tag{112}
\end{equation*}
$$

Combine (111) and (112) to complete the proof in the case $p=1$.
Use $\left|\widetilde{\tau}-\widetilde{\tau_{n}}\right|^{p} \leqslant\left|\tilde{\tau}-\widetilde{\tau_{n}}\right| \cdot T^{p-1}$ to extend this result to the case $p>1$.
Now we consider the setting of Section 5.1, and we put $D_{a}=\partial_{a} D$. For the approximation of $X$ on $[0, T]$ we employ the Euler scheme $X_{n}$ with a constant step-size $T / n$ and with the projection $\pi$ to take care of the reflection. By definition, $X_{n}(0)=x_{0}$ and

$$
X_{n}\left(t_{k+1}\right)=\pi\left(X_{n}\left(t_{k}\right)+T / n \cdot \mu\left(X_{n}\left(t_{k}\right)\right)+\sigma\left(X_{n}\left(t_{k}\right)\right) \cdot\left(W\left(t_{k+1}\right)-W\left(t_{k}\right)\right)\right)
$$

We combine Theorem 8.2.1 with upper bounds for $a_{n}$ and $b_{n}$ in the case of the projected Euler scheme, which are due to Słomiński (2001) and Costantini et al. (1998).

Corollary 1 Consider the projected Euler scheme $X_{n}$ for a stochastic differential equation with normal reflection. In addition to (107) and (108), assume that
(A1) $u \in C^{1,2}([0, T] \times \overline{\mathrm{D}})$,
(A2) $\frac{\partial}{\partial s} \mathfrak{u}$ is Hölder continuous with exponent $1 / 2$,
(A3) $\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} u$ is Lipschitz continuous for all $1 \leqslant \mathfrak{i}, \mathfrak{j} \leqslant \mathrm{~d}$.
Let $1 \leqslant p<\infty$. Then there exists a constant $\mathrm{c}>0$ such that

$$
\left(\mathrm{E}\left|\tau \wedge T-\tau_{n} \wedge T\right|^{p}\right)^{1 / p} \leqslant c \cdot(\ln n / n)^{1 /(4 p)}
$$

holds for every $\mathrm{n} \geqslant 2$.

Proof Clearly ( $\mathrm{A}_{1}$ ) implies (110). Moreover,

$$
a_{n} \leqslant c \cdot(\ln n / n)^{1 / 4}
$$

for every $\mathrm{n} \geqslant 2$ with a constant $\mathrm{c}>0$, see Słomiński (2001, Thm. 3.2). Let $0<\varepsilon<1 / 2$. Under the assumptions ( $\mathrm{A}_{1}$ )-( $\mathrm{A}_{3}$ ),

$$
b_{n} \leqslant c \cdot 1 / n^{1 / 2-\varepsilon}
$$

for every $n \geqslant 2$ with a constant $c>0$, see Costantini et al. (1998, Thm. 3.6). Apply Theorem 8.2.1.
Let us comment on the assumptions that are imposed in Corollary 1.
Remark 15 A sufficient condition for (108) to hold is

$$
\operatorname{det} \sigma(x) \neq 0
$$

for every $\mathrm{x} \in \overline{\mathrm{D}}$ and

$$
\lambda\left(\pi^{-1}\left(\partial_{\mathrm{a}} \mathrm{D}\right)\right)>0,
$$

where $\lambda$ denotes the d -dimensional Lebesgue measure. In this case the probability to reach $\partial_{\mathrm{a}} \mathrm{D}$ in one step of the projected Euler scheme is bounded away from zero, uniformly over all starting points $x \in \overline{\mathrm{D}}$.

Remark 16 Now we turn to the assumptions (A1)-(A3). Let L denote the infinitesimal generator associated to $\mathrm{dX}(\mathrm{t})=\mu(\mathrm{X}(\mathrm{t})) \mathrm{dt}+\sigma(\mathrm{X}(\mathrm{t})) \mathrm{dW}(\mathrm{t})$, and let $\frac{\partial}{\partial \mathrm{n}}$ denote the normal derivative at any point in $\partial_{\mathrm{r}} \mathrm{D}$. Consider the mixed boundary value problem

$$
\begin{cases}\frac{\partial}{\partial \mathrm{t}} \mathrm{u}+\mathrm{Lu}=0 & \text { on }[0, \mathrm{~T}[\times \mathrm{D},  \tag{113}\\ \mathrm{u}(\mathrm{t}, \cdot)=\mathrm{t} & \text { on } \partial_{\mathrm{a}} \mathrm{D} \text { for } \mathrm{t} \in[0, \mathrm{~T}[, \\ \frac{\partial}{\partial \mathrm{n}} \mathrm{u}(\mathrm{t}, \cdot)=0 & \text { on } \partial_{\mathrm{r}} \mathrm{D} \text { for } \mathrm{t} \in[0, \mathrm{~T}[, \\ \mathrm{u}(\mathrm{~T}, \cdot)=\mathrm{T} & \text { on } \overline{\mathrm{D} .}\end{cases}
$$

For any classical solution to (113) in $\mathrm{C}^{1,2}([0, \mathrm{~T}] \times \overline{\mathrm{D}})$ we have the representation (109), see Costantini et al. (1998, Thm. 2.5). We therefore have (A1)-(A3), if a classical solution exists and is sufficiently smooth.

### 8.3 MATHEMATICAL MODEL

The Navier-Stokes-Brinkman system is governing the flow in the channel and in the porous membrane. The equations read as follows:

$$
\begin{align*}
& \frac{\partial \vec{V}}{\partial t}-\nabla \cdot(\nu \nabla \vec{V})+(\vec{V}, \nabla) \vec{V}+\nu K^{-1}+\frac{1}{\rho} \nabla p=\vec{f}  \tag{114}\\
& \nabla \cdot \vec{V}=0
\end{align*}
$$

Here $\vec{V}=\left(V_{1}, V_{2}\right), p, v$ and $\rho$ are the velocity, the pressure, the viscosity and the density of the fluid, respectively. Further on, $K$ is the permeability of the membrane, which is considered as a porous medium here. In the pure fluid region K is set to infinity, which cancels the corresponding term, and (114) reduces to the Navier-Stokes system. On the other hand, due to the slow flow in the domain D, we will consider Stokes system (1) instead of system (114). This simplification does not change the nature of our numerical simulations, but in the future we may consider approach with (114) too.

The particle transport in the pure fluid region $\mathrm{D} \subset \mathbb{R}^{2}$ or $\mathrm{D} \subset \mathbb{R}^{3}$ is governed by the velocity field and by a stochastic term involving a 2-dimensional (3-dimensional) Brownian motion $\vec{W}=\left(W_{1}, W_{2}\right)$ $\left(\vec{W}=\left(W_{1}, W_{2}, W_{3}\right)\right)$. The particle position $\vec{X}=\left(X_{1}, X_{2}\right)\left(\vec{X}=\left(X_{1}, X_{2}, X_{3}\right)\right)$ is a stochastic process with continuous paths taking values in $\overline{\mathrm{D}}$. This process is described by an $\operatorname{SDE}$ (100)-(101), driven by $\vec{W}$, with drift coefficient $\mu=\vec{V}$ and with a constant diffusion coefficient $\hat{\sigma}=\operatorname{diag}(\sigma) \in \mathbb{R}^{2 \times 2}$ or $\hat{\sigma}=\operatorname{diag}(\sigma) \in \mathbb{R}^{3 \times 3}$ for some diffusion parameter $\sigma>0$. Since particles cannot penetrate the membrane, we consider all boundaries of the channel to be reflecting ones, except the inflow and the outflow boundaries.

## NUMERICAL SIMULATIONS

In this chapter we will present results of our numerical experiments for different $\mathrm{AF}_{4}$ devices. From one side, only setting from Section 9.1 satisfy all the requirements from the Part iii and Chapter 8. Also we have analytical results only in the setting of the Section 9.1. On the other hand, the main goal of our experiments in Section 9.2 and 9.3 was to obtain qualitative results, which would allow the reduce the number of the Lab experiments.

### 9.1 RECTANGULAR GEOMETRY

We will repeat the solution for (1) in a rectangular domain (see Figure 4):

$$
\begin{align*}
& V_{1}=-6\left(u_{1}+u_{2}\right) \frac{x_{1}}{L} \cdot \frac{x_{2}}{w}\left(1-\frac{x_{2}}{w}\right)+6 u_{1} \frac{x_{2}}{w}\left(1-\frac{x_{2}}{w}\right)  \tag{115}\\
& V_{2}=-\left(u_{1}+u_{2}\right)\left(1-3\left(\frac{x_{2}}{w}\right)^{2}+2\left(\frac{x_{2}}{w}\right)^{3}\right) \cdot \frac{w}{L} \tag{116}
\end{align*}
$$

The streamlines of the solution (115)-(116) can be seen on figure 25 .
Consider an SDE (100)-(101) with $\mathrm{V}(\mathrm{X})$ given by (115)-(116), $\sigma=\sqrt{2 \cdot \mathrm{D}}$, initial position $\mathrm{X}(0)=$ (0.01, $\left.\frac{u_{1}+u_{2}}{D} \cdot \frac{w}{L}\right)$. Domain $D$ is chosen as a rectangle with length $L=0.174$ and width $w=290$. $10^{-6}$ meters. Diffusion coefficient is $\mathrm{D}=72.4 \cdot 10^{-12}$ meters $^{2}$ per second and corresponds to the particles with a hydrodynamic radius 3.2 nanometers.

Now one can derive an estimate for the median of exit times distribution (see [58]) as:

$$
\begin{equation*}
\mathrm{t}_{\mathrm{r}}=\frac{1-\exp \left\{-\frac{\mathfrak{u}_{0} w}{\mathrm{D}}\right\}}{\exp \left\{-\frac{\mathfrak{u}_{0} w}{\mathrm{D}}\right\}\left(1+\frac{2 \mathrm{D}}{\mathfrak{u}_{0} w}\right)+1-\frac{2 \mathrm{D}}{\mathfrak{u}_{0} w}} \cdot \frac{w^{2}}{6 \mathrm{D}} \cdot \ln \left(\frac{\frac{z_{0}}{\mathrm{~L}}-\frac{\langle v\rangle w}{\mathfrak{u}_{0} \mathrm{~L}}}{1-\frac{\langle v\rangle w}{\mathbf{u}_{0} \mathrm{~L}}}\right) \tag{117}
\end{equation*}
$$

where $u_{0}=\left(u_{1}+u_{2}\right) \cdot \frac{w}{L}$ and $\langle v\rangle=u_{1}$. For $u_{0}=2 \cdot 10^{-5}$ and $\langle v\rangle=18.7 \cdot 10^{-3}$ we have $t_{r}=$ 186.8022 seconds, while our numerical experiments with $\varepsilon=10^{-2}$ give us result $\mathrm{t}_{\mathrm{r}}=186.9410$. The cumulative distribution for this case can be seen on Figure 26.

### 9.2 HOLLOW FIBER DEVICE

Now we will consider a hollow fiber (HF) device. We will estimate the retention time, with respect to the flow parameters and estimate the fractogram.

Focusing-injection stage. An HF geometry and a sketch of flow directions during the focusing-injection stage can be seen in Figure 27. It should be noted that different scales for different parts of the device are used in the sketch. The axisymmetric HF, which is considered here, is 173 mm long itself (see the middle of the sketch), while the left capillary (serving to connect the HF to the sample reservoir) is 1300 mm long. During the focusing-injection stage, the solvent is entering the Hollow Fiber from both sides, and leaves through the membrane (see Figure 27). The ratio between the left and the right volumetric fluxes determines the position of the focusing line. The particles are injected from the left side during


Figure 25: Domain $D$ of the system and the streamlines of the velocity.


Figure 26: CDF for exit times

## Injection + focusing



Figure 27: Hollow Fiber device during the focusing-injection stage for AFFFF.


Figure 28: Hollow Fiber device during the Elution Stage for AFFFF.


Figure 29: Particle injection, size $r=3.2 \mathrm{~nm}$.
a certain time interval (shorter than the total duration of the focusing-injection stage), and they are transported towards the membrane due to the strong cross flow.

Elution stage. A sketch of flow directions during the elution stage can be seen in Figure 28. Due to the parabolic profile of the horizontal velocity, a horizontal separation of the particles is achieved at a certain distance from the focusing line. During the elution stage, smaller particles are transported faster than the bigger particles towards the channel outlet, because they experience a higher tangential flow velocity.

Simulation of the focusing-injection stage. The goal of the simulations, as defined by our industrial partner, is to study the dynamics of the injection of the particles, as well as the influence of the inflow control on the size and the shape of the focusing zone. Two snapshots of the injection process are shown here. Injection of smaller particles $(r=3.2 \mathrm{~nm}$, Figure 29) and of larger particles $(r=32 \mathrm{~nm}$, Figure 30) is simulated under the same flow conditions, and the snapshots are taken at the same time instance. Figure 29 and Figure 30 only show half of the HF cross section, due to symmetry. The final shape of the focusing zone, which is not shown here, can be controlled by the inflow velocity.

MLMC for restoring the diffusion coefficient at the focusing-elution stage. Let $\hat{X}_{2}$ denote the distance of a particle from the walls of the channel at the end of the focusing-injection stage. The cross flow $\hat{V}$ near the walls of the channel is almost a constant, so the distribution of the random variable $\hat{X}_{2}$ is well approximated by an exponential distribution with parameter $\hat{V} / D$ (see [12]), where $D=\sigma^{2} / 2$ with


Figure 30: Particle injection, size $r=32 \mathrm{~nm}$.


Figure 31: Fractogram for $\mathrm{r}=3.2 \mathrm{~nm}$ and $\mathrm{r}=4.05 \mathrm{~nm}, \mathrm{HF}$ device
$\sigma$ denoting the diffusion parameter of the SDE. Recall that D depends on the particle size. The latter distribution is also known as a barometric distribution.
In order to check the consistency of our approach, we have employed the MLMC algorithm to obtain an empirical distribution of $\hat{X}_{2}$, which is then used to provide an estimate for D . The estimate is compared to the known value of D , which is calculated based on particles radius (see [12]). Results from numerical experiments with the MLMC algorithm from Section 5.3 are presented in Table 2. Elution

| Desired accuracy <br> of MLMC simulation | Absolute error for D | Relative error for D |
| :---: | :---: | :---: |
| $\varepsilon=10^{-3}$ | $4.0 \cdot 10^{-1}$ |  |
| $\varepsilon=10^{-4}$ | $9.8 \cdot 10^{-2}$ | $5.7 \cdot 10^{-3}$ |
| $\varepsilon=10^{-5}$ | $4.2 \cdot 10^{-2}$ | $1.4 \cdot 10^{-3}$ |

Table 2: Multilevel Monte Carlo method for restoring the coefficient $\mathrm{D}=76.2$ micron $^{2} / \mathrm{sec}$. Cross flow equal to 30 micron/sec.
stage. The horizontal separation of the particles is done actually during the elution stage, and in practice the separation is evaluated from fractograms. Fractograms (see Figure 31) are a measure for the mass of particles that exit the outlet per unit time, and they serve as an approximation to the density of the distribution of the exit time of $\vec{X}$ from the channel. Ideally, the fractograms of particles of different size should be 'well separated'. Additionally, the so-called retention times, which are the medians of the fractograms, should be 'small', as this indicates that the total duration of the separation process is small. We have employed a Monte Carlo algorithm to obtain fractograms via simulation. A particular goal of our simulations is to study the properties of the fractograms depending on different focusing and elution regimes. The results are summarized in Table 3. The retention time is computed for particles with $\mathrm{r}=3.2 \mathrm{~nm}$ (fifth column) and $\mathrm{r}=4.05 \mathrm{~nm}$ (last column) under different focusing regimes (first and third columns) and different elution regimes (fourth column). These results and the respective fractograms, which are not shown here, allow to conclude whether the retention time can be reduced while keeping the fractograms well separated.

| Parameter | Focusing [ml/min] | Elution [ml/min] | $\mathrm{t}_{\mathrm{r}=3.2}$ | $\mathrm{t}_{\mathrm{r}=4.05}$ |
| :---: | :---: | :---: | :---: | :---: |
| inlet | 0.085 | 1.2 |  |  |
| outlet | 0.765 | 0.35 | 308 | 387 |
| crossflow | 0.85 | 0.85 |  |  |
| inlet | 0.17 | 1.2 |  |  |
| outlet | 0.68 | 0.35 | 291 | 366 |
| crossflow | 0.85 | 0.85 |  |  |
| inlet | 0.34 | 1.2 |  |  |
| outlet | 0.51 | 0.35 | 255 | 322 |
| crossflow | 0.85 | 0.85 |  |  |
| inlet | 0.17 | 0.775 |  |  |
| outlet | 0.255 | 0.35 | 160 | 201 |
| crossflow | 0.425 | 0.425 |  |  |

Table 3: Parameters of simulation (absolute values). Retention times ( sec ) of particles with radius 3.2 and 4.05 nanometers after 180 seconds of focusing.


Figure 32: Sketch of the Eclipse device

### 9.3 ECLIPSE DEVICE

We consider now 3D geometries of the type, like one on the Figures 1 and 32. We intentionally do not present all the parameters from the simulation, except the ones, which are needed for the comparison with the analytical results.

Focusing-injection stage. A sketch of the focusing stage was presented on the Figure 2. In our experiments we assume, that the particles are initially situated in the domain, which is an intersection of the top wall and the inlet pipe. We distributed evenly 12000 particles in that domain.

We start the numerical simulations with injection of the particles, which last for either 4 seconds, either 120 seconds. After all the particles have been injected we continue the focusing stage, until the total time of the Focusing-injection stage is equal to 180 seconds.

Elution stage. Elution stage lasts until all the particles enter the outlet pipe. In general, one expect the average time to leave the channel to be well approximated by the retention time formula (117), which was derived for the simplified geometry. The goal of our experiment is to check if this is true and to check if retention time is affected by the length of the injection stage.

Remark 9.3.1 We consider also another Eclipse geometry, but for the same experiments for the Focusinginjection and Elution stages. This geometry can be seen on Figure 33, and is very similar to the geometry


Figure 33: Sketch of the Eclipse device


Figure 34: 90 degree geometry. 4 seconds injection.
on the Figure 32, despite the inlet and outlet pipes being under the angle of 30 degrees, with respect to the top wall.

Resulting Fractograms can be seen on Figures 34-37.
Based on the we can deduce, that

- For a sufficiently long focusing time, the retention time practically does not depend on the angle
- In the case of angle 30 degrees, more particles stay close to side wall according to the current simulations, which results in a heavier tails at the fractograms.


Figure 35: 90 degree geometry. 120 seconds injection.


Figure 36: 30 degree geometry. 4 seconds injection.


Figure 37: 30 degree geometry. 120 seconds injection.

## Part V

## REDUCED BASIS APPROACH FOR RETENTION TIME ESTIMATION

In this part of the thesis we present a model for $\mathrm{AF}_{4}$ based on SDE with reflections, or commonly known as Skorohod SDE, and numerical simulations, based on this model.

## 10

## PDE APPROACH FOR RETENTION TIME ESTIMATION

Our long term goal is shape optimization of AFFFF device and optimal control of the fractionation process. In Chapter ii we have presented optimization for the focusing stage. In the future we will do the optimization of the elution stage, according to the requirements of our industrial partner, as well. At the end, the main goal is to have the best separation possible under the given constraints on the flow. The first step in that direction is to have the biggest difference in retention time for different particles. The goal of this chapter is to present important ingredients for optimization algorithms. More precisely, to present efficient two-grid finite volume reduced basis algorithm for retention time estimation.

We choose finite volume discretization, as most of the industrial codes, written for computational flow dynamics problems is written based on it. Another restriction is that most of those codes are locked, so one can not access and modify it, which means that our algorithm should also be of the "black-box" type.

### 10.1 MEAN EXIT TIME PDE

Let us denote by $u(x)$ the Mean Exit Time (MET) for the particle with respect to its initial position $x$. Then for a given flow $\vec{V}$ the equation for MET is (see [23])

$$
\begin{cases}\mathcal{L} u+1=0, & x \in \mathcal{A}  \tag{118}\\ u(x)=0, & x \in \partial_{a} \mathcal{A}, \\ \frac{\partial u}{\partial n}=0, & x \in \partial_{r} \mathcal{A},\end{cases}
$$

where $\mathcal{L u}=\mathrm{D} \Delta u+\langle\overrightarrow{\mathrm{V}}, \nabla \mathfrak{u}\rangle, \mathcal{A}$ is a channel domain (see Figure 1 ), $\partial_{r} \mathcal{A}$ is the reflection part of the boundary (blue color on the Figure 38), $\partial_{\mathrm{a}} \mathcal{A}$ is an absorbing part of the boundary (red part on the Figure 38), and $\vec{V}$ is the solution of the Stokes system (1).


Figure 38: Domain and boundary types

Let $X$ be a closed subspace of the Sobolev space $\mathrm{H}^{1}(\mathcal{A})$ in a bounded domain $\mathcal{A} \in \mathbb{R}^{n}$ and B is a set of parameters. We consider the following problem: given $\mu \in B$ find $\eta \in \mathcal{X}$ such that for $\forall v \in X$

$$
\begin{equation*}
a(\eta(\mu), v ; \mu)=(f, v) \tag{119}
\end{equation*}
$$

where $\mathrm{f} \in \mathrm{L}^{2}(\mathcal{A})$ and a is a bilinear form, corresponding to (118), continuous and coercive over $\mathcal{X}$ that depends additionally on a parameter $\mu \in B$. We assume, that for any $\mu$, we can calculate $\eta(\mu)$ very accurate, but with very high computational cost. So instead of this, we will precalculate very accurately $\eta$ for $\left\{\mu_{1}, \ldots, \mu_{n}\right\}$, where $\eta$ is small and then for any other $\hat{\mu} \in B$, we will approximate $\eta(\hat{\mu})$ by the linear combination of $\eta\left(\mu_{1}\right), \ldots, \eta\left(\mu_{n}\right)$. Due to the fact, that we want to build low-dimensional subspace $K_{n}$ to approximate the solutions set $\mathcal{K} \subset \mathcal{X}$, we need to have some regularity of the $\eta(\mu)$ in $\mu$ or hope that $\mathcal{K}$ has some kind of simple structure.

For more detailed explanation of Reduced Basis Method idea, we refer to e.g. [17], [46] and [51].
The usual Reduced basis method consists of two stages - offline and online. During the offline stage we prepare a basis - a set of solutions $\eta_{1}, \ldots, \eta_{n}$ of the equation (119) calculated for a small number of parameters $\mu_{1}, \ldots, \mu_{n}$, which will be used to approximate $\eta(\mu)$ for $\mu \neq \mu_{1}, \ldots, \mu_{n}$

Remark 10.2.1 As we have mentioned before, "black-box" type algorithms are often used in the industrial purposes. Two-grid reduced basis method allows to build such an algorithm, as it does not use the knowledge about the code, but operates only with the solutions.

### 10.2.1 Two-grid Reduced basis

### 10.2.1.1 Offline stage. Pure greedy version.

Let $\eta^{h}$ be the solution of (119) calculated on a fine grid, where $h$ denotes the grid step. Denote by $B_{\text {basis }}$ the set of parameters $\mu$, which has been chosen as a basis for future estimations, and by $B_{\text {trial }} \subset B$, with high cardinality ( $\# B_{\text {trial }} \gg 1$ ), the set of parameters, from which $B_{\text {basis }}$ will be chosen. At the end, $B_{\text {basis }}$ should provide us a possibility to estimate any $\eta(\mu) \in \mathscr{K}$ with accuracy $\epsilon$.

- The basis is constructed iteratively. Assume, that we have already chosen the first $k$ parameters $B_{\text {basis }}^{k}=\left\{\mu_{1}, \ldots, \mu_{k}\right\}$ from the $B_{\text {trial }}$. Assume, that we have also calculated the fine solutions $\eta_{1}^{h}, \ldots, \eta_{k}^{h}$ corresponding to $\left\{\mu_{1}, \ldots, \mu_{k}\right\}$. Then we orthonormalize ${ }^{1}$ the set of vectors $\left\{\eta_{1}^{h}, \ldots, \eta_{k}^{h}\right\}$ and denote these elements as $\left\{\hat{\eta}_{1}^{h}, \ldots, \hat{\eta}_{k}^{h}\right\}$.
- Then $\forall \mu_{j} \in B_{\text {trial }} \backslash B_{\text {basis }}$, find $\alpha=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$ such that:

$$
\begin{equation*}
\left\|\eta^{h}\left(\mu_{j}\right)-\sum_{i=1}^{k} \alpha_{i} \cdot \hat{\eta}_{i}^{h}\right\|_{L^{2}} \rightarrow \min \tag{120}
\end{equation*}
$$

After solving $\# B_{\text {trial }}-k$ minimization problems (120), we have errors $\varepsilon_{1}, \ldots, \varepsilon_{\# B_{\text {trial }}-k}$.

- If $\max _{j=1, \ldots, \# \mathrm{~B}_{\text {trial }}-\mathrm{k}} \varepsilon_{j} \leqslant \epsilon$, then stop. Else add $\mu_{k+1}$ to $B_{\text {basis }}$ where

$$
\mu_{\mathrm{k}+1}=\operatorname{Argmax}\left\{\varepsilon_{1}, \ldots, \varepsilon_{\# \mathrm{~B}_{\text {trial }}-\mathrm{k}}\right\} .
$$

Then calculate $\eta_{k+1}^{h}$, corresponding to $\mu_{k+1}$, along with $\hat{\eta}_{k+1}^{h}$.

[^0]
### 10.2.1.2 Two-grid online stage

Two-grid online stage has been presented in [17] for the first time, but in the finite element setting. Here we will present it for a nonvariational setting. Let us denote by $\eta^{H}$ the solution calculated on a coarse grid. Assume, that we have $n$ basis elements in total: $\left(\hat{\eta}_{1}^{h}, \ldots, \hat{\eta}_{n}^{h}\right)$.

- Choose $\mu \in B$ for which a computation is demanded.
- Calculate $\eta^{\mathrm{H}}(\mu)$ and then find $\alpha_{i}, i=1, \ldots, \eta$ :

$$
\begin{equation*}
\alpha(\mu)=\left(\alpha_{1}(\mu), \ldots, \alpha_{n}(\mu)\right)=\operatorname{Argmin}\left\|\eta^{H}(\mu)-\sum_{i=1}^{n} \alpha_{i} \cdot \hat{\eta}_{i}^{h}\right\|_{L^{2}} \tag{121}
\end{equation*}
$$

- Set $\eta_{R B}^{h}(\mu)=\sum_{i=1}^{n} \alpha_{i}(\mu) \cdot \hat{\eta}_{i}^{h}$


### 10.2.1.3 Postprocessing with the rectification matrix

Let us denote by $\alpha^{\mathrm{H}}(\mu)=\left(\alpha_{1}^{\mathrm{H}}(\mu), \ldots, \alpha_{n}^{\mathrm{H}}(\mu)\right)$ a vector of coefficients, which we obtain as a result of two-grid online stage. It is clear that these coefficients differ from the ones we could obtain, if we were mapping our basis directly to the solution on the fine grid.

So let us consider basis elements $\hat{\eta}_{1}^{h}, \ldots, \hat{\eta}_{n}^{h}$ and corresponding them initial vectors $\eta_{1}^{h}, \ldots, \eta_{n}^{h}$. Then we build matrices $A^{h}, A^{H} \in \mathbb{R}^{n \times n}$, such that the column $i$ has the mapping coefficients of $\eta_{i}^{h}$ and $\eta_{i}^{H}$ respectively on basis elements. Now we can define a rectification matrix $\mathcal{R}=A^{h}\left(A^{H}\right)^{-1}$ and present a postprocessing algorithm:

- Define $\beta=\mathcal{R} \alpha$
- $\operatorname{Set} \eta_{R B}^{h}(\mu)=\sum_{i=1}^{n} \beta_{i} \cdot \hat{\eta}_{i}^{h}$

Remark 10.2.2 This is so far an empirical approach, proposed at first in [17], which leads to great improvements in practice. One can notice, that the matrix $\mathcal{R}$ is built in the way, that

$$
\mathcal{R} A^{\mathrm{H}}=A^{\mathrm{h}},
$$

and can be seen as a linear approximation of the certain operator $\mathcal{B}$ :

$$
\mathcal{B}: \mathcal{B} \alpha^{\mathrm{H}}(\mu) \rightarrow \alpha^{h}
$$

where $\alpha^{\mathrm{H}}$ are coefficients, obtained as the result of the two-grid online stage, and $\alpha^{h}$ are the true ones.
Remark 10.2.3 The problem (121) can be solved in many ways. In this particular paper, we have implemented cell-centered Finite volume discretization. Coarse grids were considered to be embedded into a fine grid, so the problem (121) was solved via aggressive coarsening (see Figure 39) of $\hat{\eta}_{i}^{h}$ onto a coarse grid. For our problem this approach has shown very good results (see the Section 10.3). On the other hand, different approach may be preferable for other problems.

### 10.3 NUMERICAL RESULTS

In this section we will discuss RB method for (118). Consider the same geometry as in Section 9.1 We have set the following parameters (see Figure 38):

A1. Length $-\mathrm{L}=0.1$ meters
A2. Width $-w=300 \cdot 10^{-6}$ meters



Figure 39: Initial and coarsened grids.

A3. $u_{0} \in[2,2.5] \cdot 10^{-5}$ meters per second
A4. $\langle v\rangle \in[2,5] \cdot 10^{-2}$ meters per second.
Parameters $u_{0}$ and $\langle v\rangle$ are used to define the velocity $\vec{V}$

$$
\begin{gather*}
V_{1}\left(x_{1}, x_{2}\right)=6 \cdot \frac{x_{2}}{w} \cdot\left(1-\frac{x_{2}}{w}\right) \cdot\langle v\rangle \cdot\left(1-\frac{u_{0} L}{w\langle v\rangle} \frac{x_{1}}{L}\right)  \tag{122}\\
V_{2}\left(x_{2}\right)=-u_{0} \cdot\left(1-3 \cdot\left(\frac{x_{2}}{w}\right)^{2}+2 \cdot\left(\frac{x_{2}}{w}\right)^{3}\right) \tag{123}
\end{gather*}
$$

One should notice, that (122)-(123) is the same velocity as (115)-(116), but written in the more convenient for this chapter way. The parameter $\langle v\rangle$ controls the inflow rate, while the parameter $u_{0}$, called crossflow, controls the outflow from the bottom of the channel.

In our numerical experiments, the fine grid contains $5625 \times 450$ elements.

### 10.3.1 Numerical results for the offline stage

We have chosen 31 uniformly distributed parameters from inflow parameter $\langle v\rangle$ and 16 parameters from outflow rate $\mathfrak{u}_{0}$. So this makes the number of parameters in $B_{\text {trial }}$ set equal to 496 elements.

### 10.3.1.1 Kolmogorov n-width

Let $\mathcal{K}$ be a set of solutions $u(\mu)$ of (118), where $\mu \in B$. It is clear that $\mathcal{K}$ is a subset of some normed space $\mathbb{X}$, where $\mathbb{X}$ is $L^{2}, H^{1}$ or our variational space $V$. Assume, that we want to approximate $\mathcal{K}$ with $K_{n}$, which is the $n$-dimensional subspace of $L^{2}$. Then the Kolmogorov $n$-width (see [15]) is given by

$$
d_{n}\left(\mathcal{K}, K_{n}\right)=\inf _{K_{n}} \sup _{x \in \mathcal{K}} \inf _{y \in K_{n}}\|x-y\|_{L^{2}}
$$

and is a measure of the best possible approximation of the $\mathcal{K}$ with some $n$-dimensional subspace of $L^{2}$.


Figure 40: Kolmogorov n-width decay.

In order to estimate the decay of the Kolmogorov $n$-width we have built matrix $S=\left\{s_{i, j}\right\}, i, j=$ $1, \ldots 496$, where $s_{i, j}=\left\langle u\left(\mu_{i}\right), u\left(\mu_{j}\right)\right\rangle_{L^{2}}$ and plotted scaled eigenvalues.

As one can see on Figure 40 , the scaled eigenvalues decay very fast, which means that the solution set $\mathcal{K}$ can be approximated very well by the finite dimensional space of low order.

### 10.3.1.2 Pure greedy offline stage

The error decay on $B_{\text {trial }}$ depending on number of basis elements in the case of pure greedy offline stage can be seen in the Figure 41. The parameters and chosen according to the greedy algorithm from the Section 10.2.1.1 basis parameters can be seen on Figure 42. Red and green squares stand for the whole $B_{\text {trial }}$ parameter space, while green squares correspond to the parameters, chosen for the $B_{\text {basis }}$

### 10.3.2 Numerical results for the online stage

For the tests for online stage we have chosen 30 uniformly distributed values for inflow parameter $\langle v\rangle$ and 15 values for outflow parameter $\mathfrak{u}_{0}$. This gives us in total 450 elements to test, which do not overlap with $\mathrm{B}_{\text {trial }}$.

We have tested our 2-grid RB algorithm on 5 different grids: $625 \times 450,625 \times 150,375 \times 450,375 \times$ 150 and $375 \times 90$ points with different number of basis elements.

### 10.3.3 Retention time

As it was explained in the Section 9.2, at the end of the focusing stage we have particles, which form boundary layer at the bottom of the channel. The distance $\hat{X}$ from the bottom of the channel is well approximated by an exponential distribution with parameter $u_{0} / D$. In [58] it was shown, that so-called retention time, which is the median for the distribution of exit times for the particle situated at the point


Figure 41: Max $L^{2}$ error on $B_{\text {trial }}$ in dependence of number of basis elements.


Figure 42: Parameters, chosen for the basis.

| \# basis | $\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}$ <br> with postprocessing | $\left\|u-u_{R B}^{h}\right\|_{L^{2}}$ <br> with no postprocessing | $\left\|\mathfrak{u}-\mathfrak{u}_{R B}^{h}\right\|_{L^{2}}$ <br> $10-\left.u_{R B, r e c t}^{h}\right\|_{L^{2}}$ |
| :---: | :---: | :---: | :---: |
| 20 | $2.409 e-04$ | $2.409 e-04$ | 1.0 |
| 30 | $9.264 e-06$ | $9.298 e-06$ | 1.005 |
| 40 | $2.202 e-06$ | $1.510 e-06$ | 1.378 |
| $20-07$ | $1.310 e-06$ | 6.25604 |  |

Table 4: Online stage test for coarse grid with $625 \times 450$ points

| \# basis | $\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}$ <br> with postprocessing | $\left\|u-u_{R B}^{h}\right\|_{L^{2}}$ <br> with no postprocessing | $\frac{\left\|u-u_{R B}^{h}\right\|_{L^{2}}}{\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}}$ |
| :---: | :---: | :---: | :---: |
| 10 | $2.412 e-04$ | $2.837 e-04$ | 1.35 |
| 20 | $9.338 e-06$ | $1.233 e-04$ | 18.44 |
| 30 | $5.917 e-07$ | $1.232 e-04$ | 225.44 |
| 40 | $3.386 e-07$ | $1.232 e-04$ | 376.52 |

Table 5: Online stage test for coarse grid with $625 \times 150$ points
$x=\left(z_{0}, \frac{u_{0}}{D}\right)$ has the exact representation (117). So, in 2D case in the rectangular geometry, in order to find the retention time from the initial distribution, one should find its center of the mass, which for the well focused concentration has the form $x=\left(z_{0}, \frac{u_{0}}{D}\right)$ and then calculate the retention time, according to (117). Due to the fact, that retention time and mean exit time in the 2 D case are close to each other, we will compare their values.

First of all, we will compare two different estimations of the mean exit for the center of the mass situated at the point $\left(z_{0}, \frac{u_{0}}{D}\right)$, where $z_{0} \in[0, L]$.

A1. Let us use the following parameters:

- $\mathrm{L}=0.17$ meters
- $w=290 \cdot 10^{-6}$ meters
- $u_{0}=23 \cdot 10^{-5}$ meters per second
- $\langle v\rangle=33 \cdot 10^{-2}$ meters per second
- $\mathrm{D}=72.4 \cdot 10^{-12}$ meters per squared seconds.

A2. The mean exit time for different $z_{0}$ is estimated via the reduced basis method, while the retention time is obtained from (117). We will compare those values for any $z_{0} \in[0, \mathrm{~L}]$.
The results can be seen in Figure 43.
We can see, that there is a perfect match between the result of RB calculation and estimator, derived in [58]. On the other hand, we can obtain the same information using MET equation in different geometries (see f.e. a sketch of hollow fiber device on Figure 28) in 2D and in 3D.

| \# basis | $\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}$ <br> with postprocessing | $\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}$ <br> with no postprocessing | $\left\|\mathfrak{u}-u_{R B}^{h}\right\|_{L^{2}}$ <br> $\left\|\mathfrak{u}-\mathfrak{u}_{R B}^{h}\right\|_{L^{2}}$ |
| :---: | :---: | :---: | :---: |
| 10 | $2.409 e-04$ | $2.409 e-04$ | 1.00008 |
| 20 | $9.308 e-06$ | $9.392 e-06$ | 1.01038 |
| 30 | $1.515 e-06$ | $1.962 e-06$ | 1.21532 |
| 40 | $1.054 e-06$ | $2.357 e-06$ | 1.91325 |

Table 6: Online stage test for coarse grid with $375 \times 450$ points

| \# basis | $\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}$ <br> with postprocessing | $\left\|u-u_{R B}^{h}\right\|_{L^{2}}$ <br> with no postprocessing | $\left\|\mathfrak{u}-u_{R B}^{h}\right\|_{L^{2}}$ <br> 10$\quad 2.411 e-04$ |
| :---: | :---: | :---: | :---: |
| 20 | $9.359 e-06$ | $2.836 e-04$ | 1.351 |
| 30 | $1.519 e-06$ | $1.230 e-04$ | 18.056 |
| 40 | $1.150 e-06$ | $1.229 e-04$ | 83.657 |
| 20 | $1.230 e-04$ | 114.416 |  |

Table 7: Online stage test for coarse grid with $375 \times 150$ points

### 10.3.4 Future work on the optimization of the elution stage

Optimization problems for AFFFF are of the great interest and Reduced Basis technique can dramatically reduce numerical complexity of these types of problems. There are different works devoted for optimization of AFFFF technique (see [10], [11]).

The estimation of the MET can also help for optimizing the elution stage, if the flow regime is considered to be constant. Also it can provide the guess for the initial control, if the control is considered to be time-dependent. To illustrate this idea we will consider a three dimensional problem, where we will solve (118), distribute particles in some zone and estimate a distribution of MET.
Assume that we have two types of particles with the same initial distribution with diffusion coefficients $D_{1}$ and $D_{2}$, such that $D_{1}>D_{2}$. Let us define by $\varkappa_{\alpha}^{D_{i}}\left(u_{0},\langle v\rangle\right)$ a time instance $t$ as the first time, when $\alpha$ percent of the particle with diffusion coefficients $D_{i}$ will leave the channel, if the velocity has parameters $\left(u_{0},\langle v\rangle\right)$. It is clear, that for the particles with the same initial distribution and $D_{1}>D_{2}$, we have $\varkappa_{\alpha}^{\mathrm{D}_{1}}\left(u_{0},\langle v\rangle\right)<\varkappa_{\alpha}^{\mathrm{D}_{2}}\left(u_{0},\langle v\rangle\right)$. So now we can present the following functional with optimization parameter $u=\left(u_{0},\langle v\rangle\right)$ :

## Minimize

$$
\mathrm{J}(\mathrm{u})=\left(\varkappa_{50}^{\mathrm{D}_{2}}(\mathrm{u})-\varkappa_{50}^{\mathrm{D}_{1}}(\mathrm{u})\right)^{2}+\gamma_{1} \cdot\left(\varkappa_{25}^{\mathrm{D}_{2}}(\mathrm{u})-\varkappa_{75}^{\mathrm{D}_{1}}(u)\right)^{2} \rightarrow \max
$$

## Subject to

$$
x_{5}^{\mathrm{D}_{2}}(\mathrm{u})-x_{95}^{\mathrm{D}_{1}}(\mathrm{u}) \geqslant \gamma_{2}
$$

where $\gamma$ and $\gamma_{2}$ are certain coefficients.

| \# basis | $\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}$ <br> with postprocessing | $\left\|u-u_{R B}^{h}\right\|_{L^{2}}$ <br> with no postprocessing | $\frac{\left\|\mathfrak{u}-u_{R B}^{h}\right\|_{L^{2}}}{\left\|u-u_{R B, r e c t}^{h}\right\|_{L^{2}}}$ <br> 10$\quad 2.429 e-04$ |
| :---: | :---: | :---: | :---: |
| 20 | $9.840 e-06$ | $4.618 e-04$ | 2.55709 |
| 30 | $1.691 e-06$ | $3.686 e-04$ | 51.0933 |
| 40 | $2.317 e-06$ | $3.697 e-04$ | 230.118 |
| 40 | 165.596 |  |  |

Table 8: Online stage test for coarse grid with $375 \times 90$ points


Figure 43: Mean Exit Time obtained via Reduced basis method and Retention time obtained via (117).

## CONCLUSION

In Section 1.4 we have stated main problems, to cover in this work. Here is the short overview of the strategies, we used to resolve them.

## Optimization of the focusing stage

Part ii of this dissertation is devoted to solving the optimization problem for the focusing stage of $\mathrm{AF}_{4}$. We introduced an optimization algorithm, which takes into the account the specifics of our problem and a goal-oriented functional, which assures, that the concentration is well focused by the end of the focusing process. We used sensitivity formulation instead of the adjoint one due to the special structure of our problem, but provided an explicit PDE for each component of the gradient. Our approach allows us to calculate each component of the gradient independently and in parallel with the solution of the main state equation. Another advantage of this approach is that there is no need to save previous values of the state $c(x, t)$ to compute the gradient, which already leads to great savings in memory in twodimensional case. The results of this part have been published in [10] and [11].

## Estimation of distribution function for exit times

Part iii introduces new Multilevel Monte Carlo algorithm for distribution functions approximation. While till now the standard task for Multilevel Monte Carlo algorithm was to compute the expectation of a real-valued functional, we discuss how to approximate a distribution or density function on a compact interval. In this part a general technique is proposed which is not restricted to the specifics of the $\mathrm{AF}_{4}$, and thus can be useful to a broader range of problems. We give a full description of the algorithm along with error and complexity analysis and numerical experiments. The results of this part will be published in [29].

## SDE-based model for particles evolution in the separation channel

In Part iv we present a model for $\mathrm{AF}_{4}$ based on Stochastic differential equation with reflections, or commonly known as Skorohod SDE, and numerical simulations for different geometries. We prove strong convergence result for the exit times of the processes, driven by SDE with reflection. The model at first has been presented in [40]. Numerical experiments have been partially presented in [48]. Results from Chapter 8 will be presented in [39].

## PDE based approach for retention time estimation

In Part v we present one-way coupled Stokes equation for the flow and PDE for the Mean Exit time and a modification of the modern two-grid reduced basis approach to the Finite Volume case. This approach allows us to build a black-box type computational scheme, which is important for our application, as in many cases one can not access the code of the industrial software, developed for computational fluid dynamics problems. Our numerical experiments suggest, that two-grid reduced basis method can be a very useful ingredient for the future work on the optimization of the Elution stage, as it is simple, reliable and fast.
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[^0]:    1 Note, that we do not solve here an eigenvalue problem as we orthogonalize elements in $L^{2}$ norm. This is a key difference from the method, proposed in [17]

