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Abstract

Safety analysis is of ultimate importance for operating Nuclear Power Plants (NPP). The overall

modeling and simulation of physical and chemical processes occuring in the course of an accident

is an interdisciplinary problem and has origins in fluid dynamics, numerical analysis, reactor tech-

nology and computer programming. The aim of the study is therefore to create the foundations

of a multi-dimensional non-isothermal fluid model for a NPP containment and software tool based

on it. The numerical simulations allow to analyze and predict the behavior of NPP systems under

different working and accident conditions, and to develop proper action plans for minimizing the

risks of accidents, and/or minimizing the consequences of possible accidents. A very large number

of scenarios have to be simulated, and at the same time acceptable accuracy for the critical param-

eters, such as radioactive pollution, temperature, etc., have to be achieved. The existing software

tools are either too slow, or not accurate enough. This thesis deals with developing customized al-

gorithm and software tools for simulation of isothermal and non-isothermal flows in a containment

pool of NPP. Requirements to such a software are formulated, and proper algorithms are presented.

The goal of the work is to achieve a balance between accuracy and speed of calculation, and to

develop customized algorithm for this special case. Different discretization and solution approaches

are studied and those which correspond best to the formulated goal are selected, adjusted, and when

possible, analysed. Fast directional splitting algorithm for Navier-Stokes equations in complicated

geometries, in presence of solid and porous obstales, is in the core of the algorithm. Developing

suitable pre-processor and customized domain decomposition algorithms are essential part of the

overall algorithm amd software. Results from numerical simulations in test geometries and in real

geometries are presented and discussed.
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Chapter 1

Introduction and Motivation

1.1 Motivation, Goals and Structure of the Thesis

The main purpose of this thesis is development of customized fast algorithm for simulation

of non-isothermal fluid flow in complex geometries with various obstacles inside.

This type of processes arises in some parts of containment buildings of nuclear reactors.

A containment building is a passive safety system for some types of nuclear reactors (e.g.

pressurized water reactors (PWR), boiling water reactors (BWR)). The main function of

a containment building is to contain the escape of radiation in case of emergency. Con-

tainment is designed on the performance of its functions, taking into account all possible

mechanical, thermal and chemical effects. Design of a containment building depends on the

type of reactor and the specific external threats (e.g. seismic events). Classic containment

building geometry is called can and consists of cylinder with a sphere on top of it. In the

figure 1.1a one can see a twin PWR reactor containment at the Cook Nuclear Plant in Michi-

gan, where each part has a can-type geometry. A containment building in a German PWR

plant shows a nearly completely spherical containment design, which is very common for

German PWRs (see figure 1.1c). A single unit of the Pickering Nuclear Generating Station

(see figure 1.1d) has a slightly different from a typical PWR containment shape. Modern

plants have tended towards a design that is not completely cylindrical or spherical, like

containment at the Clinton Nuclear Generating Station (see figure 1.1b) [16].

In the field of nuclear power plants safety, the research has to ensure the safety of human

and environment in a different situations on various types of accidents. So the design and

operation of nuclear power plants aims to minimize the likelihood of accidents, and to

7



8 CHAPTER 1. INTRODUCTION AND MOTIVATION

(a) Donald Cook Nuclear
Power Plant. Image is a
courtesy of Wikipedia.

(b) Containment at the Clinton Nuclear Power Sta-
tion. Image is a courtesy of Daniel Schwen.

(c) German PWR. Image is a
courtesy of Wikipedia.

(d) Pickering Nuclear Generating Station.
Image is a courtesy of Ilker Ender.

Figure 1.1: Containment buildings.

avoid major consequences when they occur. There have been three major reactor accidents

in the history of civil nuclear power - Three Mile Island, Chernobyl and Fukushima. One

was contained without harm to anyone, the next involved an intense fire without provision

for containment, and the third severely tested the containment, allowing some release of

radioactivity [81].

So there is no question that processes in the containment building of nuclear power

plants have to be efficiently simulated in connection with the analysis of different accidents

scenarios.

Currently, essentially three types of software tools are used for this purpose: tools based

on lumped parameter models, commercial CFD software tools, specially developed for re-

actor engineering tasks CFD codes.

The software tools based on lumped parameter models, e.g. COCOSYS are fast and have

very well developed and validated description of the chemical processes. But on the other

hand in case of heat transfer they reduce a thermal system to a number of discrete lumps

and assumes that the temperature difference inside each lump is negligible. This approx-

imation is useful to simplify the otherwise complex differential heat equations, but very
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CAD design CFD simulations

Results postprocessingDesign/optimize prototype

Figure 1.2: Engineering design process.

roughly accounting for the thermo stratification prediction. In a section 2.1.2 containment

Code System COCOSYS which is based on lumped parameter models is discussed in details.

Some other containment simulation codes such as CONTAINSTABLE [52], or integral codes

such as MELCOR [79] or ASTEC [8] are concentrated on other processes in a containment

pool, so they do not resolve desired CFD processes on the desired level.

Another class of software tools is general commercial CFD software (such as ANSYS

Fluent [5], COMSOL [15]). These tool are able to resolve in details the thermo and hy-

drodynamics in the liquid zones, but the overhead of such general purpose software is the

large computational costs and the complexity of their usage. For example such general pur-

pose codes use special methods to simulate arbitrary deformations of the free surface, so in

addition to the solution of the full fluid motion equation, computations of the kinematics

of the free surface is also required. Since these codes usually work with the k–ϵ turbulence

model, a sufficiently fine discretization is necessary for a reliable simulation.

It is often questionable whether a potential information which is gained from the CFD

simulation justifies the considerable additional effort. Recent studies in the THAI project

[1] have shown that the CFD models based on the k–ϵ turbulence model can’t currently give

more accurate predictions of thermal stratification.

As it can be seen from the discussion above, the flow simulations for the need of the

NPP safety analysis have very specific requirements and existing tool are unable to fulfill

them, what demands development of customized algorithms and software. Let us shortly

discuss the challenges and the priorities for such simulations.

• Complex-shaped geometry of the containment pool. The containment building inside is

separated onto different zones, so different types of processes can arise there and should

be taken into account: aerosol/iodine behavior, pool scrubbing, core-concrete interaction,

unsteady heat transfer, fluid flow. As we’ve stated above we want to address non-isothermal

fluid flow. That type of the processes can be found in following parts of a reactors building:



10 CHAPTER 1. INTRODUCTION AND MOTIVATION

(a) The condensation chamber of BWR.
(b) The condensation chamber and the
control rod drive chamber of BWR.

(c) One part of computational domain
and cross section of the real domain.

Figure 1.3: Space areas in the containment buildings.

• the sump in the containment of a PWR,

• the condensation chamber of a BWR,

• the control rod drive chamber of a BWR.

Space areas in the containment building of PWR and BWR, where fluid flow may be

present normally (condensation chamber at BWR, see figure 1.3a) or appear in the course

of accident (the sump in the containment of a PWR, see figure 1.3b), have a complex-shaped

three-dimensional geometry.

In the figure 1.2 main steps in engineering design process is shown. One of the impor-

tant step is availability of the CAD data, but this requirement is not fulfilled in our case.

As was explained above the containment pools usually have a complicated geometry (see

figure 1.3c). Although the geometry is complicated, it can be seen that it can be very well

approximated with a compound resulting from binary operations with simple objects. This

fact is exploited for developing fast , such as and easy to use pre-processor [99]. We discuss

geometry generation procedure in details in section 2.2.

• Free surface flows. Free surface flows occurs in the containment pool. However, the in-

trinsic free surface effects are important only during the first instances of some kinds of

flooding. In most of the cases, due to the finite size of the rooms in the containment pool,

the water is deep, and flat surface is a reasonable assumption. At the same time, careful
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water management is needed to reflect mass and momentum balance in case of localized

sources/sinks. This latter issue is shortly discussed below.

• Thermal stratification in the pool. Typically, during an accident, often either cold water

will be poured into a pool with hot water, or hot water will be poured into a pool with cold

water. This leads to mixing and to temperature stratification in the pool. The latter is of

high importance for the accuracy of the predictions, because the chemical reactions in the

air and on the air/water interface are very much influenced by the surface temperature of

the water. In case of thermal stratification the surface temperature may differ very much

from the average temperature in the pool, what makes lumped parameters codes not accu-

rate enough for such simulations. Calculation of the temperature stratification is important

requirement for the simulation software.

The aim of the study is therefore to create the foundations of a multi-dimensional fluid

pool model and software tool based on it. Based on the application of the model following

requirements can be formulated: (i) temperature distribution and thermal stratification

within the water; (ii) mass and energy conservation; (iii) support of submerged structures.

Further technical objectives are ability to obtain simulation results fast, and to make the

software easy for use. It is important to note that the described problem is interdisciplinary,

and has origins in the fields of fluid dynamics, numerical analysis, reactor technology and

computer programming.

It is well known that computational modeling process consists from several important

stages: problem definition, mathematical model (continuous model), numerical model (dis-

crete model), software development and computer simulation. Until now we have defined

our problem along with goals and requirements.

The thesis is organized as follows.

Next section of this Chapter deals with possible discretization techniques for solving

flow problems in complicated domains on Cartesian grid. Main attention is paid to differ-

ent variants of immersed boundary method, as well as on fictitious region method. The aim

is to analyse and classify those methods with respect to criteria which are specific for con-

tainment pool simulations, and thus to make educated choice which discretization method

to use. The results from this survey are published in [90].

Chapter 2 is dedicated to description and discussion on full and reduced mathematical

models describing the flow of incompressible fluid (Section 2.1). Similar to above, the goal
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is to evaluate which model fits better to our specific requirements. Furthermore, in this

Chapter the selected geometry and grid generation approaches, as well as their software

implementation in a pre-processor tool, are discussed (Section 2.2). Both, the geometry

generation and the grid generation are selected according to the specific requirements for-

mulated above. For details on the pre-processor we refer to [99].

Chapter 3 is one of the main algorithmical Chapters in the thesis. It is dedicated to ad-

justing and analysing a fast directional splitting algorithm for solving unsteady isothermal

incompressible Navier-Stokes-Brinkman equations in complicated domains. This is exten-

sion to the algorithm proposed in [42] for solving Navier-Stokes equations in parallelepiped.

Section 3.1 presents the discretization of the penalized Navier-Stokes equations. Section 3.2

introduces ADI algorithm for the pressure correction equation, and discusses its analysis. As

a part of this Section, numerical results illustrating the performance of the method are pre-

sented. The material from these two sections is published in [34]. Section 3.3 is dedicated

to another challenging issue, namely, extending the fast directional splitting algorithm to

the case of non-matching (more precisely, partially matching) grids.

Chapter 4 discusses fast directional splitting algorithm for solving unsteady non-isothermal

incompressible Navier-Stokes equations in Obereck-Boussinesq approximation (Section 4.1).

Simulation results for test and for real geometries are presented in Section 4.2.

Finally, some conclusions are drawn in the last Chapter.

1.2 State of the art: support of complex geometries and im-

mersed objects

Solving flow problems in complex-shaped geometries is required in many scientific and

practical problems. In such situation boundary fitted grids theoretically allow for achiev-

ing higher accuracy, but at the same time can face severe difficulties in developing robust

grid generators. The alternative is to discretize the governing equations on a Cartesian,

taking special care for the discretization near the boundaries. The choice of the discretiza-

tion method, especially in practical problems, is governed by a number of criteria, which

often do differ for the specific applications. Those criteria include different combinations

of specific accuracy and robustness requirements for the solvers, for the grid generators,

for the CPU time, for the qualification of the developers, for the qualification of the users,

etc. As was stated above our task is developing a fast and moderately accurate algorithm
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for simulation of the thermal stratification in containment pools of nuclear power plants

(NPP). Here we present a result on our review of the literature in the area of flow simula-

tion on Cartesian grid. It should be noted that there exist excellent reviews on IB methods,

e.g., [62], but they did not provide systematization according to our criteria (see below),

and therefore we had to perform an own review. Mostly immersed boundary (IB) meth-

ods and fictitious domain (FD) methods, are used for solving flow problems on Cartesian

grids in complex shaped geometry. While there is no big variety of FD methods, a number

of IB methods were developed during the years. At the end we perform some numerical

simulations on a classical test problem, aiming to understand if immersed boundary and

fictitious region method give similar accuracy for the quantities which are of interest for us

(the pressure drop is one of them).

1.2.1 Immersed boundary methods

Peskin introduced in 1972 a concept of immersed boundary (IB) method [69] where he used

this method to compute flow patterns around heart valves. The main feature of this method

was that in contrast to methods where body-fitted grid was used in order to represent

immersed body accurately simulation was performed on Cartesian grid (Eulerian coordinate

system) while the immersed boundary was represented by a set of elastic fibers, which

moved with local flow velocity (Lagrangian coordinate system).

Depending on the way how boundary conditions are imposed IB methods can be divided

into following categories:

• continuous forcing methods,

• discrete forcing methods,

• ghost cell immersed boundary methods,

• cut-cell methods.

Continuous forcing approach.

Series of papers [69, 70, 71, 72, 74] written by the group of C. Peskin introduces a con-

tinuous forcing approach for elastic boundaries. They consider simulation of a viscous

incompressible fluid in a region containing immersed boundaries which interact with the

fluid. The fluid motion is governed by Navier-Stokes equations:
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f(s, t)

Figure 1.4: Shaded region is the area of force spread from fibers point.

ut + u ·∇u = −∇p+∇2u + F (1.1)

∇ · u = 0 (1.2)

The boundary configuration is described by the curve x(s, t), where each value of a

parameter s has a corresponding physical point of the boundary for all times t. The equation

of motion of the boundary follows from the fact that boundary moves with the local flow

velocity:

xt(s, t) = u(x(s, t))

The effect of immersed boundary is incorporated by transfering the fiber stress to the

fluid. The forces which the fiber boundary exerts on the fluid are described by function

f(s, t). The force field F can be derived from constitutive law (e.g. Hooke’s law):

F =

∫

Γ

f(s, t)δ(x − x(s))ds, (1.3)

f = M(x),

where δ is Dirac delta function, M is a non linear operator describing the elastic proper-

ties of the boundary. For the construction of difference equation from equation 1.3, special

care should be taken for discrete representation of the δ function. This representation

should appear from the fact that fiber stress in Lagrangian point is spread over surrounding

grid nodes (see figure 1.4). Therefore the sharp delta function is replaced by smoother

distribution function d, which is suitable for use on a discrete mesh:
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F =

∫

Γ

f(s, t)d(x − x(s))ds (1.4)

Various variants of distribution functions were developed over the years, for details see

[82, 55, 9].

This method has been applied to variety of problems in two and three space dimensions,

including blood flow in the heart [76, 75], the design of prosthetic cardiac valves [73],

platelet aggregation during blood clotting [28], aquatic animal locomotion [25] and many

others. In [77] is mentioned that from time to time volume conservation in this type of

methods is not exact.

Peskin’s method is well suited for elastic bodies but has a limitation in case of rigid

bodies. The origin of this limitation is in the application of a constitutive laws, namely

Hooke’s law (see equation (1.3)), which is not well posed in the rigid limit. One way to

deal with this problem is to assume that the body is elastic, but extremely stiff, see e.g. the

discussion in [62].

Another approach which allows to handle rigid boundaries, called virtual boundary

method, was introduced in [32, 33]. The main idea of the virtual boundary method is

to treat the body surface as a virtually existing boundary embedded in the fluid. The force

filed from the boundary if formulated in a way that no-slip condition is handled on the

surface.

As before, body surface is denoted by x(s, t). The force on the element of surface f(s, t)

is determined by the requirement that the fluid velocity u(x, t) should satisfy the no-slip

condition on the boundary:

0 = u(x(s, t), t) =

∫

Ω

u(x, t)δ(x − x(s, t))dx

The body force is not known a priori, thus it must be calculated in a feedback way, so

that the velocity on the boundary is used to determine the desired force [55]. In the virtual

boundary formulation, the force is governed by the following feedback loop:

f(s, t) = α

∫ t

0
u(x(s, t), τ)dτ + βu(x(s, t), t),

where u is the fluid velocity at surface points, α,β are negative constants, chosen in
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such a way that u stays close to zero. This method was used for simulation of the two-

dimension flow around a circular cylinder, three-dimensional plane- and ribbed-turbulent

channel flow.

The main disadvantage of the virtual boundary method is that it contains two free con-

stants that need to be tuned according to the problem being solved. In particular, for

unsteady flows this forcing introduces a time step limitation that reduces the efficiency of

the algorithm. Another disadvantage of the described method is that, in order to avoid

equation stiffening and unphysical flow oscillations, the boundary forcing terms are spread

across the boundary which therefore is smeared over the grid, thus decreasing the solution

accuracy [29].

In [82] a modification of the forcing method, such that spurious oscillations caused by

feedback forcing are eliminated, was suggested. Modified forcing function proposed there

has a following form:

f(s, t) = α

∫ t

0
(u(x(s, t), t)dt− v(x(s, t), t)) + β(U(x(s, t), t)− v(x(s, t), t)), (1.5)

where the velocity of the boundary is controlled by specifying velocity field v at the

boundary points. In case of moving boundary (v ̸= 0) the position of the boundary point at

each time step is computed by the integration of v = dx(s, t)/dt.

Thereby continuous forcing approach is a good choice when flow with elastic boundaries

has to be simulated, but when flow problems involve rigid bodies then continuous forcing

approach can lead to a stiff numerical system. Also, this type of methods unable to give for

a sharp representation of the boundary, because of the smoothing of the forcing function.

Discrete forcing approach.

The idea of discrete forcing approach has first appeared in the work [65]. To describe that

idea let us consider Navier-Stokes equations (1.1, 1.2). In this method the forcing term has

to be defined in a way that the velocity u, tends to a desired value v on some immersed

boundary Γ . If we know the velocity u, then the forcing term is simply:

F =

⎧

⎨

⎩

u ·∇u −∇2u +∇p+ 1
τ
(v − un), on Γ

0, elsewhere
(1.6)
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Figure 1.5: Sketch showing the effect of forcing. (a) initial velocity field, (b) velocity field

imposed by forcing.

Most of the discrete forcing methods follow this idea on the continuous level, but dif-

fer on a discrete one. In general, the equation for the forcing (1.6), would be correct if

the position of the unknowns on the grid coincide with that of the immersed boundary. In

general this is not true because it would require the boundary to lie on coordinate lines

or surfaces which is not the case for complex curvilinear geometries. Therefore, an inter-

polation procedure is needed [24]. For completeness, let us provide few examples of such

interpolations.

In [65], forcing is applied to the grid points immediately inside the immersed boundary.

As example, let us consider no-slip walls, so the velocity at the point immediately interior

to the surface is forced to be reverse of the velocity at the point immediately exterior to

the surface with interpolation. This approach is also called mirroring. In the figure 1.5 the

effect of forcing is shown.

As shown in [24], methods based on mirroring satisfy the velocity boundary conditions

with the accuracy of the interpolation method. In [58] it was reported that due to the

reverse velocity field in the boundary cells, problems with mass conservation can arise. Fur-

thermore, an adaptation of the method from [65] was given in [24].The main difference

between methods introduced in [65] and [24] is in the interpolation procedure. In the

proposed method the forcing is introduced at the first grid point outside the body using

the velocity (ui in figure 1.6) obtained by linearly interpolating the velocity at the second

grid point (ui+1) and the desired velocity (v). The interpolation direction (the direction

towards the second grid point) is either the stream-wise (x) or the transverse (y) direc-

tion. The wrong choice of the interpolation direction can generate problems in complex
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configurations.

v

ui

ui+1

Figure 1.6: Velocity interpolation proposed in [24].

In the approach presented in [24], mass conservation at the immersed boundary is

satisfied by the velocity fields both in fluid and solid regions. In this case, the (nonphysical)

velocity field in the solid becomes important because it affects the pressure and velocity

distribution through the velocity divergence across the immersed boundary. For the method

proposed in [24] this issue can become very serious, since treatment of the velocities at the

first grid points into the solid region is notionally undefined [46].

In [50] an approach for enforcing mass conservation in cells crossed by immersed

boundary was proposed. The momentum forcing and mass source/sink in continuity equa-

tion were used to enforce the no-slip boundary conditions on the immersed boundary and

to satisfy the continuity for the cells containing the immersed boundary. Let us shortly dis-

cuss the proposed mass source/sink approach. In [50], along with the momentum forcing,

authors introduced modified version of the continuity equation:

∇ · u − q = 0, (1.7)

where q is mass source/sink is defined at cell center on the immersed boundary or inside

the body. On a discrete level the source term has the form:

q =
1

∆V

∑

i

ωu · n∆Si, (1.8)

where ∆V is the cell volume, ∆Si is the area of each cell face, and n is the unit normal

vector outward at each cell face. Furthermore, ω equals to 1 in the points where momentum
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forcing is applied and 0 everywhere else. Thus, on a discrete level sinks and sources are

incorporated in a way that the total sum of the volume fluxes due to the mass sources over

the computational domain is zero and the global mass conservation is satisfied.

It is shown in [50] that mass source/sink term improves the quality of the solution and

corrects the non-physical behavior. However, it was observed in [44] that the approximation

used in [50], namely that the grid points fall on the immersed boundary when calculating

the mass source/sink term, may lead to a degradation of the quality of the solution. In

order to solve this problem, in [44] authors derive more accurate representation of the

source/sink term (1.8), which now is calculated for a virtual cell of arbitrarily shape, where

virtual cell is a cell with discarded solid part.

Different flow problems, such as decaying vortices and flows over a cylinder and a

sphere, were simulated with the immersed boundary method proposed in [50] and [44].

One disadvantage of the proposed variants of the immersed boundary method is that

these methods were successfully applied for flows with low and moderate Reynolds num-

bers, but faced difficulties with the simulations of high Reynolds flows.

In [13] finite volume immersed boundary method for complex incompressible flows

and high Reynolds numbers was proposed. In this method the immersed boundary surfaces

are defined as a cloud of points (which may be structured or unstructured). Immersed

boundary objects are rendered as a level set in the computational domain, and concepts

from computational geometry are used to classify points as being outside, near or inside

the immersed boundary. The velocity field near an immersed surface is determined from

separate interpolations of the tangential and normal components. Flow problems such as

flow over circular cylinder, an in-line oscillating cylinder, a NACA0012 airflow. a sphere and

stationary mannequin were successfully simulated with the proposed approach.

One advantage of the methods presented in this subsection is that forcing is determined

from predicted velocity field, therefore there is no need in user-specified parameters (like

α and β in the forcing function approach). Another advantage is that since the velocity

boundary condition is enforced with implicit forcing, there is no limitation on the time step.

Ghost cell methods.

Formally, ghost cell method belong to a discrete forcing, but we will put it in a distinct

section. The idea of the ghost cell method will be first described on the basis of ideas

proposed in [91]. Then some improvement of this approach will be discussed. The goal



20 CHAPTER 1. INTRODUCTION AND MOTIVATION

of the this immersed boundary method is to achieve a higher-order representation of the

boundary using a ghost zone inside the body.

In [91] the same idea as in [65, 24] is used: the force depends on the location and the

fluid velocity, and thus it is a function of time (for details see equation (1.6)). As in the

direct forcing methods, ghost cell methods define their own interpolation procedure, which

is based on the concept of ghost cells.

Ghost cell is defined as a cell in the solid that has at least one neighbor in the fluid. In

[91] the local flow variable φ is expressed in terms of polynomial, and it is used to evaluate

ghost point values. The accuracy depends on the degree of the polynomial. Although poly-

nomials of higher degree are expected to be more accurate, they often lead to boundedness

problems and numerical instability. Linear and quadratic approaches, which preserve the

second-order accuracy of the overall numerical scheme, are presented in [91].

G
0

I

X1

X3

X4

X2 X5

G
1

G 0

I
′

I
′

Figure 1.7: Various cell and node types: G – ghost cell, 0 – point at the boundary, (X1;X2)
– points in fluid for linear reconstruction, (X1;X2;X3;X4;X5) – points in fluid for bilinear

reconstruction, I – image point from [22, 86], G1 – additional ghost cell if the boundary

is close to the fluid points, I
′

– image point like in [67], δ = |OI
′

| distance from point on

immersed boundary (O) to image point (I
′

).

As example let us consider linear reconstruction scheme for Dirichlet boundary condi-

tions. In this scheme the ghost cell value is a weighted combination of the values at the

nodes (X1, X2 and O, see figure 1.7):

φ = a0 + a1x+ a2y (1.9)
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a =

⎡

⎢
⎢
⎣

1 xO yO

1 x1 y1

1 x2 y2

⎤

⎥
⎥
⎦

−1 ⎡

⎢
⎢
⎣

φO

φ1

φ2

⎤

⎥
⎥
⎦

(1.10)

For three-dimensional domains the interpolation scheme in equations (1.9) and (1.10)

should be modified, because more neighbor nodes are involved. Thus, for linear reconstruc-

tion, the variable in the cell center is interpolated using four points (three nearest neighbor

nodes and one boundary point are involved). The proposed scheme is equally applicable to

both, steady and moving, boundaries. In the case of moving bodies, the points at which the

boundary condition is enforced must be recomputed at every time step, but this does not

affect the reconstruction scheme.

The major drawback with this extrapolation is that large negative weighting coefficients

are encountered when the boundary point is close to one of the fluid nodes used in the

extrapolation. Although algebraically correct, this can lead to numerical instability, i.e. the

absolute value at the ghost point may be greater than the nearby fluid point values and the

solution may not converge. Two approaches are used to remedy this difficulty.

The first approach is to use the image of the ghost node inside the flow domain to ensure

positive weighting coefficients [22]. The point I is the image of the ghost node G through

the boundary as shown in figure 1.7. The flow variable is evaluated at the image point using

the interpolation scheme. The value at the ghost node is then φG = 2φO − φI .

The other approach is to alter the piecewise linear boundary. When the boundary is

close to a fluid node (normal distance of fluid point G1 to the boundary OG1 < 0.1∆x, ∆x

is the cell size) and far from the ghost point as in figure 1.7, we simply move the boundary

point to the fluid node closest to the boundary [30]. Since the boundary is approximated as

piecewise linear, the accuracy is hardly affected when the boundary segment is divided into

two pieces. In [30] it is demonstrated that this approach could be used to obtain second

order accuracy on irregular domains.

The above immersed boundary treatment focuses on the collocated grid arrangement.

However it was stated in [91] that the ghost-cell approach can be extended to staggered

grid arrangement in which all three velocity components and the pressure are computed on

different grids. For each velocity component and for the pressure, one should find different

weighted coefficients at the boundary, i.e., different linear system for each variable should

be solved. This approach was validated on flow around a cylinder and on three-dimensional
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turbulent flow over wavy boundary.

Let us shortly comment on the mass conservation in [91]: ghost pressure is extrapolated

from inside by the mirroring reflection procedure using Neumann condition. However, this

practice leads to mass fluxes across the solid boundaries and mass error in ghost cells [86].

In [86], a ghost cell approach for staggered grids, whose primary feature is preserving

the local mass conservation in each cell, was proposed. The idea is to satisfy the continuity

equation directly for the ghost cells and to determine the pressure in the usual way through

the Poisson equation. However, the mass errors should not be evaluated using the ghost

velocities because they are not solutions of the momentum equations. Instead, the boundary

velocities must be directly substituted, and the ghost velocities (outside the boundary) must

be used only for the momentum equations. This practice preserves global continuity and

avoids mass source/sinks in ghost cells. Also the idea to express the value in a ghost cell via

values in image cell (like image point on figure 1.7), was used in [86].

The discussed method was applied to study shear- and buoyancy-driven flows in num-

ber of complex two dimensional cavities. In [86] it is also mentioned that authors had

successfully implemented the method in three-dimensions.

In order to deal with boundary points which lie close to one of the fluid nodes, different

concept of image point was introduced in [67]. An image point of the ghost cell is defined

as the point which is a distance δ away from the body surface. The point I
′

in the figure 1.7

is an image point of new type. Based on the new image point, also new and more stable

recontruction procedure was given. As example let us consider a extrapolation scheme for

the velocity value at the ghost cell:

uG = v −
uI′ − v

δ
∥rG − rO∥, (1.11)

where uG is the velocity at the ghost point, v is the velocity at the immersed boundary,

uI′ is the velocity at the image point, rG and rv are the position vectors of the ghost center

and the projection point, respectively (various cell types are defined in the figure 1.7). Due

to the fact that this model uses velocity value at the IB, it is able to handle moving bodies.

It is claimed in [67] that the proposed method is second order accurate in space. Various

steady and unsteady flows over a two-dimensional circular cylinder and a three-dimensional

sphere were computed in order to validate the proposed method.
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In [6] is noticed that approaches of obtaining ghost cell value, e.g. image point ap-

proach, are natural choices for smooth boundaries, but it is not that obvious for more

irregular shaped geometries. Thus authors introduce an immersed boundary method for

the solution of incompressible Navier-Stokes equations in the presence of highly irregular

boundaries. This method is based on co-called a local ghost cell approach. This method ex-

tends the solution smoothly across the boundary in the same direction as the discretization

it will be used for. The ghost cell value is determined locally for each irregular grid cell,

making it possible to treat both sharp corners and thin plates accurately. The method was

tested and validated for a number of problems including uniform flow past a circular cylin-

der, impulsively started flow past a circular cylinder and a flat plate, and planar oscillatory

flow past a circular cylinder and objects with sharp corners, such as a facing square and a

chamfered plate.

To summarize, among the advantages of the methods presented in this section are:

(i) an ability to handle rigid bodies, (ii) absence of user defined parameters which may

impact the stability of the methods, (iii) no need to compute flow variables inside a rigid

body. Finally, since the boundary conditions are imposed directly in the numerical scheme,

these methods are able to provide a sharp representation of the immersed boundary. A

disadvantage of these methods is that they strongly depend on the discretization method.

in contrast to the continuous forcing approach. It is worth noticing that methods in this

category possess wide range of characteristics: three-dimension simulations, staggered grid,

mass conservation.

Cut-cell methods.

The idea of cut-cell method is to use a uniform Cartesian grid over most of the domain with

the Cartesian cells cut into a smaller irregular cells for any cell which is intersected by the

boundary.

In the standard method of obtaining such cells, the immersed boundary is first repre-

sented by a series of piecewise linear segments, then cells that were cut by the immersed

boundary are identified. After such a procedure, two types of cut-cells are created: cells

whose nodes are in the fluid region (called regular cut-cells), and cells whose nodes are in

the solid region (called small cut-cells). For an example of such cells see figure 1.12.

Given that a small cell can be arbitrarily small, discretization of the equations for these

cells along the lines of that described for the regular cells can be highly problematic. While
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for convection-diffusion type of equations these small cells can cause CFL or viscous sta-

bility problems, for elliptic equations, such as the pressure Poisson equation, small cells

produce ill-conditioned matrices that slow down the convergence of the iterative solution

methods. Furthermore, discretization of these cells as separate finite-volumes changes the

total number of unknowns that have to be solved for at any given time-step [85].

Another problem of the cut-cell method appears in the case of staggered grid: it is

possible to have a velocity cell that does not have two pressure cells associated with it (an

example of such a cell can be found in figure 1.10).

Each method cut cell method is characterized by three features:

1. way of obtaining sharp representation of immersed boundary,

2. finite volume discretization,

3. way of handling small cell and cells of non-standard shape.

For the methods described below. we will focus on the way they handle the third prop-

erty.

Initially cut-cell method was introduced in [18] as Cartesian grid method for inviscid

flow computations. Then in [94, 93] this method was adopted for solving two-dimensional

incompressible fluid flow problems in the presence of both irregularly shaped solid bound-

aries and moving/free-phase boundaries. A related solver, developed in [98], uses a similar

formulation but includes an improved interpolation scheme at the boundaries and a frac-

tional time step method for time advancement.

In the method proposed in [98], small cut-cells are absorbed by neighboring cells. The

result of this procedure is in the formation of trapezoidal control-volumes (see figure 1.8).

Different treatments are applied to the uniform Cartesian cells and to the trapezoidal cells.

For uniform Cartesian cells, the fluxes and pressure gradients on the face-centers can be

computed with second-order accuracy by a simple linear approximation between neigh-

boring cell-centers. This however is not the case for a trapezoidal boundary cell since the

center of some of the faces of such a cell (marked by a shaded arrow in figure 1.8) may

not lie in a location which puts it in the middle of neighboring cell-centers where a linear

approximation would give an accurate estimate of the gradients.

In order to deal with flux evaluation for trapezoidal cells, it was proposed in [98] to

express the flow variable φ in terms of two-dimensional polynomial interpolating function in
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Figure 1.8: Typical reshaped trapezoidal boundary cells. Shaded arrows indicate fluxes that

need special treatment.
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Figure 1.9: Schematic of interpolation for cell face values and derivative at boundary cells.



26 CHAPTER 1. INTRODUCTION AND MOTIVATION

an appropriate region, and then to evaluate fluxes (such as fsw or fe) based on interpolating

function. For instance, in order to approximate flux fsw (see figure 1.9a), φ is expressed in

terms of a function that is linear in x and quadratic in y (phi is defined in the trapezoidal

region shown in the figure 1.9b)):

φ = c1xy
2 + c2y

2 + c3xy + c4y + c5x+ c6, (1.12)

where c1 to c6 are six unknown coefficients.

It can be seen in the figure 1.9b that the sides of the trapezoid in which the interpola-

tion is performed pass through four nodal points and two boundary points. Thus, the six

unknown coefficients in (1.12) can be expressed in terms of the values of φ at these six

locations (these locations are shown in the figure 1.9b)

⎡

⎢
⎢
⎢
⎢
⎢
⎣
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· · ·
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⎤

⎥
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(1.13)

Coefficients can now be expressed by inverting (1.13). When values of coefficients ci

are obtained, they can be used in order to evaluate the value of φ at the center of the face

BC (see figure 1.9b) using interpolation similar to (1.12).

The overall solution procedure described in [98] is as follows:

• Determine the intersection of the immersed boundary with the Cartesian mesh.

• Using this information, reshape the boundary cells.

• For each reshaped boundary cell, compute and store the coefficients.

• Use these coefficients to develop discrete expressions and operators for the various

terms in the discretized Navier-Stokes equations.

• Advance the discretized equations in time.

In [98], the authors claim that presented interpolation scheme coupled with the finite-

volume formulation guarantees that the accuracy and the conservation property of the un-

derlying algorithm re retained. In their test for the accuracy of the overall scheme they use

simulations of Wannier flow [51]. This method, with some modification, has been used
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Figure 1.10: A master and slave cell are shown for the u component of velocity. The cell

velocity has only one pressure node associated with it. It is moved to the same position as

the master cell node. Image is a courtesy of [51].

to simulate various flows with stationary and moving boundaries, including flow-induced

vibrations (see [59]), flapping foils (see [63]), objects in free fall through a fluid (see [64]),

and diaphragm-driven synthetic jets (see [61]), moving boundaries (see [94]) [62].

The benefit of this method is that merging procedure eliminates the small-cell problem,

but the merging process is highly complex, especially in three-dimensions, and can also lead

to additional dependencies in the computational stencil (one need to calculate fluxes with

additional diagonally adjacent neighbors) that can adversely impact convergence properties

[85].

In [51], a second-order accurate Cartesian cut-cell method for the Navier-Stokes equa-

tions on a three-dimensional, non-uniform, staggered grid was presented. The article de-

scribes in details a finite volume discretization near immersed boundary cells. The main

novelty of the proposed method is a cell-linking approach designed to avoid the problems

related to the cell-merging procedure and to small-cells problem in case of staggered grid

(see figure 1.10).

The idea of this approach is that instead of actually merging two cells in order to form

a single cell, the two cells are linked as a master/slave pair in which the two nodes are

made coincident while each cell remains a distinct entity. Because the slave node and slave

cell continue to exist as entities separate from the master node and master cell, the fluxes

and wall shear stresses, as well as the volumetric and surface information, are calculated

in exactly the same way for the master and for slave cells, as they are calculated for the
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standard boundary cells.

The criteria used to determine when cell-linking is performed, are designed aiming to

resolve problems associated with small cells. The first criteria is that any velocity cell which

has only one associated pressure cell becomes a slave cell and is linked to a master cell. As a

consequence, pressure gradient and velocity correction calculated for the master node can

also be used for the slave node. The second criteria comes from fact that pressure cells with

very small volumes can appear. This is overcome by requiring that the area of the larger

face, in each pair of cell faces, is no less than 1% of the original cell face area. Pressure cells

which do not meet this criterion are merged by removing the node from the calculation and

treating the associated velocity cells as slave cells. Linking the master and slave velocity

nodes is achieved in the following manner. The two nodes are not made exactly coincident

but rather, the slave node is placed at a small distance from the master node. The diffusion

flux between the two nodes then automatically becomes extremely high and forces the two

velocities to take the same value. The described procedure is equally applicable to two- and

to three-dimensional formulations.

The advantages of this method are obvious: (i) due to finite volume formulation, the

method is mass conservative, (ii) it supports three-dimensions, and (iii) it supports stag-

gered grid. A disadvantage is that the way in which master and slave velocity nodes are

linked, can lead to problems for high Reynolds number simulations [43]. This method had

been used to simulate flow in square driven cavity containing a circular cylinder, laminar

flow through a channel placed skewed to the grid, flow past a circular cylinder (in two- and

three-dimension).

In [12], cut-cell method, called the LS-STAG method, for staggered Cartesian grids and

where the irregular boundary is sharply represented by its level-set function, was proposed.

As a result of applying level-set function, the curved boundary is approximated by linear

line segments. As observed in figure 1.11, there are three basic types of cut-cells: trape-

zoidal cells such as Ωi,j , triangular cells (e.g. Ωi−1,j+1 ) and pentagonal cells (Ωi−1,j ). The

discretization of the momentum equations will be performed in the staggered control vol-

umes Ω
u
i,j and Ω

v
i,j , whose shape has to be adapted to each type of cut-cells. For example,

in figure 1.11, the faces of Ωu
i,j read:

Γ
u
i,j = Γ

u,w
i,j ∪ Γ

u,e
i,j ∪ (Γs,e

i,j ∪ Γ
s,w
i,j ) ∪ (Γib,e

i,j ∪ Γ
ib,w
i,j ) (1.14)
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Figure 1.11: Staggered arrangement of the variables near the trapezoidal cut-cell Ωi,j on the

LS-STAG mesh, φ is a level set function which defines approximation of a curved boundary

by linear line segments.

In [12] 12 types of such cut-cells in two-dimension and about 256 types of such cut-cells

in three-dimensions, out of which 108 are admissible, are prescribed. The main feature

of this method is that flow variables are actually computed in the cut-cells, and not in-

terpolated. Furthermore, the LS-STAG method has the ability to discretize the fluxes in

Cartesian and cut-cells in a consistent and unified fashion: there is no need for deriving an

adhoc treatment for the cut-cells, which would be totally disconnected from the basic MAC

discretization used in the Cartesian cells. Authors of [12] state that the method has conser-

vation of the total mass, momentum and kinetic energy for flow with stationary boundary,

but does not guarantee the discrete conservation of momentum or kinetic energy in the case

of moving boundaries.

LG-STAG method was tested on flows at low to moderate Reynolds number: Taylor-

Couette flow, flows past a circular cylinder, also simulation for flow with moving boundaries

was performed: transversely oscillating cylinder flow in a free-stream.

The problem of pressure oscillations, observed when simulating moving boundary flow

problems with sharp-interface immersed boundary methods (e.g. ghost cell method), was

addressed in [85]. According to [85], the primary cause of pressure oscillations is the

violation of the geometric conservation law near the immersed boundary. As a solution

they adopt a cut-cell method to strictly enforce geometric conservation.

The incompressible Navier-Stokes equations are solved by a fractional time step method
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based algorithm. The key feature of this method is that the momentum equation is solved

by a second-order central finite-difference discretization using the ghost-cell method from

[60] (see section 1.2.1), and one does not need to spend additional efforts in comput-

ing momentum fluxes and stresses for the cut-cells. Furthermore, the stability restrictions

caused by small cut-cells can be avoided. The cut-cell approach is applied to Poisson pres-

sure equation and velocity correction equations in order to achieve better volume and mass

conservation.

Figure 1.12: Cut-cell notations in 2D (left) and 3D (right, only one regular cut-cell is

shown). Image is a courtesy of [85].

In this method the authors proposed different treatment for regular and for small cut-

cells. For regular cut-cells, conventional discretization of the finite-volume equations are

used (face-fractions and boundary surface for regular cut cell can be found on figure 1.12).

A different approach is used for the small cells. The mass conservation associated with

the small cells is accounted for via a virtual cell-merging technique. The idea it that source

term of the Poisson equation for the small-cells is transferred to the adjacent cells (which

may include regular cut-cells, as well as non-cut, regular Cartesian cells). The amount

transferred to each target cell is chosen based on the direction of surface normal vector, as

well as on the face area shared with the target-cell. This is consistent with the general notion

that mass-transport associated with boundary motion would primarily be aligned with the

direction normal to the boundary and the amount of mass flux would be proportional to the

area. This method had been used to simulate flow around a circular cylinder and oscillating

sphere.

An advantage of a cut-cell methods is that the cut-cell method is based on finite vol-

ume, so strict conservation of mass and momentum is guaranteed even in the vicinity of



1.2. SUPPORT OF COMPLEX GEOMETRIES AND IMMERSED OBJECTS 31

the immersed boundary. One of the drawbacks of this approach is that implementing the

boundary conditions in irregular cells requires a large number of special treatments, which

could result in complex coding logic. When using cut-cells, these cell should not become

too small. Otherwise this could not only lead to stability problems, but also lead to slow

convergence of the Poisson solver.

1.2.2 Fictitious domain method.

In this section we will recall the basics of the fictitious domain (FD) method. This method

pursues the same goal as IB-methods: handle complex-shaped geometries without introduc-

ing a body-fitted grid. In contrast to most of the IB-methods, FDM’s impletation is relatively

simple.

The fictitious domain approach was introduced by Petrowsky [78] who utilized it to

prove existence of a solution to the Dirichlet problem for the Poisson equation in a domain

of a complex shape. The first works on fictitious domain method for Navier Stokes problems

were published by [87], see also references in [95].

The basic idea behind the fictitious domain methods is that instead of solving the origi-

nal equation(s) in complicated domain, properly perturbed equation(s) is solved in a simple

domain. An abstract formulation of the fictitious domain method reads as follows (in this

explanation we’ll follow the ideas from [95]). Assume that in some area D ⊂ R
n we are

seeking for solution u(x) of the equation:

Lu = −φ(x), x = (x1, x2, . . . , xn) ∈ D (1.15)

with boundary conditions:

lu = g(x), x ∈ ∂D (1.16)

Instead of solving the above problem in iregular domain D, we will be seeking for a

solution of a perturbed problem in ”n”-dimensional parallelepiped domain Ω. The perturbed

problem reads as follows:

Lϵuϵ = −φϵ(x), x = (x1, x2, . . . , xn) ∈ Ω (1.17)
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lϵuϵ = gϵ(x), x ∈ ∂Ω (1.18)

The value of the small parameter ϵ introduces jump in the coefficient of the operator

Lϵ on the interface between the original domain D and the fictitious domain D0 = Ω \

D. Therefore, special care has to be taken to use proper discretization approach for the

perturbed problem.

It can be shown that the solution of the perturbed problem tends in D to the solution of

the original problem when ϵ tends to zero:

uϵ(x) −−→
ϵ→0

u(x), x ∈ D (1.19)

more details can be found, e.g., in [95] or in other books/papers on fictitious domain

method.

In order to solve (1.17)-(1.18) and get uϵ, usually a numerical method is applied. There-

fore besides estimate for how close uϵ is to u (basis for fictitious domain method on a con-

tinuous level), we need a corresponding estimate for the numerical solution uϵh (basis for

fictitious domain method on a discrete level). So the full basis for fictitious domain method

is based on following scheme: uϵh → uϵ → u.

The current literature offers several possibilities to enforce Dirichlet or Neumann bound-

ary conditions in a fictitious domain formulation. One of them is to include appropriate L2

or H1 penalty terms (see, e.g., [3, 4]). Another one is to enforce them as a side constraint

via Lagrange multipliers (see for example [31]).

The fictitious domain method was introduced above in a general setting, below we will

provide specific formulations of FDM for flow problems. The penalty can be introduced in

two different ways.

Navier-Stokes equations with L2 penalty term read as:

∂u

∂t
+ (u·∇)u − ν∆u + cϵu +∇p = f,

∇·u = 0 in Ω× [0, T ],

(1.20)

where

cϵ =

⎧

⎨

⎩

1
ϵ2
, in ∈ Ω \D

0, in D
(1.21)
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Figure 1.13: Test case geometry with boundary conditions. Image is a courtesy of [92].

Navier-Stokes equations with H1 penalty term read as:

∂u

∂t
+ (u·∇)u − νϵ∆u +∇p = f,

∇·u = 0 in Ω× [0, T ],

(1.22)

where

νϵ(x) =

⎧

⎨

⎩

1, x ∈ D

1
ϵ2
, x ∈ Ω \D

(1.23)

1.2.3 Simulation results

After introducing immersed boundary and fictitious domain methods, in this Section we

will present comparison between a distinct immersed boundary method and L2-penalty

fictitious domain method. For this comparison we’ve chosen classical benchmark problem:

flow around circular cylinder. Thi sproblem allows us to evaluate two quantities which are

of interest for us. First, how well the velocity field around a body with complex geometry

can be computed using Cartesian grid, and how well the pressure drop can be computed.

In [92] a full description of several test cases values for reference parameters obtained

in a range of simulations are given. We have chosen two dimensional steady flow around

circular cylinder.

In the figure 1.13 simulation geometry and boundary conditions are shown. In order to

set the inflow condition following expression has been used:

U(0, y) = 4Umy(H − y)/H2, V = 0
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Re = 20 FD IB Benchmark

CD 5.56 5.679 5.57-5.59

∆P 0.1115 - 0.1172-0.1176

Re = 100 FD IB Benchmark

CD 3.1 3.333 3.22-3.24

∆P 2.43 - 2.46-2.5

Table 1.1: Values for the reference parameters for the 2D flow over a cylinder asymmetri-

cally placed in a channel.

with Um = 0.3m/s, yielding the Reynolds number Re = 20 and with Um = 1.5m/s,

yielding the Reynolds number Re = 100.

As a reference parameters we will use drag coefficient (CD) and pressure drop ∆P =

P (xa, ya, t)− P (xe, ye, t), between points (xa, ya) = (0.15, 0.2) and (xe, ye) = (0.25, 0.2). In

[92] directions on how reference parameters should be computed can be found.

Table 1.1 presents values for the reference parameters for the simulation results com-

puted with FD method, ghost cell immersed boundary method from [57] and range of

parameters values obtained in [92]. In the figure 1.14 first and second components of the

velocity computed with FD method and IB method from [96] are shown.

1.2.4 Conclusion

We have reviewed large amount of immersed boundary methods. These methods vary in the

boundary conditions imposition approach, difficulty of implementation, field of application.

In general all these methods provide a way to resolve complex boundaries on a Cartesian

grid.

In section 3 we’ll also reveal some additional arguments which are behind our choice.
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(a) First component of the velocity obtained with IB-method. Image is a courtesy of Reinout Vander
Meulen [96].

(b) First component of the velocity obtained with FD-method; umax = 0.3966

(c) Second component of the velocity obtained with IB-method. Image is a courtesy of Reinout
Vander Meulen [96].

(d) Second component of the velocity obtained with FD-method; vmax = 0.19

Figure 1.14: Flow around cylinder computes with IB-method and FD-method.



Chapter 2

Models for geometry generation and

simulation process

In this section we discuss two issues: (i) models which can be used for simulations related

to reactor safety evaluation, and (ii) a proper approach for creating computational domain

for containment pools and grid generation there.

2.1 Models for reactor safety

The physical processes in containment pools can be described by different mathematical

models. Among them are shallow water equation, reduced 3D models based on hydrostatic

approximation for the pressure, and full 3D Navier Stokes equations, and lumped parameter

models. Important criteria for selecting a model in our case are: (i) how well the model

accounts for the quantity of interest; (ii) can the model be solved in a fast and robust way. It

is often questionable whether an information which is gained from the more accurate model

justifies the considerable additional effort. We will try to answer this question, and for this

we will discuss the reduced model, the lumped parameter model, and the full models.

Shallow water equations would be suitable only for the first few minutes of flooding of an

empty containment pool. Furthermore, they are expensive to solve, and it is difficult to find

robust algorithms for SWE for the complicated containment pool geometries. Therefore

shallow water equations are not considered here.

In the conclusion we will explain which model (any why) is more appropriate for our

purposes.

36
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2.1.1 Reduced model

Reduced model for the fluid motion

Reduced 3D Navier-Stokes equations [27] were studied to evaluate if they are suitable for

simulation of thermal stratification in containment pools. In this case, under severe assump-

tions (shallow basin etc.) the momentum equation for the vertical reduces to equation for

hydrostatic pressure. The continuity equation is used then for computing the vertical com-

ponent of the velocity. No horizontal variation of pressure is possible with this model. For

tests performed with the reduced model we refer to [100]. The reduced model is presented

here for completeness.

Let Ωf be a connected bounded domain in R
d, where d = 2 denotes 2D domain and

d = 3 denotes 3D domain. The fluid motion in the containment is given by time dependent

Navier-Stokes equations on a finite time interval [0, T ]:

⎧

⎨

⎩

∂u

∂t
+ (u·∇)u − ν∆u + 1

ρ
∇p = f, in Ωf × [0, T ]

∇·u = Q, in Ωf

(2.1)

where u is a velocity, p is a pressure, ν is a kinematic viscosity, f denotes body forces, Q

is a mass.

In case of 3D domain Ω Navier-Stokes equations can be rewritten for each velocity

component in a following way:

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= −

1

ρ

∂p

∂x
+ ν

(
∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

)

+ fx, (2.2)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= −

1

ρ

∂p

∂y
+ ν

(
∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)

+ fy, (2.3)

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
= −

1

ρ

∂p

∂z
+ ν

(
∂2w

∂x2
+

∂2w

∂y2
+

∂2w

∂z2

)

+ fz, (2.4)

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= Q. (2.5)

In the reduced model the main assumption is that the pressure in the pool is hydro-

static. It means that the pressure at each point in the pool is defined by the thickness of

the water layer above the point in the vertical direction. The flow in horizontal directions
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directly depends on the pressure gradient in the corresponding direction. In this case only

two momentum equations are solved for the horizontal components of the velocity (equa-

tions (2.2) and (2.3) respectively). The third momentum equation (2.4) for the vertical

component must not be solved. The vertical component of the velocity is estimated by the

solving of the mass balance equation (2.5).

Let us summarize the sequence of the steps and equations which are used after applying

proposed simplifications:

Hydrostatic pressure

A very important assumption is that pressure is defined by the hydrostatic distribution:

∂p

∂z
= −ρg. (2.6)

Assume that the position of the water level at each time moment is described by the function

z = H(x, y, t). Under assumption that the pressure on the free surface is equivalent to the

atmospheric one (the pressure jump is not taken into account) then pressure at any point

can be estimated by integrating the equation (2.6):

p(x, y, z, t) = patm +

H(x,y,t)∫

z

ρgdz. (2.7)

Momentum equations in horizontal directions

Horizontal velocities are estimated from simplified momentum equations which can be writ-

ten in a following way where the vertical convective terms are omitted:

∂u

∂t
= −

(

u
∂u

∂x
+ v

∂u

∂y

)

−
1

ρ

∂p

∂x
+ ν

(
∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

)

+ fx,

∂v

∂t
= −

(

u
∂v

∂x
+ v

∂v

∂y

)

−
1

ρ

∂p

∂y
+ ν

(
∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)

+ fy

(2.8)

These two equations have to be discretized in space and time. The discretization is done

in such a way that from each equation one component of the horizontal velocity can be

estimated for the next time step. It means that these two momentum equations deliver the

velocities in horizontal directions.

Vertical velocity component w from the mass balance

An important property of the described simplifications is that the vertical velocity is calcu-

lated from the mass balance equation.
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Heat transfer

The temperature can be computed from full 3D convection diffusion equation, using the

velocities computed with the reduced model. The reduced model is not very suitable for

computing natural convection in closed domains, because in this case essential horizontal

stratification of the temperature (and density) may occur.

2.1.2 Lumped parameter model

In order to simulate heat transfer in containment building, lumped parameter models are

applied. The Containment Code System (COCOSYS) is a typical example of thermal hy-

draulic code which is based of lumped parameter model. COCOSYS is being developed

and validated for the comprehensive simulation of severe accident propagation in contain-

ment of light water reactors. This system allows the simulation of relevant phenomena,

containment systems and conditions during the course of design basis accidents and severe

accidents. In COCOSYS, mechanistic models are used as far as possible for analyzing the

physical and chemical processes in the containment. Essential interactions between the in-

dividual processes, like e.g. between thermal hydraulics, hydrogen combustion as well as

fission product and aerosol behavior, are treated in an extensive way [54].

But the modeling temperature distribution in parts of containment filled with water is

currently done in a primitive way. The compartments of the considered power plant (or

other buildings) have to be subdivided into control volumes (zones). The thermodynamic

state of a zone is defined by its temperature(s) and masses of the specified components.

All components (liquid water, vapour and other non-condensable gases) are assumed to be

mixed homogeneously, resulting in a homogeneous distributed temperature in the control

volume (only one value) [53].

In the case of an accident the safety systems have to guaranty that the temperature in

the plant remains in appropriate limits. Cooling with water is a very important procedure

in this case. It is well known that during an interaction between cold and warm liquid in

some cases thermal stratification can appear. For many physical processes which have to

be taken into account the surface temperature of the liquid is essential. This temperature,

in the case of thermal stratification, can be very different to the average volumetric tem-

perature. Because COCOSYS is working with volumetric average temperatures in relatively

large volumes, the effects of thermal stratification is difficult to simulate.

Lumped parameter model also unable to simulate convection flows within large water
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pools, because such an water volume typically is modeled as a single zone only, and only

one set of values for the velocity vector and one value for the temperature are available

there.

2.1.3 Full model

Models for flow simulation and temperature distribution from the previous sections have a

lot of simplifications which affect physical accuracy. In this section we want to present from

one hand side more complex model, but from the other hand side model which is more

accurate from the physical point of view.

Fluid motion simulation

In this section we will describe mathematical model which can be used in order to simulate

flow motion in a containment building of nuclear reactor. Here we should keep in mind

that this building may have different wall inside it (permeable or impermeable).

Navier-Stokes-Brinkman equations

Let us consider more general domain Ω filled with fluid and with different solid and

porous obstacles immersed in it: Ω = Ωf ∪ Ωs ∪ Ωp, where Ωp is a porous obstacles, Ωs are

solid obstacles in the domain Ω and Ωf as before denotes to pure fluid regions of the do-

main. We assume that domain Ωf is not necessarily connected, and the solid impermeable

obstacles which separate it to subrooms belong to Ωs (but not to Ωp, which is reserved for

porous, permeable obstacles). Now let us consider each part of the domain Ω separately in

order to establish mathematical model there.

As before the fluid motion in the domain Ωf is governed by incompressible Navier-

Stokes equations (2.1).

In order to describe flow of fluid fluid through a porous medium Ωp one can use Darcy’s

law [19].

v = −
kp
ν
∇p in Ωp, (2.9)

where v denotes rate of flow through a surface elements of unit area, kp is the perme-

ability of porous mass.
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Extension to the traditional form of Darcy’s law called the Brinkman equation is used to

account for transitional flow between boundaries [11]:

∇p = −
ν

kp
u + ν

′

∆u in Ωp (2.10)

where ν
′

may take different from ν values. For example relation between ν
′

and ν can

be expressed via Einstein formula ν
′

= ν (1 + 2.5V ) where V is the volume occupied by the

dispersed solid [11]. But in case of our model we will assume that ν
′

= ν.

To formulate problem in domain Ω we need review possible values of permeability. It

should take different values in the fluid, solid and porous parts of the domain. In the porous

medium Ωp the permeability is assigned to kp, but the fluid and solid domains it has to be

treated differently:

K =

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

kf → +∞ in Ωf

ks → +0 in Ωs

kp in Ωp

(2.11)

Using this formula for permeability we can formulate the problem in the full domain Ω:

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

∂u

∂t
+ (u·∇)u −

Brinkman equation
︷ ︸︸ ︷

ν∆u +
1

ρ
∇p+

ν

K
u = f in Ω× (0, T )

∇·u = Q in Ω× (0, T ),

(2.12)

This single system of equations describes the flow in the pure liquid, pure solid or the

porous domains. This system of equations is called Navier-Stokes-Brinkman equations and

also can be considered as penalized Navier-Stokes equations [48] or Navier-Stokes equa-

tions with fictitious domain method [7] [83]. It is clear that from equation (2.12), by means

of the penalty method we can find equations for each subdomain, leaving only the leading

terms and dropping negligible terms [48]:

• Ωf : if K = kf , the term νK−1u tends to zero, so the equations in the fluid domain

tend to Navier-Stokes equations.

• Ωs: if K = ks, the term νK−1u forces the velocity to tend towards zero in the solid

domain, therefore terms ∂u
∂t , (u·∇)u, ν∆u become negligible. So the equation in the

solid domain tends to Darcy’s law.
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• Ωp: if K = kp, the term νK−1u will be small and the equation in the porous domain

will tend to Brinkman equation.

Sinks and sources.

Usually the second equation in the system (2.12), namely the incompressibility con-

straint ∇·u = 0, is used in connection with incompressible fluids. Let us recall, that this

is a particular case of the mass balance equation. Later on we will use perturbations to

incompressibility constraint, therefore we will recall here how it is obtained.

Reynolds transport theorem states that the sum of the changes of some intensive prop-

erty (ρ in this case) defined over a control volume must be equal to what is lost (or gained)

through the boundaries of the volume plus what is created/consumed by sources and sinks

inside the control volume:

d

dt

∫

Ω

ρ dV = −

∫

∂Ω

ρv · n dA−

∫

Ω

Q dV (2.13)

By applying divergence theorem to the equation (2.13) we get:

∂ρ

∂t
+∇ · (ρu) +Q = 0 (2.14)

And since we deal with incompressible fluid, for which the density is constant, the

equation (2.14) reduces to incompressibility constraint.

Let us continue now with discussion on sinks and sources in our flow simulations. Due

to the fact that the flat water-air interface is a reasonable approximation for our considera-

tions, we do not consider a free surface problem. On the other hand, the water level in the

containment pool changes dynamically due to leakages and/or the work of pumps. Mass

balance equation helps to account for this dynamics, by introducing source and sink term.

Depending on the accident, the containment pool can be in various states: (i) containment

is full of water and water level doesn’t change, (ii) containment is empty and water comes

due to leakage, or the containment is full and the water is drained with pumps, (iii) or

some combinations of scenarios above where water can come through several leakages and

drain with several pumps, and different combination may appear in the different rooms of

the pool. The pumps and the breakages in this cases acts like sinks and sources and are
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simulated with a mass balance equation 2.5, where a negative value of Q represents the

sink and positive value of Q represents the source.

For example, if the leakage is distributed over all the surface of the water mirror, we

introduce source terms for all near surface finite volumes. If the leakage is localized, we

introduce source terms locally. If the leakage fluid comes with a low impulse, we introduce

source terms only in the mass conservation equation. If, however, the leakage has a form of

a jet, we introduce source terms also in the momentum equations, by prescribing relevant

body force term f. Furthermore, the source/sinks can be located near the surface, but also

can be located in the depth of the pool, to reflect that fact that there we may have pumps,

exit from pipes, etc.

Note, that sinks and sources in the above equations are functions of space and time,

and can appear and disappear in the course of the simulations, according to the simulated

scenario (e.g., different leakages/sources acts for 5-10 min each in different locations and

at different time).

Temperature in the water simulation: heat equation and Oberbeck-Boussinesq ap-

proximation

In this section we will introduce mathematical model which can be used in order to simulate

a temperature distribution in a containment building of a nuclear reactor. Let us follow the

logic from [56] and explain model which can be used in order to account the motion of an

incompressible, heat-conducting fluid occupying a domain in R
3.

If there is a mechanical equilibrium in a fluid then the temperature distribution depends

only on a height z: T = T (z). Absence of the equilibrium leads to an occurrence of internal

fluid flows, which tries to mix the fluid so that a constant temperature is established. This

process is called free or natural convection.

We will derive equations in assumption that we deal with incompressible fluid, basically

this means that changes in density based on changes in pressure can be neglected. But on

the other hand we can’t neglected changes in density caused by non-uniform temperature

distribution.

Let us introduce temperature in a following way T = T0 + T
′

, where T0 is an average

temperature and T
′

is a fluctuation of the temperature from the average value. We are

assuming that T
′

is small in comparison to T0. Fluid density can also be written in the
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same manner ρ = ρ0 + ρ
′

. Since the temperature fluctuation T
′

is small and the density

fluctuation ρ
′

is also small, we can write the following relation:

ρ
′

=
∂ρ0

∂T
T

′

= −ρ0β (2.15)

where β is a thermal expansion coefficient. We can represent the pressure in a same

way as the temperature and the density: p = p0 + p
′

. In this case p0 is not a constant, but

the value of the pressure in the case of mechanical equilibrium with T0 and ρ0 as values for

temperature and density. The pressure changes with a height according to the hydro-static

equation:

p0 = −ρ0gz + const (2.16)

Navier-Stokes equation in the presence of gravity reads as follows:

∂u

∂t
+ (u·∇)u − ν∆u +

1

ρ
∇p = g (2.17)

Using expressions for pressure and density let us derive representation for term 1
ρ
∇p:

1

ρ
∇p =

∇p0
ρ0

+
∇p′

ρ0
−

∇p0
ρ20

ρ
′

(2.18)

Then substitute (2.15) and (2.16) to the equation (2.18) we get:

1

ρ
∇p = g +

∇p′

ρ0
+ gT

′

β (2.19)

Finally if we substitute (2.19) to the Navier-Stokes equation and omit a zero sub-index

in ρ0, we get:

∂u

∂t
+ (u·∇)u − ν∆u +

1

ρ
∇p = −βgT

′

(2.20)

This modification to the Navier-Stokes equation is called Oberbeck-Boussinesq approxi-

mation and was introduced by A. Oberbeck in 1879 [66] and also by J. Boussinesq in 1903

[10].

In order to get the temperature distribution T
′

in the fluid we will use the heat equation:

∂T
′

∂t
+ (u·∇)T

′

−∇ · (λ∇T
′

) = 0, (2.21)
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where λ is a thermal conductivity.

In order to get the full system, which describes natural convection phenomena we need

to add incompressibility constraint to the system of equations 2.20, 2.21. Thus, the full

system in a domain Ω ⊂ R
d (d = 2, 3) reads as follows:

Navier-Stokes equations:

∂u

∂t
+ (u·∇)u − ν∆u +

1

ρ
∇p = −βgT

′

, in Ω× [0, T ]

∇·u = 0 in Ω× [0, T ],

(2.22)

Heat equation:

∂T
′

∂t
+ (u·∇)T

′

−∇ · (λ∇T
′

) = 0 in Ω× [0, T ] (2.23)

The described system besides three unknowns (velocity vector, pressure and tempera-

ture), contains three parameters which determine its behavior: ν,λ,β. Usually in the lit-

erature the behavior of the natural convection is controlled by dimensionless Prandtl (Pr)

and Rayleigh (Ra) numbers for Navier-Stokes equations, and by Peclet (Pe) number for the

heat equation:

Pr =
ν

λ
,

Ra =
gβθL3

λν
,

P e =
UL

λ
,

(2.24)

with θ, L being characteristic temperature difference and characteristic length scale,

correspondingly.

Prandtl number shows the ratio between viscosity and thermal diffusivity, while the ratio

between the buoyancy and the viscous force acting on a fluid is given by Rayleigh number.

The dimensionless form of the equations reads as follows:

Navier-Stokes equations in dimensionless form:

∂u

∂t
+ (u·∇)u − Pr∆u +∇p = RaPrgT

′

+ f,

∇·u = Q in Ω× [0, T ],

(2.25)

Heat equation in dimensionless form:
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∂T
′

∂t
+ (u·∇)T

′

−∇ · (
1

Pe
∇T

′

) = 0, in Ω× [0, T ] (2.26)

2.1.4 Summary

Let us summarize here the main advantages and disadvantages of presented models.

Reduced 3D model:

• Advantages: model is fast and simple.

• Disadvantages: model suffers from incomplete physics and has a restriction on the

times step.

Full model:

• Advantages: adequate physics, weak restrictions on the time step.

• Disadvantages: as it will be shown in a section 3 this model requires to solve equation

for pressure which usually slows down a computation process.

The Table 2.1 summarizes the features of the two approaches with a little bit more

details.

Features Reduced 3D model Full 3D Navier-Stokes

(TISA) Equations

CPU required Fast, if small time step has to be Slower if small time step has to be

used due to physical reasons. used due to physical reasons.

Slow in other cases. Fast if large time steps are allowed.

Robustness Time step restrictions, sensitive robust

Suitability Needs a lot of tuning The same approach works for all cases

for black for the particular cases

box software

Free surface Can account for waves flat surface approximation.

(it is not obvious that reasonable for deep water

this is needed on a

coarse grid in CoPool case)
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Limitations Very suitable for ocean modeling, no limitations

limited applicability for closed

rooms with complex geometries.

Horizontal Difficulties due to the use No special attention

internal walls of hydrostatic pressure. is needed

Porous objects Correction factors could be used, Easy with Navier-Stokes-

but the accuracy is questionable Brinkmann approach.

Table 2.1: Main characteristics of full and redice model.

The main advantage of the full model is that it can properly simulate thermal stratifi-

cation in containment pools. In general, simulations based on the full model are slower,

except in the cases when the reduced model has to use very small time step to account for

small, and not important in our case, oscillations of the free boundary. Our decision is to

use full model, and to improve its performance on the discrete level as much as possible.

2.2 Geometry and grid generation

As it was explained in the introduction, containment buildings in general, and the contain-

ment pools in particular, have a complex-shaped, but specific geometry. In many cases CAD

data are not available, and a suitable way for creating the computational domain is needed.

Taking advantage form the specific shape of the containment buildings, we create the com-

putational domain as a result of Boolean operations on primitives, where the primitives

are simple shaped objects, namely sphere, cylinder and parallelpiped. Such approach was

used earlier in lumped parameter codes, but because the heat conduction in the walls is not

calculated there, those developments were not suitable for our goals. Another reason why

we could not use the existing geometry generating algorithms is the fact that for simulat-

ing the flooding from one room to another, we have to have proper classification of rooms.

The classification will be shortly discussed below. Since we create computational domain in

order to perform 3D simulations, a grid has to be generated there. It is well known in the

CFD community that grid generation in complex domain may be as complicated as solving

the problem itself. Because the tools which we develop have to be used by engineers with

little CFD experience (but highly qualified in NPP safety analysis), we decided to avoid the
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generation of unstructured grid. Having also in mind that we target at moderate accuracy,

but fast and robust algorithm, we discretize the flow equations on Cartesian grid, while the

grid in the walls consists from overlapping pieces of orthogonal grids. For example, figure

2.1 shows spherical grid for the walls of the hemisphere, Cartesian grid for the fluid and for

an obstacle, as well as the overlapping part. Both approaches, Chimera grids (overlapping

grids) and Cartesian grid for complex geometry are widely used in the CFD, although not

exactly in this combination.

To summarize, the idea behind geometry and grid generation is that they have to be

simple, robust and reliable. Furthermore, the generated grids should provide preconditions

for fast and reliable computations. To achieve these goals, the following demands have to

be taken into account:

• easy construction of the continuous geometry representation: flow domain, walls and

obstacles;

• easy generation of non-uniform Cartesian grid in the flow domain;

• automatic grid generation of orthogonal grids in local coordinates (Cartesian, spheri-

cal, cylindrical) for each object (walls, obstacles);

• easy specification of sinks and sources;

• reliable algorithm for classification of connectivity of rooms to be used in room flood-

ing simulation.

Let us shortly present some details of the pre-processor.

Continuous geometry generation. At this step computational domain is created, based

on geometry description provided by the user. The main idea is that the user has to describe

the walls surrounding the fluid domain (the pool), as well as to describe the obstacles within

the containment pool.

The basic geometrical objects which are used in the preprocessor are called primitives.

Currently primitives of three type are presented: parallelepiped, sphere and cylinder. Each

primitive is described by set of appropriate parameters such as length, radius, etc. Besides

the parameters which describes the shape and the volume of the primitive, the user has also

to specify its position and orientation in the space. In the figure 2.2 transformations of a

cylinder are shown.

More complex objects, called here compounds, can be constructed on the basis of the

primitives using Boolean operations: conjunction, disjunction and negation. This means
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Figure 2.1: Geometry and grid.

Figure 2.2: Transformation of the cylinder.

that compounds can be created by adding, cutting and overlapping different primitives.

Let us follow steps which need to be done in order to generate a hemisphere. Three

primitives are used for this procedure: two spheres and one cuboid. Green sphere in the

figure 2.3 is an outer wall of our desired hemisphere. Now we need to create an empty

space inside it, thus we cut blue sphere of a smaller radius from the green one. As a result

we get a hollow green sphere and then we cut red cuboid from the top of it. The whole

process in summarized in the figure 2.3 where the quarter is cut from the green sphere for

Figure 2.3: Generation of the hemisphere from primitives and Boolean operations.
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Figure 2.4: Typical pool geometry.

a better visibility.

Let us describe geometry generation using another, more complex example, which is

closer to the typical pool geometry (see figure 2.4) and also uses some other Boolean oper-

ations. In this example let us assume that we already have created a hemisphere (see figure

2.5a). And as a result we want to have a hemisphere with flat bottom and an obstacle (see

figure 2.5b) inside it. In order to create desired geometry we first overlap the hemisphere

with a blue cuboid which will be a part of the flat bottom and then we add small cuboid as

an obstacle. The whole process is shown on the figure 2.5

2.2.1 Grid generation

As mentioned above, we generate Cartesian grid in the fluid domain. Let us denote by Ω the

part of the containment pool which is occupied by water. The domain Ω is partitioned into

non-uniform Cartesian control volumes. Very often the domain Ω can not be represented

exactly as a union of control volumes, typical situation is illustrated on figure 2.6. Usually

two criteria are used to decide if a cell is to be assigned to the fluid part: (i) either if

the center of the cell belongs to the fluid domain, or (ii) if the largest part of the cell

volume is occupied by fluid. We use here the first criterion. On the right panel of figure

2.6 we illustrate a Cartesian grid in the fluid part, together with a uniform grid in spherical

coordinates in a piece of the wall.

2.2.2 Sinks and sources. Room flooding

As it was explained in the section 2.1.3 sinks and sources play important role in the simu-

lation of the accidents where the change of the water level has to be accounted for.

Let us go through few examples in order to understand what problems appear in the
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Building blocks for pool geometry creation:

(a) Hemispere. (b) Obstacle.

Generation of continuous domain from basic building blocks:

Figure 2.5: Continuous domain generation.

Figure 2.6: Domain approximation procedure.
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(a)

(b) (c) (d) (e)

Figure 2.7: Flooding and room classification. Different colors represent different room

parts.

Figure 2.8: Flooding and room classification for the typical containment pool geometry.

Pictures are generated based on vtk-files created as a result of running preprocessor.
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Figure 2.9: On the left the link layer (sub-room 4) connects 3 sub-rooms (1, 2 and 3). On

the right two link layers can be seen. The link layer 5 connects sub-room 1 and sub-room

4. The link layer 4 connects sub-room 3 and sub-room 4. Blue blocks represent walls.

presence of sinks and sources. It should be noted that each control volume may act as a

sink or as a source. In the simplest case the containment pool is full with water or water

presences in a separated part of the containment (like light blue part in the figure 2.7a)

and also a mass which comes through the source is equal to the mass which flow out

through the sink. In this case no additional treatment is needed neither from the point of

the preprocessor nor from the point of the simulation software. But let us consider another

example: the containment is empty and there is a water source in the light blue room. In

this example at first light blue room has to be filled with water, then the water level has to

start increasing in a beige room and only when the beige room is full, then the water level

should start to increase in a part of containment where wall painted with orange color (see

figure 2.7a). Series of figures 2.7b – 2.7e shows desired flooding sequence (for convenience’

sake color of the fluid corresponds to the room color). In case when simulation software

does not simulate in details the water fall (the overflow of liquid from one sub-room to

some other if appropriate limits are achieved) the other approach may be employed. In

this approach simulation software on each timestep calculates a water level in each sub-

room, so if rooms are connected the program treats them as a single domain if they are

disconnected, then simulation runs there separately. In order to perform this calculations

room classification has to be done on the geometry generation step.

In order to perform rooms classification preprocessor saves the information about what

parts of the geometry can be flooded separately and which ones are connected. For each

sub-room an appropriate number (room color) is assigned. Sub-room which connects two

sub-rooms is called link layer. In the figure 2.9 several possible sub-rooms configuration

are shown. Figure 2.8 shows sub-room colors and flooding process generated with the

preprocessor for the geometry which is close to the typical containment pool geometry.
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2.2.3 Summary

The preprocessor follows the idea that the creation of the geometry should be simple, as

well as the generation of the grid for the computations, and the generated grid should

provide preconditions for fast and reliable computations. Let us summarize main features

of the preprocessor:

• generation of the wall geometry based on the description provided by the user,

• generation of structured wall meshes for the wall compounds,

• determination of overlapping parts for wall compounds,

• generation of structured fluid mesh,

• room classification concerning the flooding.



Chapter 3

Numerical algorithm for isothermal

flows

3.1 Discretization of penalized Navier-Stokes equations

One of the difficulties in the numerical solution of the Navier-Stokes equations is that the

velocity and the pressure are coupled. Fractional time step (FTS) methods, first introduced

in the works of Chorin [14] and Temam [89], where they were referred to as projection

methods, allow to overcome this difficulty. Application of the projection method to the

Navier-Stokes equation means that at each timestep only a sequence of decoupled equations

for velocity and for pressure have to be solved. After we have a sequence of equations to

solve, a spatial discretization procedure has to be chosen and implemented. In section 3.1.2

we shortly describe finite volume discretization on a Cartesian staggered grid.

3.1.1 Fractional time step discretization

Different FTS methods were developed over the years (for the details see [97], [38], [49]).

In this section we will present two variants.

Time discretization with special treatment of the penalization (Brinkman) term

Let τ be time step and let us set time tn = nτ for 0 ≤ n ≤ N = [T/τ ]. By u0 we denote the

exact velocity field at t = 0 which is a part of given initial conditions. First we split equation

(2.12) in time (here we assume that that Q = 0):

55
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u∗ − un

τ
+ (un ·∇)u∗ − ν∆u∗ +

1

ρ
∇pn +

ν

K
u∗ = fn (3.1)

un+1 − u∗

τ
+

(
1

ρ
∇pn+1 −

1

ρ
∇pn

)

+
( ν

K
un+1 −

ν

K
u∗

)

= 0 (3.2)

∇ · un+1 = 0 (3.3)

where un, pn,u∗, p∗,un+1, pn+1 stand for pressure and velocity at time tn, tn+1/2, tn+1

respectively. The intermediate velocity field, u∗, is not divergence-free in general.

Now, let us apply divergence operator ∇· to equation (3.2):

∇ ·

((
1

τ
+

ν

K

)

un+1

)

−∇ ·

((
1

τ
+

ν

K

)

u∗

)

+∇ ·

(
1

ρ
∇pn+1 −

1

ρ
∇pn

)

= 0 (3.4)

Then by dividing the equation (3.4) by
(
1
τ
+ ν

K

)
and applying divergence free condition

(3.3) we get the following equation:

∇ ·

((ρ

τ
+

ρν

K

)
−1

∇δp

)

= ∇ · u∗, δp = pn+1 − pn (3.5)

By solving equation (3.5) we can calculate pressure correction δp and then using its

value restore pressure and velocity for next timestep. Here is the full algorithm:

Velocity predictor:

u∗ − un

τ
+ (un ·∇)u∗ − ν∆u∗ +∇pn +

ν

K
u∗ = fn (3.6)

Pressure corrector:

∇ ·

((ρ

τ
+

ρν

K

)
−1

∇δp

)

= ∇ · u∗, δp = pn+1 − pn (3.7)

Pressure update:

pn+1 = pn + δp

un+1 = un +
(ρ

τ
+

ρν

K

)
−1

∇δp
(3.8)
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Semi-implicit discretization of the Navier-Stokes equations

Here is another approach which can be used for the time discretization of the Navier-Stokes-

Brinkman equations. Let us denote by p0 the exact pressure field at t = 0, and by φ0 an

approximation to ∆t∂tp(0). The initial pressure p0 is not part of the initial data but it can

be computed from ∆p0 = ∇ · (f0 +∆u0) , ∂np
0
|∂Ω = (f0 +∆u0) · n under certain compat-

ibility conditions on the data (see section 2.3 of [40]). The approximation φ0 can then be

computed using a non-incremental scheme at the first time step. The scheme proceeds for

all n ≥ 0 as follows:

Pressure predictor:

p∗,n+1/2 = pn−1/2 + φn−1/2 (3.9)

Velocity update:

un+1 − un

τ
+ (un ·∇)un+1 −

1

2
ν∆(un+1 + un) +

1

ρ
∇p∗,n+1 +

ν

2K
(un+1 + un) = fn+1

(3.10)

Pressure corrector:

∆φn+1 =
ρ∇ · u∗

τ
(3.11)

Pressure update:

pn+1 = pn + φn+1 −
1

2
χν∇·(un+1 + un), χ ∈ [0, 1] (3.12)

3.1.2 Spatial discretization

The equations obtained after the time discretization procedure, namely (3.6)–(3.8) and

(3.9)–(3.12), are discretized in space on a rectangular Cartesian staggered grid using a

finite volume method [23] [26]. We will explain the spatial discretization on a set of equa-

tions (3.6)–(3.8).

As it was described in chapter 2.2, the domain Ω is partitioned into non-uniform Carte-

sian control volumes Sijk associated to the scalar grid nodes.

Let’s introduce the following notation: with superscript h (Ωh,Ωh
f ,Ω

h
p ,Ω

h
s ) we will de-

note domains obtained after domain approximation procedure; as cijk = (xi, yj , zk) and

hijk = (hxi , h
y
j , h

z
k) we will denote center and size of control volume Sijk.

The discrete value of the pressure pijk is stored in center cijk of a control volume Sijk.
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(a) Discrete unknowns associated
with grid.

Vij

vij

Sij

pij

Uij

uij Sij : CV for pij

Vij : CV for vij

Uij : CV for uij

(b) Control volumes (CV) on staggered grid

Figure 3.1: Staggered Cartesian grid arrangement.

In contrast, discrete values of the velocity components (uijk, vijk, wijk) are stored at nodes

that are staggered with respect to the pressure grid nodes, in other words point of a ve-

locity component is defined on a center of control volume face, so components of velocity

uijk, vijk, wijk are defined in points (xi +
hi
2 , yj , zk), (xi, yj +

hj

2 , zk), (xi, yj , zk +
hk
2 ) respec-

tively. From this location of discrete unknowns follows that each unknown has its own

control volume. Figure 3.1 shows described arrangement.

Momentum equation

Momentum equation (3.10) is solved for each component of the velocity independently, so

for brevity let us describe the finite volume algorithm for the first component of velocity in

case of a 2D domain.

In order to obtain finite volume method formulation for momentum equation we in-

tegrate governing equation for x-velocity component (u) over the control volume, corre-

sponding to Uij (rectangle ABCD in the figure 3.2):

∫∫

Uij

(
∂u

∂t
+ (u·∇)u− ν∆u+

1

ρ
∇p+

ν

K
u

)

dUij = 0 (3.13)

For the volume integral of the diffusive term ν∆u = ν∇ · (∇u) we can apply divergence

theorem:
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hx
i+1hx

i

A

B C

DF

E

h
y

j

Uij

uij

Sij , νijSi−1j ,
νi−1j

pi+1jpij

Vij

vij

Figure 3.2: Integration over x-component velocity control volume Uij

∫∫

V

(∇ · F ) dV =

∫

S

(F · n) dS (3.14)

It will give us the following equation:

∫∫

Uij

(
∂u

∂t
+ (u·∇)u+∇p+

ν

K
u

)

dUij −

∫

∂Uij

(ν∇u) · ndS = 0 (3.15)

Volume integrals discretization.

∫∫

Uij

(
∂u

∂t
+ (u·∇)u+∇p

)

dUij ≈

(

∂uij
∂t

+

[

u
∂u

∂x
+ u

∂v

∂y

] ∣
∣
∣
∣
(xi+

hxij
2

,yj)

+
∂p

∂x

∣
∣
∣
∣
(xi+

hxij
2

,yj)

)

|Uij |,

(3.16)

where |Uij | = hyij(
hx
ij

2 +
hx
i+1j

2 ) is a volume of the control volume Uij .

Pressure gradient discretization reads as follows:

∂p

∂x

∣
∣
∣
∣
(xi+

hxij
2

,yj)
≈

pi+1,j − pij
hx
ij

2 +
hx
i+1j

2

(3.17)

For the discretization of non-linear convective terms we are applying upwind scheme,
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where velocity values for the derivative discretization is taken from the upstream direction:

u
∂u

∂x

∣
∣
∣
∣
(xi+

hxij
2

,yj)

≈

⎧

⎪⎪⎨

⎪⎪⎩

uij
uij − ui−1j

hxij
if uij > 0,

uij
ui+1j − uij

hxi+1j

if uij < 0,
(3.18)

The other convective terms have also to be also approximated. It is necessary to take

into account the fact that different velocity components are located at different places.

The convective term v ∂u
∂y has to be approximated in the momentum equation related to u.

As it was stated earlier, velocity component u is located in a point with the coordinates

(xi +
hx
ij

2 , yj) for the control volume Uij . Therefore if we want to get an approximation

for the convective term we have to find the value of the velocity component v in the point

(xi +
hx
ij

2 , yj). In order to do it we will first find values of v in points (xi +
hx
ij

2 , yj +
hy
ij

2 ) and

(xi +
hx
ij

2 , yj −
hy
ij

2 ) (see point E and F respectively on the Fig. 3.2 ):

v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj+
h
y
ij
2

)

≈
vi+1jh

x
ij + vijh

x
i+1j

hxij + hxi+1j

(3.19)

v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj−
h
y
ij
2

)

≈
vi+1j−1h

x
ij + vijh

x
i+1j

hxij−1 + hxi+1j

(3.20)

Then, since the velocity at point (xi+
hx
ij

2 , yj) is located at the middle of the face EF , the

velocity v in this point can be calculated by linear interpolation of the values from (3.19)

and (3.20):

v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj)

≈

v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj−
h
y
ij
2

)

+ v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj+
h
y
ij
2

)

2
(3.21)

The sign of v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj)

is used for the upwind approximation of v ∂u
∂y :

v
∂u

∂y

∣
∣
∣
∣
(xi+

hxij
2

,yj)

≈

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj)

uij+1 − uij
hy
ij

2 +
hy
ij+1

2

if v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj)

> 0,

v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj)

uij − uij−1

hy
ij

2 +
hy
ij−1

2

if v

∣
∣
∣
∣
(xi+

hx
ij
2

,yj)

< 0,
(3.22)

Special care has to be taken for the integral over Brinkman term
ν

K
u, because the

coefficient
ν

K
is a constant on control volumes for scalar variables such as Sij , Si+1j , and
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therefore it can have different different values for the left sub-volume U
−1/2
ij = ABEF and

for the right sub-volume U
+1/2
ij = FECD of the control volume Uij:

∫∫

Uij

( ν

K
u
)

dUij =

⎛

⎜
⎜
⎝

∫∫

U
−1/2
ij

ν

K
dU

−1/2
ij +

∫∫

U
+1/2
ij

ν

K
dU

+1/2
ij

⎞

⎟
⎟
⎠

uij =

(
νij

Kij
|U

−1/2
ij |+

νi+1j

Ki+1j
|U

+1/2
ij |

)

uij

|U
−1/2
ij | = hyij

hxij
2
, |U

−1/2
ij | = hyij

hxi+1j

2
(3.23)

Surface integrals discretization.

Surface integrals are decomposed into four integrals over faces of the control volume

Uij:

∫

∂Uij

(ν∇u)
︸ ︷︷ ︸

F1

·ndS =

∫

AB

F1 · ndS +

∫

BC

F1 · ndS +

∫

CD

F1 · ndS +

∫

DA

F1 · ndS (3.24)

Faces AB and CD are located inside the control volumes for pressure (Sij , Si+1j), where

the value of the viscosity ν is constant. First, let us consider the integral over CD:

∫

CD

F1 · ndS = F1 · n|i+1,j · |CD| =

(

νi+1j
ui+1j − uij

hxi+1

)

hyij (3.25)

Similar for other integrals:

∫

AB

F1 · ndS = −

(

νij
uij − ui−1j

hxi

)

hyij (3.26)

∫

BC

F1 · ndS =

⎛

⎝νi+ 1

2
j+ 1

2

uij+1 − uij
hy
ij+1

2 +
hy
ij

2

⎞

⎠

(
hxij
2

+
hxi+1j

2

)

(3.27)

∫

DA

F1 · ndS = −

⎛

⎝νi+ 1

2
j− 1

2

uij−1 − uij
hy
ij−1

2 +
hy
ij

2

⎞

⎠

(
hxij
2

+
hxi+1j

2

)

(3.28)
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Pressure correction equation

After explaining the discretization of the momentum equations, we have to describe the dis-

cretization of the pressure correction equation (3.7). As before, we integrate the governing

equation over control volume associated with the unknown variable (the pressure in this

case).

∫∫

Sij

(

∇ ·

((ρ

τ
+

ρν

K

)
−1

∇δp

))

dSij =

∫∫

Sij

(∇ · u∗) dSij (3.29)

Then by applying divergence theorem (3.14) we get the following equation:

∫

∂Sij

((ρ

τ
+

ρν

K

)
−1

∇δp

)

· ndS =

∫

∂Sij

u∗ · ndS (3.30)

As before we decompose the surface integral into four integrals over individual faces of

Sij . Since the procedure is very similar to what we have done for momentum equation, let

us stop only on one difficult point: how we should deal with the coefficient
(ρ

τ
+

ρν

K

)
−1

on

the faces between two pressure cells. As example, let us consider the face EF . The density

ρ and the permeability K may take different values in points (xi, yj), (xi+1, yi) and when

this points belong to different media the jump in the coefficient can be significant. Let us

denote
(ρ

τ
+

ρν

K

)
−1

as KB, so that KB(xi, yj) = KB
ij , KB(xi+1, yj) = KB

i+1j and KB
EF is

the value of KB interpolated on the face EF . To get value of KB on the face EF we use

harmonic interpolation:

KB
EF =

hxij + hxi+1j

hx
ij

KB
i+1j

+
hx
i+1j

KB
ij

(3.31)

Mass sinks and sources.

Let us consider the pressure correction equation (3.7) in case non-zero mass source Q:

∇ ·

((ρ

τ
+

ρν

K

)
−1

∇δp

)

= Q+∇ ·u∗. On the discrete level every scalar finite volume cell Sij

can act like a source (it adds some amount of liquid to the domain) or like a sink (it removes

some amount of liquid from the domain). To satisfy the incompressibility constraint, the

sinks and the sources have to be consistent with each other, and to be consistent with the

boundary conditions. In a spatial discretization the mass term appears in the following

form:
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Figure 3.3: Channel filter geometry and pressure drop.

∫∫

Sij

QijdSij = Qij |Sij|, |Sij| = hxi h
y
j (3.32)

3.1.3 Numerical experiments

Two short examples are presented at the end of this Chapter just in order to demonstrate

the capability of the developed algorithm to handle different flow regimes using the same

mathematical model. The first example was used also for validation, because analytical

solution is available in this case. In the second case, one and the same model, Navier-

Stokes-Brinkman equations, (as expected) gives very different solutions for different values

of the permeability.

Flow in a channel with a porous block

In this example let us consider a parallelepiped (x, y, z) : 0 ≤ x ≤ 3, 0 ≤ y ≤ 3, 0 ≤ z ≤ 6

with a single porous layer (x, y) : 0 ≤ x ≤ 3, 0 ≤ y ≤ 3, 2 ≤ z ≤ 4 The following problem

parameters are specified: kp = 10−4, ν = 0.01, ρ = 998.21. In the inlet velocity w = −1 is

prescribed.

In this example we want to see if our models are able to catch pressure drop effects.

Both models (3.6)–(3.8) and (3.9)–(3.12) have shown similar behaviour. Pressure drop in

a slice is shown on the left panel of the figure 3.3.
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(a) Simulation domain. (b) Sink position. (c) Source position.

Figure 3.4: Flow in room with internal walls. Simulation domain.

Flow in a room with internal walls

In the course of an accident, leakages may occur in different parts of a containment. These

leakages may act as sinks or as sources. With this example we want to demonstrate the

influence of the mass sinks and sources terms, combined with the influence of the perme-

ability of the obstacles on the flow regimes.

The computational domain is a parallelepiped room with two internal walls. The room

is filled with water, see figure 3.4a for details on the geometry. We’ve placed a source at the

top of the room (see figure 3.4b) and a sink at the bottom of the room (see figure 3.4c). The

volume of water generated by the source equals to the volume of water which is withdrawn

into the sink, therefore the water level doesn’t change, but an intensive water flow may

exist, as it is illustrated on figure 3.5a and figure 3.5b.

3.2 Alternating direction implicit method for the pressure cor-

rection equation

As it was stated in the introduction one of the important requirement for the developed

models and software tool is an ability to gain the result fast.

As in the case of the classical Navier-Stokes equations, the solution of the Poisson pres-

sure correction equation can often be a very computationally intensive task. To circumvent

this difficulty [37] proposed to use a perturbation of the continuity equation based on a

direction-wise factorized operator instead of the classical Laplace operator which allows for

the use of a fast tridiagonal direct solver. Let us introduce this idea here.
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(a) Velocity in vertical slice.

(b) Velocity in horizontal slice.

Figure 3.5: Velocity vectors in slices.
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In [80] was pointed that Chorin’s projection method can be interpreted as a pressure sta-

bilization Petrov-Galerkin method, in which the pressure term in the momentum equation

is treated explicitly:

⎧

⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂uϵ

∂t − ν∆uϵ +∇pϵ = f in Ω× [0, T ]

−ϵ∆pϵ +∇·uϵ = 0, in Ω× [0, T ]

uϵ|∂Ω = 0, ∂npϵ|∂Ω = 0 in [0, T ], and

uϵ|t=0 = u0, pϵ|t=0 = p0 in Ω

(3.33)

In [42] it is stated that Laplace operator ∆ in the second equation of the system 3.33

can be replaced by any operator A which possess specific property: A and its domain D(A)

are such that the bilinear form a(p, q) :=
∫

Ω

qApdx satisfies conditions:

a is symmetric, and ∥∇q∥2
L2 ≤ a(q, q), ∀q ∈ D(A). (3.34)

In [37] it is proven that if A is chosen in the factorized form

A := (I − ∂xx)(I − ∂yy)(I − ∂zz),

then its bilinear form satisfies the properties (3.34).

Semi-implicit time discretization of the Navier-Stokes equations with direction-wise fac-

torized operator on domain Ω and time interval [0, T ] reads as follows:

Pressure predictor

p∗,n+1 = pn + φn

Velocity update

un+1 − un

τ
+ (un·∇)un −∆un+1 +∇p∗,n+1 = 0

Pressure corrector:

Aφn+1 = −
∇ · un+1

∆t

Pressure update:

pn+1 = pn + φn+1

(3.35)
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As shown in [42] this scheme is unconditionally stable for the unsteady Stokes problem

and is first order accurate in time if the domain has a simple rectangular/parallelepiped

shape. In our situation, the shape of the domain is much more complex and therefore the

operator A supplied with zero Neumann conditions may not satisfy the conditions required

to maintain the stability and accuracy of the algorithm (see [42]). In order to explain the

difficulties arising in the pressure problem in case of complex geometries, let us assume

for a moment that the problem is two-dimensional. As discussed in [42], if Ω has a simple

rectangular shape, we need to use homogeneous Neumann boundary condition in each

direction when we invert the operator A. This is because we need that the bilinear form

associated with it, (Ap, q) for some p, q in the domain of A, be symmetric and coercive.

Then it is easy to show that the solution of pressure corrector step of the scheme (3.35)

has a gradient controlled by the L2 norm of the velocity at the new time level because

||∇q||2 ≤ (Aq, q), ∀q ∈ D(A). This in turn guarantees the stability and accuracy of the

scheme. To understand the difficulty arising in the case of a complex geometry let us first

consider the bilinear form in Ω = [0, 1] × [0, 1] and integrate by parts the second order

derivatives as follows

∫

Ω

qApdx =

∫

Ω

q(1− ∂xx)ψdx =

∫

Ω

(qψ + ∂xq∂xψ)dx

=

∫

Ω

(q(1− ∂yy)φ+ ∂xq∂x(1− ∂yy)φ)dx

=

∫

Ω

(qφ+ ∂yq∂yφ+ ∂xq∂xφ− ∂xq∂xyyφ)dx =

=

∫

Ω

(qφ+ ∂yq∂yφ+ ∂xq∂xφ+ ∂xyq∂xyφ)dx

−

∫

{y=1}
∂xq(x, 1)∂xyφ(x, 1)dx+

∫

{y=0}
∂xq(x, 0)∂xyφ(x, 0)dx.

(3.36)

The boundary terms are zero if the following boundary conditions are imposed: ∂xψ(1, y) =

0 and ∂xψ(0, y) = 0 for all y ∈ (0, 1), ∂yφ(x, 1) = 0 and ∂yφ(x, 0) = 0 for all x ∈ (0, 1). Note

that the last two conditions imply that ∂xyφ(x, 1) = ∂x(∂yφ(x, 1)) = 0, and ∂xyφ(x, 0) =

∂x(∂yφ(x, 0)) = 0 for all x ∈ (0, 1) and so the last boundary terms in (3.36) vanish. How-

ever, if the boundary has a more complex shape, the mixed derivative ∂xyφ|∂Ω does not

necessarily vanish and the non-zero boundary terms of the type ∂xq∂xyφ imply that the

bilinear form looses its positive definiteness. This in turn destabilizes the algorithm. How-

ever, we can make the following observation. Suppose that we cover the domain Ω with
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a finite number of quadrilaterals in 2D or parallelepipeds in 3D, whose sides are orthog-

onal to one of the coordinate axes. Then if we use the operator A with zero Neumann

boundary conditions on each piece of the boundary for computation of the pressure on the

so extended domain, it is clear that we can integrate by parts as in (3.36) on each of the

rectangles/parallelepipeds. Moreover, all the boundary terms will vanish since on the exter-

nal pieces of boundary we enforce zero Neumann conditions, and on all internal interfaces

between the subdomains the continuity of the fluxes implies that all the boundary terms on

those interfaces would cancel each other as well.

In other worlds, we need to extend our problem to a rectangular/parallelepiped do-

main containing Ω entirely. Note, that this is exactly what the fictitious domain method

is designed for. An attentive reader may remembered that in the introduction (see 1) we

discussed two possibilities of how complex-shaped domains and complex-shaped obstacles

can be treated: immersed boundary method (see 1.2.1) and fictitious domain method (see

1.2.2). Now it is clear that if we want to use fast direction-wise factorized operator for the

pressure correction step as an alternative to the slow Poisson pressure correction equation,

than we better use fictitious domain method instead of one of the variants of the immersed

boundary methods.

3.2.1 Numerical algorithm

Here we are discussing adjustment of the algorithms proposed in [42] to the penalized

Navier-Stokes equations.

Time discretization

In [37] it was shown that if the domain of the problem has a simple shape, it is convenient to

perturb the continuity equation to the form
d∏

i=1
(I − ∂xixi)φ = −∇·u/∆t with φ being either

the pressure itself (for first order schemes) or its time increment (for higher order schemes).

Therefore, it would be also convenient to apply the same direction-splitting procedure to

the momentum equation. However, since the permeability is space-dependent, the direction

splitting of the momentum equation, in case of an implicit treatment of the Brinkman term

νu/k, is not very straightforward. To understand the problem, let us consider the Douglas
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splitting for the first equation in (3.10) (see [45]) in the following factorized form

d∏

i=1

(

b(x)I −
ν∆t

2b(x)
∂xixi

)
un+1 − un

∆t
− ν∆un +

ν

k
un +∇p∗,n+1/2 = f

n+1/2, (3.37)

with b(x) = (1 + ν∆t/(2k))1/d and I being the identity operator. It is clear that since

b(x)−1∂x1x1
and b(x)−1∂x2x2

do not commute in general, the product operators of the type

b(x)−1∂x1x1
b(x)−1∂x2x2

are not necessarily positive and self-adjoint which affects the stabil-

ity of the scheme. As proven in [83], section 2.2.3, the Douglas scheme is unconditionally

stable in 2D but the stability in 3D cannot be guaranteed. Therefore, here we do not con-

sider the possibility to split direction-wise the momentum equation. As a result, the full

2D/3D momentum problem is solved by means of an iterative procedure. The reader is

referred to [2] for some possibilities for a direction splitting of the momentum equation

in the non-commutative case, however, no theory for the case of Navier-Stokes-Brinkman

flows has been developed in the case of non-commutative splitting of the momentum equa-

tion.

Therefore in order to obtain full algorithm we need to change pressure correction step

(3.11) in the scheme (3.9–3.12) in a following way:

Pressure-corrector:

Aφn+1/2 = − 1
∆t∇·un+1, (3.38)

where A =
d∏

i=1
(I − ∂xixi) together with homogeneous Neumann boundary conditions on

∂Ω. This operator is factorized alongside the spatial directions and is therefore much easier

to invert than the usual for projection methods Laplace operator. The solution to problem

(3.11) can in fact be computed as the following sequence of one dimensional problems:

ψ − ∂xxψ = −
∇ · un+1

∆t
,

η − ∂yyη = ψ,

φ− ∂zzφ = η.

The stability of the scheme is guaranteed by the following theorem.

Theorem 3.2.1. Assume that the solution to (3.10) is smooth enough. There exist c, indepen-

dent of τ , such that for all T and all χ ∈ [0, 1] the solution to (3.9), (3.10), (3.38), (3.12)
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satisfies the following stability estimate:

∥u∥2
ℓ∞(0,T ;L2)

+
τ

2
∥ν1/2∇u∥2

ℓ∞(τ,T ;L2)
+ τ2∥p∥ℓ∞(τ,T−τ,D(A))+

τ

2
∥
(ν

k

)1/2
u∥2

ℓ∞(τ,T ;L2)
≤ c(∥u

0∥2
L
2 + τ2∥p−1/2∥2A+

τ

2
∥ν1/2∇u

0∥2
L
2 +

τ

2
∥
(ν

k

)1/2
u
0∥2

L
2 + ν−1∥f∥ℓ2(τ,T ;H−1)).

(3.39)

Proof. The proof follows along the same lines as the proof of stability of the direction split-

ting scheme in the case of Navier-Stokes equations given in [37]. Nevertheless, there are

certain differences and we provide a sketch of the proof for the case χ = 0. This stability

estimate can then be used to study the accuracy of the scheme similarly to the case of the

rotational pressure correction method studied in [39]. We first multiply (3.10) by 2τun+1,

integrate over Ω, and use the identity 2(a− b, a) = ∥a∥2 + ∥a− b∥2 − ∥b∥2 and the Young’s

inequality to obtain

∥un+1∥2
L2 + ∥un+1 − un∥2

L2 +
τ

2
∥ν1/2∇un+1∥2

L2

+ 2τ(∇p∗,n+1,un+1) +
τ

2
∥
(ν

k

)1/2
un+1∥2

L2 ≤

∥un∥2
L2 +

τ

2
∥ν1/2∇un∥2

L2 +
τ

2
∥
(ν

k

)1/2
un∥2

L2 + 2∆t

∫

Ω

f
n+1 · un+1dΩ

(3.40)

Now we use the properties (3.34) of the operator A to deduce that the pressure correc-

tion (pn+1 − pn) ∈ D(A) solves the following problem for n ≥ 0:

a(pn+1 − pn, q) = −τ−1(∇·un+1, q), ∀q ∈ D(A). (3.41)

Testing it with 2τ2p∗,n+1 := 2τ2(2pn − pn−1) (in the case χ = 0) and using the symmetry

and coercivity of a(·, ·) we obtain that

−2τ(∇·un+1, p∗,n+1) = τ2
(
∥pn+1∥2A−

∥pn∥2A + ∥δpn∥2A − ∥δ2pn+1∥2A
)
.

(3.42)

where δpn = pn−pn−1 is the usual difference operator. The control on ∥δ2pn+1∥2A is obtained
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subtracting (3.41) at time tn from (3.41) at time tn+1 and by testing the result with τδ2pn+1,

τ∥δ2pn+1∥2A = −(∇·(un+1 − un), δ2pn+1) = (un+1 − un,∇δ2pn+1)

≤ ∥un+1 − un∥L2∥∇δ2pn+1∥L2 .
(3.43)

Then the coercivity property of the bilinear form a implies that

τ∥∇δ2pn+1∥L2∥δ2pn+1∥A ≤ ∥un+1 − un∥L2∥∇δ2pn+1∥L2 ,

which yields the inequality τ2∥δ2pn+1∥2A ≤ ∥un+1 − un∥2
L2 . This bound together with (3.42)

gives the following bound on the pressure gradient term in (3.40)

τ2
(
∥pn+1∥2A + ∥δpn−1∥2A − ∥pn−1∥2A

)
≤

−2τ(∇·un+1, p∗,n+1) + ∥un+1 − un∥2
L2

(3.44)

which after summing with (3.40) gives

∥un+1∥2
L2 + τ2∥pn+1∥2A +

τ

2
(∥ν1/2∇un+1∥2

L2 +
τ

2
∥
(ν

k

)1/2
un+1∥2

L2

≤ ∥un∥2
L2 + τ2∥pn−1∥2A +

τ

2
∥ν1/2∇un∥2

L2 +
τ

2
∥
(ν

k

)1/2
un∥2

L2 + ν−1∥f∥H−1 . (3.45)

The final estimate is obtained by summing (3.45) over the time levels from 0 to N − 1 =

T/τ − 1.

This stability estimate can be used to derive a first order error estimate on the velocity

and the pressure in the L2 norm similarly to theorem 3.1 of [40]. However, the main

problem that prevents the derivation of an optimal second order estimate on the velocity in

the fully split case of the Stokes equations considered in [40], remains in the present case

too. In essence, it is due to the fact that the norm generated by the factorized operator A

is not equivalent to the H1 norm which in turn does to allow to apply the usual duality

argument for obtaining an optimal estimate. Thus in the present case, as in the case of

the Stokes problem with split momentum equation considered in [40], using the same

arguments, we can currently derive only estimates for velocity error. In L2 norm it is of

order ∆t3/2 in the case of χ > 0 (see also theorem 4.2 of [40]). The improvement in

the present case is that this result is valid irrespectively of the spatial dimension because

the momentum equation is not discretized with a direction splitting scheme. Overall, the
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extension of all results for the Stokes problem in simple domains obtained in [40] to the

Brinkman case is quite straightforward, and the purpose of the present paper is mainly to

show that the factorized perturbation of the incompressibility constraint (3.38) works in

the Brinkman case independently of the domain shape i.e. the pressure can be extended

outside of the fluid domain with a penalty approach and this would not hamper the stability

of the splitting.

3.2.2 Computational cost of the direction splitting operator vs. Laplace op-

erator in the pressure correction equation

For simplicity, let us consider a cubic domain covered with a grid containing n × n × n

nodes. Under the reasonable assumption that the cost for assembling the matrices is small

compared to the cost of solving the systems of linear equations, let us evaluate the number

of operations needed for computing the solution for the pressure per time step.

Direction splitting operator. In 3D, the Thomas algorithm for tri-diagonal matrices has

to be employed 3n2 times (i.e., n2 times in each direction). Each Thomas algorithm requires

5n multiplications/divisions and 3n summations/subtractions. So, the total of 15n3 + 9n3

operations are required.

Laplace operator. Suppose now that we use an iterative method to solve the pressure

Poisson equation1. Each iteration requires at least one matrix-vector multiplication, which

for a seven-diagonal matrix will require 7n3 multiplications and 6n3 summations, thereby

7n3 + 6n3 is the total number of operation for one matrix-vector multiplication.

These results clearly indicate that even if the iterative method converges with only a

couple of iterations, the solution of pressure equation with a direction splitting operator

and a direct tri-diagonal solver requires less operations than the iterative solution of the

pressure Poisson equation.

1Note that the Poisson equation can be solved using fast Fourier transform (FFT). The parallel performance

of the FFT algorithm, however, is much worse than that of a Thomas-based Schur complement approach (see

[37])
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3.2.3 Numerical experiments

Preliminaries

The performance of the two approximations to the incompressibility constraint discussed

here: the pressure Poisson equation, and the directionally factorized perturbation (3.38), is

compared in a domains involving fluid and porous regions. The domain of the first problem

is a channel with sudden contraction, containing a porous subdomain with a given perme-

ability. If the permeability is very large, the Darcy term in the Brinkman equations tends to

zero, and therefore the flow in the porous subdomain is unrestricted similarly to the rest of

the fluid domain. For very small values of the permeability, the Darcy term dominates in

the porous subdomain, and may completely prevent the flow through it. In fact, in this case

the Stokes-Brinkman equations become a Fictitious Domain (penalty) formulation for the

Stokes equations with no-slip boundary conditions on the boundary of the subdomain in

which an extremely low porosity is defined. The domain of the second problem is a channel

with two porous subdomains. In this case time dependent boundary conditions are applied.

The main goal of these simulations is to compare the results for the velocity and pres-

sure computed with the classical Poisson equation for the pressure increment (classical

incremental projection scheme in a rotational form; see [36]), and the factorized operator

A defined above. Therefore, we define u∆, p∆ to be the velocity and pressure calculated us-

ing the classical projection scheme, and uA, pA – the velocity and pressure calculated using

the scheme with the operator A in the pressure correction step.

In all test cases presented below the viscosity is set to ν = 10−6m2 · s−1 and the param-

eter χ is set to one. The momentum equation of both schemes, and the pressure-Poisson

equation in the classical projection scheme are solved by a generalized minimal residual

method with ILU preconditioner (see [84] for implementation details). All simulations

were performed on a machine with a dual core Intel Xeon 5148LV with 8 GB RAM.

Flow in a channel with a sudden contraction and a porous obstacle

As a first test case, consider the flow in a channel with a sudden contraction and a porous

obstacle (see figure 3.6). No-slip boundary conditions are prescribed on the entire bound-

ary except for the inlet AB and the outlet CD where a parabolic profile for the velocity is

prescribed:
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Figure 3.6: Sketch of a channel with a sudden contraction and a porous obstacle.

uAB = α1x1(x1 − 1.5), 0 ≤ x1 ≤ 1.5, x2 = 3

uCD = α2x1(x1 − 0.6), 0 ≤ x1 ≤ 0.6, x2 = 0

The coefficients α1 and α2 are specified so that the flow rates at both ends of the channel

are equal:
∫ 1.5

0
α1x(x− 1.5)dx =

∫ 0.6

0
α2x(x− 0.6)dx = 0.015.

The usual zero Neumann boundary condition on the entire boundary is imposed on the

pressure correction.

In figure 3.7 we show the L2 norm of the difference of the two velocities and the pres-

sures, ∥u∆ − uA∥L2
and ∥p∆ − pA∥L2

, as a function of ∆t. Clearly, the rate of decrease of

both errors is similar to the theoretical estimates for the convergence error of the classical

incremental projection scheme in a rotational form (see [39]): second order for the velocity

and order 3/2 for the pressure error in the L2 norm. At the same time, the simulations with

the directional splitting approach (using the factorized operator A) are significantly faster

(see table 3.1).

To compare CPU time usage, we’ve taken into account that the computational time for

the iterative solvers depends on the number of iterations, and the latter depends on the

prescribed tolerance, as well as on the used time step (this information is summarized in
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table 3.1).

(a) Pressure L2 error: ∥p∆ − pA∥L2
(b) Velocity L2 error: ∥u∆ − uA∥L2

Figure 3.7: Pressure and velocity error; test case of section 3.2.3 (h = 0.005).

In the left panel of figure 3.8 we display the horizontal profiles of the velocity along the

vertical segment EF (see figure 3.6) at various permeabilities. The corresponding velocity

vectors are displayed in the right panel of figure 3.8.

Table 3.1: CPU time comparison; test case of section 3.2.3

h/N ∆t Tolerance

for iterative

solver

Time for

Laplace

Time for DS

operator

Speed up

0.01/37800 1e-5 1e-8 18.18 2.35 7.7

0.01/37800 1e-5 1e-12 34.12 2.35 14.52

0.01/37800 1e-7 1e-8 22.14 2.35 9.42

0.01/37800 1e-7 1e-12 28.89 2.35 12.3

0.005/151200 1e-5 1e-8 86.12 6.57 13.1

0.005/151200 1e-5 1e-12 97.43 6.57 14.8

0.005/151200 1e-7 1e-8 78.16 6.57 11.8

0.005/151200 1e-7 1e-12 84.25 6.57 12.8

Flow in a channel with two porous obstacles and time dependent boundary conditions

To further illustrate the properties of the factorized scheme, consider the flow in a vertical

channel with two porous blocks (see figure 3.9). No-slip boundary conditions are prescribed

on the solid walls AC and BD, while at the inlet AB and the outlet CD time a dependent
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High permeability (k = 10−4).

Moderate permeability (k = 10−6).

Extremely low permeability (k = 10−8).

Figure 3.8: Velocity profile in the segment EF and the corresponding velocity field for dif-

ferent values of permeability; test case of section 3.2.3 (h = 0.025,∆t = 0.01 ).
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Figure 3.9: Sketch of the channel with two porous obstacles.

profile for the velocity is prescribed: −(π + sin(5t)). The domain is given by: 0 ≤ x1 ≤

1.5, 0 ≤ x2 ≤ 1.

In figure 3.10 we show the norm of the difference of the velocities and the pressures,

∥u∆ − uA∥L2
and ∥p∆ − pA∥L2

, as a function of ∆t, and in figure 3.11, the vertical profiles

of the velocity along the vertical segment EF, as well as the velocity vectors in the entire

domain. As in the previous test case, the velocity and pressure difference has a very sim-

ilar convergence rate to the corresponding convergence errors of the classical incremental

projection scheme in a rotational form.

(a) Pressure L2 error: ∥p∆ − pA∥L2
(b) Velocity L2 error: ∥u∆ − uA∥L2

Figure 3.10: Pressure and velocity error; test case of section 3.2.3 (h = 0.005).
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Moderate permeability in both porous areas (kupper = klower = 10−6).

Low permeability in both porous areas (kupper = klower = 10−8).

Low permeability in the upper area (kupper = 10−8), and moderate permeability in the

lower area (klower = 10−6)

Figure 3.11: Velocity in the slice and corresponding velocity vectors for different values of

permeability; test case of section 3.2.3 (h = 0.025,∆t = 0.01)
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Table 3.2 shows the CPU time comparison for the two schemes, confirming again that

the simulations with the direction splitting approach are significantly faster .

Table 3.2: CPU time comparison; test case of section 3.2.3.

h/N ∆t Tolerance

for iterative

solver

Time for

Laplace

Time for DS

operator

Speed up

0.01/45000 1e-5 1e-8 20.24 2.4 8.61

0.01/45000 1e-5 1e-12 38.12 2.4 16.2

0.01/45000 1e-7 1e-8 27.14 2.4 11.54

0.01/45000 1e-7 1e-12 33.89 2.4 14.42

0.005/180000 1e-5 1e-8 88.15 6.8 12.9

0.005/180000 1e-5 1e-12 99.4 6.8 14.6

0.005/180000 1e-7 1e-8 79.25 6.8 11.6

0.005/180000 1e-7 1e-12 85.13 6.8 12.5

3.2.4 Summary

The results presented in this section demonstrate that the direction-factorized perturba-

tion of the incompressibility constraint of the Navier-Stokes equations proposed in [37]

can be applied to the Navier-Stokes-Brinkman equations yielding an unconditionally stable

scheme. We do not consider here the possibility for a direction splitting of the momen-

tum equations since it would generally yield non-commutative one-dimensional operators

which significantly complicates the stability estimate. Although some possibilities for such

splitting of the momentum equation in the non-commutative case are discussed in [2] the

stability of the overall algorithm in the Navier-Stokes or Navier-Stokes-Brinkman case is still

an open problem.

The presented numerical results clearly demonstrate on two test cases involving fluid

and porous areas, that the difference between the velocities and pressures computed with

the current direction-slitting approach, and the classical incremental projection scheme in
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(a) Resolving a cylinder by changing a mesh
size.

(b) Resolving a cylinder by partial grid refine-
ment.

Figure 3.12: Some approaches for resolving a region of interest in the simulation domain.

a rotational form decrease as O(∆t2) and O(∆t3/2) respectively. In other words, the con-

vergence rates in time of the two algorithms are close to the theoretical estimates for the

incremental projection scheme in a rotational form.

3.3 Alternating direction implicit method for a domain with par-

tially matching grid

In modeling of physical processes, especially when we are dealing with NPP safety evalua-

tion, it is often the case when some parts of simulation domain are more interesting than

others. Different approaches can be used in order to resolve a more interesting part of the

geometry. Let us consider flow around circular cylinder (the setup for this problem was in-

troduced in section 1.2.3). Assuming we are interested in resolving in details an area near

cylinder. One simple way how we can do it, it is by decreasing a spatial step in all directions

near cylinder like it is shown in the figure 3.12a. This approach has obvious disadvantage:

not only area near cylinder is resolved, but also some extra area, especially in this exam-

ple when channel can be sufficiently long overhead may be noticeable. Another approach

is presented in the figure 3.12b: only part near cylinder which we are interested can be

resolved. In this section we present a method which can be used in order to deal with a

domain from figure 3.12b. For example, in [21] was proposed local refinement approach

for structured grids, here we also want to present similar approach but in our case we also

want to take some benefits from alternating direction implicit technique.
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3.3.1 Solution of a parabolic equation on a domain with partially matching

grid

Solution algorithm for a 2D heat equation with Dirichlet boundary conditions by the

Peaceman-Rachford method

In order to explain an approach which can be used in order to treat non-matching grid let

us use some simplified problem. Let us take two dimensional heat equation on a domain

Ω = [0, X]× [0, Y ] and use finite difference method in order to discretize it:

∂φ

∂t
=

∂2φ

∂x2
+

∂2φ

∂y2
+ f(x, y, t) in Ω× (0, T ] (3.46)

With following boundary and initial condition:

φ(x, y, 0) = g(x, y, 0) in Ω

φ(x, 0, t) = g(0, y, t) = g0y , φ(X, y, t) = g(X, y, t) = gXy in [0, Y ]× (0, T ]

φ(0, y, t) = g(x, 0, t) = gx0 , φ(M, y, t) = g(x, Y, t) = gxY in [0, X]× (0, T ]

(3.47)

Let us introduce alternating direction implicit numerical solution proposed by Peaceman-

Rachford. Allowing that we have a uniform for each direction grid on domain Ω × [0, T ],

which is given by the step hx in x-th coordinates and by the step hy in the y-th coordinates

and also by the temporal step k:

xi = i ∗ hx, i = 0, 1, . . . , nx

yj = j ∗ hy, j = 0, 1, . . . , ny

tn = n ∗ k, n = 0, 1, . . . , t

(3.48)

By φn
i,j ≈ φ(xi, yj , tn) = φ(ihx, jhy, nk) we denote the value of the numerical solution

at a grid point (xi, yj). Central difference operators of the second order have a following

form: δ2xφi,j = φi+1,j − 2φi,j + φi−1,j and δ2yφi,j = φi,j+1 − 2φi,j + φi,j−1.

Five point finite difference Crank-Nicolson [17] scheme method which is uncondition-

ally stable for problem (3.46-3.47) reads as follows:

(

1−(
rx
2
δ2x+

ry
2
δ2y)

)

φn+1 =

(

1+(
rx
2
δ2x+

ry
2
δ2y)

)

φn+(
rx
2
+
ry
2
)fn+1/2+O(k3+kh2), (3.49)
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where

fn+1/2 =
1

2
(fn + fn+1), rx =

k

h2x
, ry =

k

h2y
, (3.50)

To get the alternating direction implicit Peaceman-Rachford [68] method additional

profile φn+1/2 has to be introduced and the equation (3.49) should be split:

(I −B1)φ
n+1/2 = (1 +B2)φ

n +
rx
2
fn+1/2

(I −B2)φ
n+1 = (1 +B1)φ

n+1/2 +
ry
2
fn+1/2

(3.51)

where B1φ = rx
2 δ

2
xφ, B2φ =

ry
2 δ

2
y .

Now let us formulate solution algorithm for a 2D heat equation with Dirichlet boundary

conditions by the Peaceman-Rachford method. Suppose that the solution φn has been com-

puted at the nth time level. The following steps should be performed on each time step.

Step 1 (x-sweep).

For each l = 1, · · · , L− 1 solve the tridiagonal system

(I −B1h)Φ
n+1/2
l = (1 +B2h)Φ

n
l +

r

2
F

n+1/2
l , (3.52)

where

Φ
n+1/2
l = (φ

n+1/2
1,l ,φ

n+1/2
2,l , · · · ,φ

n+1/2
M−1,l,φ

n+1/2
M−1,l)

T

Φ
n
l = (φn

1,l,φ
n
2,l, · · · ,φ

n
M−2,l,φ

n
M−1,l)

T

F
n+1/2
l = (f

n+1/2
1,l + gy0, f

n+1/2
2,l , · · · , f

n+1/2
M−2,l , f

n+1/2
M−1,l + gyM )T

(3.53)

Step 2 (y-sweep).

For each m = 1, · · · ,M − 1 solve the tridiagonal system

(I −B2h)Φ
n+1
m = (1 +B1h)Φ

n+1/2
m +

r

2
Fn+1
m (3.54)

where

Φ
n+1
m = (φn+1

m,1 ,φ
n+1
m,2 , · · · ,φ

n+1
L−1,l,φ

n+1
L−1,l)

T

Φ
n+1/2
m = (φ

n+1/2
m,1 ,φ

n+1/2
m,2 , · · · ,φ

n+1/2
M−2,l,φ

n+1/2
L−1,l )

T

Fn+1
m = (fn+1

m,1 + gx0, f
n+1
m,2 , · · · , f

n+1
m,L−2, f

n+1
L−1,l + gxL)

T

(3.55)
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Lines where node collapsing stops

φi,j-1

φi,jφi-1,j φi+1,j

φ
g
i,j+1

ψi-1,j ψi,j ψi+1,j

X1

Y1

Y2

Legend:

– internal points of lower domain

– internal points of upper domain

– lower domain ghost points

– upper domain ghost points

Figure 3.13: Domain with partially matching grid.

Thus on each step we solve set of independent equations (L − 2 equations for x-sweep

and M − 2 equation for y-sweep) which can be solved independently (e.g in parallel).

Domain with partially matching grid

Let us consider domain with a grid from figure 3.13. Its feature is that all points from

lower sub-domain match with points in upper sub-domain, but not all points from upper

sub-domain have a match in a lower one. So in order to deal with domains like this we

introduce interpolation procedure.

Interpolation procedure

Let us denote unknowns from lower domain and upper domain φ and ψ respectively.

For the domain on the figure 3.13 only operator δ2y requires interpolation. Let us describe
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interpolation procedure for the following points: φi,j , ψi,j , ψi−1,j:

δ2yφi,j = (
1

4
ψi-1,j +

1

2
ψi,j +

1

4
ψi+1,j)

︸ ︷︷ ︸

φ
g
i,j+1

− 2φi,j + φi,j−1

δ2yψi,j = ψi,j+1 − 2ψi,j + (
1

2
φi−1,j +

1

2
φi+1,j)

︸ ︷︷ ︸

ψ
g
i,j−1

δ2yψi−1,j = ψi−1,j+1 − 2ψi−1,j + (
1

2
φi−1,j +

1

2
φi,j)

︸ ︷︷ ︸

ψ
g
i−1,j−1

(3.56)

Disadvantage of this interpolation is that it spoils main feature of ADI methods: ability

to solve system in parallel (in case of domain from figure 3.13, y-sweep lines aren’t inde-

pendent anymore). Following subsection will describe how we can overcome limitation

imposed by interpolation procedure.

Unknowns collapsing

Lower sub-domain.

So, we have m = 1, · · · ,M1 − 1 lines in lower domain and for first l1 = 1, · · · , L1 − 3

unknowns we can write following system (equation for these unknowns has three point

structure):

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

bm,1φm,1 + cm,1φm,2 = Fm,1

am,2φm,1 + bm,2φm,2 + cm,2φm,3 = Fm,2

· · ·

am,l1φm,l1−1 + bm,l1φm,l1 + cm,l1φm,l1+1 = Fm,l1

· · ·

am,L1−3φm,L1−4 + bm,L1−3φm,L1−3 + cm,L1−3φm,L1−2 = Fm,L1−3

(3.57)

Let us start to express the unknowns. First we can express φ2 through φ1 using first

equation of system (3.57):

φm,2 = Km,1φm,1 + F
′

m,1, (3.58)

where K1 = − b1
c1

, F
′

1 = F1

c1
. Then we can express φ3 through φ1 using second equation
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of system (3.57) and equation (3.58). Processing like this we can derive the following

recurrent formulation:

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

φm,i = Km,i−1φm,1 + F
′

m,i−1

Km,i−1 = −
am,i−1

cm,i−1
Km,i−3 −

bm,i−1

cm,i−1
Km,i−2

F
′

m,i−1 =
1

cm,i−1
Fm,i−1 −

am,i−1

cm,i−1
F

′

m,i−3 −
bm,i−1

cm,i−1
F

′

m,i−2

(3.59)

Upper sub-domain.

For lines m = 1, · · · ,M2 − 1 in upper domain and for last l2 = 2, · · · , L2 unknowns we

can write the following system:

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a2φ1 + b2φ2 + c2φ3 = F2

· · ·

al2φl2−1 + bl2φl2 + cl2φl2+1 = Fl2

· · ·

aL2−2φL2−3 + bL2−2φL2−2 + cL2−2φL2−1 = FL2−2

aL2−1φL2−2 + bL2−1φL2−1 = FL2−1

(3.60)

In the same manner as for lower domain we can obtain the following recurrent formu-

lation: ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

φi = Ki+1φ1 + F
′

i+1

Ki+1 = − ci+1

ci+1
Ki−3 −

bi+1

ai+1
Ki−2

F
′

i+1 =
1

ai+1
Fi−1 −

ci+1

ai+1
F

′

i−3 −
bi+1

ai+1
F

′

i−2

(3.61)

Therefore we can formulate the following algorithm which employs advantages given

by collapsing procedure:

1. Calculate and store coefficient for lower and upper sub-domains using equations

(3.57) and (3.61) respectively.

2. Discretize and solve system for M1×L1 points, where interpolation procedure should

be applied.

3. Restore values of all points using coefficients from step 1.
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A

B

X1

Y1

Y2

Y3

Figure 3.14: Domain with several non-matching boundaries

Domain with several partially matching interfaces

Let us consider domain from figure 3.14, if we are using solution procedure with node

collapsing, which was proposed above, we can only collapse node for lower sub-domain

until line A and from line B for upper sub-domain. For the points from line A to line B

we should solve full system which leads to impossibility of taking advantage of direction

splitting for internal domain with fine grid. Iterative solution procedure can be used in

order to deal with this problem.

Iterative solution procedure

Iterative solution procedure relies on matrix decomposition. In order to explain the idea

let us again consider domain from figure 3.13.

Matrix decomposition.
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⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A11
A12 0

B1 B2 B3

0 A21 A22

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Φ

W

Ψ

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

F1

F12

F2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (3.62)

In order to construct such decomposition we should define only shape of matrix A11 and

matrix A22, because forms of other sub-matrices naturally depend on those two:

• both matrices are square, let assume that A11 has size n1 × n1, A22 has size n2 × n2

• n1 equals to number of point in the lower sub-domain until line A (including points

in this line)

• n2 equals to number of point in the upper sub-domain from line B (including points

in this line)

Iterative algorithm.

Iterative procedure consists of following steps:

1. Start with initial guess for Φ0
12 (superscript denotes the iteration level).

2. Setup a threshold. Threshold indicates when we should stop iterations.

3. Solve equation for internal unknowns:

⎧

⎨

⎩

A11Φ
k+1 = F1 −A12W

k

A22Ψ
k+1 = F2 −A21W

k
(3.63)

4. Solve equation for boundary unknowns (restore value of W for next iteration level):

B2W
k+1 = F12 −B1Φ

k+1 −B3Ψ
k+1 (3.64)

5. If any value in difference between vector (Φk+1,W k+1,Ψk+1) and (Φk,W k,Ψk) is

greater than threshold then go to step 3.



88 CHAPTER 3. NUMERICAL ALGORITHM FOR ISOTHERMAL FLOWS

h ∥φh − φ∥L∞
∥φh − φ∥L2

0.1 0.069 0.001

0.05 0.032 0.0002

0.025 0.013 4.2e-5

Table 3.3: Errors between analytic solution and numerical solution.

Shur-complement solution

Instead of using iterative procedure we can get value for W using an algorithm based

on idea of Shur-complement [101]:

(B2 −B1A
−11
11 A21 −B3A

−1
22 A21)W = F12 −B1A

−1
11 F1 −B3A

−1
22 F2 (3.65)

Then solve the system in order to restore values for Φ and Ψ for the next time step:

⎧

⎨

⎩

A11Φ = F1 −A12W

A22Ψ = F2 −A21W
(3.66)

Numerical experiments

Let us test method using following analytic solution:

ω(x, y, t) = exp(−t)sin(πx)sin(πy) (3.67)

We will perform test on two geometries:

• geometry from figure 3.13 (X1 = 1, Y1 = 1., Y2 = 1.)

• geometry from figure 3.14 (X1 = 1, Y1 = 1., Y2 = 1., Y3 = 1.).

Figures 3.15a, 3.15b show numerical solution for both geometries. Table 3.3 shows

maximum norm of error between analytic solution and numerical solution:

3.3.2 Application to the Navier-Stokes equations.

Now we want to apply described method to the time-dependent Navier-Stokes equations

(2.1) (assuming Q = 0). In order to apply proposed method to the (2.12) we will solve
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(a) Numerical solution of problem (3.46) on
domain 3.13.

(b) Numerical solution of problem (3.46) on
domain 3.14.

equations (2.1) with fractional time step direction splitting method proposed in [42], where

momentum equation is also solved in a splitting manner:

Pressure predictor.

Compute a pressure predictor by setting p
1

2 = 0 and for n ≥ 0:

p∗,n+
1

2 = pn−
1

2 + φn+ 1

2 (3.68)

Velocity update.

Updating the velocity field by using Douglas [20] direction splitting technique. Initialize

the algorithm with u0 = u0, and for n ≥ 0 velocity is updated as follows:

ξn+1 − un+1

∆t
− ν∆un +∇p∗,n+

1

2 = f(tn+
1

2 )

σn+1 − ξn+1

∆t
+

ν

2
∂xx(σ

n+1 − un) = 0

un+1 − σn+1

∆t
+

ν

2
∂yy(u

n+1 − un) = 0

(3.69)

Pressure update.

The pressure is updated by solving Apn+
1

2 =
1

∆t
∇ · un+1, where A is a direction splitting

operator of following form A = (1− ∂xx)(1− ∂yy).

ψ − ∂xxψ = −
1

∆t
∇ · un+1

pn+
1

2 − ∂yyp
n+ 1

2 = ψ

(3.70)
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X = 2

Y1 = 1

Y2 = 1

A2 B2

A1 B1

C

D

Figure 3.16: Lid driven cavity on domain with partially matching grid.

By applying this algorithm to the equations (2.1) we’ll get set of one dimensional equa-

tions on each step, so algorithm from previous subsection can be applied without significant

changes.

Numerical experiment: lid driven cavity problem.

As numerical experiment we have chosen classical 2D lid driven cavity problem. The com-

putational domain is Ω = (0, 2)2. The boundary conditions are u|x=0,1,y=0 = 0, u|y=1 = 1

and v|∂Ω = 0. The computation is done at Reynolds number Re ≈ 1 with time step

τ = 0.001, with the end time T = 2. Lower part of the domain has coarse grid 40×40

and upper domain has finer grid 80×40.

We show in Figure 3.17 the horizontal and vertical profiles of the velocity alongside the

vertical/horizontal lines through the center of the cavity (see lines A1B1, A2B2, CD in the

Figure 3.16).
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(a) First velocity component u in a slice CD.

(b) Second velocity component v in a slice
A1B1.

(c) Second velocity component v in a slice
A2B2.

Figure 3.17: Velocity slices in a lid driven cavity problem.



Chapter 4

Numerical algorithm for

non-isothermal flows

4.1 Fractional time step discretization of the Oberbeck-Boussinesq

equations

First, we recall a classical fractional time step discretization approach, and after that will

introduce an efficient directional splitting algorithm.

Fractional time step discretization of Navier-Stokes equations and heat equation [14, 35, 41].

The equations (2.22), (2.23) are discretized in time using a first order fractional time step

technique which can be summarized as follows: given the values for un, pn and the pressure-

correction at time tn, φn, the transition to the next time level, tn+1, is done as follows:

Temperature update:

Tn+1 − Tn

τ
+ (un·∇)Tn −∇ · (λ∇Tn+1) = 0,

Tn+1|∂Ω = Tb.

(4.1)

Pressure predictor:

p∗,n+1 = pn + φn (4.2)

Velocity update:

un+1 − un

τ
+ (un·∇)un − ν∆un+1 +

1

ρ
∇p∗,n+1 = −βgTn+1 (4.3)

92
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Pressure corrector:

∆φn+1 = −
ρ∇ · un+1

∆t
(4.4)

Pressure update:

pn+1 = pn + φn+1 − νχ∇ · un+1, for χ ∈ [0, 1] (4.5)

Although we consider unsteady Navier-Stokes equation, at each time step we have to

solve the elliptic equation (4.4), what requires significant amount of CPU time, even when

advanced methods like multigrid are used. Therefore, here we also want to employ fast

direction splitting algorithm, which was described in a previous section 3.2. As before

in order to do it we need to introduce model which works also in simple domains, thus

we formulate penalized version of the Navier-Stokes equation with Oberbeck-Boussinesq

approximation (2.22) in a same fashion as it was done in Section 2.1.3:

∂u

∂t
+ (u·∇)u − ν∆u +

1

ρ
∇p+

ν

K
u = −βgT, in Ω× [0, T ]

∇·u = 0 in Ω× [0, T ],

(4.6)

where value for K depends on the domain (see system (2.11)).

The heat equation (2.23) has also to be modified. It looks the same except that now the

expression for the thermal diffusivity in formula is space dependent:

λ(t, x) =

⎧

⎨

⎩

λ̃ x ∈ Ω \ Ωf

λ x ∈ Ωf

(4.7)

The choice of λ̃ depends on the type of the boundary conditions (Dirichlet or Neumann):

λ̃ = λ for Dirichlet boundary conditions, and λ̃ → ∞ in the case of Neumann boundary

conditions. For details see, e.g. [47].

Fractional time step discretization of Navier-Stokes equations exploiting direction splitting

[42].

We change pressure correction step (4.4) in the fractional time step scheme proposed

above to the following equation:

Aφn+1 =
ρ∇ · un+1

∆t
(4.8)
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The solution to problem (4.8) can in fact be computed as the following sequence of one

dimensional problems

ψ − ∂xxψ = −
ρ∇ · un+1

∆t
,

η − ∂yyη = ψ,

φ− ∂zzφ = η.

Discretization of a penalized momentum equation (4.6) in the velocity update step reads

as:

un+1 − un

τ
+ (un·∇)un − ν∆un+1 +∇p∗,n+1 = −βTn+1g +

1

2K
(un+1 + un) (4.9)

Thus fractional time step discretization of Navier-Stokes equations exploiting direction

splitting consists from the following equations (4.1), (4.9), (4.8), (4.5).

4.2 Numerical experiments

4.2.1 Preliminaries

Computer simulations which are presented here have as a main goal the demonstration that

the directional splitting approach (4.1–4.9, 4.8, 4.5) is efficient in simulating the fluid flow

and heat transfer in the containment pool of nuclear reactor. It is faster then the algorithm

based on the classical Poisson equation for the pressure correction step, and at the same

time provide practically the same accuracy. In fact, this is expected, because it is known

that the accuracy of the directional splitting approach depends on the time step, which is

the perturbation parameter. In our case small time step has to be used due to the moving

interfaces. The developed algorithm is validated in comparison with measurement results

for carefully selected realistic cases. This is subject of a separate forthcoming paper.

The two sets of simulations are as follows:

i. side heated cavity, solved with and without Fictitious Domain Method;

ii. heat and mass transfer in ThAI experimental facility (THAI [88] is experimental facility

build especially for performing experiments for the needs of nuclear reactor safety).

Simulations were performed using two sets of equations which we will refer as FD-M-DS

and SD-SPS:
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• FD-M-DS formulation: directional splitting algorithm as described by equations ((4.1),

(4.9), (4.8),(4.5)), solved on a domain, which is augmented to cuboid (Ω ∪ Ωf )

• SD-SPS: equations (4.1 – 4.5) with standard Poisson-type equation on pressure cor-

rection step (4.4) on standard domain (Ω).

Parallelization

In order to reduce computational time we’ve created parallel implementation of the FD-M-

DS model:

1. We solve decoupled momentum equation, therefore on each timestep equations for

different velocity components can be computed in parallel.

2. While solving equation (3.11) we solve set of independent one dimensional equations.

Our parallel implementation are based on threads (we have used Boost implementation

of threads in order to be platform independent).

For the first use case from enumeration above we run equation for each component of

velocity in separate thread. For the second use case we implemented thread pool pattern in

order to distribute tasks (solution of one dimensional equations) between threads. Numbers

of threads in this case depend on underlying hardware configuration.

All simulations were performed on a machine with a dual core Intel Xeon 5148LV with

8 GB RAM.

4.2.2 Side heated 3D cavity.

The side heated cavity is a classical problem for studying and validation of the flow and

heat transfer.

Simulation domain is shown in the figure 4.1, no-slip velocity boundary conditions (u =

v = w = 0) are applied on the walls of the square cavity. For temperature Dirichlet boundary

conditions are enforced on the left (hot wall) and right (cold wall) vertical walls. As there is

no transfer of heat through the horizontal walls a Neumann boundary condition is applied.

Our goal for this simulation is to obtain steady state flow patterns of the buoyancy-

driven cavity for the following range of Rayleigh number Ra = 103, 104 and 105. We used

expression 2.24 in order to compute dimensionless Rayleigh number using simulation setup
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Figure 4.1: Simulation domain for side heated cavity problem.

data. In the figure 4.2 computed flow patterns are shown. In the left panel we display the

vertical profiles of the velocity along the horizontal segment AB from figure 4.1, with dots

we display velocity calculated with FD-M-DS model, using line we display velocity calcu-

lated with SD-SPS model. Comparison of this two models demonstrates good agreement

between them. In the middle and right panel we show velocity vectors and isothermal lines

respectively.

For the low Rayleigh number we can see that velocity vectors form a single circulating

eddy, but as the Rayleigh number increases vectors tend to divide into counter rotating

eddies. For Ra = 103 the isotherms tend to be parallel to the vertical walls, however, as

the Rayleigh number increases the isotherms tend to become parallel to the adiabatic walls.

This results are in a good agreement with an expected physical behavior.

In this set of simulations we also addressed a stability problem, so we performed tests

with wide range of time steps and grid sizes have shown stable behavior of proposed

scheme.

4.2.3 ThAI facility

The ThAI facility is a technical scale experimental facility for research in the area of nuclear

reactor containment safety. The ThAI test vessel dimensions are: height of 9.2m, diameter

of 3.2m, free volume of 60 m3. Depending on experimental needs there is also can be an

inner cylinder (see 4.3b) [88].

Simulation 1

In this simulation container is filled with water at a temperature of 20 degrees, water at a

temperature of 25 degrees comes from inlet, with the same speed water drain out through

outlet (we prescribe non zero third component of velocity w = 0.5). We use no-slip velocity

boundary condition and Neumann for pressure and temperature on other walls (fig. 4.3b).
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Ra = 103

(a) Velocity computed with FD-M-DS in
comparison with SD-SPS

(b) Velocity vectors in a
slice (c) Isotherms in a slice

Ra = 104

(d) Velocity computed with FD-M-DS in
comparison with SD-SPS

(e) Velocity vectors in a
slice (f) Isotherms in a slice

Ra = 105

(g) Velocity computed with FD-M-DS in
comparison with SD-SPS

(h) Velocity vectors in a
slice (i) Isotherms in a slice

Figure 4.2: Convection patterns for different Rayleigh numbers.
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(a) 3D model of ThAI.

Inlet

Outlet

A

B

H = 2

H = 7.2

R = 1.6

R=0.7

(b) Shaded areas on the right panel belong
to Ω\Ωf . Shaded cylinder in a central part is
used only in the second simulations from the
Section 4.2.3

Figure 4.3: ThAI facility.
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(a) Simulation results for setup from section
4.2.3.Velocity vectors and temperature con-
tours in a slice.

(b) Simulation results for setup from section
4.2.3. Velocity vectors and temperature con-
tours in a slice for two different moments in
time.

Figure 4.4: Simulation results for ThAI facility.

Table 4.1: CPU time comparison for experiments from section 4.2.3

Number of points (FD-M-DS) 78300 671800

Number of points (SD-SPS) 55700 453300

Time (FD-M-DS) 0.6 5.1

Time (FD-M-DS, parallel code) 0.35 3.0

Time (SD-SPS) 1.65 24.3

In the figure 4.4a we show simulation results: velocity vectors and temperature contours

in a slice. Behavior of temperature contours tells us that convection in this simulation is

mixed: one part of hot water flows down, another part of hot water flows up.

In the table 4.1 we show CPU time comparison results for FD-M-DS and SD-SPS models.

Simulations with FD-M-DS model is significant faster than simulation with SD-SPS model.

Simulation 2

In this simulation let us consider ThAI geometry with inner cylinder (see fig. 4.3b). Bound-

ary Prescribed boundary conditions are similar to the previous simulation. For our simula-

tion with direction splitting operator (FD-M-DS model) inner cylinder belongs to fictitious

part of domain (Ωf ).
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In right panel of the figure 4.4b we show velocity vectors and temperature contours in

a slice.

It is not a surprise that in this simulation FD-M-DS model was also significantly faster

than SD-SPS model, CPU time was similar to the time presented in the previous section.

4.3 Conclusion

In this section the direction splitting model for the incompressibility constraint was success-

fully applied for simulation fluid flow and heat transfer, which have been modeled with set

of Navier-Stokes equations with Oberbeck-Boussinesq approximation and heat equation.

Main characteristic of proposed algorithm is significant computational time reduction in

comparison with standard way of dealing with incompressibility constraint in Navier-Stokes

equations.



Chapter 5

Summary

This thesis substantially contributes to developing customized algorithms and software for

simulation of hydrodynamic processes in containment pools of Nuclear Power Plants. Ap-

proaches and algorithms described in this thesis became a part of a software tools named

CoPool, which is currently used by researchers and engineers working on evaluation of NPP

safety. The following main building blocks are considered:

• Evaluation of existing mathematical models and discretization techniques and their

classification according to the specific needs of containment pool simulation;

• Development of customized pre-processor;

• Development of fast directional splitting numerical algorithms for solving isothermal

and non-isothermal Navier-Stokes-Brinkman equations in complicated domains;

• Careful analysis of the proposed models and algorithms, and study of their perfor-

mance and stability.

The main contributions of this thesis concern:

• The overview, classification and analysis of models and discretization techniques in

accordance with the specific requirements for containment pool simulation;

• The fast directional splitting numerical algorithm for efficient simulation of isothermal

fluid flow based on a penalized Navier-Stokes equations;

• The fast directional splitting numerical algorithm for efficient simulation of non-

isothermal fluid flow and temperature stratification in containment pools;

• Simulation of accident scenarios for realistic geometries.
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Further results include contribution to developing the pre-processor and contribution to the

testing of the overall software.



Nomenclature

u, p, T
′

velocity, pressure and temperature respectively – are the main un-

knowns in the problems we consider.

u, v, w first, second and third components of velocity vector u

T time, indicates end of simulation

τ time step

Ω computational domain

Ωp porous part of the computational domain

Ωs solid part of the computational domain

Ωf fluid part of the computational domain

d dimension of the problem d = 2 (2D) or d = 3 (3D)

µ kinematic viscosity [kg/ms]

ρ density [kg/m3]

f body forces

Q mass

Pr Prandtl number

Ra Rayleigh number

Pe Peclet number

β thermal expansion coefficient

λ thermal conductivity [W/mK]
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Acronyms

IB Immersed boundary

FD Fictitious Domain

FTS Fractional Time Step

ADI Alternating Direction Implicit

ThAI Thermal-hydraulics, Hydrogen, Aerosols and Iodine.
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