Global existence for a go-or-grow multiscale model for tumor invasion
with therapy

Christian Stinner’?,  Christina Surulescu! &  Aydar Uatay!
I Technische Universitit Kaiserslautern, Felix-Klein-Zentrum fiir Mathematik,
Paul-Ehrlich-Str. 31, 67663 Kaiserslautern, Germany
2 Ludwig-Maximilians-Universitat Miinchen, Institut fiir Mathematik,
Theresienstr. 39, 80333 Miinchen, Germany
(stinner@mathematik.uni-kl.de, surulescu@mathematik.uni-kl.de, uatay@mathematik.uni-kl.de)

Abstract

We investigate a PDE-ODE system describing cancer cell invasion in a tissue network. The model
is an extension of the multiscale setting in [28, 40], by considering two subpopulations of tumor
cells interacting mutually and with the surrounding tissue. According to the go-or-grow hypothe-
sis, these subpopulations consist of moving and proliferating cells, respectively. The mathematical
setting also accommodates the effects of some therapy approaches. We prove the global existence
of weak solutions to this model and perform numerical simulations to illustrate its behavior for
different therapy strategies.
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1 Introduction

The heterogeneity of tumors is a known fact, which plays a crucial role in the response of cancer cells
to the applied therapies. Indeed, evidence has been found that cancer cells exhibit differentiated
sensitivity against ionizing radiation or chemotherapy [23, 38|, and slowly cycling cells are more
resistant than their highly proliferating neighbor cells [32, 37]. A further widely accepted fact is
that cancer cells can either migrate or proliferate; this is the so-called go-or-grow dichotomy [4, 12].
Thereby, the migrating cells are less sensitive against therapy than the proliferating ones. When
modeling tumor growth and invasion in the surrounding tissue it is therefore desirable to account for
two subpopulations of cancer cells, one of which is migrating and the other is performing mitosis.

Another relevant feature of tumor migration is its multiscality: the macroscopic behavior of the
whole cell population is conditioned by processes taking place on the individual cell level and on
the subcellular scale and influences, in turn, these processes. Apart from discrete or hybrid settings
(see e.g., [3] and the references therein), several continuum models connecting the subcellular and



the population scales or also accounting for the mesoscopic individual level dynamics of cells have
been recently proposed and analyzed e.g., in [14, 28, 39, 40] and [20, 26, 5], respectively. Newer
multiscale models also accounting for the tumor heterogeneity in the sense mentioned above (go-or-
grow dichotomy) were proposed in [0, 17, 43] and in the context of acid-mediated tumor invasion
(active vs. quiescent cells) in [29]. Here we reconsider the model in [13] (for which well-posedness was
shown locally in time) with some slight modifications and investigate the global existence of a weak
solution. The main challenge thereby comes from the splitting into the two subpopulations of moving
and proliferating tumor cells: due to the switching between the two populations, the moving cells act
on the one side as source for the proliferating ones (when they stop and advance through the cell cycle,
see Section 2), and on the other side as decay term for themselves and for the tissue. This makes it
insufficient to directly apply the method used in [10] to handle the usual difficulty coming from the
lack of derivatives in one of the equations characterizing the macroscale dynamics with haptotaxis; in
this work there will be one more equation without space derivatives, namely that for the evolution of
proliferating tumor cells, while the diffusion of the moving cells is nonlinear, its coefficient depending
on all macroscopic variables of the model.

The paper is organized as follows: Section 2 introduces the model for the dynamics of the two sub-
populations of tumor cells (migrating and proliferating, respectively) and of the normal tissue, sup-
plemented by the integrin binding dynamics on the subcellular level. The analysis of the model is
done in Section 3, where the global existence of weak solutions is proved with the aid of an entropy
functional constructed upon relying on the idea in [10]. In Section 4 we perform numerical simulations
to illustrate the behavior of the model predicting the evolution of the three cell populations under
several therapy strategies. Eventually, Section 5 provides a discussion of the results and some further
related issues to be addressed in future work.

2 The model

We introduce the following model variables: m(z,t) denotes the density of migrating cancer cells,
q(z,t) is that of proliferating cancer cells, and v(z,t) represents the density of tissue fibers in the
ECM. Moreover, let us denote by y(z,t) the concentration of integrins bound to ECM fibers and by
k(z,t) the contractivity function of cancer cells. Then we consider the PDE-ODE system

om =V - (¢(k,m,q,v)Vm) — V - (Y(k,v)mVv) + A(y)q — v(y)m — Ty Ry (dy)m (2.1a)
g = 11qq (1 - m[;rc - 771&) = Ay)g +v(y)m — TqRq(dr)q (2.1b)
0w = —dp(m + 94q)v + v <1 — 19 m};— q_ Ig) — TRy (dr)v (2.1c)
Oy = k1(de)(Ro — y)v — k—1(de)y (2.1d)
Ok = =0k + H(y(,t — 7)) (2.1e)

in Q x (0,00), where  C R" is a bounded domain with smooth boundary, n € {1, 2,3} and we impose
no-flux boundary conditions and appropriate initial conditions.

Equation (2.1a) above characterizes the evolution of the density of migrating cancer cells, with diffusion
and taxis driving the motility. Thereby, both diffusion and haptotaxis coeflicients depend on the



solution in a nonlinear way. Concrete choices of these and the other coefficients of the model will be
provided in Section 4. The rest of the terms describe the exchange between the two subpopulations
of tumor cells and the therapy effects. Thereby, A(y) denotes the rate with which proliferating (i.e.,
resting) cells advance in their cycle towards non-proliferative phases and start to move, while y(y) is
the rate with which the moving cells stop and start proliferating. Both rates naturally depend on the
subcellular dynamics, featured here by the amount of cell surface receptors (in this work we concentrate
on integrins, a class of heterodimeric transmembrane surface proteins) binding to their insoluble ligands
in the ECM and characterized by the equation (2.1d). These dependences are motivated by the fact
that integrin activation (binding) is at the onset of a plethora of intracellular events leading among
others to cell survival, division, and motility [15, 18, 24]. The coefficients k1 and k_1 in (2.1d) denote
the binding and detachment rates, respectively. Thereby, Ry denotes the total (average) amount of
integrins of the relevant type on a cell surface, and we assume it to be constant. The density of
dividing cells evolves according to (2.1b), which contains beside the exchange and therapy terms only
a source term modeling proliferation restricted by crowding. Equation (2.1c) describes the dynamics
of the density v of ECM fibers, which are degraded upon interacting with the tumor cells and are
(partially) recovered, a process triggered by the normal tissue and limited, too, by crowding. The
decay of v is also due to the side effects of radiotherapy. Eventually, (2.1¢) characterizes the evolution
of the hypothetic contractivity function depending on the variable y which as in [28, 10] connects the
subcellular level of receptor binding dynamics with the macroscopic level of population dynamics.
The applied therapy involves consecutive or concurrent radiotherapy and the administration of a
chemical agent. As in [17], the latter has the role of inhibiting integrin binding and thus negatively
influence the motility and proliferation of the tumor cells. Several integrin-targeted drugs are already
in clinical use and many others are in clinical trials or preclinical development, see e.g., [30] for a
review. In the following we will refer to the drug administration as chemotherapy, although its aim
is to inhibit integrin binding (and thus mainly reduce migration) and not necessarily to (directly) kill
the tumor cells. The effects of this chemotherapy are captured by the rates k1 and k_; in (2.1d),
both depending on the dose d. of the drug. The radiotherapy is aimed at depleting the tumor
cells in both subpopulations, but its side effects are also decaying the normal tissue. The impact of
ionizing radiation is modeled by the terms I';R;(d,)i, with i € {m,q,v}, I'; constants, and R; being
functions depending on the applied radiation dose d,.. As mentioned in Section 1, the cells exhibit
different sensitivities (among others, respective of their migratory vs. proliferative phenotype) when
exposed to radio and/or chemotherapy [23, 27, 38|, thus I'; and R; will be different for each of the cell
(sub)populations involved in the model. For more details we refer to Section 4 below.

3 Global existence of a weak solution

The local-in-time well-posedness of (2.1a)-(2.1¢) with no-flux boundary conditions and appropriate
initial conditions was proved in [13, Section 4] by extending the ideas of [28]. Here we prove the
global existence of a weak solution of the following slightly simplified variant of (2.1a)-(2.1e), where
the diffusion coefficient of the migrating cancer cells is uniformly positive and the switching rate - is



constant. More precisely, we consider (see the nondimensionalized system (4.5))

om =V - (D(m,q,v)kVm) —V - (fjf’vva) + AXy)g —ym — rp(t)m,

g = pqq (1 — (m+ q) —mo) — AMy)g + ym — rq(t)g,

O = —amu — Bqu + pyv(1 —v) — ry(t)v, (3.1)
Oy = K1(t)(1 — y)v — K_1(t)y,

Ok = =0k + H(y(-, t — 7)),

with z € Q and t > 0, where  C R” is a bounded domain with smooth boundary, n € {1,2,3}. In
addition, we impose no-flux boundary conditions (v denotes the outer unit normal on 0€2)

RU

D ,m —
(m7qﬂv)ﬁam 1+7}

m d,v =0, x e, t>0, (3.2)
and the initial conditions
m(z,0) = mo(z), q(z,0)=qo(zx) v(z,0)=wv(x), r(z,0)=rko(x), x €,
y(x,t) = yo(z,t), x €, te[-10], (3.3)
where we assume that
mo € C°Q), qo,v0 € WHEQ)NCYQ), ko€ WH(Q), o € CO[—7,0; WH(Q)) (3.4)
satisfy
mo>0, qo>0, v9>0, ko>0 in aswellas 0<yo<1 inQ x [-7,0]. (3.5)

Furthermore, we assume that for any A > 0 and L > 0 there exist positive constants C7 and Cs such
that

D e C3([0,00)%) N W2°([0,00) x [0,4] x [0,L]), XeCY([0,1]), HeC30,1]),
r; = TiRi(d. (")), Kj == kj(d(+)) € CL([0,00)), i€ {m,q,v},j€ {1,-1},

0 < Cy < D(m,q,v) <Cp forall (m,q,v) €[0,00) x [0, A] x [0, L], (3.6)
0<X<Ay)<X\, 0<H(y) forallye]|0,1],

0<r(t)<C3 0<Cy<K;t)<C3 forallt>0,ie€{m,q,v},je{l, -1}

with positive constants C;, A\;. Moreover, the parameters v, g, N1, flv, @ 1= 6y + 02, B 1= 00+ L2,
0 := 0, and 7 are assumed to be positive.

The global existence will be proved for the following concept of weak solutions, where in view of the
intended compactness properties we formally rewrite Vim = 2/1 + m - Vy/1 +m (see [10]).

Definition 3.1 Let T € (0,00). A weak solution to (3.1)-(3.3) consists of nonnegative functions

m e LY((0,7); L*(Q)) with v1+m e L*((0,T);W'?(Q)) and /mVve L*(Qx (0,T)),
ve L x (0,7))NL*(0,T); W2(Q)), q,reL®Qx(0,T)), yeL®Qx(—1T))



which satisfy for all p € C(2 x [0,T)) the equations

—/OT/Qmatgo—/Qmocp(‘,O):—2/0T/QD(m,q,v)m/1+mV\/1+m‘V80

[ v ot [ [0wa-om - mome 37)
—/OT/Qq&ggo—/QOSD / / fqq (1= (m+q) —mv) — A(y)q+7m—rq(lﬁ)q}% (3-8)
—/OT/Qvatgo—/vggo / /{—amv—ﬁqv—i-,uw(l—v)—?”u( )U}% (3.9)
—/(]T/Q?Jatso—/yow / /{Kl U—K—l(t)y}% (3.10)
‘/OT/Q"“@W_/“W / /{—5/~:+H (=)} (3.11)

(m,q,v,y, k) is a global weak solution to (3.1)-(3.3), if it is a weak solution in Qx (0,T) for allT > 0.

Our main result is the existence of a global weak solution.

Theorem 3.2 Let n < 3 and Q C R” be a bounded domain with smooth boundary and assume
that (3.4)-(3.6) are fulfilled. Then there exists a global weak solution to (3.1)-(3.3) in the sense of
Definition 3.1 satisfying

m € L®((0,00), L} (Q)), ¢ v,k € L®(Q x (0,00)), y & L®(Q x (—7,00)).
This result remains true for a larger class of coefficient functions.

Remark 3.3 Theorem 3.2 remains valid if the regularity assumptions in (3.6) are replaced by D €
C([0,00)3), \,H € C([0,1]), r;, K; € C*([0,00)) for i € {m,q,v} and j € {1,—1,}. In order to
prove this variant of the theorem, one has to use appropriate regularizations, which satisfy (3.6), of
these functions in the approzimate problems given below. For the ease of presentation we give the proof
only for the regularity assumptions in (3.6) and refer the reader to [79, (3.12)-(3.13)] for a related
reqularization. The assumption that v is constant is only needed to prove Lemma 3.12.

Our proof of Theorem 3.2 relies on the strategy of [10]. Namely, we construct an entropy-type func-
tional for suitable regularizations of (3.1). This functional is quasi-dissipative in a certain sense and
allows to deduce compactness properties which imply the existence of a global weak solution to the
original problem. The main additional difficulty as compared to [10] and related macroscopic hapto-
taxis systems (see e.g., the references in the introduction of [40]) is the splitting into two cancer cell
populations. Apart from the explicit dependence of v on m there is also an additional implicit feedback
of m in the third equation of (3.1) through ¢, which in turn depends on m via the source term ym
and satisfies an ODE without regularization by diffusion. This additional influence of m requires on
the one hand more complicated estimates in order to control the haptotaxis term and is on the other
hand the main reason for the uniform positivity assumption on the diffusion coefficient D in (3.6),
which was not necessary in [10]. Moreover, in view of the absence of the logistic proliferation term in



the equation for m (which is now present in the equation for ¢), the entropy functional in Subsection
3.2 only provides an L!-bound on m. Inm., instead of ¢2Inc. in [40]. This leads to a slightly different
argument for the compactness.

For ¢ € (0,1) we approximate (3.1)-(3.3) with the regularized problems

( Oyme =V - (D(mg, ge,ve)keVme) — V - (fﬂ}z mEV%)
+MY2)ge — yme — T ()me — em?, zet>0,
Otqe = eAGe + pgge (1 — (me + =) — mve)
—AYe)ge +yme — rq(t)ge, zEN t>0,
Opve = eAve — amve — Bqeve + ppve(1 — ve) — 1y (t)ve, zeQ, t>0,
Brye = K (£)(1 — ye)oe — K1 (£)ye. ret>0, (3.12)
Otfie = —0ke + H(ye(-,t — 7)), r €N t>0,
Oyme = 0yqe = Oyve =0, z €N, t>0,
me(x,0) = moe(z), ¢e(x,0) = qoe(x), ve(x,0) = voe(x),
ke(x,0) = Kkoe(x), ye(x,t) = yoe(x,t), x e tel[-T0],

where 6 > max{2,n} is a fixed parameter and we choose families of functions mge, qoe, voe, Ko, and
Yoe, € € (0, 1), satisfying

Mg, 40e; Voe; Koe € 03(9)’ Yoe € CS(Q X [—7’, 0])a infae(O,l) infcq HOE(:U) >0,

moe >0, qoe >0, vo:>0 inQ, 0<yp<1 inQx[-7,0], (3.13)
0ymoe = 0yqo: = Oyvoe =0 on I

for all € € (0,1) as well as

mo: — mo in C°(Q), qo- = q and wvo. — v in WH2(Q) N CO(NQ),

3.14
Koe — Ko in W174(Q)7 Yoe —> Yo In CO([_Tv O]a W174(Q)) ( )

as € \, 0.

In the sequel we always assume that (3.4)-(3.6) as well as (3.13) and (3.14) are satisfied. The plan
of our proof is as follows: In Section 3.1 we will prove the global existence for each of the approx-
imate problems (3.12). Then we will construct an appropriate entropy-type functional for (3.12) in
Section 3.2. This will allow us to deduce compactness properties and the existence of a global weak
solution to (3.1) in Section 3.3.

3.1 Global existence for the approximate problems

We first prove the local existence of classical solutions to (3.12).

Lemma 3.4 For any € € (0,1) there exist T. € (0,00] and positive functions me,ge, Ve, Ye, ke €
C*Y(Q x [0,T.)), which solve (3.12) in the classical sense in Q x (0,71.). If moreover T. < oo is
fulfilled, then

hf}STHP {Hme(-,t)\lc2+6@) + llge ()l cera () + lve (5 )l c2s ()



+ llye (s Dllczen () + H/‘Js(‘at)||c2+6((z)} =00 forall B €(0,1). (3.15)

Proof.  The proof is completely similar to the one of [10, Lemma 3.1] and relies on a fixed point
argument in the space

.: ﬁ»ﬁ = 2 . >
X = {mea) € @ F@xOTDP  merte 20, el g oo H 1l g g0 S

e e gy + lmostll oy + lldoe o @y + llaoetll oy + 1}

for fixed € € (0,1) and g3 € (0, 1), where mo.; and qo-+ are the right-hand sides of the first and second
equation of (3.12), respectively, evaluated at ¢ = 0. O

In the following two lemmas we collect some elementary estimates which are uniform with respect to

€ (0,1).

Lemma 3.5 For each € € (0,1) we have the following estimates:

A _
0 < ge(z,t) < A= max{ sup [|qoclpe(), 1 — =2, L ¢, zeQ,tel0,TL), (3.16)
e€(0,1) Hq Mg
0 <we(z,t) < L:=max{ sup |Jvoe|reo(),1p, =€ tel0,Ty), (3.17)
e€(0,1)
0<ye(r,t) <1, e tel-1T), (3.18)

1
0< f inf —ot < ) < Pi= so(s = || H || 1o 3.19
{inf it woclo) e < nfont) < m%gwmm@ﬂu“m} (3.19)

and |9k (x,t)| < max {6P, |H|| (1)) } = 0P, =€, te[0,T.). (3.20)
Proof. As all solution components of (3.12) are positive by Lemma 3.4, (3.16)-(3.19) are immediate
consequences of comparison principles applied to the respective equations of (3.12), since (3.6), (3.13),

and (3.14) are satisfied. Then (3.20) follows from the fifth equation in (3.12) in view of (3.19) and the
nonnegativity of H. O

Lemma 3.6 For any ¢ € (0,1) we have

AlQ
/ me(x,t)de < B := max<{ sup / Moe, LH t € (0,Tz), (3.21)
Q €€(0,1)
t+1
5/ / mf(z,s)dxds < B+ MA|Q|, te (0,T.—1). (3.22)

Proof. In view of (3.6), (3.16), and the positivity of m., an integration of the first equation of

(3.12) implies that
/m£§A1A|Q /mg—a/m € (0,Tv),

which implies (3.21) and then (3.22) after another integration. O

Based on the previous estimates, we can now prove the global existence for (3.12) just like in [10,
Section 3.3]. For the sake of completeness, we give a short outline of the proof.



Lemma 3.7 For each e € (0,1) the solution to (3.12) exists globally in time and we have T, = co.
2),
))

Proof. We fix ¢ € (0,1) and T > 0 and set 7. := min{T, T.}. As m. € L(Q x (0,T%)) by (3.
Lemma 3.5 implies that f. := —amev. — Bqeve + pove(1 — v:) — 74 (t)ve is bounded in L%(Q x (0
Therefore, results on maximal Sobolev regularity (see [13]) applied to the third equation in (3.12
conjunction with our choice 6 > max{2,n} imply that W2¢(Q) < Wh>(Q) and

T. T.
|19 Dl it < € <1+ / r\%(-,t)u%vz,m)dt) <CeT). (323)

Next, we fix A > 0 and L > 0 as in Lemma 3.5 so that by (3.6) and (3.19) there exists Cs(T) > 0
such that D(me, ge,ve)ke > Cs(T) > 0 for z € Q, t € (0,7). Hence, for fixed p > 1 we multiply the

first equation in (3.12) by m?™ ! and obtain by dropping nonnegative terms and using integration by
parts, Young’s inequality, and Lemma 3.5

1d ) oo )
pdt/ng = —(p—l)Cﬁ(T)/ng 2|Vms|2+(p_1)/§21j_;€m§ 1V05~Vmg+>\1A/Qm§ 1

(p—1)P2L? 9 / / ~
< P Gy ()2 P nA (0 a ).
< 1Co(T) V0= (- ) |7 00 () Qma—i-)q 1] + ng t e (0,1%)

Hence, in view of (3.23) an integration yields
/ mP (1) < Co(e,p, ), te (0,T0), (3.24)

for some constant C7(e,p,T) > 0. As ¢. and v are bounded, we deduce that f. € L>((0, ﬁ-), LP(Q))
for any p > 1 is satisfied (f. is defined in the beginning of this proof) so that the properties of the
Neumann heat semigroup applied to the third equation of (3.12) (see [16, Lemma 4.1]) show that

|’vv€('7t)HL°°(Q) < 08(57T)7 te (O7ﬁ)'
Now this estimate together with (3.24) enables us to use parabolic Holder and Schauder estimates to
conclude that T, cannot be finite in view of (3.15) (see the proof of [10, Lemma 3.11] for details). O
3.2 An entropy-type functional

In this section we prove the following estimate which stems from an entropy-type functional and is
the main step towards the existence of a global weak solution to (3.1).

Proposition 3.8 Let T' > 0. Then there exists a constant C(T) > 0 such that for any € € (0,1) the
solution to (3.12) fulfills

Ke|Vve|? Vm,|?
sup {/ me Inm, + / ;| E| /‘Vq ‘2 /’vysyz} / /Dma%wva ‘ €|
te(0,T) Q + ve

2
/ /f@,;mE v€| +€/ /m In(m. +2) < C(T). (3.25)




The proof of this estimate relies on the strategy established in [10, Section 4] and consists of proving
the existence of an entropy-type functional by several integral estimates. The main difference here are
additional estimates involving powers of Vm,. and Vq. which arise due to the splitting of the cancer
cell population. As a first step we estimate the time evolution of the first integral in (3.25) similar to
[10, Lemma 4.3].

Lemma 3.9 There exists C > 0 such that for any ¢ € (0,1) and all t > 0 we have

d Vm.|? ¢
Cﬁ/gmslnme—i—/gD(mE,qs,vs)Hg‘nj+2/ngln(m5+2)

< / feee Vm. - Ve + C. (3.26)
ol+wve

Proof. We use the positivity of m, stated in Lemma 3.4 and the first equation in (3.12) to deduce
by (3.6), (3.16), and (3.21) that

d
/ melnme, = /(lnmaatma + Oyme)

Vm.|? KeU
— —/D(ms,qg,'ue)/ﬂe| el +/ =hil VmE.Vve+/)\(y€)qelnm5
Q Q Q

Mg 14+ v,
/ymslnmg/rm(t)mglnmgs/mglnmer/ AYe ) qe
Q Q Q Q
— [ e [ rmityme e [ m?
Q Q Q
Vme|? Q
< —/D(ms,qg,vg)ﬁgy me| +/ fiele Vmg-VUE+)\1AB—1—(’Y+C’3)u
Q me 0 1 +'U€ e
_Z/ mf In(me +2) + e + M AQ for all £ > 0,
Q

where in the latter estimate we have used

/ )‘(ya)(k Inm, < )\l/ Ge Inm, < )\1A/ me < )\1AB,
Q {mszl} {

me>1}

£Iné > —% for all £ > 0 and the existence of ¢5 > 0 such that —¢?In¢ < —%59 In(§ 4 2) + ¢ for all
€ > 0 (see [10, Lemma 4.2]). This proves (3.26). O

Like in [10, Lemma 4.4], we are able to cancel the first term on the right-hand side of (3.26) in view
of the following pointwise estimate. However, an additional term involving |Vg.|? is present here.

Lemma 3.10 Let P be as defined in Lemma 3.5. Then we have for any € € (0,1)

Ke|Vue|? Ke Ke 9 KeUe
———— < 2 VAv, —e—8 Av. — 2 .
T S Eigg Ve VA m g el Vel Ave — 2aqmm mVme - Ve
2P 9 |Voe|? |V |?
\Y% -2 —_ 2 0P 3.27
+ 2110 | q<€| a“ama(l T UE)Q + ( Mo + ) 1+ o, ( )

forallx € Q, t > 0.



Proof. Asv. € C*°(Q2 x (0,00)) by parabolic regularity theory (see [22]), we have
Ke|Vo:|? _ 2k:Vu - V(Opve) Ke|Vve|20w- Ok Ve |?

0 = - + =1L —Ir+ 1 3.28
"1 o, 1+o (1 +0.)? 140 1—la+ 13 (3.28)
for z € Q and ¢t > 0. Using the third equation in (3.12), Youngs’s inequality, and (3.6), we obtain
me|Vu:|? Ve q| Ve |?
L-1, = 2 Vo, - VAv, — 20— — 2 Vme - Vo, — 20—~
! 2 KE{ €1+v5 Ve Ve @ 1+ v, al—i—vg e » Ve b 1+,
Ve V|2 0|V |? Vv [Vo2Av,
-2 Vg -V 2y ——— — Ay ———— — 21, (¢ —
lBl"‘Ua qe Ve + le—‘l_va‘ Ho 1+ 0. TU()l-i-Ug 8(1+U5)2
meve| Ve |2 +ﬁq€v6wv€\2 . ve | Ve |2 +u v2| Vv, |? ) ve| Ve |2
(1+v.)? (1+ve)? (14 v.)? Y142 (1 )2
2
Re Re 2 ReVg B )
< 2e—— VAv, —e—— Av. — 2 .
< 61+U€VU€ V Av, 6(1+U€)2]V1}5\ Ve 041+U€Vm5 va—i-QIuv/is\VqE\
Ke|Ve|? 9
m -9 —2ame(1 4+ ve) — 28 (1 + ve) + 205 + 200 (1 + ve) — 4dppve (1 + ve)
€
_QTU(t)(l + Ua) + amev: + /BQEUa — WpUe + Mvvg + ""v(t)va}
= 2" Yy VA —6L|V1} ?Av, — 20 fele Um. - Vo —i—ﬁka V. |?
1+ v, e e (1+1}5)2 e e 1+ 0. 3 e 2t e| V Qe
—i—M- — 2am; — amevs — 2B — Beve + 2y — 3fioVe — [ly¥2
(1+U5)2 € eVe qe eV Mo HoVe — UyUg
—2r,(t) — Tv(t)vg}
< 2" V.. VA —sLWU ?Av, — 20 fele Um. - Vo +6—2/<c V. |?
= 1+ 0. e e (1—1—1}5)2 e e 1+ 0. 3 e 2ty e| V Qe
|VU€|2 /{€|vv€|2
—2 42Uy .
ARMge (1 T U€)2 + Ho (1 + ’U5)2
By inserting this estimate into (3.28) and using (3.19) and (3.20), we arrive at (3.27). O

When integrating (3.27), we can estimate the first two terms on the right-hand side exactly as in [10,
Lemma 4.5]. Since the proof of the latter contains a mistake concerning the boundary term when
integration by parts is used, we give a correct version here.

Lemma 3.11 For any T > 0 there is C(T) > 0 such that for each e € (0,1) we have

Ke Re 2
2 Vo, - VAv, — ———|Vu.|*A
E/Q Ve Ve 5/9 (1—1—115)2’ ve|“Avg

1+ v,

3
< _5/ Ke(l 4 ve)
2 Ja

D?In(1 + v,)

2 1 9
—25/Q 1+UEVKE - (D*ve - V)
te / V.V - Vu. + 2C(T) / Vot e (0,7). (3.29)

q (1+v:)2 Q1+ ’
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Proof.  Using that d,v. = 0 on 99 implies 9, |Vv.|? < cq|Vv:|? on 9Q with some cq > 0 depending

only on the curvatures of Q (see e.g. [31, Lemma 4.2]), we may integrate by parts and have (with
0; v= 0z,)
2/Q 1 +UEVUE VAv, =2 ]2:1/ T 0;V:044jVe

22/ 1+ &Jva —1—22/ —I—U 814;8 V05V — 22/ Oike 8jvaaijva

+c
Q/Ql+

as well as
_f ke 2 _
/Q(l—l—vg)Q‘VUE‘ Av, = l;l/ 1+Us 6 'Ue) 04iVe
OiKe
—22/ 80581)581]125 22/ 1+v5 (95v:)2(0jve)? + Z/ (ETE 81)5(8115)

,j=1

for all t > 0. Adding both estimates implies

2 B Ag_ D~ sAs
/1+U€Vv -VAv /(1+ )|Vv| v

) Z / Re ai'l)gaj’l)s
i1 Q 1 + Ve

IN

: 81']"05 —

1
) Ve - (D*v. -V

1 2
€ e’ € € d
+/Q(1+UE)2|V1)]VK %) +CQ/91+ €|Vv| o

1
= =2/ Ke(l4 e —2/ Ve - DQUE-VUE
JRCERS [ )

1 K
+ | —— V.|’V - Vo, + ¢ / £
/9(1_{_1}8)2’ e’ € e Q 391+Ua

for all ¢ > 0, where in the latter identity we use

- _ Oijve B OO 1 o 0;v:0;Ve
Pyl +ve)) = 7= 1t0v)? 1+ (8””5 1+ U£)> ‘

) 2
D*In(1 + v.)

do (3.30)

(3.31)

For estimating the boundary term in (3.30), we use an idea from [19]. Namely, we fix r € (0, %), set
a:=r71+4% € (0,1), and use as in [19] the compact embedding of WH'%’Q(Q) into L2(09Q) (see [11,
Proposition 4.22(ii) and Theorem 4.24(i)]) and the fractional Gagliardo-Nirenberg inequality (see [19,
Lemma 2.5]). Upon a combination with (3.19) and Young’s inequality, for any 7 > 0 there is C;, > 0
such that

CQ/ T €|va|2da < C|| Ve w2

11



a 2(1—a
< Co (191901330 | Vo e + IVeel 320y
< nHV\V%\HLQ +C HVUEHLQ for all ¢ > 0. (3.32)
In view of V|Vu,| = DTUVE;X”E, (3.31), (3.17), and the inequality
vt / > 2
< (2 v ‘D In(1 + @ ) : .
| gy < @ v [+ w|ptm (33
which is valid for all 0 < ¥ € C%(Q) with 9, ¥ = 0 on 9 (see [11, Lemma 3.3] for a proof), we further
estimate
2
[vep < [ ot
Q Q
\V4 4
< [2aro?pma s+ 27
&€
Vo |*
< 20+L)( | (1+4v)|D*m(1+ 2+/|5>
¢ e (fren e | 25
< 07/(1 +:) |D? In(1 + ve)f for all t > 0 (3.34)
Q

with C7 := 2(1+ L)(1+ (2 +/n)?) > 0
As (3.19) implies the existence of Cg(T") > 0 such that k. > Cs(T') in  x (0,T), we insert (3.34) into
(3.32), use (3.17) and choose 7 := Cg(T) > 0 to obtain

CQ/ do < 7707/(1—1—125)|D2ln(1+vg)’2—|—0n/ |V |?
o0 1 + Q 0
nCr 9 2 /|Vv€|2
< 1 D?In(1 C,(1+ L —_—
< @ [ Dt 00 [
1 2 |V |?
< Z 1 D*In(1 Cp(1+L
= 2/ng€( to) [P+ e[+ G D)
for all t € (0, 7). By inserting the latter estimate into (3.30), we obtain (3.29). O

Next we provide an appropriate estimate for the additional term [, |Vg-|? coming from (3.27). This
is the only place where we need the assumption that v is constant.

Lemma 3.12 There ezists C > 0 such that for each € € (0,1) and all t > 0 we have

VmEQ Vo |?
/]Vq5|2 < C’{/ |Va.|? + | ’ |1+J /|vy£|2} (3.35)

Proof.  We have ¢ € C*(Q x (0,T:)) by parabolic regularity theory and 9,|Vq.|?* < cq|Vg|?
on Jf in view of d,q. = 0 on I and the smoothness of 92 (with cq as defined in the proof of
Lemma 3.11). Hence, the second equation of (3.12) and integration by parts in conjunction with
Young’s and Hélder’s inequalities, (3.6), and Lemma 3.5 yield

VqQZ/Vq'Vaq
s [IVal = [ Vo V@)

12



= & [ Vo Vgt [ (ng=Aw) —r®)IVal - [ N)a.Ve Ty
_2,Uq/QE‘V(]eQ_Mq/ms‘V%P_Nq/Qav%'vme_,uqnl/vs‘v%‘Q
Q Q 9] Q
U / q:Vqe - Ve + / YVge - Vme
Q Q
2 12, € 2 21\/112 2
e [0+ [ Vardo+ (=t AN eany) [ (Ve
Q a0 Q
1 vm 2
+4/ |vys‘2_2ﬂq/%|v%|2 /ms‘VQe’2+ AQ/M
Q Q Q Mg
+2uq/qE|Vq52+“qgl/ V. |? + /mg|v E|2+7 ﬂ
Q Q

2 ECQ
_5/ ]D2q5} +/ |Vge|?do + (uq—)\2+A2||)\/||Loo (071)))/ Ve |?
Q 2 Jaa Q

1 N [ IVm® | A+ L) [ Vol
| VY P + | pg A+ — + =21 3.36
+1 [ 1w (uq o) [ Sl e CED

IN

IN

for all t > 0. Concerning the second term on the right-hand side, we fix r € (0, ) and a := r+ € (0,1)

and use the compact embedding of a2 (Q) into L?(99) and the fractional Gaghardo—Nlrenberg
inequality to estimate like in (3.32) and (3.34)

€cq

2 1
5 | 1Valdo < OVl Ly < <o (IV1Val 30| Vaelig) + 1Vl )
2
< elVIVElFaq) + 07l VEEll2 () < E/Q |D?q|” + C?/Q Vg
in view of € € (0,1). Inserting this into (3.36), we end up with (3.35). O
In a final preliminary step we estimate suitable terms involving Vy. and V&, like in [10, Lemmas 4.7-

4.].

Lemma 3.13 There is C > 0 such that for any € € (0,1) and all t > 0 we have

d d
/ |Vya\2§/ ywayuc/ Vo2 and / yvyg|4§/ |vua|4+c/ Ve
dt Jq Q Q dt Jo Q Q

and d/ |V/i5|4§0/ [Vye(-,t 1

Proof. In view of v. € C%°(2x (0,00)) and (3.13) we may use the fourth equation in (3.12), Young’s
inequality, (3.6), and Lemma 3.5 to obtain

4dt/ |vy€|4 = /Q|V3J€|2Vys'v(atys)

— ) /Q (1 — ) [Vye Ve - Voo — K1 (8) /

0e Vet — Ko (1) / Vet
Q Q
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3 4 1
< 36 [+ [ 9ol (337)

as well as
4 _ 2 )
4dt/ Vet = /Qngy V. - V(0ure)
= _5/ ‘v’ia‘4+/Hl(y(Ht_T))‘v’fa‘Qvl‘%'Vy6<'7t_7')
Q Q
1/3)°

< 1(5) 1l [ 190l

The estimate concerning [, |Vye|? can be proved like in (3.37). O

Now we are in a position to prove Proposition 3.8, the main result of this section. The proof is similar
to the one of [10, Lemma 4.1].

Proof of Proposition 3.8. We fix T"> 0 and € € (0,1) (all constants C; below do not depend on
¢ and their dependence on T is indicated). Then (3.19) implies the existence of C5(7T") > 0 such that

ke(z,t) > C5(T) >0  forallz € Q, t € (0,7). (3.38)

Hence, with Cg(T) := (255\(/%)2 > 0, we obtain from (3.17) and (3.33) that

Vo |*
/Q|VU€|4§ (1‘|‘L) /( <(1+1L) CG(T)/I{E(l"i'UE)

for all t € (0,T). Hence, using (3.31), Young’s inequality, (3.38), (3.39), and (3.17), we estimate the
second and third term on the right-hand side of (3.29) according to

1 1
_2€A 1 n e VK/E . (D2'U€ . V'Ug> + €A m’V'I}g‘QVHE . V'Ug
= —25/ Ve - (D*In(1 +v.) - Vo) — /
Q

13
1 /Q "@e(l + Us)

3
MG(T)/(HUE)!WEI“
32 /g

€
1 /Q ke(1 4+ ve)

3
| 2TeCYT)(1+ L) / Vi

32
2 16Cs(T)(1+ L)  27C3(T)(1+ L)
e [ w4 re (RO TADRED) [ g

for all t € (0,7). Inserting the latter estimate and (3.29) into the integrated version of (3.27) and
using (3.38), we have

d [ ke|Voue|? Ve |? 5/
& EelVUED Ly VUl E 1
cht/Q l+to. O‘/Q'iame(1+v5)2+2 QHE( +ve)

14

2
D?In(1 + v,) (3.39)

1
T )2|V1}€] Ve - Ve

|V ke|? | Ve |2 n € / |V |t
Q Kve(l +Us) QCG(T) Q (1 + Ue)g

2
+ 4e

IN

D?In(1 + v,)

IN

2 4 1
D2In(1 4+ v.)|" + /(N”E’ +165C’6(T)/( +”€)yv o[

406(T) O 1+U5)3 Q Iﬁs

IN

D?In(1 + v.)

) 2
D In(1 + v,)




2P \V4 2
< —2a/ Ve G, 4 /Vq5!2+07(T)/ "’”E”a‘ﬂc?(T)/ Ve[
Q 1 Ve 2/LU Q [¢) 1 +'U5 Q

for all t € (0,T) with some C7(T") > 0. Multiplying this by i and adding it to (3.26), we deduce the
existence of C's > 0 such that

e | Ve |? / [Vme|? / Ve |?
motnm. + — [ "NEEL L, Vmel? [y VYl
dt {/ = ime 2a/ﬂ 1+ v (me e, ve ) e me QK/S (1 +w.)?

2
/m lnm€+2)+4//£5(1+vs) D21n( + ve)

C7(T) “s|vv€|2 52P / 2, / 4
4
2a /Q 1+ Ve 4aMU |v 8‘ 20[ Q |v’££| - CS (3 0)

for all t € (0,7"). Next, let Co > 0 in (3.6) be fixed according to A and L defined in Lemma 3.5. Then

(3.38) implies that D(me, qe,ve)ke > CoC5(T') in Q x (0,7). Denoting further the constant C' from

Lemma 3.12 by Cy > 0 and setting C1o(T") := CQQ%Q(T) > 0, we obtain from (3.40), Lemma 3.12, and

(3.38) that

Ke| Ve |? 1 Vme|?
it mf“‘m”za/gM*CIO(T)/’V%‘Q}+/D<me’q€’“€>”€| "
&€ &€
Ve |? 2
+ Qlﬁgmem m In m5+2)+£ QK}g(l‘f"l)E)

“E‘CUEP 2 2 C(T) 4
< _— V V —+ V =+ .
< e (575 /Q’ ft+ [ 19l ) + 55 [ 9t 40

for all t € (0,T) with some C11(T") > 0. Next, we denote the constant C' from Lemma 3.13 by C12 > 0.
2

In view of |[Vove|? < C}JE%) ”El‘zgsl (due to (3.17) and (3.38)) and (3.39) we conclude from (3.41) and

Lemma 3.13 with C3(T) := > 0 that

D?In(1 4 v,)

Ta(l (1+L)3C @3

d 1 fig‘c’ljs‘z / 2 / 2 / 4
i 1 — ) ==ELTEl T \V4 \V4 \V/
7 /me nme + a/Q 1T o + Cro(T) | [Vge|” + Q| Yel” +e [ |Vk]

\V4 52 \V4 52
+eCi3(T /|Vy8 /D Me, G, Ve ) Ke | m‘ —|—/n8m5 | v| /m In(me + 2)
Q
/‘Ce’vve‘ / 2 / 2, 7 / 4

< T
< Cua( )(/Q 17 o \Vye|* ) + Cu (T Vg |* + 50 Q!VHs| + Cy

+eCia [ Vgt = 7)1+ CuaCralT) [ [Vl (3.42)

Q Q

for all t € (0,T) with some C14(T") > 0. Defining for ¢ > 0 the nonnegative functions

ke |Vve|?
/melnmg—l—oé/Q i|+ 3 + C1o(T /|VQs| +/|V%2+8/’V&5|4
5

Q
+8C13(T)/ ’Vyg|4 + u,
0 e
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1 Vme|? |Vo.|?
D:(t) := 2/QD(m5,q5,v€)/£E‘ZLE|+/QK me 1_:}2‘ /m In(m. + 2),
€ E

ho(t) = A;v%@wﬁ, with  chalt —7) < oo Ex((t—7)4) + sup /ﬂvmdyg{

C13(T) sel-r0] o
we deduce from (3.42) that there is C15(7") > 0 such that

d

a55(1t) +D.(t) < C15(T) (E-(t) + ehe(t — 7)) for all t € (0, 7).

As this corresponds to [40, (4.31)] and sup.¢(g1) € (0) is finite due to (3.14), we may proceed as in the
proof of [10, Lemma 4.1] to obtain C1(7") > 0 with

T
sup & (t) < C16(T) and / D-(t)dt < Cy6(T),
te(0,T) 0

which proves (3.25). O

3.3 Global weak solution to the original problem

From estimate (3.25), which we gained from the entropy-type functional &, we will derive appropriate
compactness properties for the solutions of (3.12) which then will imply the convergence to a global
weak solution of the original problem (3.1)-(3.3). Large parts of our proofs rely on the ideas from [10,
Section 5]. We first collect properties of m..

Lemma 3.14 Let T > 0 be arbitrary. Then there is a constant C(T) > 0 such that for any € € (0,1)

/||\/1+m5 ) [Hr2(qydt < C(T) (3.43)

is fulfilled. Moreover, (v/T+mz)ec(o1y is strongly precompact in L*((0,T); LP()) for any p € (1,6)
and (me).e(0,1) is strongly precompact in L*((0,T); L*(2)).

Proof. In view of (3.38) and (3.6) with Cy = C2(A, L) according to A, L from Lemma 3.5, we have
D(mg, gz, v:)ke > CoC5(T) forallz € Q,t € (0,7). (3.44)

Hence, we obtain from (3.21) and Proposition 3.8 that

/TH 1+ ||2 /T/(1+ )+1/T !VmeP
V1i+m = m -
0 € Wl,Q(Q) 0 O € 4 0 o 1+m5
|Vm.|?

1 T
T(|Q+B)+ ——— D < T
(‘ ’ + ) + 40205(T) A /S; (mt’f?qE?UE)H& me = CG( )

for all t € (0,T) with some Cg(T) > 0, which proves (3.43). Next let k € N be such that k > %2, We

claim that
/]@MHW% Dl gyt -t < (1) (3.45)

IN

16



with some C7(T") > 0. To this end, we fix t € (0,7") and ¥ € C§°(2) and deduce from the first equation
in (3.12) by using integration by parts, Young’s inequality, (3.6), Lemma 3.5, and Lemma 3.6 that

T T N
2/ /6t\/1+m5\1’:/ /atmgl_'_

_ / D m67Q€7U6 KE|V ’ U / D(me, qc, ve) Havm VAV
= Me €
(1+mg)2 (1+m.)2

_ / / freUethe =Vmg - Vo ¥ + / / fieUelte —Vov. - V¥
(1+ve)( 1+m5) (I +v)(L+mg)2

/ / (Y:)ge — Yme — T (t)me 6m9> 7\/@

Vme|?
< ‘\IIHL‘”(Q)/ /D(mfs?(laavs)"%‘ £|
Me
TIQC1P Vme 2
+||v\1’||L°° {||1 / /Dma‘kava) | | }
|Vm5]2 / / Ve
+||\II||L°°(Q){ / /D(m67q57v5),€8 gy 1+’U5
TOUPL | [ 9 }
V|| 1,00 v Tel
Ve { T Lot
¥ oo (02 {T|Q\)\1A+T(’Y+C'3)B+(T+ 1)(B+ MA|Q)}
< CB(T)H‘I’HWLOO(Q) (3.46)

in view of Proposition 3.8. Since W§’2(Q) is continuously embedded into W1(Q2) due to k > 242,
there is some Cy > 0 such that

/ 10¢/ 1 + me (- H(sz )+t = / sup /Q(?t 14+ m.(-, )V < CyCs(T),

0 WECFE @IV, n2 g <1

which proves (3.45). Now let p € (1,6) be arbitrary. Then in view of n < 3 and k > "2 the em-
bedding WH2(Q2) — LP(f) is compact and LP(f2) is continuously embedded into the H11bert space
(W(;CQ(Q))* As (3.43) and (3.45) imply that (v/T+me).e(0,1) is bounded in L*((0,7)); W2(Q)) and

(8ev/T+ mc)-c(0,1 is bounded in L' ((0, T); (WSCQ(Q))*), the strong precompactness of (v/1 4 m.).c(o,1)
in L2((0,T); LP(92)) is a consequence of the Aubin-Lions Lemma (see e.g. Theorem 2.3 and Remark 2.1
in Chapter II of [12]). In particular, the case p = 4 along with m. > 0 implies the strong precompact-
ness of (me).e(0,1) in L1((0,T); L*(92)). O

Next, we prove appropriate compactness properties for the other solution components.

Lemma 3.15 Let T > 0 be arbitrary. Then there is a constant C(T) > 0 such that for any € € (0,1)

e {[1vat.op+ [ ucops [ 9oz [vacop}<om
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is satisfied. Moreover, (¢e)ec(0,1), (Ve)ee(0,1), (Ye)ee(0,1), and (Ke)ee(o,1) are strongly precompact in
L2(2 x (0,7)).

Proof. The estimates concerning Vq., Vu., and V. claimed in (3.47) are immediate consequences

of Proposition 3.8 and |Vuv.|? < 1;%) ”Ellzggl (by (3.17) and (3.38)). The estimate concerning V&,

then follows from the estimate on V., (3.14), and

Vie|? < H'||?. /Vy Lt—1)? for all t > 0,
331 [ IVR < ol oy [ Vot =7)

which can be proved like in Lemma 3.13. Furthermore, (3.6), (3.12), and Lemma 3.5 imply the
existence of Cs > 0 such that

sup  {10eye | oo () + 10ekell Lo () } < Co. (3.48)

te(0,00)

When combined with (3.21) and (3.47), they further yield (in a way similar to (3.46))

T T
/0 1940 . )| gyl + /O 9002 . ) gy -t < (D) (3.49)

with some C7(T) > 0. Hence, the claimed strong precompactness of the solution components in
L2((0,T); L*(Q2)) is a consequence of (3.47)-(3.49), Lemma 3.5, and the Aubin-Lions Lemma (like in
the end of the proof of Lemma 3.14). O

Finally, we are in a position to prove the existence of a global weak solution to the original problem
(3.1)-(3.3) like in the proof of [10, Theorem 1.1].

Proof of Theorem 3.2. First of all, by Lemmas 3.5, 3.6, 3.14, and 3.15 there exist nonnegative
functions m, ¢, v, y, and k having the regularity properties stated in Definition 3.1 and claimed in
Theorem 3.2 such that along a suitable sequence € = €; \, 0 as j — 0o we have for any 7' > 0

l. =1  strongly in L?(Q x (0,7)) and a.e. in Q x (0,00), forl € {v/1+m,q,v,y,x},
me — M strongly in L((0,7); L?(£2)) and a.e. in © x (0, 00),
VVi+m:—=Vyl+m and Vv.— Vv  weaklyin L?(Q x (0,T)),

Vme Vo, = /mVu  weakly in L2(Q x (0,T)).

Here we deduce the last convergence from /m. — /m strongly in L*(Q x (0,7)) (and a.e.) and
Vv. — Vo weakly in L?(2 x (0,T)), as Proposition 3.8, (3.17), and (3.38) imply that

T 1—|—L Vo |?
/ /QmE]VvE]Z / / | 2 < Cy(T)
0

for all e € (0,1) with some Cg4(T") > 0. For fixed T' > 0 and ¢ € C§°(Q x [0,T)) we obtain from the
first equation in (3.12) that

(3.50)

T T
— / /ngatcp — /Qmotggo(-,O) = —2/ /QD(ma,qE,va)na\/l +mVV1+m.-Vop
0 0
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T T T
[ e Vo [ (e —me—rmtmae—< [ [ mle @
o Jol+tve 0o Jo 0o Jo

for all € € (0,1). Passing to the limit ¢ = ¢; N\, 0, we deduce from (3.50), (3.6), and (3.14) that
each of the terms in (3.51) except the last one converges to the respective term of (3.7). Here we
use that [10, Lemma 5.10] along with 0 < D(me,¢gs,v:)ke < C1P and 0 < {55= < PL (see (3.6)
and Lemma 3.5) imply that D(me, ¢, v:)ke/1 + me — D(m, q,v)ky/1 + m and %\/E = {ipVm
strongly in L2(Q x (0,T)).

Concerning the last term in (3.51), we denote the constant C'(T") from Proposition 3.8 by C7(7T). Then

for given n > 0 we choose S > 0 such that 11?;75(3) < & and obtain from Proposition 3.8 that

r 0 4 [4 4 0
8/ / me = E/ / X{me<S}Me + 5/ / X{me>S}Me
0 Q 0 Q 0 Q

T
5 n o n
< eTIS% + ——— o1 +2)< -+ =
eT|Q|S (S 2)/0 /Qm6 n(me + 2) 513

for all € € (0,e0) such that £o7|2[S? < Z. This implies that the last term in (3.51) converges to zero
as € \( 0. Similarly, (3.8)-(3.11) can be verified by using (3.50), (3.6), (3.14), and (3.47). O

4 Numerical simulations

In this section we perform numerical simulations of the system (2.1a)-(2.1e) for n = 2 and Q = (0, 1)2.
All simulations are performed with MATLAB and the cell-centered unstructured triangular mesh
generation is implemented via the DistMesh MATLAB function package [33]. Space discretization is
done via the Finite Volume Method (see e.g., [7, 1]) and the time discretization is implemented via an
explicit one-step Euler method.

In our simulations we use for the terms and coefficients in (2.1a)-(2.1¢e) the following definitions:

L el Dy
K,m,q,v) := D.k < — =, R,v) 1= )
o( q,v) c 1+Kﬂc(KLC+KLU) V() Ky, +v
Y0
A = Ao(Ro + ), S
(y) == Ao(Ro +y) v(y) Ro+y
H(y(-,t —171)) := My(t — 7). (4.1)

Thereby, we assume that the diffusion is enhanced by cell-cell and cell-tissue interactions and restrained
by the interactions between moving cells and immotile components (proliferating cells and normal
tissue). As in [28, 40], the diffusion is also supposed to be favorized by the cell contractivity. The
haptotactic sensitivity is (moderately) aided by the interaction between moving cells and tissue and
proportional to the cell’s ability to contract and change its shape. In the switching rates A and -y
the constant Ry denotes (as mentioned in Section 2) the total amount of relevant integrins on a cell’s
surface: we assume that all cells have the same (average) amount. Furthermore, we assume that a
lower concentration of bound integrins inhibits the mesenchymal motion and hence, due to the “go-
or-grow " hypothesis, causes a moving cell to switch to the proliferative regime. On the other hand,
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increased receptor binding promotes contractivity and mesenchymal motion. Thus, the switching rates
~v and A are decreasing and increasing functions, respectively.

The effects of chemotherapy are described by way of dependence of the integrin binding/detachment
rates on the chemotherapeutic dose d.:

k1(de) == k1 — bad.,
k?_l(dc) = iﬂ_l + uqde, (4.2)

L. .
where d.(t) := > dc(ti)ne(t — ti), ne € C5°((—e, €)) satisfies n.(0) = 1 and 0 < 1. < 1, with € being
i=1

very small, d, is the administered dose and #; (1 =1,.. ,[) are the times when the chemotherapy
is applied. As we are not concerned here with the issue of an optimal treatment schedule, we will
assume for simplicity a uniform dose distribution, i.e., d.(f;) = d. = constant for all i = 1,...,1,

where [ denotes the number of chemotherapy fractions. The values of the constants /%1, l%_l, by, uq are
specified in Table 1. The same applies for all constants used in this model.
The radiotherapy is described by the following terms:

!
Rj(dy) =Y (1= Sj(;,Bj,dp))me(t —t;),  t; € radiotherapy
=1
Si(ay, By, dy) = exp(=I(ejd, + Bjd?)) = exp(—a;dp (1 + d,/(aj/ 1)), (4.3)

where ¢ is the current time, j € {m,q,v} represents the type of irradiated cells, d, is the total dose
and d, is the dose per fraction. “radiotherapy”denotes the set of times ¢; at which ionizing radiation
is applied. The function S;(«ay;, 5;,d,) denotes the survival fraction of the population of type j after
application of radiotherapy, hence we adopted the linear quadratic (LQ) model [2, 10], which in spite of
its shortcomings [21] is still the standard choice in radiation treatments (see e.g., [35]). The parameter
a; represents lethal lesions produced by a single radiation track (they are linearly related to the
dose: ajd, , cell kill per Gy), while ; characterizes lethal lesions produced by two radiation tracks
(quadratically related to the dose: ﬁjd% , cell kill per Gy?). The relevant parameter in the LQ model
is actually the radiation sensitivity a;/f; , which correlates to the cell cycle length: late responding
tissues with a slow cell cycle have a small «;/f; ratio, while it is large for early responding, highly
aggressive cancers [37].

4.1 Nondimensionalization

For convenience of notation and computations we nondimensionalize the system (2.1a)-(2.1e) and
introduce the following rescaling;:

B m - q - v ~ )
- — = —_— V= — = =
K,’ 1=K K, Y " Ry
- t T ~ t
t:: - 7 = — = —_— 44
T e T’ (4.4)

where T" and L denote the reference time and length scale, respectively, 9 is the time variable cor-
responding to the much faster subcellular dynamics, and x € (0,1) is a scaling constant. Using the
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rescaling (4.4) we obtain the following system in dimensionless form (we omit the tildes to simplify
the notation):

om =V - (¢(k,m,q,v)Vm) — V - (Y(k,v)mVv) + ANy)g — v(y)m — I'p, Ry (dyr)m

Orq = pgq (1 = (m+q) —mv) = My)q +y(y)m — Ty Ry(dr)q

O = —y(m + 84q)v + v (1 — n2(m + q) — v) — Ty Ry (dy)v (4.5)
Oy = k1(de)(1 = y)v — k_1(de)y

Opk = =0k + H(y(-,t — 7))

\

where the rescaled motility functions and transition rates are given by:

14+ mg+ mv + qu Dykv
pe— Dc 5 5 p— ;
¢(k,m, g, ) Tl mlg o) Yk, v) = 777
Yo
AMy) = Ao(1+y), — . 4.6
(y) = Xo(1+y) Y(y) T4y (4.6)

4.2 Implementation

We approximate the solution to (4.5) by piecewise constant functions on each triangle ; (with tes-
sellation (J,c; Q2 = Q, I being an index set). Specifically, the time marching is done by the one-step
Euler method to advance the ODE solutions S®*) := (q(k),v(k),y(k),m(k)) — S*+D from the time
level k € Ny to k4 1. Although this method is only of first order in time, we employ the operator
splitting for separating the diffusion (with source terms) and the advection terms in order to advance
the piecewise constant PDE solution m®*) — m®+1)_ Thus, the scheme’s overall accuracy is of first
order in space and time as well. The operator splitting consists of two steps:

Step 1: m*) — m) solving the advection problem dym = —V - (¢)(k, v)mVuv) for one time step At,
using m*) as the initial value. We use a monotone, E-flux scheme, such as the Godunov method (see
e.g., [1, 25]), which is given by the following:

. B At k) m
m? = m® = or | 2 1091 En (i mi) |
\jeA()
where
mz('k) = |§% | le m®) is the average value of the piecewise constant solution m®) over the triangle ;

(with tessellation | J;o; €2 = 2, I being an index set) at the time level &,
A(7) is an index set of the neighboring triangles of ;,

08);; is the boundary edge between triangles €); and (1;,
E,Tijk(mgk),mg.k)) is the Godunov flux from §2; to €, n.w) is the outward unit normal, pointing out of
(}; and into €2;. The Godunov flux is given by:

k) (k)

min  f(u)ng + g(u)n,, if mg <m;
(k) )y _ ) uelmimi)
B (mg,m;") = .
max  f(u)ng + g(u)ny, otherwise.
uG[m(k) mgk)]

I
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Here, n,, n, denote the x and y components of the unit normal T.LZ . The functions f and g are given
by:

Fu) = u-o(r®, o) ,0") a0,
g(w) = u- (s, v)a,0 o,
where
o) _ (k)
_J ?
’aQij - |$]*xz‘ 9
(k) (k)
(k) I
v 00 —
o9, ly; — il
(k) . (k) 1 (k) (k) (k) ()
B o lon,, = 5 (V0,0 + (e 0))

(k)

with (z;, ;) being cell center coordinates on the triangle €2;, v;
level k defined similarly as above.

Step 2: m(* — m#+D solving the reaction-diffusion problem dym = V - (¢(k, m, q,v)Vm) + A(y)q —
Y(y)ym — LR (d,)m for one time step At, using m(*) as the initial value. The scheme is given by
the following:

(k)

and ;" are cell averages at the time

k+1 * At * * *
mf = mi ) o Z lﬁﬁzj\Dn—Z;(mE ),m§ )) —i—AtPZ.( ),
JEA()
where
Dy, ml?) = 65, m{, 0, 0 (0.m Dy + 0,m Oy ) Lo,
P =200l =2yl = TR (0 m?.

Here, the spatial derivatives and the function ¢ at the boundary edge are approximated similarly as
(k) (k)

above. The average values y; "/, ¢;" ' at the time level £ are defined similarly as above and dgk) is the
irradiation dose at time level k.

We use the one-step explicit Euler method to obtain the solutions ql(kﬂ) and vl(kﬂ):
k+1 k k k k k
0l =" + At (1= () + ) = o)

= AtAyM)g + Dty ym — AT R (dM)g
) 29~ A )+ gl + A1 — o + o)~ )
- AtrvRv(d,ﬁ’“))v? )

(k+1)

The numerical solution y; at the time level k41 is obtained by the following consecutive application

of the one-step implicit Euler method:

k k k
G _ y " 4 Rt (d Yol
' 1+ Athy (A8 o™+ Atk_y (dP)
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and y(kﬂ((ﬂl)) are

where 7 = 0,1, ,i —1, At = 2 i5 the time step for subcellular dynamics, dgk) i

the drug doses and the solution, respectively, at the time level k + x(j + 1), with x € (0,1) being
the time scaling constant. That is, for one single event in one time step At on the macroscopic level,
there are 1/x events taking place on the microscopic level. This reflects the assertion of subcellular

dynamics being much faster.
Similarly, the numerical solution ﬁgkﬂ) is obtained by the following implicit Euler method:

k4 (k+x(+1)—%3)
D) _ ”z( +x7) +H(?/L =)
! 1+ Atd,.

9

for  =0,1,...,= — 1. Thus, the numerical scheme is completely defined.

1
7 X
4.3 Parameter assessment

Before performing numerical simulations, we first assess the model parameters. In the following we
consider a rectangular domain Q = (0,1)?, the time step for the microscopic level At = 0.1, and the

scaling constant xy = 0.01, along with the delay 7 = 6. The parameters used for our simulations are
given in the following table:

Parameter Range Source Parameter Range Source

kr=1 fixed [17] 9y =0.1 0.5-10 [2]
k_1 =05 fixed [17] 5, =05 0-50 [9]

bg = 0.1 fixed estimated ug = 0.1 fixed estimated
0p =2 fixed [28] M =2 fixed (28]
py =0.02 | 5-1073—2-1071 | estimated || 1y = 2.72 1—5 [28]
I, =0.0315 0.03—0.045 [29] 3:=01Gy | 011 [29]
g = 0.5 0.5—2 [2] m = 1.75 1.5—3 [29]
Ao =0.2 fixed [29] Y = 0.3 fixed [29]
r,=0.5 fixed [29] g—;’ = 10Gy fixed [29]
D, =103 1075—1073 [2] Dy=1 |1072—1 [2]
I, =0.08 fixed [29] 3= =8Gy fixed [29]
T =0.6-10%s fixed [2] L =+/10cm | fixed [2]

Table 1: Parameters used in the model.

A~

We assume a hyperfractionated radiotherapy with a daily dose of 2Gy, i.e. d, = 2. The dose of
chemotherapeutic drug is taken such that the integrin binding rate is reduced by half, while the
unbinding rate is increased twofold, i.e. d, = 5.

4.4 Initial conditions

We simulate the initial condition vy of the ECM density with the help of uniformly distributed random
numbers on the interval (0,1):

vo(z,y) ~U(0,1), (x,y) € Q.
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We assume that the initial density of the migrating cancer cells mg constitute 70% of the total initial
cancer cell density cg := mg + qo. The function ¢y is given by the following:

x —0.5)2 —0.5)2
(=05 =09Y () g

where we took € = 0.08. This shape of the initial (overall) cancer cell density corresponds to a very
localized tumor situated in the center of the simulation domain. Since ¢y > 0 in €2, we take the initial
condition yg of the concentration of bound integrins on an individual cancer cell to be proportional to
the density vy of normal tissue. Furthermore, we assume the initial condition kg of the contractivity
function to be proportional to vy as well. Thus, yg and kg are given by the following:

co(x,y) = exp

Yo = &1v0, ko = &2v0,

where &1, € (0,1). In our simulations we used & = 0.5 and & = 0.4. The plots of ¢y and vy are
shown in Figure 1.

_
-.. %
'l ‘:':a h.a-i

(a) Initial total cancer cell density ¢ (b) Initial density of normal tissue vy

b
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Fig. 1: Initial conditions for tumor cells and normal tissue

4.5 Results

In this section we present the simulation results obtained by applying the numerical method described
in the previous subsection. The treatment schedules are as follows:

e Strategy 0: No therapy. Simulation of the evolution of (2.1a)-(2.1e) for 9 weeks.

e Strategy 1: 3 weeks of neoadjuvant chemotherapy, followed by 6 weeks of concurrent chemo-
and radiotherapy.

e Strategy 2: 3 weeks of no therapy, followed by 6 weeks of radiotherapy.

All strategies, except strategy 0, are started 1 week after the diagnosis time ¢ = 0 (we assumed one
week is needed for the therapy planning). Chemo- and radiotherapy are applied during weekdays with
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breaks during weekends. These allow the healthy tissue to recover from irradiation therapy, however
they also have a similar effect (at an even higher degree) on the neoplastic tissue.

Fig. 2 shows that the tissue is mainly degraded around the original tumor site, as expected. Fur-
thermore, the invasion into the surrounding tissue is clearly visible, whereby the cancer cells with
migrating phenotype are able to surpass the regions with lower ECM density. While the migrating
cells are able to spread into ECM-dense regions, the proliferating ones remain concentrated around
the initial tumor bed where the ECM is sparse.

W RS e

%1 1 ;_

0.2 0.4 0.6 0.8

Fig. 2: Strategy 0 (no therapy). Densities of the moving cells (left column), the proliferating cells
(middle column), and the normal tissue (right column) at 4 weeks (top row) and 10 weeks (bottom
row) after diagnosis.

The effect of combining chemo- and radiotherapy (strategy 1, Fig. 3) compared with irradiation only
(strategy 2, Fig. 4) can be seen in Fig. 5 (densities with strategy 2 minus strategy 1). We can observe
that combination of integrin binding inhibition with radiotherapy yields a better outcome on the
periphery of the tumor, since fewer cancer cells invaded the surrounding tissue. Moreover, the ECM
is degraded to a lesser extent on the periphery as well. Also, due to strategy 2 there is a larger pocket
of proliferating cancer cells, visible in the bottom middle plot of Fig. 5. Therefore, the combination
of such chemo- and radiotherapy seems to be helpful especially in inhibiting the cancer spread. On
the other hand, also notice that it results in higher cancer cell density around the original tumor
site, with an enhanced degradation of the peritumoral tissue. This tumor localization can, however,
be beneficial for follow-up therapies and suggests a possible reduction of the combined chemo- and
radiotherapy duration and a concentration instead at the end of the therapy on the cell kill, when it
is easier to deplete the proliferating (hence therapy respondent and rather immotile) cells.

25



0.7
0.8 1 06
0.6 4 0.5

0.4
0.4 03

0.2
0.2

0.1

0

02 04 06 0.8

0.35
0.8

0.3
0.6 0.25

0.2
0.4 0.15

0.1
0.2

0.05

0

02 04 06 08

0.08

E 0.06

0.04

0.02

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8

Fig. 3: Strategy 1. Densities of the moving cells (left column), the proliferating cells (middle column),
and the normal tissue (right column) at 4 weeks (i.e., at the end of the neoadjuvant chemotherapy,
top row) and 10 weeks (i.e., at the end of all therapy, bottom row).
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Fig. 4: Strategy 2. Densities of the moving cells (left column), the proliferating cells (middle column),
and the normal tissue (right column) at 4 weeks (i.e., after no therapy, top row) and 10 weeks (i.e.,
at the end of radiotherapy, bottom row).
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Fig. 5: Difference between strategy 2 and strategy 1. Shown are differences in the densities of moving
cells (left column), proliferating cells (middle column), and normal tissue (right column), respectively,
each of them under strategy 2 minus the same densities under strategy 1, at 4 weeks (top row) and
10 weeks (bottom row). Contour lines indicate initial total cancer cell densities above 0.2.

To assess the effect of the contractivity function —which we associate with the ability of cells to change
their shape and to adapt their motion according to the local structure of the surrounding ECM', see
also [28]- we plot in Figure 6 its values computed under each of the therapy strategies, along with the
corresponding differences, both in the middle of the 9th therapy week and at the end of it, when tissue
recovering takes place. We also show in Figure 7 differences between the densities of the two tumor
cell subpopulations and of the normal tissue in the cases with (k = k(y)) and without contractivity
(k = constant) under strategy 1% (bottom row), also looking at the differences between the two therapy
strategies in the absence of contractivity (top row).

When contractivity is ignored we observe a similar behavior of the cancer cell and normal tissue
densities under both therapy strategies (Figure 7, top row). However, the difference between the
two strategies is much smaller than in the case with contractivity (compare top row of Figure 7
with bottom row of Figure 5). Furthermore, Figure 6 shows that during therapy (top row) the
contractivity is reduced under strategy 1, while during the weekend breaks (bottom row) there are
only small differences between the two therapy strategies. This behavior is mainly due to the inhibition
of integrin binding by the chemotherapy. In the presence of contractivity more migrating cells are
under way in the peritumoral region; integrin inhibition will reduce contractivity and whence their
density (Fig. 7, bottom row, left). The higher contractivity seems to be beneficial for proliferating

!These effects are actually controled by the subcellular dynamics exerting (or not) a direct influence on the motility
of the cells via diffusion and taxis coefficients

2The contractivity function depends on the integrin binding and the latter is supposed to be impaired by the
chemotherapy only involved in strategy 1.
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cells almost exclusively at the original tumor site, while at distant sites the reduced (or even absent)
contractivity will induce the migrating cells to stop and proliferate (see Fig. 7, bottom row, middle).

Ea
'

i 4

0.8
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0.015
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-0.005
-0.01
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0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8

Fig. 6: Contractivity function under strategy 1 (left column), strategy 2 (middle column) and the
difference between the two strategies, i.e. contractivity under strategy 2 - contractivity under strategy
1 (right column), in the middle (top row) and at the end (bottom row) of the nineth therapy week .

5 Discussion

In this work we considered a multiscale model for tumor invasion through the tissue network, which
takes into account the tumor heterogeneity w.r.t. migration and proliferation phenotypes and its
influence on the outcome of some therapy approaches. The latter involve chemotherapy (aiming at
inhibiting the binding of receptors on the cell surface to their insoluble ligands in the ECM) and
radiotherapy, with the purpose of depleting the neoplastic tissue. We proved the global existence of
weak solutions to the coupled PDE-ODE system by constructing an appropriate entropy functional.
To the best of our knowledge, this is the first global existence result for a haptotaxis equation which
contains nonlinear diffusion and taxis coefficients and is coupled with two macroscopic ODEs. The
problem of (global) boundedness and uniqueness of solutions remains open. This also applies to the
situation with degenerate diffusion or even to the nondegenerate case where, however, the solution-
dependent diffusion coefficient does not satisfy the uniform positivity assumption required in Section 3.
While some results about PDE-ODE systems with degenerate diffusion have recently become available
for pure macroscopic models of tumor invasion with haptotaxis [11, 45, 46], by our knowledge there
are no corresponding references for multiscale models with or without splitting into two or more
subpopulations. These issues are still to be investigated.

The numerical simulations in Section 4 show that the model predicts -under biologically reasonable
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Fig. 7: Top row: difference between strategy 2 and strategy 1 in the absence of contractivity. Bottom
row: difference between the cases with and without contractivity, both under strategy 1. Shown are
the densities of moving cells (left column), proliferating cells (middle column), and normal tissue (right
column), all at 10 weeks. Contour lines indicate initial total cancer cell densities above 0.2

parameter choices- the expected behavior: irregular patterns of tumor spread with new foci due
not only to the migrating cells, but also to the proliferating ones, as consequence of the dynamic
switch between the two subpopulations; the more localized and close-to-tumor development of the
proliferating cells, along with the corresponding degradation of the host tissue. Concerning the two
therapy strategies, the neo-adjuvant chemotherapy followed by concurrent chemo- and radiotherapy
seems to be more effective than radiotherapy alone. This also applies to chemotherapy alone (results
not shown), as the latter is not directly aimed at cell kill. These findings are in accordance with clinical
experience [30, 34]. The multiscality of our model makes it particularly adequate to investigate the
effects of a chemical agent impairing the receptor binding ability on the overall response of the tumor,
thereby also opening the way to enhance the prediction of the neoplastic lesion extent into the tissue.
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