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A B S T R A C T

In this thesis, mathematical research questions related to recursive
utility and stochastic differential utility (SDU) are explored.

First, a class of backward equations under nonlinear expectations
is investigated: Existence and uniqueness of solutions are established,
and the issues of stability and discrete-time approximation are ad-
dressed. It is then shown that backward equations of this class nat-
urally appear as a continuous-time limit in the context of recursive
utility with nonlinear expectations.

Then, the Epstein-Zin parametrization of SDU is studied. The focus
is on specifications with both relative risk aversion and elasitcity of in-
tertemporal substitution greater that one. A concave utility functional
is constructed and a utility gradient inequality is established.

Finally, consumption-portfolio problems with recursive preferences
and unspanned risk are investigated. The investor’s optimal strate-
gies are characterized by a specific semilinear partial differential equa-
tion. The solution of this equation is constructed by a fixed point argu-
ment, and a corresponding efficient and accurate method to calculate
optimal strategies numerically is given.

Z U S A M M E N FA S S U N G

Die vorliegende Arbeit beschäftigt sich mit mathematischen Frage-
stellungen aus dem Themenfeld des rekursiven und stochastischen
differenziellen Nutzens (SDU).

Zunächst werden Rückwärtsgleichungen unter nichtlinearen Er-
wartungswerten untersucht. Die Fragen nach Existenz und Eindeu-
tigkeit von Lösungen sowie nach deren Stabilität und Diskretisier-
barkeit werden beantwortet. Diese Rückwärtsgleichungen tauchen –
wie gezeigt wird – in natürlicher Weise als zeitstetiger Grenzwert des
rekursiven Nutzens mit nichtlinearen Erwartungswerten auf.

Der zweite Teil der Arbeit beschäftigt sich mit SDU in der Epstein-
Zin-Parametrisierung im Fall von relativer Risikoaversion und inter-
temporaler Substitutionselastizität größer als Eins. Das zugehörige
Nutzenfunktional wird konstruiert; Konkavität und eine Gradiente-
nungleichung werden nachgewiesen.

Die Arbeit schließt mit der Optimierung von Konsum- und Han-
delsstrategien in unvollständigen Märkten bezüglich rekursiver Prä-
ferenzen. Die Lösung ist durch eine semilineare partielle Differenti-
algleichung gegeben, die mit Fixpunktmethoden behandelt wird. Ei-
ne zugehörige schnelle und präzise numerische Methode zur Berech-
nung der optimalen Strategien wird bereitgestellt.
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P U B L I C AT I O N S

The centerpiece of this thesis is composed of three chapters on

◦ backward nonlinear expectation equations,

◦ stochastic differential utility, and

◦ consumption-portfolio optimization with recursive preferences.

The structure and style of the present thesis reflect its origins: Each of
the three main chapters consists of a revised and partly extended ver-
sion of one of the following original research articles, each of which
has been submitted for publication in a scientific journal.

Belak, C., T. Seiferling, and F. T. Seifried (2015): “Backward non-
linear expectation equations,” available at SSRN: http://ssrn.com/
abstract=2547940.

Seiferling, T. and F. T. Seifried (2015): “Stochastic differential util-
ity with preference for information: Existence, uniqueness, concav-
ity, and utility gradients,” available at SSRN: http://ssrn.com/

abstract=2625800.

Kraft, H., T. Seiferling, and F. T. Seifried (2015): “Asset pricing and
consumption-portfolio choice with recursive utility and unspanned
risk,” available at at SSRN: http://ssrn.com/abstract=2424706.
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The idea that the future is unpredictable is undermined every day
by the ease with which the past is explained.

— Kahneman (2011)
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1
I N T R O D U C T I O N

This thesis deals with mathematical research questions within the
context of recursive utility and its continuous-time counterpart stochas-
tic differential utility.

Recursive utility is a powerful concept to mathematically describe
dynamic risk preferences in discrete time. It is an extension of the
concept of intertemporal expected utility in the sense of von Neu-
mann and Morgenstern (1944) and has been developed by Kreps and
Porteus (1978), Epstein and Zin (1989), Weil (1990), and others. By
abandoning the independence axiom, recursive utility allows for a
greater flexibility in the modeling of preferences that have both a risk
and a time dimension. More precisely, in contrast to the standard dis-
counted expected utility paradigm, recursive utility does not impose
a strict relationship between preferences for smoothing across time
and smoothing across states.

Stochastic differential utility has been proposed as a continuous-time
version of recursive utility by Duffie and Epstein (1992b).1 Duffie and
Epstein (1992b) provide heuristic arguments that make a very con-
vincing case for stochastic differential utility as the continuous-time
analog of recursive utility; see also Svensson (1989), Skiadas (2008),
and the references therein. Kraft and Seifried (2014) were the first to
prove a convergence result which yields a mathematically rigorous
link between the two concepts: They show that stochastic differen-
tial utility emerges in the continuous-time limit of recursive utility in
combination with static certainty equivalents of Kreps-Porteus type.
One major result of this thesis is the extension of their convergence the-
orem to recursive utility in the context of robust certainty equivalents.

Recursive preferences play an important role in the asset pricing lit-
erature. In the theory of equilibrium asset pricing, the shortcomings
of time-additive (non-recursive) preferences become particularly man-
ifest; indeed, the classical consumption-based asset pricing model is
well-known to produce inconsistencies when confronted with empir-
ical data. One famous instance is the equity premium puzzle of Mehra
and Prescott (1985): The excess return of stocks implied by expected
utility is significantly too high. In response to these challenges, re-
cursive preferences have become an important tool and are by now
ubiquitous in the asset pricing literature; see, among many others,
Weil (1989), Duffie and Epstein (1992a), Obstfeld (1994), Duffie et al.
(1997), Tallarini (2000), Bansal and Yaron (2004), Hansen et al. (2008),

1 And before that by Epstein (1987), in a deterministic setting.
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2 introduction

Guvenen (2009), Kaltenbrunner and Lochstoer (2010), Borovička et al.
(2011), Gabaix (2012), and Wachter (2013).

In nearly all of the above publications, the Epstein-Zin-Weil param-
etrization of recursive or stochastic differential utility plays an impor-
tant role. Despite its prevalent usage, fundamental questions about
existence, uniqueness and concavity of stochastic differential utility in
the Epstein-Zin parametrization have so far not been entirely solved:
The general result of Duffie and Epstein (1992b) relies on a global
Lipschitz condition which is not satisfied by the Epstein-Zin specifi-
cation. Schroder and Skiadas (1999) prove existence and uniqueness
of continuous-time Epstein-Zin utility under some parameter restric-
tions2 in a Brownian framework. The present thesis complements
their findings by establishing existence and uniqueness as well as
monotonicity and concavity of Epstein-Zin stochastic differential util-
ity with relative risk aversion (RRA) and elasticity of intertemporal
substitution (EIS) both exceeding one in a fully general semimartin-
gale setting.

Following the pioneering work of Duffie and Skiadas (1994), util-
ity gradients have proven to be an indispensable tool in the analysis
of optimal portfolio allocations and in equilibrium asset pricing. Ad-
vancing ideas of Harrison and Kreps (1979), the far-reaching insight
of Duffie and Skiadas (1994) is that the first-order optimality condi-
tion in the maximization of a utility functional can be formulated
as a martingale property of prices, after normalization by the rele-
vant utility gradient. This implies on the one hand that portfolio opti-
mization problems can be addressed directly in terms of the implied
first-order conditions; see, e.g., Bank and Riedel (2001a), Schroder
and Skiadas (1999, 2003, 2008), Kallsen and Muhle-Karbe (2010), Ski-
adas (2013), Levental et al. (2013), and the references therein. On the
other hand, applying the same line of reasoning to the representative
agent’s portfolio in general equilibrium, it follows that the state-price
deflator in the underlying economy can be represented as a utility
gradient. This makes it possible to investigate asset prices, alloca-
tions, and efficiency issues in equilibrium. For implementations of
this approach, see, among many others, Duffie and Epstein (1992a),
Duffie et al. (1994, 1997), Bank and Riedel (2001b), Chen and Epstein
(2002), Epstein and Ji (2013) as well as Campbell (2003) and the refer-
ences therein. In the literature, utility gradients for continuous-time
recursive utility have been derived by Duffie and Skiadas (1994) and
proven by Schroder and Skiadas (1999) in a Brownian setting (under
the same parameter restrictions as for their existence and uniqueness
result). The present thesis supplements their analysis by providing

2 These restrictions exclude parameterizations with RRA and EIS both greater than
one. These specifications are frequently used (i.e., in the literature on asset pricing
with long-run risk started by Bansal and Yaron (2004)); however, Schroder and Ski-
adas (1999) remark that those parameter restrictions can be finessed by introducing
a bequest utility.
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the corresponding results for RRA and EIS greater than one within a
general semimartingale framework.

In this thesis, utility gradients are used in the context of optimal
consumption and portfolio selection, to characterize the value func-
tion of an agent with continuous-time Epstein-Zin preferences by a
semilinear partial differential equation (PDE). The incomplete-mar-
ket consumption-portfolio problem under consideration comprises
suitably truncated3 versions of classical frameworks such as Kim and
Omberg (1996), Campbell and Viceira (1999), Barberis (2000), Wachter
(2002), Chacko and Viceira (2005) and Liu (2007), among others.4 The
nonlinear PDEs that arise in the context of these consumption-portfo-
lio problems are quite challenging, and it has not been clear whether
they admit unique smooth solutions at all. So far, researchers have
been forced to resort to linearization techniques of unclear precision
and to restrict attention to models with affine dynamics; however,
even in the presence of affine dynamics, solutions in closed form are
available only in the case of unit EIS or similar parameter restrictions,
see, e.g., Kraft et al. (2013).

In the present thesis, existence and uniqueness of a classical solu-
tion of the relevant semilinear PDE are established by a fixed point
argument. Moreover, a numerical method that guarantees a fast and
accurate calculation of both indirect utility and – even more impor-
tantly – optimal strategies is provided. Hereby, this thesis presents a
tractable approach to incomplete-market consumption-portfolio prob-
lems with recursive preferences when closed-form solutions are not
available.

The remainder of this introduction is structured as follows: First,
we briefly review the concepts of recursive utility and stochastic dif-
ferential utility as well as the convergence result which links the two.
Then, we explain the great extent to which this convergence result re-
mains valid in the context of nonlinear expectations. We briefly elab-
orate on nonlinear expectations in general and, in particular, on the
associated backward equations that are the main topic of Chapter 2.
After that, the topics of Chapter 3 and Chapter 4 are sketched out.
Finally, an outline of the thesis is presented.

3 Our analysis in Chapter 4 imposes no structural conditions on the underlying model
coefficients, but requires them to be bounded. This formally rules out some popular
asset price dynamics, including affine models. However, our results do apply to all
such models once they are suitably truncated.

4 With the exception of Chacko and Viceira (2005), these authors assume time-additive
CRRA preferences.
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1.1 recursive utility in discrete and continuous time

The general situation is as follows: Given some set C of C-valued con-
sumption plans (ct), one is interested in valuation mappings

ν : C→ R, c 7→ ν(c)

that induce preferences on C by saying that c ′ is (weakly) preferred
to c if and only if ν(c ′) > ν(c). A classical example of such a map is
the expected utility functional

ν(c) = u−1
(
E
[∑
βtku(ctk)(tk+1 − tk)

])
(discrete time) (1.1)

or ν(c) = u−1
(∫
βtu(ct)dt

)
, (continuous time)

defined in terms of subjective discount factors (βt) and a utility func-
tion u like u(c) = c1−γ/(1− γ).

Recursive utility in discrete time

Recursive utility is a paradigm to construct such valuation mappings/
utility functionals in discrete time. Following Kreps and Porteus
(1978) (in the presentation of Kraft and Seifried (2014)), the two main
objects in the construction are

(i) an intertemporal aggregator W, that is a mapping

W : [0, T ]× C× C→ C, (∆, c, v) 7→W(∆, c, v)

with W(0, c, v) = v for all c, v ∈ C, and

(ii) a family (mt) of certainty equivalents, i.e., a family of mappings

mt : X→ Xt, X 7→ Xt with mt(X) = X for all X ∈ Xt,

where X is a suitable set of C-valued risky (and hence unknown
future) payments and Xt ⊂ X is the subset of payments whose
values are known at time t.

The current value Vt of a consumption of ct∆ over a time-interval
[t, t+∆] and a risky payment of Vt+∆ at the end of that time-period
is calculated as

(∆, ct,Vt+∆) 7→ Vt =W(∆, ct,mt(Vt+∆)).

This aggregation consists of two components: The certainty equiva-
lent (statically) evaluates the risk at time t, while the intertemporal
aggregator W assesses the timing of events. This separation allows
to disentangle risk and time-preferences; for a discussion hereof, we
refer to Skiadas (1998) and the references therein.
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Now, the recursive utility process Vπ on the time-grid π : 0 = t0 <

· · · < tn = T is given by the recursion

Vπtk =W
(
tk+1 − tk, ctk ,mtk(V

π
tk+1

)
)
,

and then the corresponding recursive utility functional is defined via

νπ(c) = Vπ0 . (1.2)

The most widely used certainty equivalents are of the form charac-
terized by Kreps and Porteus (1978) and are given by

mt(X) = u
−1
(
Et[u(X)]

)
, (1.3)

where u : C→ R is a strictly increasing continuous function and Et de-
notes the conditional expectation given information available at time
t. Usually, u will be a von Neumann-Morgenstern utility function. A
corresponding general class of discrete-time aggregators is given in
terms of a strictly increasing function g : C ⊂ [0,∞)→ R, via

W(∆, c, v) = g−1
(
δ∆g(c) + (1− δ∆)g(v)

)
. (1.4)

Note that with the choice u = g, the recursive utility functional (1.2)
becomes the expected utility functional in (1.1). The popular Epstein-
Zin-Weil parametrization of recursive utility is obtained by choosing
C = (0,∞) and the isoelastic utility functions

u(c) = 1
1−γc

1−γ, g(c) = 1
1−φc

1−φ, γ,φ ∈ (0,∞), γ,φ 6= 1,
u(c) = g(c) = log c, γ = φ = 1,

in (1.3) and (1.4). An agent with the corresponding recursive utility
functional has relative risk aversion (RRA) γ and elasticity of intertem-
poral substitution (EIS) ψ = 1/φ; see Epstein and Zin (1989) and Weil
(1990).

Stochastic differential utility

In the context of stochastic differential utility (SDU), as introduced by
Duffie and Epstein (1992b), the utility functional is defined as

ν(c) = V0,

where V = (Vt) is given in terms of a continuous-time aggregator func-
tion f : C×R → R, as the solution of the backward stochastic differ-
ential equation (BSDE)

dVt = −f(ct,Vt)dt+ dMt for a martingale M, VT = ξ,

or, equivalently, Vt = Et
[∫T
t f(cs,Vs)ds+ ξ

]
, t ∈ [0, T ].

(1.5)

In fact, Duffie and Epstein (1992b) were the first to consider BSDEs
in the context of general semimartingales. In a Brownian framework,
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BSDEs had previously been introduced by Pardoux and Peng (1990).
In the Brownian setting, BSDEs take the form

dVt = −f(t,Vt,Zt)dt+ZtdWt, VT = ξ,

where the aggregator f may also depend on the martingale integrand
Z of the solution.5 For an overview of the theory of BSDEs and their
applications in finance, we refer to El Karoui et al. (1997).

The Epstein-Zin parameterization of SDU (for non-unit EIS and
RRA) corresponds to the continuous-time aggregator

f(c, v) , δv
1− γ

1− 1
ψ

[(
c

((1− γ)v)
1
1−γ

)1− 1
ψ

− 1

]
, (1.6)

see, e.g., Duffie and Epstein (1992b).

Convergence of recursive utility

Under appropriate continuity, differentiability and growth conditions
on the intertemporal aggregatorW and the utility function u inducing
the certainty equivalent via (1.3), Kraft and Seifried (2014) prove that
the recursive utility process Vπ converges to the stochastic differential
utility process V in the limit of vanishing grid size, i.e.,

Vπ → V as |π| = max
k=1,...,n

|tk − tk−1|→ 0.

More precisely, they show that Vπ = u(Vπ)→ u(V) = V , where

◦ Vπ is the recursive utility process corresponding to the normal-
ized intertemporal aggregator

W(∆, c, v̄) = u ◦W(∆, c,u−1(v̄))

and the family of normalized certainty equivalents

mt
(
X̄
)
= u

(
mt(u

−1
(
X̄)
))

= Et
[
X̄
]

and

◦ V is given by (1.5) with continuous-time aggregator

f(c, v̄) = ∂
∂∆W(∆, c, v̄)|∆=0,

confirming a formula derived by Epstein (1987).

As long as only bounded consumption plans are considered, Kraft
and Seifried (2014) cover all specifications of recursive utility with
certainty equivalents and aggregators as in (1.3) and (1.4) and, in
particular, the Epstein-Zin-Weil parametrization.

5 This has been exploited (e.g., in Lazrak and Quenez (2003)) to formulate SDU with
source-dependent risk aversion.
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1.2 nonlinear expectations

In this thesis, we generalize the convergence result of Kraft and Sei-
fried (2014) to normalized certainty equivalents mt(X) = Et[X], where
(Et)t∈[0,T ] is a (dynamic) nonlinear expectation. Prominent examples of
(static) nonlinear expectations are given by lower expectations,6

Et[X] = inf
q∈Qt

Eqt [X],

where Qt is a family of probability measures. Lower expectations Et

emerge as normalized versions of (max)min expected utility certainty
equivalents under multiple priors,

mt(X) = inf
q∈Qt

u−1
(
Eqt [u(X)]

)
,

as proposed by Gilboa and Schmeidler (1989). This robust approach is
a conservative alternative to classical expected utility certainty equiv-
alents in situations where precise subjective probabilities cannot be
assigned. Epstein and Wang (1994), Epstein and Schneider (2003) and
Chen and Epstein (2002) combine (max)min expected utility certainty
equivalents with recursive utility in discrete time. To consider corre-
sponding recursive utilites in continuous time, the family (Et)t∈[0,T ]
must be dynamically consistent, i.e., it must satisfy the tower property

Es
[
Et[X]

]
= Es[X] for all s 6 t. (TC)

This is a serious restriction on the family (Qt)t∈[0,T ] of probability
measures. In their continuous-time intertemporal version of multiple-
priors utility, Chen and Epstein (2002) guarantee this time-consistency
property by a so-called rectangularity condition. In the version of
stochastic differential utility for ambiguous volatility proposed re-
cently by Epstein and Ji (2014),7 time-consistency is guaranteed by
optimal control techniques; see in particular Nutz (2012, 2013) for the
precise constructions and the dynamic programming principle.

In this thesis, we focus on (dynamic) nonlinear expectations which
satisfy the time-consistency condition (TC). Under assumptions on
the intertemporal aggregator paralleling those of Kraft and Seifried
(2014), we prove that the corresponding recursive utility processes Vπ

converge to a limiting object V (Theorem 2.80), where V is the solution
of a backward nonlinear expectation equation (BNEE) of the form

Vt = Et

[∫T
t f(cs,Vs)ds+ ξ

]
, t ∈ [0, T ],

given in terms of the continuous-time aggregator

f(t, v̄) = ∂
∂∆W(∆, c, v̄)|∆=0.

In particular, we substantiate the results of Chen and Epstein (2002)
and Epstein and Ji (2014) by showing that their models emerge in the
continuous-time limit of recursive utilities under multiple priors.

6 See, e.g., Huber (1981).
7 See Epstein and Ji (2013) for applications of this model.
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Backward nonlinear expectation equations

To prove the convergence result advertised above, in Chapter 2,8 we
study general backward nonlinear expectation equations (BNEEs),

Xt = Et

[∫T
t g(s,X)µ(ds) + ξ

]
, t ∈ [0, T ]. (1.7)

In our analysis of (1.7), we build on an abstract framework for dy-
namic nonlinear expectations. This setting comprises g-expectations,
see, e.g., Peng (1997, 2004b), G-expectations as put forward by Peng
(2007, 2008), and random G-expectations as introduced and analyzed
by Nutz (2012, 2013). In particular, the model of Chen and Epstein
(2002) and a version of then one of Epstein and Ji (2014) are included
in our abstract framework.

Equations of the form (1.7) should be looked upon as backward
stochastic differential equations (BSDEs) in the context of nonlin-
ear expectations. In the literature, such equations have previously
been investigated in particular situations: For instance, Peng (2004b,
2005a) considers BSDEs under g-expectations, and Peng (2010) and
Hu et al. (2014a,b) study BSDEs under G-expectations. Moreover,
with so-called second-order BSDEs, Cheridito et al. (2007) and Soner
et al. (2012, 2013) have introduced a related class of equations. In the
economics literature, BNEEs have appeared in the context of dynamic
robust risk preferences; see, e.g., Chen and Epstein (2002), Hayashi
(2005) and Epstein and Ji (2014).

Results

In Chapter 2, we prove existence and uniqueness for solutions of (1.7)
under a Lipschitz condition on the aggregator g (Theorem 2.26), and
we show that solutions are stable under perturbations of the aggre-
gator function (Theorem 2.29). Moreover, we demonstrate that (1.7)
emerges in the continuous-time limit of the discrete aggregations

X∆k , Etk

[
m
(
(tk, tk+1]

)
g
(
tk,Etk [X

∆
k+1]

)
+X∆k+1

]
, k = N− 1, . . . , 0,

where ∆ : 0 = t0 < t1 < · · · < tN = T (Theorem 2.32). Building on these
results, convergence of recursive utilities (Theorem 2.80) is proven.

1.3 epstein-zin sdu and utility gradients

In Chapter 3,9 we return to the classical probabilistic framework and
work on a filtered probability space (Ω,A, (Ft)t∈[0,T ],P) satisfying the
usual conditions. We consider the Epstein-Zin-Weil parameterization
of stochastic differential utility as introduced in (1.6), focusing on the
case where RRA and EIS are greater than one.

8 Chapter 2 is largely based on Belak, Seiferling, and Seifried (2015).
9 Chapter 3 is largely based on Seiferling and Seifried (2015).
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For every consumption plan c with

E
[∫T
0 c
r
tdt+ c

r
T

]
<∞ for all r ∈ R,

we show that there exists a unique semimartingale Vc satsifying (1.5)
(Theorem 3.2). Moreover, we prove that the mapping c 7→ Vc is in-
creasing and concave (Theorem 3.4). Finally, we establish a utility
gradient inequality (Theorem 3.5) of the form

ν(c) 6 ν(ĉ) +
〈
m(ĉ), c− ĉ

〉
.

1.4 consumption-portfolio optimization with sdu

In Chapter 4,10 we consider the consumption and portfolio selection
problem of an investor with continuous-time Epstein-Zin preferences
in an incomplete financial market consisting of a locally risk-free asset
M and a risky asset S with dynamics11

dMt = r(Yt)Mtdt, dSt = St [(r+ λ(Yt))dt+ σ(Yt)dWt] .

The investor consumes at rate c and invests the fraction π of his capi-
tal into S, and so his wealth follows the dynamics

dXπ,c
t = Xπ,c

t [(r(Yt) + πtλ(Yt))dt+ πtσ(Yt)dWt] − ctdt.

Utility of terminal wealth and consumption is given by

ν(c) , Vc0 , where Vct , Et
[∫T
t f(cs,V

c
s )ds+U(X

π,c
T )

]
for t ∈ [0, T ].

Here, f is the continuous-time Epstein-Zin aggregator as in (1.6). We
study the associated optimal consumption and portfolio optimization
problem, i.e., we aim to

find (π?, c?) such that ν(c?) = sup
(π,c)

ν(c),

where the supremum is taken over all integrable strategies (π, c) the
investor can implement without going bankrupt. We prove a verifica-
tion theorem (Theorem 4.9) which shows that the optimal strategies
(π?, c?) are given in terms of a semilinear partial differential equation
(PDE) of the form

0 = ht − r̃h+ α̃hy +
1
2β
2hyy +

δψ

1−qh
q, h(T , ·) = ε̂. (1.8)

Note that equations of this form frequently arise in asset pricing, too.
The main result of Chapter 4 is a general existence and uniqueness
theorem (Theorem 4.10) for semilinear PDEs of the form as in (1.8).

10 Chapter 4 is largely based on Kraft, Seiferling, and Seifried (2015).
11 We impose standard regularity and boundedness conditions on the coefficients; see

assumptions (A1) and (A2) on p. 110 and assumption (A1’) on p. 129.
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The proof of this result is based on fixed point arguments which entail
the following: Set h0 = ε̂ and iteratively define hn as the unique
solution g of the linear PDE

0 = gt − r̃g+ α̃gy +
1
2β
2gyy +

δψ

1−q(h
n−1)q, g(T , ·) = ε̂.

Then the sequence (hn)n∈N converges to the solution h of (1.8), with
respect to the uniform norm ‖h‖C0,1 = ‖h‖∞ + ‖hy‖∞ (Theorem 4.29).
This convergence result immediately yields a fast numerical method
which enables us to efficiently determine optimal strategies via itera-
tively solving linear PDEs; see the informal users’ guide in Section 4.6,
where we also provide numerical examples to illustrate our approach.

1.5 outline of this thesis

This thesis is structured as follows: Chapter 2 deals with backward
nonlinear expectation equations (BNEEs) and convergence of corre-
sponding recursive utilities, as explained in Section 1.2 above. In
Chapter 3, we investigate the Epstein-Zin parametrization of stochas-
tic differential utility with RRA and EIS both greater than one. The
consumption-portfolio problem of an investor with stochastic differ-
ential utility in an incomplete market is studied in Chapter 4. Each
chapter in the main part of this thesis is complemented by a corre-
sponding chapter in the appendix. The bibliography is provided at
the end of the appendix.

Chapter 2 Sections 2.1 and 2.2 set the scene for Chapter 2 by intro-
ducing a general framework for the study of backward nonlinear ex-
pectation equations. These equations are then studied in Section 2.3,
where the issues of existence, uniqueness, stability and discretiza-
tion are addressed. Section 2.4 provides general conditions which
can be used to verify whether a given nonlinear expectation fits into
our framework. Concrete examples of such nonlinear expectations
are presented in Section 2.5. For the case of linear expectations, Sec-
tion 2.6 relates our findings on BNEEs to the theory of BSDEs. The
convergence result for recursive utilities is established in Section 2.7.
Where appropriate, the end of each section provides bibliographical
notes that relate its contents to the literature.

Chapter 3 Section 3.1 formally introduces continuous-time Epstein-
Zin preferences. Our main results are stated in Section 3.2. The follow-
ing two sections prepare for the proofs: In Section 3.3, utility function-
als are constructed for bounded consumption plans, and Section 3.4
provides an excursion on stochastic Gronwall inequalities. Then the
proofs of our main results are given in Section 3.5.

Chapter 4 The consumption and portfolio selection problem is for-
mulated in Section 4.1, and the structure of the optimal strategy is
announced in terms of a semilinear PDE. In Section 4.2, existence
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and uniqueness of appropriate solutions for this semilinear PDE are
established by fixed point arguments. A verification result which en-
sures that the associated strategies are indeed optimal is proven in
Section 4.3. Section 4.4 briefly comments on the relevance of our PDE
results for asset pricing. Section 4.5 provides the basis for our numer-
ical method. Section 4.6 offers an informal user’s guide on how to
apply our results numerically and illustrates the power of the solu-
tion method by a number of numerical examples.





2
B A C K WA R D N O N L I N E A R E X P E C TAT I O N
E Q U AT I O N S

In the first chapter of this thesis, we study backward nonlinear expec-
tation equations (BNEEs) of the form

Xt = Et

[∫T
t g(s,X)µ(ds) + ξ

]
, t ∈ [0, T ]. (2.1)

Here, Et is a nonlinear expectation operator, g is a generator function,
µ is a suitable integrator, and ξ is the terminal value.

Our analysis is built on a general framework for dynamic nonlin-
ear expectations that comprises several well-known nonlinear expec-
tations from the literature. In this framework, we establish existence,
uniqueness and stability for solutions of (2.1). Moreover, we show that
(2.1) emerges in the continuous-time limit of the discrete aggregations

X∆k , Etk

[
m
(
(tk, tk+1]

)
g
(
tk,Etk [X

∆
k+1]

)
+X∆k+1

]
, k = N− 1, . . . , 0,

where ∆ : 0 = t0 < t1 < · · · < tN = T , and we provide an application
to recursive utility under ambiguity. These parts of the exposition are
largely based on Belak, Seiferling, and Seifried (2015). In addition, we
provide a sufficient criterion for nonlinear expectations to fit in our
general framework, and we apply that criterion to several examples
from the literature. Moreover, we relate BNEEs to classical backward
stochastic differential equations (BSDEs) in the case when Et is a linear
expectation.

This chapter is structured as follows: Section 2.1 recalls the defi-
nition of a (time-consistent) nonlinear expectation. Section 2.2 intro-
duces the notion of appropriate domains for sublinear expectations
and provides our general framework for dynamic nonlinear expecta-
tions. Backward nonlinear expectation equations within that frame-
work are studied in Section 2.3, where we prove existence, unique-
ness, and stability results and establish convergence of the associated
discrete-time nonlinear aggregations. Section 2.4 provides a general
result on the existence of appropriate domains for sublinear expecta-
tions satisfying a Fatou property. In Section 2.5, this result is used to
embed several examples of nonlinear expectations into the setting of
Section 2.3. The connection between BNEEs and BSDEs is examined
in Section 2.6. Section 2.7 concludes the chapter with an application
of our results to recursive utility in discrete and continuous time.

13
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2.1 nonlinear expectations

We give the definition of a nonlinear expectation. A nonlinear expecta-
tion will always be defined on a domain (for expectations).

definition 2.1. Let T > 0 and let (Ht)t∈[0,T ] be an increasing familyDomain for
expectations of linear spaces. Suppose that (HT ,6) is an ordered vector space and

that (H0,6) is order-isomorphic to R.
Then ((Ht)t∈[0,T ],6) is a domain for expectations. �

definition 2.2. Let ((Ht)t∈[0,T ],6) be a domain for expectations and
let (Et)t∈[0,T ] be a family of operators

Et : HT → Ht, t ∈ [0, T ].

Then (Et)t∈[0,T ] is called a (time-consistent) nonlinear expectation on
(Ht)t∈[0,T ], if the following four conditions are satisfied:

For all X, Y ∈ HT and t ∈ [0, T ], the map Et is

(M) monotone, i.e., X 6 Y implies Et[X] 6 Et[Y],Nonlinear
expectation

(SI) shift-invariant, i.e., Et[X+ Y] = X+ Et[Y] if X ∈ Ht,

(TC) time-consistent, i.e., Et[Es[X]] = Et[X] for every s ∈ [t, T ],

(N) and normalized, i.e., Et[0] = 0.

A nonlinear expectation (Esub
t )t∈[0,T ] is called sublinear if each Esub

t is

(PH) positively homogeneous, i.e., Esub
t [λX] = λEsub

t [X] for all λ > 0,Sublinear
expectation

(SUB) and subadditive, i.e., Esub
t [X+ Y] 6 Esub

t [X] + Esub
t [Y].

Finally, a nonlinear expectation (E
sup
t )t∈[0,T ] is called superlinear if

(−E
sup
t [−·])t∈[0,T ] is a sublinear expectation. If (Et)t∈[0,T ] is a nonlin-

ear expectation on (Ht)t∈[0,T ], we shall refer to (Ht)t∈[0,T ] simply as
the domain of (Et)t∈[0,T ]. �

From (SI) and (N) it is obvious that a nonlinear expectation also

(PC) preserves constants, i.e. Et[X] = X for all X ∈ Ht and t ∈ [0, T ].

For subadditive operators the converse is also true, i.e. (PC) implies
(SI) and (N). This is a consequence of the self-domination property of
sublinear expectations:

lemma 2.3. Let (Esub
t )t∈[0,T ] be a sublinear expectation on ((Ht)t∈[0,T ],6).Self-domination of

sublinear
expectations

For all t ∈ [0, T ], we have

Esub
t [X] − Esub

t [Y] 6 Esub
t [X− Y] for all X, Y ∈ HT . (2.2)

Proof. For all X, Y ∈ HT and t ∈ [0, T ], (SUB) implies that

Esub
t [X] = Esub

t [X− Y + Y] 6 Esub
t [X− Y] + Esub

t [Y],

which rearranges to (2.2).
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corollary 2.4. A family of operators Et : HT → Ht, t ∈ [0, T ], on a
domain for expectations is a sublinear expectation if and only if it satisfies
(M), (TC), (PC), (SUB), and (PH).

Proof. Since (PC) implies (N), it remains to check (SI). Thus let X ∈ Ht,
Y ∈ HT , and note that Lemma 2.3 and (PC) imply

X+ Et[Y] − Et[X+ Y] 6 X+ Et[Y − (X+ Y)] = X+ Et[−X] = 0,

i.e., X+ Et[Y] 6 Et[X+ Y]. On the other hand, (PC) and (SUB) yield
Et[X+ Y] 6 Et[X] + Et[Y] = X+ Et[Y], and (SI) is established.

A simple example of a nonlinear expectation is given by the classi-
cal conditional expectation, of course. For truly nonlinear examples,
we refer to Section 2.5 below.

example 2.5. Let (Ω,A, (Ft)t∈[0,T ],P) be a complete filtered probabil- Classical
conditional
expectation as
nonlinear
expectation

ity space and let F0 be P-trivial. Then the family of linear operators
(Et)t∈[0,T ], given by

Et : L1(Ω,FT ,P)→ L1(Ω,Ft,P), X 7→ EP[X | Ft],

is both a sub- and superlinear expectation on (L1(Ω,Ft,P))t∈[0,T ], in
the sense of Definition 2.2. Here, L1(Ω,Ft,P) is the Lebesgue space of
all Ft-measurable, P-integrable random variables and EP[X | Ft] is the
conditional expectation of X w.r.t. P, given Ft.

2.2 sublinear expectations and appropriate domains

Domains for expectations (as in Definition 2.1) have – except for the
presence of additive inverses – just the right amount of structure to
write down the general Definition 2.2 of sublinear expectations. Ide-
ally, one would want to work with Banach spaces of “random vari-
ables” as in the case of linear expectations (recall Example 2.5). There,
the family {Lp(Ω,Ft,P) : t ∈ [0, T ], 1 6 p 6 ∞} of classical Lebesgue
spaces enjoys a great deal more of structure: The spaces consist of
equivalence classes of random variables, where two random variables
are considered to be equivalent if their values differ only outside a set
in NP = {N ⊂ Ω : P(N) = 0}, and have a topology which is consistent
with the pointwise order; all the spaces Lp(Ω,F0,P), p > 1, coincide
and are isometrically order-isomorphic to R; the spaces are related by
Hölder’s inequality, increasing in t and decreasing in p. Finally, the
(sub)linear expectation generates the norms on the spaces on which
it is defined by the expression

‖ · ‖L,p : LpT → [0,∞), X 7→ EP0
[
|X|p

] 1
p . (2.3)

Essentially, we want the same thing for sublinear expecations: First,
their domain should have the structural Lebesgue space-type features
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as outlined above. This leads to the notion of a Lebesgue family, which
is defined in the following Subsection 2.2.1. Second, we want sublin-
ear expectations to generate their own norms via the Lp-type expres-
sion (2.3). In this case, we have an appropriate domain for the sublinear
expectation, as defined in Subsection 2.2.2 below.

2.2.1 Lebesgue families

Let Ω be a non-empty set. To axiomatically define the concept of aPreliminaries

Lebesgue family, we begin with the equivalence relation: Let N ⊂ 2Ω be
a non-empty collection of subsets of Ω which is closed under count-
able unions and does not contain Ω; we refer to such an N as a col-
lection of negligible sets.1 A collection of negligible sets N induces an
equivalence relation ∼N on ΩR by

f ∼N g ⇐⇒ f(ω) = g(ω) for all ω ∈ Ω \N and some N ∈ N.

The set {f ∈ ΩR : f ∼N 0} forms a subspace of ΩR; the correspond-
ing quotient space is denoted by ΩR/N. By definition, pointwise op-
erations on ΩR/N are well-behaved: If ϕ : R → R and f ∼N g, then
ϕ ◦ f ∼N ϕ ◦ g. Moreover, ΩR/N inherits the pointwise partial order
from ΩR, i.e.,

X 6 Y in ΩR/N ⇐⇒ f(ω) 6 g(ω) for all ω ∈ Ω and some f ∈ X, g ∈ Y,

and it is immediate that the canonical injection

ι̇ : R→ ΩR/N, x 7→ [Ω→ R, ω 7→ x]∼N

is order-preserving. With these preliminaries, we now give the defini-
tion of a Lebesgue family:

definition 2.6. Let Ω be a non-empty set and let N ⊂ 2Ω be a collec-Lebesgue family

tion of negligible sets. Suppose that

{(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}

is a family of Banach spaces such that the following statements hold
true for all t ∈ [0, T ] and p > 1:

(L1) Lpt 6 ΩR/N, i.e., Lpt is a linear subspace of ΩR/N,

(L2) Lps ⊂ Lqt for all 1 6 q 6 p and 0 6 s 6 t,

(L3) Lpt = {X ∈ L1t : |X|p ∈ L1t },

(L4) XY ∈ L1t , if X ∈ Lpt , Y ∈ Lqt and p,q ∈ (1,∞) with 1
p + 1

q = 1,

(L5) Lp0 = ι̇(R) for all p > 1 and ι̇ : R→ L10 is an isometry,

1 In the above example of classical Lebesgue spaces, this collection consists precisely
of all P-null sets.
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(L6) L1+ , {X ∈ L1 : X > 0} ⊂ L1 is closed.

Then {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} is said to be a Lebesgue family. For
brevity, we write Lp , LpT , p > 1. �

Assumption (L1) simply states that we are working with equiva-
lence classes of functions with respect to one fixed, pointwise defined
equivalence relation. Condition (L2) guarantees that the spaces be-
come larger as time passes and “more becomes known” and smaller
as p increases, i.e., “as integrability gets harder.” Assumption (L3) is
certainly expected to hold for anything that claims to be similar to the
classical Lp-spaces and implies in particular that all spaces are closed
under taking the absolute value. The desired relationship between
Hölder conjugate spaces is ensured by (L4). Condition (L5) entails
that Lp0 is isometrically order-isomorphic to R: “Nothing is known at
time 0.” This allows us to identify Lp0 and R, which we will do in the
following. The last assumption, (L6), guarantees that the ordering is
preserved under taking limits. Intuitively, one should think of Lpt as
the space of time-t measurable, p-integrable random variables.

If {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} is a Lebesgue family, then, for ev-
ery p > 1, ((Lpt )t∈[0,T ],6) is a domain for expectations and may thus
carry a nonlinear expectation (c.f. Definition 2.2). Sublinear expecta-
tions on Lebesgue families are investigated in the next subsection.

Note: For our results on backward nonlinear expectation equations and the convergence

of recursive utilities in Section 2.3 and Section 2.7 below, the full Lebesgue family is not

needed: One can fix p = 1 and work only on (L1t )t∈[0,t]. In this case, the conditions in

Definition 2.6 reduce to the requirements

L1t 6 L1s 6 ΩR/N and X ∈ L1t =⇒ |X| ∈ L1t for all 0 6 t 6 s 6 T

and the conditions that

ι̇ : R→ L1 is a surjective isometry and that L1+ = {X ∈ L1 : X > 0} ⊂ L1 is closed.

2.2.2 Appropriate domains for sublinear expectations

Suppose we are given a Lebesgue family

{(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1},

and let (Esub
t )t∈[0,T ] be a sublinear expectation on (L1t )t∈[0,T ]. Then, for

each p > 1, the function

ρp : Lp → [0,∞), X 7→ Esub
0

[
|X|p

] 1
p (2.4)

defines a seminorm on Lp: Indeed, ρp is well-defined by (L3) and
(M), and homogeneity is obvious from (PH). The triangle inequality
is proven in exactly the same manner as the classical Minkowski in-
equality, making use of Hölder’s inequality for ρp. For the sake of
completeness, the proofs are provided below.
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lemma 2.7. Let t ∈ [0, T ] and p,q > 1 with 1
p + 1

q = 1. If X ∈ Lpt andHölder inequality

Y ∈ Lqt , then XY ∈ L1t and

Esub
0 [|XY|] = ρ1(XY) 6 ρp(X)ρq(Y) = Esub

0

[
|X|p

] 1
pEsub
0

[
|Y|q

] 1
q .

Proof. We have XY ∈ L1t by (L4). For ε > 0 we put

X̄ ,
X(

ε+ Esub
0 [|X|p]

) 1
p

∈ Lp and Ȳ ,
Y(

ε+ Esub
0 [|Y|q]

) 1
q

∈ Lq.

Choose some g ∈ X̄ and some h ∈ Ȳ. Then Young’s inequality implies

|g(ω)h(ω)| 6 1
p |g(ω)|p + 1

q |h(ω)|q for all ω ∈ Ω.

Hence |X̄Ȳ| 6 1
p |X̄|

p + 1
q |Ȳ|

q, where both 1
p |X̄|

p and 1
q |Ȳ|

q are in L1 by
(L3), and thus we obtain

Esub
0

[
|X̄Ȳ|

]
6 Esub

0

[
1
p |X̄|

p + 1
q |Ȳ|

q
]
6 1
pE

sub
0

[
|X̄|p

]
+ 1
qE

sub
0

[
|Ȳ|q

]
by (M), (SUB) and (PH). Moreover, (PH) yields

Esub
0

[
|X̄|p

]
= Esub

0 [|X|p]/
(
ε+ Esub

0 [|X|p]
)
6 1 and Esub

0

[
|Ȳ|q

]
6 1,

and we get Esub
0 [|X̄Ȳ|] 6 1

p + 1
q = 1. Therefore, we have

Esub
0 [|XY|] 6

(
ε+ Esub

0 [|X|p]
) 1
p
(
ε+ Esub

0 [|Y|q]
) 1
q ,

and letting ε→ 0 yields the claim.

From Hölder’s inequality, one can prove Minkowski’s inequality
using the classical argument.

lemma 2.8. Let p > 1 and X, Y ∈ Lp. Then ρp(X+ Y) 6 ρp(X) + ρp(Y).Minkowski
inequality

Proof. We first prove the claim for p = 1. The triangle inequality in R

implies that |X+ Y| 6 |X|+ |Y|, where |X+ Y|, |X|, |Y| ∈ L1 by (L3). Now
monotonicity (M) and subadditivity (SUB) yield

Esub
0

[
|X+ Y|

]
6 Esub

0

[
|X|+ |Y|

]
6 Esub

0

[
|X|
]
+ Esub

0

[
|Y|
]
,

i.e., ρ1(X+ Y) 6 ρ1(X) + ρ1(Y).

Now let p > 1. Making use of (L3), we set

X̄ , |X| ∈ Lp, Ȳ , |Y| ∈ Lp, and Z̄ , |X+ Y| ∈ Lp.

The triangle inequality in R implies

|Z̄|p = |X+ Y| · |Z̄|p−1 6 X̄ · |Z̄|p−1 + Ȳ · |Z|p−1.

Note that |Z̄|p ∈ L1 and |Z̄|p−1 ∈ Lq by (L3), where q = p
p−1 > 1. Since

1
p + 1

q = 1, Lemma 2.7 yields X̄ · |Z̄|p−1, Ȳ · |Z̄|p−1 ∈ L1 with

ρ1(X̄ · |Z̄|p−1) 6 ρp(X)ρq
(
|Z̄|p−1

)
, ρ1(Ȳ · |Z̄|p−1) 6 ρp(Y)ρq

(
|Z̄|p−1

)
.
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Thus with (M) and the already proven inequality for p = 1, we get

ρ1
(
|Z̄|p

)
6 ρ1

(
X̄ · |Z̄|p−1 + Ȳ · |Z|p−1

)
6 ρ1

(
X̄ · |Z̄|p−1

)
+ ρ1

(
Ȳ · |Z|p−1

)
.

Combining the above, we arrive at

ρp(X+ Y)p = ρ1
(
|Z̄|p

)
6
(
ρp(X) + ρp(Y)

)
ρq
(
|Z̄|p−1

)
.

For ρp(X+ Y) = 0, there was nothing to show, anyway. Otherwise, we
divide by ρp(X+ Y)p−1 = ρq(|Z̄|

p−1) to complete the proof.

As hinted at above, a Lebesgue family is an appropriate domain for
a sublinear expectation (Esub

t )t∈[0,T ] if (Esub
t )t∈[0,T ] generates its norms

via (2.4).

definition 2.9. Let Appropriate
domain

L =
{
(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1

}
be a Lebesgue family and suppose that (Esub

t )t∈[0,T ] is a sublinear
expectation on (L1t )t∈[0,T ]. If

Esub
t : Lp → L

p
t for all t ∈ [0, T ] and p > 1,

and if the seminorms in (2.4) satisfy

ρp = ‖ · ‖L,p for all p > 1,

then we say that L is an appropriate domain for (Esub
t )t∈[0,T ]. �

Note: If one restricts attention to p = 1 (see the note on p. 17), it suffices to require that

ρ1 = ‖ · ‖L,1.

Note: In our article Belak, Seiferling, and Seifried (2015), on which the current section is

partially based, the concept of an appropriate domain was referred to as an appropriate

family of Lp-spaces.

Remark. In this thesis, we focus on nonlinear expectations that are
defined on appropriate domains. This restriction is necessary if one
insists that the domain of the nonlinear expectation carry a linear
structure. For instance, Nutz and van Handel (2013) show that it is
not possible to construct G-expectations on a linear space containing
all Borel functions on Wiener space. �

General results on the existence of appropriate domains for sublin-
ear expectations satisfying a Fatou property will be presented in Sub-
section 2.4. Appropriate domains for the concrete examples of g-, G-
and random G-expectations can be found below, in Subsections 2.5.1,
2.5.2 and 2.5.3. For linear expectations, appropriate domains come
without surprises:

example 2.10. Let (Ω,A, (Ft)t∈[0,T ],P) be a complete filtered probabil-
ity space and let F0 be P-trivial. Then the family of classical Lebesgue
spaces {Lp(Ω,Ft,P) : t ∈ [0, T ], p > 1} is an appropriate domain for
the linear expectation (Et)t∈[0,T ] of Example 2.5.
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The definition of an appropriate domain entails in particular that
(Esub
t )t∈[0,T ] is a sublinear expectation on (Lpt )t∈[0,T ]. Moreover, as a

straightforward consequence of the next lemma (Jensen’s inequality),
the operators Esub

t : Lp → L
p
t are continuous. We record this fact ex-

plicitly as Lemma 2.15 in the next subsection.

lemma 2.11. Let {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} be a Lebesgue family,Jensen’s
inequality and let (Esub

t )t∈[0,T ] be a sublinear expectation on (L1t )t∈[0,T ]. Then Jensen’s
inequality holds:

For all t ∈ [0, T ] and any convex function ϕ : R→ R, we have

ϕ
(
Esub
t [X]

)
6 Esub

t

[
ϕ(X)

]
whenever X ∈ L1 with ϕ(X) ∈ L1.

In particular, for all p > 1 and t ∈ [0, T ], it follows that∣∣Esub
t [X]

∣∣p 6 Esub
t

[
|X|p

]
for all X ∈ Lp.

Proof. We first prove that

aEsub
t [X] + b 6 Esub

t [aX+ b] for all a,b ∈ R. (2.5)

Normalization (N) and self-domination (2.2) give

−Esub
t [X] = Esub

t [0] − Esub
t [X] 6 Esub

t [0−X] = Esub
t [−X].

Together with positive homogeneity (PH), this implies

aEsub
t [X] = sign(a)Esub

t

[
|a|X

]
6 Esub

t

[
aX
]

for all a ∈ R.

Now shift-invariance (SI) yields (2.5).
We denote by Lϕ the collection of all (a,b) ∈ Q2 with ay + b 6

ϕ(y) for all y ∈ R. Then, for all (a,b) ∈ Lϕ, monotonicity (M) and
inequality (2.5) imply

aEsub
t [X] + b 6 Esub

t [aX+ b] 6 Esub
t [ϕ(X)].

Thus, since N is closed under countable unions, we find a negligible
set N ∈ N and representatives f,g ∈ ΩR of Esub

t [X] and Esub
t [ϕ(X)] in

L1 6 ΩR/N such that

af(ω) + b 6 g(ω) for all ω ∈ Ω \N and all (a,b) ∈ Lϕ.

Taking the pointwise supremum, we obtain

ϕ(f(ω)) = sup
(a,b)∈Lϕ

af(ω) + b 6 g(ω) for all ω ∈ Ω \N

by convexity of ϕ, and the first claim follows. The second claim is
an immediate consequence of the first since x 7→ |x|p is convex and
|X|p ∈ L1 for all X ∈ Lp by (L3).

We stress that the above version of Jensen’s inequality does not
claim that ϕ(Esub

t [X]) ∈ L1t . It only asserts that the desired inequal-
ity holds in ΩR/N. In the following, we will only use the second
part, which may also pass as a consequence of Hölder’s inequality.
In that specific case, the membership Esub

t [X] ∈ Lpt is guaranteed if the
Lebesgue family {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} is an appropriate
domain for (Esub

t )t∈[0,T ].
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2.2.3 Dominated nonlinear expectations on appropriate domains

Nonlinear expectations (which are not sublinear) do not generate
their own norm via the Lp-type expression (2.4) from Subsection 2.2.2
above. To accommodate them, we assume that they come together
with a sublinear expectation that dominates them in the sense of the
following definition:

definition 2.12. Let (Et)t∈[0,T ], (Ēt)t∈[0,T ] be nonlinear expectations Dominated
nonlinear
expectations

defined on the same domain ((Ht)t∈[0,T ],6). We say that (Ēt)t∈[0,T ]
dominates (Et)t∈[0,T ] if

Et[X] − Et[Y] 6 Ēt[X− Y] for all X, Y ∈ HT and t ∈ [0, T ]. �

Remark. Lemma 2.3 (on p. 14 above) implies that every sublinear ex-
pectation dominates itself. �

The domination property has useful implications for nonlinear ex-
pectations that are dominated by a sublinear expectation:

definition 2.13. Let (Esub
t )t∈[0,T ] be a sublinear expectation on an Dominated

nonlinear
expectations on
appropriate
domain

appropriate domain L = {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}. Suppose that
(Et)t∈[0,T ] is a nonlinear expectation on (L1t )t∈[0,T ] such that

(Esub
t )t∈[0,T ] dominates (Et)t∈[0,T ] and Et : L

p → L
p
t (2.6)

for all t ∈ [0, T ] and p > 1. Then we call (Et)t∈[0,T ] a dominated nonlinear
expectation carried by (Esub

t )t∈[0,T ] on (the appropriate domain) L.

Note: If one restricts to p = 1, it suffices to require that (Esub
t )t∈[0,T ] dominates (Et)t∈[0,T ]

on (L1t )t∈[0,T ].

Dominated nonlinear expectations satisfy a triangle inequality:

lemma 2.14. Let (Et)t∈[0,t] be a nonlinear expectation that is carried by Triangle
inequality(Esub

t )t∈[0,T ] on the appropriate domain {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}.
Then, for all X, Y ∈ L1, the triangle inequality

|Et[X] − Et[Y]| 6 Esub
t [|X− Y|], t ∈ [0, T ],

is satisfied. In particular, we have |Et[X]| 6 Esub
t [|X|] and

|Esub
t [X] − Esub

t [Y]| 6 Esub
t [|X− Y|] as well as |Esub

t [X]| 6 Esub
t [|X|].

Proof. First note that |X−Y| ∈ L1 by property (L3) of a Lebesgue family.
Now, (Esub

t )t∈[0,T ] dominates (Et)t∈[0,T ], and hence monotonicity (M)
of Esub

t implies

Et[X] − Et[Y] 6 Esub
t [X− Y] 6 Esub

t

[
|X− Y|

]
.

In the same fashion, it follows that Et[Y] − Et[X] 6 Esub
t [|X− Y|], which

proves the first claim. The second is implied by the normalization
property (N) upon setting Y = 0. The remaining statements follow
from self-domination of (Esub

t )t∈[0,T ], see Lemma 2.3 above.
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Together with Jensen’s inequality, the triangle inequality shows that
Et : L

p → L
p
t is a continuous mapping.

lemma 2.15. Let (Et)t∈[0,T ] be a nonlinear expectation that is carried byContinuity of
dominated
nonlinear

expectations

(Esub
t )t∈[0,T ] on the appropriate domain {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}.

Then, for all p > 1 and t ∈ [0, T ], we have the contraction property∥∥Et[X] − Et[Y]
∥∥
L,p 6 ‖X− Y‖L,p, X, Y ∈ Lp,

and, in particular,∥∥Esub
t [X] − Esub

t [Y]
∥∥
L,p 6 ‖X− Y‖L,p, X, Y ∈ Lp.

Proof. The triangle inequality (Lemma 2.14) implies

|Et[X] − Et[Y]| 6 Esub
t [|X− Y|] ,

where |Et[X] − Et[Y]| ∈ Lp and |X− Y| ∈ Lp by (2.6) and (L3). Hence,
Jensen’s inequality (Lemma 2.11) yields∣∣Et[X] − Et[Y]

∣∣p 6
∣∣Esub
t [|X− Y|]

∣∣p 6 Esub
t

[
|X− Y|p

]
,

where |Et[X] − Et[Y]|
p ∈ L1 and Esub

t [|X− Y|p] ∈ L1. Now, monotonicity
(M) ensures that

‖Et[X] − Et[Y]‖pL,p = Esub
0

[∣∣Et[X] − Et[Y]
∣∣p] 6 Esub

0

[
Esub
t

[
|X− Y|p

]]
,

where the last term is precisely Esub
0 [|X − Y|p] = ‖X − Y‖pL,p by time-

consistency (TC). This proves the first claim. Self-dominance of sub-
linear expectations (Lemma 2.3) immediately yields the second.

2.2.4 Processes and integrals

By definition, a stochastic process is a family X = (Xt)t∈[0,T ] of ran-
dom variables. In line with our notion of Lpt as the space of time-t
measurable, p-integrable random variables, the natural definition of
processes in the context of nonlinear expectations is as follows.

definition 2.16. An Lp-process is a function X : [0, T ] → Lp, whereMeasurable and
adapted processes L , {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} is a Lebesgue family. It is mea-

surable if the function X is B([0, T ])-B(Lp)-measurable, and it is adapted
if Xt ∈ Lpt for all t ∈ [0, T ]. The space of all measurable and adapted
Lp-processes is denoted by Xp(L). We will simply write Xp if the
Lebesgue family L is clear from the context. �
Remark. In the above definition (and the remainder of this text), the
symbol B(S) denotes the Borel σ-algebra on a topological space S. �

We will consider (Lebesgue-Bochner) integrals of measurable Lp-
processes with respect to a finite positive measure µ on B([0, T ]),
as outlined below. For additional details, we refer to Appendix A.3
(p. 163ff.) and Dunford and Schwartz (1958).
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definition 2.17. Let µ be a positive finite measure on B([0, T ]). For Space of
integrable
processes Pp

each p > 1, we define the space of µ-integrable adapted Lp-processes as

Pp(L,µ) ,
{
X ∈ Xp(L) : X1[0,t] ∈ L1(µ; Lpt ) for all t ∈ [0, T ]

}
,

where L1(µ; Lpt ) denotes the space of Lpt -valued µ-integrable func-
tions. A seminorm on Pp(L,µ) is defined via Norm on Pp

‖ · ‖P,p : Xp(L)→ [0,∞], ‖X‖P,p ,
∫
[0,T ]‖Xt‖L,p µ(dt).

Identifying X, Y ∈ Pp(L,µ) if ‖X− Y‖P,p = 0, we obtain the associated
quotient space Pp(L,µ). �

Note: The condition X1[0,t] ∈ L1(µ; Lpt ) is imposed in the definition of Pp in order to en-

sure that
∫
AXdµ ∈ Lpt whenever A ⊂ B([0, t]). In the presence of the integrability con-

dition ‖X‖P,p =
∫
[0,T ]‖Xt‖L,p µ(dt) < ∞, this is equivalent to X1[0,t] being µ-essentially

separably valued, see Lemma A.39 (p. 163). If Lp is a separable Banach space, this con-

dition is automatically satisfied, and then Pp consists precisely of all norm-integrable

X ∈ Xp(L), i.e., Pp(L,µ) = {X ∈ Xp(L) : ‖X‖P,p <∞}.

proposition 2.18. Let µ be a positive finite measure on B([0, T ]), and let Pp is complete

L be a Lebesgue family. Then (Pp, ‖ · ‖P,p) is a Banach space.

Proof. This is a straightforward consequence of Theorem III.3.6 in
Dunford and Schwartz (1958), p. 146. See Lemma A.40 (p. 164) in
Appendix A.3 for some particularities of the present situation.

For every process X ∈ Pp(L,µ), the Bochner integral Bochner integral∫
AXdµ ∈ Lp, A ∈ B([0, T ]),

of X over A with respect to µ is defined. As is the usual convention,
for (a,b] ⊂ [0, T ], we write

∫b
a Xdµ ,

∫
(a,b] Xdµ. To emphasize the

integration variable, we shall also write
∫
A Xt µ(dt) ,

∫
AXdµ.

lemma 2.19. The integral∫
A : Pp → Lp, X 7→

∫
AXdµ

is a continuous linear operator satisfying∥∥∫
AXdµ

∥∥
L,p 6

∫
A‖Xt‖L,p µ(dt) 6 ‖X‖P,p, X ∈ Pp, (2.7)

for all A ∈ B([0, T ]).

Proof. See Lemma A.41, p. 165.

Since X ∈ Pp(L,µ) is adapted, X1[0,t] is an Lpt -valued Bochner inte-
grable function, and we have∫

AXdµ =
∫
AX1[0,t] dµ ∈ Lpt for all A ∈ B([0, t]). (2.8)

Thus, the integral process [0, T ] → Lp, t 7→
∫t
0 Xdµ ∈ Lp is adapted.

With Lemma 2.21, we show that it is also right-continuous and, in
particular, measurable.

We conclude this section by introducing subspaces of Pp that repre-
sent natural domains for backward nonlinear expectation equations.
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definition 2.20. Let L be a Lebesgue family. For 1 6 p <∞we defineThe spaces
Sp and Dp

Sp(L,µ) ,
{
X ∈ Pp(L,µ) : ‖X‖S,p <∞}, ‖X‖S,p , sup

t∈[0,T ]
‖Xt‖L,p.

Then (Sp, ‖ · ‖S,p) is a Banach space that contains the closed subspace

Dp(L) ,
{
X ∈ Xp(L) : [0, T ]→ Lp, t 7→ Xt is càdlàg

}
.

If L and µ are clear from the context, we will only write Sp and Dp. �
We note that every càdlàg adapted Lp-process automatically is a

member of Sp(L,µ), regardless of µ, that is, Dp(L) ⊂ Sp(L,µ) for all
finite Borel measures µ on [0, T ].

Note: The necessary simple function approximation is easily produced: Let X be a càdlàg

adapted Lp-process; then t 7→ ‖Xt‖L,p is also càdlàg and, in particular, ‖X‖S,p <∞. We

set Xn , X01{0} +
∑n
k=1 Xtnk 1(tnk−1,tnk ], t

n
k , kt/n, n ∈ N. Then Xn is an Lpt -valued

measurable simple function with ‖Xns − Xs‖L,p → 0 and ‖Xns − Xs‖Lp 6 2‖X‖S,p for all

s ∈ [0, t]. Dominated convergence implies X1[0,t] ∈ L1(µ; Lpt ) for all t ∈ [0, T ]; thus,

X ∈ Pp(L,µ), and hence X ∈ S(L,µ).

For every finite positive measure µ, we have

‖X‖P,p 6 µ([0, T ])‖X‖S,p, X ∈ Sp,

and thus, we can regard Sp(L,µ) ⊆ Pp(L,µ) as a subspace. It is
noteworthy that the integral induces a continuous linear operator
Pp → Dp.

lemma 2.21. For each 1 6 p <∞, the integralIntegral process

I : Pp → Dp, X 7→ IX, where (IX)t ,
∫t
0Xs µ(ds), t ∈ [0, T ],

is a continuous linear operator.

Proof. By (2.8), the integral IX is an adapted Lp-process. We have
supt∈[0,T ] ‖IXt‖L,p 6 ‖X‖P,p by (2.7), and, for t 6 s, the inequality

‖(IX)s − (IX)t‖L,p 6
∫T
0 1(t,s](u)‖Xu‖L,pµ(du)

implies that IX is càdlàg; thus, IX ∈ Dp.

2.2.5 Bibliographical notes

Upper expectations, given by Esub
0 [·] = supp∈P Ep[·] (in terms of a set

P of probability measures), are the most natural examples of (static)
sublinear expectations, and they have a long history in robust statistics,
see, e.g., Huber and Strassen (1973), the book by Huber (1981) and
the references therein. Upper and lower probabilities yield a popular ex-
tension of the classical probabilistic framework and allow the quan-
tification of uncertainty in the presence of inconsistent information,
when the Kolmogorov (1933) axioms reach their limitations. Instead
of associating a single number – a precise probability – with an event,
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a whole interval of plausible probabilities between the upper and the
lower probability is assigned. Hence, upper and lower probabilities
are highly related to upper and lower previsions, as proposed by Walley
(1991) in his book on statistical reasoning with imprecise probabilities.
For a recent survey of the topic, we refer to Miranda (2008). An ex-
tensive account of the history of nonlinear probabilities in statistics
can be found in Hampel (2009). For additional background on impre-
cise probabilities, we refer to Coolen et al. (2011) and the references
therein.

Upper and lower previsions can be interpreted as maximum buy-
ing prices and minimum selling prices for gambles; decisions on
whether a gamble is accepted or rejected are based on these prices
and obey two principles: They are coherent, meaning that a positive
linear combination of acceptable positions is still acceptable, and they
avoid sure loss. Thus, it is apparent that the concept of imprecise prob-
abilities is strongly connected to that of coherent risk measures, as pro-
posed by Artzner et al. (1999); see also Delbaen (2002) and Föllmer
and Schied (2004). On the other hand, there is a one-to-one corre-
spondence between coherent risk measures and (static) sublinear ex-
pectations: A mapping ρ is a coherent risk measure if and only if
ν , ρ[−·] is a (static) sublinear expectation. In that context, ν is often
referred to as a valuation.

A dynamically consistent extension of these concepts has been
proposed by Peng (1999, 2004a) and Coquet et al. (2002), under
the name filtration-consistent nonlinear expectation, in the context of
g-expectations. A filtration-consistent valuation or nonlinear expec-
tation Et, t ∈ [0, T ], maps FT -measurable random variables to Ft-
measurable random variables, where (Ft)t∈[0,T ] is a filtration, and it
is supposed to satisfy the tower property

Et[Es[X]] = Et[X], t 6 s.

This strong notion of time-consistency is the same one we use in our
Definition 2.2 of a nonlinear expectation; however, by directly model-
ing the flow of information by an increasing family of linear spaces
(Ht)t∈[0,T ] we abstract from the filtration. In the context of dynamic
risk measures, there are various weaker concepts of time-consistency
in the literature. For these and further developments of the theory, we
refer to Cheridito et al. (2004, 2006), Artzner et al. (2007), Jobert and
Rogers (2008), Stadje (2010), Acciaio et al. (2012), Pelsser and Stadje
(2014) and the references therein.

Our general framework of Section 2.2 comprises g-expectations, see,
e.g., Peng (1997, 2004b), G-expectations as put forward by Peng (2007,
2008), and random G-expectations as introduced and analyzed by
Nutz (2012, 2013). By construction, the G- and random G-expectation
are defined on appropriate domains in the sense of Definition 2.9. Ap-
propriate domains are an abstraction of these concrete situations which
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has been proposed in Belak, Seiferling, and Seifried (2015) and which
generalizes the constructions of Peng (2005b, 2008, 2010).

All of the observations made in Section 2.2 have been made before,
in similar frameworks for nonlinear expectations; see, for example,
Peng (2008) for Hölder’s inequality (Lemma 2.7) and Minkowski’s
inequality (Lemma 2.8), and Cohen et al. (2011) for Jensen’s inequal-
ity (Lemma 2.11). The notion of domination from Definition 2.12 is
also standard in the theory of nonlinear expectations and so are its
implications, as the triangle inequality (Lemma 2.14) and continuity
(Lemma 2.15); see, e.g., Coquet et al. (2002).

2.3 backward nonlinear expectation equations

In Section 2.1 and Section 2.2, we have set up the mathematical frame-
work for our study of backward nonlinear expectation equations:

standing assumptions Throughout this section,

(Et)t∈[0,T ] is a nonlinear expectation, carried by a

sublinear expectation (Esub
t )t∈[0,T ] on an appropriate domain

L , {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1},

in the sense of Definition 2.13. Moreover, µ is a finite Borel measure on
[0, T ]; we consider the corresponding space of (µ-equivalence classes
of) µ-integrable Lp-processes

Pp =
{
[X] : X adapted Lp-process with X1[0,t] ∈ L1(µ; Lpt ) ∀t ∈ [0, T ]

}
,

as in Definition 2.17. Recall that Pp is a Banach space with norm

‖X‖P,p =
∫
[0,T ] ‖Xt‖L,p µ(dt), X ∈ Pp.

Moreover, as in Definition 2.20, we consider the process spaces

Sp =
{
X ∈ Pp(L,µ) : ‖X‖S,p <∞} and

Dp = {X adapted Lp-process : [0, T ]→ Lp, t 7→ Xt is càdlàg} ⊂ Sp

equipped with the norm

‖X‖S,p , sup
t∈[0,T ]

‖Xt‖L,p, X ∈ Sp.

In the following, we are interested in solutions of backward nonlinear
expectation equations (BNEEs) of the form

Xt = Et

[∫T
t g(s,X)µ(ds) + ξ

]
, t ∈ [0, T ], (2.9)

where X is an Lp-process and (g, ξ) is a suitable parameter (see Defi-
nition 2.24 below).
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First, we note that it is natural to require a priori that X ∈ Sp.
Indeed, for the nonlinear expectation and the integral on the right-
hand side of (2.9) to be well-defined, g(·,X) must be an integrable
Lp-process. On the other hand, a solution X of the equation is auto-
matically adapted, so X ∈ Xp. Moreover, by the contraction property
(Lemma 2.15) and continuity of the integral (Lemma 2.19), we have

sup
t∈[0,T ]

‖Xt‖L,p 6
∫T
0 ‖g(t,X)‖L,p µ(dt) + ‖ξ‖L,p <∞,

see also Lemma 2.27 below.
In summary, the BNEE (2.9) only makes sense for X ∈ Sp. However,

the measurability condition implied by X ∈ Sp is not automatically
satisfied: For a general nonlinear expectation and ξ ∈ Lp, the mapping
t 7→ Et[ξ] need not be well-behaved, and so even the simplest BNEE

Xt = Et[ξ], t ∈ [0, T ],

may not admit a solution in Sp. It is thus necessary to restrict the class
of nonlinear expectations under consideration:

definition 2.22. A nonlinear expectation (Et)t∈[0,T ] is said to be mea- Measurable and
regular nonlinear
expectations

surable if the Lp-process

X : [0, T ]→ Lp, t 7→ Et[ξ]

is a member of Sp for each ξ ∈ Lp. If X even is a member of Dp, then
(Et)t∈[0,T ] is called regular. �

Note: The naming in Definition 2.22 probably warrants some explanations. Note that

Xt = Et[ξ] is always an adapted Lp-process with ‖X‖S,p = supt∈[0,T ] ‖Xt‖L,p =

‖ξ‖L,p < ∞. Thus insisting that X be a member of Dp is equivalent to requiring that

the mapping [0, T ] → Lp, t 7→ Et[ξ] be càdlàg. Hence the use of the word regular

seems to be justified in this context. The use of the term measurable is somewhat more

arbitrary. However, if the appropriate domain under consideration consists solely of sep-

arable Banach spaces (as is often the case), then asking that X be in Sp is the same as

requiring that the map [0, T ]→ Lp, t 7→ Et[ξ] be B([0, T ])-B(Lp)-measurable; so at least

in that case, the wording is meaningful.

By continuity of nonlinear expectations, it suffices to check measur-
ability and regularity on a dense subset of Lp:

lemma 2.23. For each ξ ∈ Lp, let Xξ : [0, T ] → L
p
t , t 7→ Et[ξ]. Then

(Et)t∈[0,T ] is regular (measurable) if and only if there exists a dense subset
M ⊆ Lp such that Xξ is càdlàg (Xξ ∈ Sp) for each ξ ∈M.

Proof. By the contraction property from Lemma 2.15, the operator
X : Lp →×t∈[0,T ] L

p
t , ξ 7→ Xξ satisfies

sup
t∈[0,T ]

‖Xξ(t) −Xη(t)‖L,p 6 ‖ξ− η‖L,p for all ξ,η ∈ Lp.

Hence, the claim follows by a density argument.

In Section 2.5, we will show that the most widely used specifi-
cations of nonlinear expectations are regular in the sense of Defini-
tion 2.22.



28 backward nonlinear expectation equations

2.3.1 Existence and uniqueness

For X ∈ Xp and t ∈ [0, T ], we briefly write Xt , 1[t,T ]X ∈ Xp.

definition 2.24. Let ξ ∈ Lp, and letBNEEp-parameter

g : [0, T ]× Sp → Lp be such that g(·,X) ∈ Pp for every X ∈ Sp. (2.10)

Suppose there exists a constant L > 0 such that g satisfies the Lipschitz
condition

‖g(t,X) − g(t, Y)‖L,p 6 L‖Xt − Yt‖S,p for all X, Y ∈ Sp, t ∈ [0, T ]. (2.11)

Then, the pair (g, ξ) is called a BNEEp-parameter. �
For future reference, we note that (2.11) implies

‖g(·,X)‖P,p 6 µ([0, T ])L‖X‖S,p + ‖g(·, 0)‖P,p, X ∈ Sp. (2.12)

Note: In view of (2.12), the requirement g(·,X) ∈ Pp for every X ∈ Sp in Definition 2.24

can be relaxed to g(·, 0) ∈ Pp if Lp is separable.

The BNEE associated to a BNEEp-parameter (g, ξ) is given by

Xt = Et

[∫T
t g(s,X)µ(ds) + ξ

]
, t ∈ [0, T ]. (2.13)

Frequently, the aggregator function g depends only on the current
value of the solution process:

definition 2.25. Let ξ ∈ Lp and f : [0, T ]× Lp → Lp. Suppose thatBNEEp-standard
parameter

‖f(t, ζ) − f(t,η)‖L,p 6 L‖ζ− η‖L,p for all ζ,η ∈ Lp, t ∈ [0, T ], (2.14)

and that f(t,Lpt ) ⊂ Lpt for all t ∈ [0, T ].
If (f, ξ) induces a BNEEp-standard parameter (g, ξ) via

g : [0, T ]× Sp → Lp, (t,X) 7→ f(t,Xt), (2.15)

then (f, ξ) is called a BNEEp-standard parameter. �
In line with (2.15) and (2.13), the BNEE associated to a BNEEp-

standard parameter (f, ξ) takes the form

Xt = Et
[∫T
t f(s,Xs)µ(ds) + ξ

]
, t ∈ [0, T ]. (2.16)

The remainder of this subsection addresses the proof of the follow-
ing first main result:

theorem 2.26. Suppose that (Et)t∈[0,T ] is measurable and let (g, ξ) be aExistence and
uniqueness for

BNEEs
BNEEp-parameter. Then the BNEE (2.9) has a unique solution X ∈ Sp. If
(Et)t∈[0,T ] is regular, then X ∈ Dp.

The proof is based on a classical fixed point approach. Before we
show that the corresponding iteration operator is well-defined, we
prove a norm estimate that will be frequently used in the following.
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lemma 2.27. Let Y, Ȳ ∈ Pp and ξ, ξ̄ ∈ Lp, and set Useful estimate

∆t , Et

[∫T
t Ys µ(ds) + ξ

]
− Et

[∫T
t Ȳs µ(ds) + ξ̄

]
.

Then, for each t ∈ [0, T ], we have

sup
s∈[t,T ]

‖∆s‖L,p 6
∫T
t ‖Ys − Ȳs‖L,p µ(ds) + ‖ξ− ξ̄‖L,p. (2.17)

Proof. Let 0 6 t 6 s 6 T . Clearly Us ,
∫T
s Yr µ(dr) + ξ ∈ Lp and

Ūs ,
∫T
s Ȳr µ(dr) + ξ̄ ∈ Lp. Thus ∆s ∈ Lps , and the triangle inequal-

ity (Lemma 2.14) implies that

|∆s| = |Es[Us] − Es[Ūs]| 6 Esub
s

[
|Us − Ūs|

]
.

Hence, applying the contraction property (Lemma 2.15), we obtain

‖∆s‖L,p 6 ‖Us − Ūs‖L,p =
∥∥∫T
s (Yr − Ȳr)µ(dr) + (ξ− ξ̄)

∥∥
L,p.

By continuity of the integral (2.7), this entails

‖∆s‖L,p − ‖ξ− ξ̄‖L,p 6
∫T
s ‖Yr − Ȳr‖L,p µ(dr) 6

∫T
t ‖Yr − Ȳr‖L,p µ(dr)

for all t ∈ [t, T ]. Thus (2.17) is established.

lemma 2.28. Under the assumptions of Theorem 2.26, the formula Fixed point
operator

(ΦX)t , Et

[∫T
t g(s,X)µ(ds) + ξ

]
, t ∈ [0, T ], (2.18)

defines an operator Φ : Sp → Sp. If (Et)t∈[0,T ] is regular, then Φ(Sp) ⊆ Dp.

Proof. Let X ∈ Sp. Then Y , g(·,X) ∈ Pp by (2.10), and, in particular,∫T
0 Yt µ(dt) ∈ Lp. Since (Et)t∈[0,T ] is measurable, the Lp-process M

given by
Mt = Et

[∫T
0Ys µ(ds) + ξ

]
, t ∈ [0, T ],

is a member of Sp (and of Dp if (Et)t∈[0,T ] is regular). By Lemma 2.21,
the process I given by It ,

∫t
0 Ys µ(ds), t ∈ [0, T ], is in Dp. Thus ΦX ,

M− I ∈ Sp (and ΦX ∈ Dp if (Et)t∈[0,T ] is regular). By shift invariance
(SI), we have

(ΦX)t = Et
[∫T
0 Ys µ(ds) + ξ

]
−
∫t
0 Ys µ(ds) = Et

[∫T
t Ys µ(ds) + ξ

]
,

which establishes (2.18) and completes the proof.

Proof of Theorem 2.26. Let U,V ∈ Sp. Lemma 2.27, applied to Y ,
g(·,U) and Ȳ , g(·,V), shows that

sup
s∈[t,T ]

‖(ΦU)s − (ΦV)s‖L,p 6
∫T
t ‖Ys − Ȳs‖L,p µ(ds)

for all t ∈ [0, T ]. By Lipschitz continuity (2.11) of g, we have

‖Ys − Ȳs‖L,p = ‖g(s,X) − g(s, Y)‖L,p 6 L‖Us − Vs‖S,p
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for all s ∈ [0, T ] (where Us = 1[s,T ]U). We thus get

‖(ΦU)t − (ΦV)t‖S,p 6 L
∫T
t ‖Us − Vs‖S,p µ(ds) for all t ∈ [0, T ].

Iterating this estimate, we see that ∆n , ‖ΦnU − ΦnV‖S,p can be
bounded above as follows:

∆n 6 Ln
∫T
0

∫T
t1
· · ·
∫T
tn−1
‖Utn − Vtn‖S,p µ(dtn) · · ·µ(dt2)µ(dt1)

6 µ([0, T ])n‖U− V‖S,p
Ln

n!
.

Thus Φn is a contraction for sufficiently large n ∈N, and hence Φ has
a unique fixed point X ∈ Sp that satisfies (2.9). If (Et)t∈[0,T ] is regular,
then X = ΦX ∈ Dp by Lemma 2.28.

2.3.2 Stability of BNEEs

With Theorem 2.26 above, we have established existence and unique-
ness for solutions of BNEEs. It is now natural to investigate their sta-
bility under perturbations of the aggregator and the terminal value.
We have the following result:

theorem 2.29. Let (Et)t∈[0,T ] be measurable, and let (gn, ξn), n ∈N, andStability of
BNEEs (g, ξ) be BNEEp-parameters. Suppose there is a constant L > 0 such that

‖gn(t,X) − gn(t, Y)‖L,p 6 L‖Xt − Yt‖S,p for all X, Y ∈ Sp, t ∈ [0, T ],

and all n ∈N. Let Xn, n ∈N, and X denote the solutions of the associated
BNEEs and suppose that∫T

0 ‖gn(t,X) − g(t,X)‖L,p µ(dt)→ 0 and ξn → ξ in Lp.

Then Xn → X in Sp.

Proof. Lemma 2.27, applied to Y = g(·,X) and Ȳ = gn(·,Xn) as well as
ξ and ξ̄ = ξn, shows that

sup
s∈[t,T ]

‖Xs −Xns ‖L,p 6
∫T
t ‖g(s,X) − gn(s,Xns )‖L,p µ(ds) + ‖ξ− ξn‖L,p.

By assumption, we have

‖gn(s,X) − gn(s,Xn)‖L,p 6 L‖Xs − (Xn)s‖S,p for all s ∈ [0, T ],

and therefore

‖g(s,X) − gn(s,Xn)‖L,p 6 ‖g(s,X) − gn(s,X)‖L,p + L‖Xs − (Xn)s‖S,p.

Inserting this into the first inequality, we obtain

‖Xt − (Xn)t‖Sp = sup
s∈[t,T ]

‖Xs −Xns ‖L,p 6 L
∫T
t ‖Xs − (Xn)s‖S,p µ(ds) + δn

for all t ∈ [0, T ], where

δn ,
∫T
0 ‖g(s,X) − gn(s,X)‖L,p µ(ds) + ‖ξn − ξ‖L,p → 0.

We conclude by Gronwall’s inequality.
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2.3.3 Discretization of BNEEs

Building on the stability result of Theorem 2.29, we now address the
discrete-time approximation of BNEEs.

In the following, we fix a BNEEp-standard parameter (f, ξ) and let

Xt = Et

[∫T
t f(s,Xs)µ(ds) + ξ

]
, t ∈ [0, T ], (2.19)

denote the unique solution of the corresponding BNEE. To ease no-
tation, we assume without loss that m({0}) = m({T }) = 0. We are in-
terested in a suitable discrete-time approximation of X that converges
in the continuous-time limit of vanishing grid size. More specifically,
given a partition ∆ : 0 = t0 < t1 < · · · < tN(∆) = T of [0, T ], we set

|∆| , max
k=1,...,N(∆)

(
µ
(
(tk−1, tk)

)
+ |tk − tk−1|

)
.

We consider the ∆-discretization scheme X∆ ∈×N(∆)
k=0 L

p
tk

that is de-
fined by a suitable approximation of the terminal value X∆N(∆) , ξ∆

and then iteratively, for k = N(∆) − 1, . . . , 0, via

X∆k , Etk

[
µ
(
(tk, tk+1]

)
f∆
(
tk,Etk [X

∆
k+1]

)
+X∆k+1

]
. (2.20)

We are interested in the convergence X∆ → X for vanishing grid size
|∆|. In (2.20), the mapping f∆ is a BNEEp-standard parameter that
may depend on the grid ∆ and approximates f as |∆|→ 0 in the sense
made precise in the following definition.

definition 2.30. Let (∆n)n∈N be a sequence of partitions Exhausting
sequences

∆n : 0 = tn0 < t
n
1 < · · · < tnNn = T , n ∈N,

and let (fn, ξn)n∈N be a sequence of BNEEp-standard parameters.
Suppose there is a constant L > 0 such that

‖fn(t, ζ) − fn(t,η)‖L,p 6 L‖ζ− η‖L,p for all ζ,η ∈ Lp, n ∈N, (2.21)

and let X denote the unique solution of (2.19).
If |∆n|→ 0, ξn → ξ in Lp and∑Nn−1

k=0

∫
[tnk ,tnk+1)

‖f(s,Xs) − fn(tnk ,Xs)‖L,p µ(ds)→ 0, (2.22)

then (∆n, fn, ξn)n∈N is said to be (f, ξ)-exhausting. �
A natural special case of exhausting sequences is the following:

lemma 2.31. Let (∆n)n∈N be a sequence of partitions with |∆n| → 0 and
suppose that the mapping [0, T ] → Lp, t 7→ f(t,η) is left-continuous for
every η ∈ Lp. Then (∆n, f, ξ)n∈N is (f, ξ)-exhausting.

Proof. We have to establish (2.22). Setting gn(s,Xs) , f(tnk ,Xs) for s ∈
[tnk , tnk+1), we can rewrite (2.22) as∫T

0 ‖f(s,Xs) − gn(s,Xs)‖L,p µ(ds)→ 0.
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Lipschitz continuity (2.14) of f yields

‖f(s,Xs) − gn(s,Xs)‖L,p 6 2L‖Xs‖Lp 6 2L‖X‖S,p,

and, by dominated convergence, it suffices to show that gn(s,Xs) →
f(s,Xs) for all s ∈ [0, T ]: Choose kn such that s ∈ [tnkn , tnkn+1). Since
|∆n|→ 0, we see that tnkn converges to s from the left, and hence

gn(s,Xs) = f(tnkn ,Xs)→ f(s,Xs)

because f is left-continuous.

For simplicity of notation, we write Xn , X∆
n in the sequel. The

main result of this subsection is the following convergence theorem:

theorem 2.32. Suppose that (Et)t∈[0,T ] is regular. Let (f, ξ) be a BNEEp-
standard parameter and let (∆n, fn, ξn)n∈N be (f, ξ)-exhausting. Let X de-
note the solution of (2.19) and let Xn , X∆

n be given by (2.20). Then

max
k=0,...,Nn

‖Xnk −Xtnk ‖L,p → 0.

The remainder of this subsection is concerned with the proof of
Theorem 2.32. It will be useful to introduce the following continuous-
time interpolation of Xn (also denoted by Xn, with a slight abuse of
notation): For n ∈ N, we put XnT , ξn and, for k = Nn − 1, . . . , 0, we
set

Xnt , Et

[
µ
(
(t, tnk+1]

)
fn
(
tnk ,Etnk [X

n
tnk+1

]
)
+Xntnk+1

]
, t ∈ [tnk , tnk+1). (2.23)

To prove Theorem 2.32, we first identify Xn as the unique Dp-solution
of the BNEE driven by the aggregator gn, where

gn(·, Y) ,∑Nn−1k=0 1[tnk ,tnk+1)f
n(tnk ,Etnk [Ytnk+1 ]), Y ∈ Sp. (2.24)

Then we show ‖Xn−X‖Sp → 0 via the stability result of Theorem 2.29.

lemma 2.33. For each n ∈ N, the pair (gn, ξn) is a BNEEp-parameter.
Moreover, with the constant L > 0 from (2.21), we have

‖gn(t,U) − gn(t,V)‖L,p 6 L‖Ut − Vt‖S,p for all U,V ∈ Sp,

all t ∈ [0, T ], and each n ∈N.

Proof. Let U,V ∈ Sp. Then fn(tnk ,Etnk [Utnk+1 ]) ∈ L
p
tnk

since f is a BNEEp

standard parameter. It thus becomes apparent from (2.24) that gn(·,U)
is a right-continuous and adapted Lp-step process. In particular,
gn(·,U) ∈ Pp for all U ∈ Sp, as required for a BNEEp-parameter.
It remains to verify the Lipschitz condition.

For an arbitrary t ∈ [tnk , tnk+1), the definition of gn and the uniform
Lipschitz continuity (2.21) of (fn)n∈N imply

‖gn(t,U) − gn(t,V)‖L,p 6 L
∥∥Etnk [Utnk+1 ] − Etnk [Vtnk+1 ]

∥∥
L,p.

Hence the contraction property (Lemma 2.15) yields

‖gn(t,U) − gn(t,V)‖L,p 6 L‖Utnk+1 − Vtnk+1‖L,p 6 L‖Ut − Vt‖S,p.
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lemma 2.34. For each n ∈ N, the Lp-process Xn given by (2.23) is a
member of Dp and satisfies the BNEE

Xnt = Et

[∫T
t g
n(s,Xn)µ(ds) + ξn

]
, t ∈ [0, T ].

Proof. Let n ∈N and k ∈ {0, . . . ,Nn − 1}. By (2.24) we have

fn(tnk ,Etnk [X
n
tnk+1

]) = gn(t,Xn) for all t ∈ [tnk , tnk+1),

and hence (2.23) yields

Xnt = Et

[∫tnk+1
t gn(s,Xn)µ(ds) +Xntnk+1

]
for all t ∈ [tnk , tnk+1)

and all k ∈ {0, . . . ,Nn − 1}. Plugging the above representation of Xntnk+1
into the one for Xnt , we get

Xnt = Et

[∫tnk+1
t gn(s,Xn)µ(ds) + Etnk+1

[∫tnk+2
tnk+1

gn(s,Xn)µ(ds) +Xntnk+2

]]
.

Now, shift-invariance (SI) implies

Xnt = Et

[
Etnk+1

[∫tnk+2
t gn(s,Xn)µ(ds) +Xntnk+2

]]
,

and time-consistency (TC) yields

Xnt = Et

[∫tnk+2
t gn(s,Xn)µ(ds) +Xntnk+2

]
.

Iterating this procedure, we obtain

Xnt = Et

[∫T
t g
n(s,Xn)µ(ds) + ξn

]
, t ∈ [0, T ].

Finally, Lemma 2.28 shows that Xn ∈ Dp since (Et)t∈[0,T ] is regular
and (gn, ξ) is a BNEEp-parameter by Lemma 2.33.

We now provide the proof of the convergence result. By Lemma
2.34, the discrete-time approximations Xn solve BNEEs associated
with the BNEEp-parameters (gn, ξn). Lemma 2.33 shows that the ag-
gregators gn have a common Lipschitz constant, as required by the
stability result of Theorem 2.29. We know that ξn → ξ in Lp because
(∆n, fn, ξn) is (f, ξ)-exhausting, and hence the stability result will im-
ply that Xn → X in Sp, provided that gn(·,X)→ g(·,X) in Pp.

Proof of Theorem 2.32. In view of Theorem 2.29, Lemma 2.33, and
Lemma 2.34 (and the above discussion), it remains to prove that∫T

0 ‖gn(t,X) − f(t,Xt)‖L,pµ(dt)→ 0.

Let t ∈ [0, T ] and kn ∈ N such that t ∈ [tnkn , tnkn+1), n ∈ N. We note
that

‖gn(t,X) − f(t,Xt)‖L,p

6 ‖gn(t,X) − fn(tnkn ,Xt)‖L,p + ‖fn(tnkn ,Xt) − f(t,Xt)‖L,p. (2.25)
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By definition, gn(t,X) = fn(tnkn ,Etnkn [Xtnkn+1
]), and hence by (2.21)

Dnt , ‖gn(t,X) − fn(tnkn ,Xt)‖L,p 6 L‖Etnkn [Xtnkn+1
] −Xt‖L,p.

We further estimate this by

Dnt 6 L
(
‖Etnkn [Xtnkn+1

] − Etnkn
[Xt]‖L,p + ‖Etnkn [Xt] −Xt‖L,p

)
,

and so the contraction property (Lemma 2.15) yields

Dnt 6 L‖Xtnkn+1
−Xt‖L,p + L‖Etnkn [Xt] −Xt‖L,p. (2.26)

In particular, we have the uniform bound Dnt 6 4L‖X‖S,p. Coming
back to (2.25), (2.22) implies∫T

0 ‖gn(t,X) − f(t,Xt)‖L,p µ(dt) −
∫T
0D

n
t µ(dt)

6
∑Nn−1
k=0

∫
[tnk ,tnk+1)

‖fn(tnk ,Xt) − f(t,Xt)‖L,p µ(dt)→ 0

since (∆n, fn, ξn) is (f, ξ)-exhausting. To complete the proof, it thus
remains to argue that

∫T
0 D

n
t µ(dt)→ 0. By dominated convergence, it

suffices to show that Dnt → 0 for µ-a.e. t ∈ [0, T ], as we shall do in the
following.

Since (Et)t∈[0,T ] is regular, for each t ∈ [0, T ], the mappings

[0, T ]→ Lp, s 7→ Xs and [0, T ]→ Lp, s 7→ Es[Xt]

are càdlàg. Moreover, as (∆n, fn, ξn)n∈N is (f, ξ)-exhausting, we have

|∆n| = max
k=1,...,Nn

(
µ
(
(tnk−1, tnk )

)
+ |tnk − tnk−1|

)
→ 0, (2.27)

and thus tnkn , tnkn+1 → t as n → ∞ for all t ∈ [0, T ]. Hence, we obtain
‖Xtnkn+1

− Xt‖L,p → 0 for all t ∈ [0, T ] and ‖Etnkn [Xt] − Xt‖L,p → 0 for
all t ∈ [0, T ] outside some countable set N ⊂ [0, T ]. In view of (2.26), it
remains to prove that N is a µ-null set.

If µ({t}) > 0, we must have tnkn = t for all but finitely many n ∈
N by (2.27). Otherwise, we would have t ∈ (tkn` , tkn`+1) for some
increasing sequence (n`)`∈N ⊂ N, and thus |∆n` | > µ({t}) > 0, which
is a contradiction. Hence we have

‖Etnkn [Xt] −Xt‖L,p = |Et[Xt] −Xt‖L,p = 0

for all but finitely many n ∈ N whenever µ({t}) > 0. This shows that
N contains no atoms of µ. Since N is countable, it thus is a µ-null set,
and the proof is complete.

2.3.4 Bibliographical notes

Backward equations of the form (2.9) and, in particular, of the form
(2.16) may be regarded as generalizations of backward stochastic dif-
ferential equations (BSDEs) under nonlinear expectations. In the liter-
ature, equations of that form have previously been studied in specific



2.4 existence of appropriate domains 35

settings: Peng (2004b, 2005a) considers BSDEs under g-expectations,
and G-BSDEs have been investigated in, among others, Peng (2010),
and Hu et al. (2014a,b), the latter building on the G-martingale repre-
sentation results of Soner et al. (2011a).

A related class of equations, known as second-order BSDEs, has
been introduced by Cheridito et al. (2007) and Soner et al. (2012, 2013);
see also Soner et al. (2011b) for related results. In the economics lit-
erature, BNEEs have appeared in the context of dynamic robust risk
preferences; see, e.g., Chen and Epstein (2002), Hayashi (2005) and
Epstein and Ji (2014).

When Et is a linear expectation, backward equations of the form
(2.16) have been studied extensively in the literature; see, e.g., Par-
doux and Peng (1990), Duffie and Epstein (1992b), Antonelli (1993)
and El Karoui et al. (1997). To the best of our knowledge, Chen and
Epstein (2002) and Peng (2004b) are the first to formulate equations
of the form (2.9) under nonlinear (g-)expectations.

In the case of linear expectations, the questions of stability and
discrete-time approximation of BSDEs are very well studied. Stability
results related to the one from Subsection 2.3.2 can be found in An-
tonelli (1996), El Karoui et al. (1997), Barles et al. (1997), as well as
Peng (2004b) and the references therein. Discrete-time approximation
results related to the one from Subsection 2.3.3 can be found in, e.g.,
Zhang (2004), Bouchard and Touzi (2004) and Cheridito and Stadje
(2013); see also Bouchard and Elie (2008) and the references therein.

2.4 existence of appropriate domains

This section is concerned with the existence and construction of ap-
propriate domains for sublinear expectations. The idea is the follow-
ing: Suppose that, by some procedure, a sublinear expectation has
been defined on a “small” space of bounded random variables H.
This is the case, for instance, for the G-expectation and the random
G-expectation. Then a classical representation result guarantees that
Esub
0 can be represented via

Esub
0 [X] = sup

q∈Q

∫
ΩX(ω)q(dω) for all X ∈ H,

where Q is a family of finitely additive probabilities. This representa-
tion allows us to extend Esub

0 to all positive random variables. If this
extension satisfies the Fatou property

Esub
0

[
lim inf
n→∞ Xn

]
6 lim inf

n→∞ Esub
0

[
Xn
]
,

then completeness of Lp-type spaces can be shown along the lines
of a classical argument. Subsequently, an appropriate domain can be
obtained by taking closures of the original domain H in those Lp-type
spaces. In concrete examples, the family Q will consist of countably
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additive probabilities, and hence the Fatou property will always be
satisfied (see Example 2.39, p. 38).

standing assumptions Throughout this entire section, (Ω,A)

is a measurable space and (Ft)t∈[0,T ] is a filtration with F0 = {∅,Ω}

and FT = A. Unless explicitly stated otherwise, all notions requiring
a measurable space are to be understood with respect to (Ω,A). If
G ⊂ 2Ω is a σ-algebra and (S, S) is a measurable space, we denote the
space of all measurable functions Ω→ S by L0(G; S). If S = R, we sim-
ply write L0(G) , L0(G; R); the subspace of all bounded measurable
functions is denoted by L∞(G) ⊂ L0(G).

From here on out, H ⊂ L∞(A) is a | · |p-stable algebra of functions
containing all constants, i.e.,

(H1) H 6 L∞(A),

(H2) αg+βh ∈ H, if α,β ∈ R, g,h ∈ H,

(H3) fg ∈ H, if f,g ∈ H,

(H4) |h|p ∈ H for all p > 1, if h ∈ H,

(H5) 1 ∈ H.

Note: If one seeks to construct an appropriate domain (L1t )t∈[0,T ] with p = 1 fixed, con-

dition (H3) can be dropped and condition (H4) simplifies to the requirement h ∈ H =⇒
|h| ∈ H. In other words, it suffices that H 6 L∞(A) be a Riesz space.

Remark. A trivial example of such a set H is of course L∞(A) itself. If
Ω is a topological space (e.g., the Wiener space), a frequent choice for
H is the space of bounded (uniformly) continuous functions on Ω. �

We associate a domain for expectations ((Ht)t∈[0,T ],6) with H as
follows: We take Ht , H ∩L0(Ft), t ∈ [0, T ], as the | · |p-stable subalge-
bra of all Ft-measurable functions in H and 6 as the pointwise order
on L0(A). Since F0 is trivial, we have H0 ∼= R, and ((Ht)t∈[0,T ],6) is
indeed a domain for expectations. In the following, we consider a

sublinear expectation (Esub
t )t∈[0,T ] on ((Ht)t∈[0,T ],6).

We will prove the existence of an appropriate domain for (Esub
t )t∈[0,T ],

under the assumption that (Esub
t )t∈[0,T ] has the Fatou property:

theorem 2.35. Suppose that Esub
0 has the Fatou property as set forth in

Definition 2.38. Then (Esub
t )t∈[0,T ] can be extended to an appropriate domain

{(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}.

Proof. This will be a consequence of Theorem 2.45 below.

The following subsections address the proof of Theorem 2.35.
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2.4.1 Static sublinear expectation operators and their representation

As the norms on an appropriate domain are generated by Esub
0 , it

is hardly surprising that the central object in the construction of an
appropriate domain for (Esub

t )t∈[0,T ] is the static sublinear expectation
operator Esub

0 .

definition 2.36. Let K ⊂ L0(A; [−∞,∞]) be a convex cone containing
all constants. A (static) sublinear expectation operator is a function E :

K→ [−∞,∞] that is

◦ sublinear, i.e., E[X + Y] 6 E[X] + E[Y] and E[aX] = aE[X] for all
X, Y ∈ H and a > 0,

◦ monotone, i.e., E[X] 6 E[Y], for all X, Y ∈ H with X 6 Y, and

◦ constant-preserving, i.e., E[a] = a for all a ∈ R. �
Here, by a convex cone K ⊂ L0(A; [−∞,∞]) we mean nothing more

than a subset K of L0(A; [−∞,∞]) which satisfies

αX+βY ∈ K, whenever X, Y ∈ K and 0 6 α,β <∞.

Note: If E : H ⊂ L∞(A) is a sublinear expectation operator, then ρ : H ⊂ L∞(A) →
R, X 7→ E[−X] is a coherent risk measure (and vice versa); see Artzner et al. (1999) as

well as Föllmer and Schied (2004), and the references therein.

It is immediate from the definition of sublinear expectations that
Esub
0 is a static sublinear expectation operator on HT . The next step is

to represent Esub
0 by a family of finitely additive probabilities.

Sublinear expectation operators and additive probabilities

Every (non-empty) family M of finitely additive probability measures
on (Ω,A) induces a (static) sublinear expectation operator

M : K(M)→ (−∞,∞], g 7→M[g] , sup
m∈M

(∫
g+dm−

∫
g−dm

)
on the convex cone

K(M) ,
{
g ∈ L0(A; (−∞,∞]) : sup

m∈M

∫
g−dm <∞} ⊂ L0(A; [−∞,∞]).

We refer to Lemma A.14 (on p. 147) for a detailed proof of this fact.
For spaces of bounded random variables, the converse is also true
by a well-known representation theorem: Every sublinear expectation
operator is given by a family of additive probabilities.

theorem 2.37. Let V ⊂ L∞(A) be a linear space of bounded measurable
functions containing all constants, and let E be a real-valued function on
V. Then E is a sublinear expectation operator if and only if there exists a
(non-empty) family M of finitely additive probability measures such that
E =M[·]|V, i.e.,

E[h] = sup
m∈M

∫
hdm for all h ∈ V.
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Proof. See Theorem A.36 in Appendix A.2.6 (p. 160ff.).

Note: The definition of the operator M relies on an integral
∫
gdm of measurable func-

tions g : Ω → [0,∞] with respect to a finitely additive probability measure m. The con-

struction of such integrals is detailed in Appendix A.1, p. 141ff. We shall briefly outline

the construction here: The integral of a simple function g =
∑n
i=1 ai1Ai

is defined in

the usual way, of course, as
∫
gdm =

∑n
i=1 aim(Ai). Clearly, this definition gives rise

to a positive linear operator on the space of all simple functions. As in the construction

of the Lebesgue integral, this operator is extended to all positive measurable functions

by setting
∫
gdm , sup{

∫
hdm : h is a simple function with h 6 g}.

Of course, monotone convergence fails for this integral (if m is not countably additive),

and thus some extra work is required to prove additivity of the extension.

2.4.2 The Fatou property and its ramifications

The domain of the sublinear expectation (Esub
t )t∈[0,T ] under consider-

ation in this section is contained in L∞(A), and hence Theorem 2.37
shows that there exists a family Q of finitely additive probability mea-
sures such that

Esub
0

[
X
]
= Q

[
X
]
= sup
q∈Q

∫
X(ω)q(dω) for all X ∈ H. (2.28)

We refer to such a set Q as a representation of Esub
0 . In general, (2.28)

does not uniquely determine the representationQ, of course. Any rep-
resentation provides a way to extend Esub

0 to all measurable functions.
For our purposes, it suffices if one of these extensions is well-behaved.

definition 2.38. A family of finitely additive probability measures QFatou property

has the Fatou property if

Q
[
lim inf
n→∞ Xn

]
6 lim inf

n→∞ Q
[
Xn
]

for all (Xn)n∈N ⊂ L0(A; [0,∞]).

Correspondingly, we say that (Esub
t )t∈[0,T ] has the Fatou property if Esub

0

admits a representation Q which has the Fatou property. �
example 2.39. If Q is a family of countably additive probabilities,Fatou property by

countable
additivity

then Q has the Fatou property: Indeed, for every countably addi-
tive probability q ∈ Q, Fatou’s lemma implies q[lim infn→∞ Xn] 6
lim infn→∞ q[Xn] whenever (Xn)n∈N ⊂ L0+(A; [0,∞]), and hence

Q[X] = sup
q∈Q

q[X] 6 sup
q∈Q

lim inf
n→∞ q[Xn] 6 lim inf

n→∞ sup
q∈Q

q[Xn],

which establishes the Fatou property. �

Banach space of Q-integrable random variables

LetQ be a family of finitely additive probabilities. As a domain for the
associated sublinear expectation operator Q[·], it is natural to consider

Lp(Q) ,
{
X ∈ L0(A) : ‖X‖L,p <∞} , where ‖X‖L,p ,

(
Q
[
|X|p

]) 1
p .
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proposition 2.40. For each p > 1, (Lp(Q), ‖ · ‖L,p) is a seminormed space. Properties of
Lp(Q)The spaces are related by Hölder’s inequality: If 1p + 1

q = 1, then

‖XY‖L,1 6 ‖X‖Lp‖Y‖L,q for all X, Y ∈ L0(A),

and thus Lp(Q) ·Lq(Q) ⊂ L1(Q).
If Q has the Fatou property, then Lp(Q) is complete and

‖X‖L,p = 0 ⇐⇒ Q
(
X 6= 0

)
= sup
q∈Q

q
(
{ω ∈ Ω : X(ω) 6= 0}

)
= 0.

Proof. The proofs of these results can be found in Appendix A.2 (p.
147ff.). See Lemma A.15 for Hölder’s inequality, Corollary A.18 for
the seminorms and Corollary A.27 for the completeness result. The
key steps in the proof of the completeness result are based on the
Fatou property of Q and are thus very close to the classical Riesz-
Fischer theorem; for details see Appendix A.2.3 (p. 152ff.).

Let us refer to a measurable set N ∈ A as Q-negligible if

Q(N) = sup
q∈Q

q(N) = 0,

and let us write NQ for the collection of all Q-negligible sets. Then NQ

is a collection of negligible sets, as in the context of Lebesgue families
(see Subsection 2.2.1 above, p.16ff.), and thus induces an equivalence
relation ∼Q on ΩR via

f ∼Q g ⇐⇒ f(ω) = g(ω) for all ω ∈ Ω \N and some N ∈ NQ.

Given f : Ω→ R, we write [f]Q for its ∼Q-equivalence class and

Lp(Q) ,
{
[f]Q : f ∈ Lp(Q)

}
6 Ω

R

�NQ , Ω
R

�∼Q

for the set of all equivalence classes containing a member of Lp(Q).

Note: The above procedure is slightly different to simply identifying two functions f,g ∈
Lp(Q) if ‖f − g‖L,p = 0 because an equivalence class [f]Q may contain a function g

which is not measurable. This is due to fact that the notion of a Lebesgue family is, by

design, not a measure theoretic one. Instead, a Lebesgue family specifically asks its

spaces to consist of equivalence classes inΩR (rather than, for instance, in L0(A)). This

is a rather technical point that is somewhat similar to the completion of a measure space

and which is – as Lemma 2.41 below shows – of no importance in the following.

The sublinear expectation operator Q[·] can be considered as a map-
ping defined on L1(Q) without any difficulties:

lemma 2.41. For all p > 1, the operator

Q : L1(Q)→ R, X 7→ Q[f], where f ∈ X∩L0(A),

is well-defined, and (Lp, ‖ · ‖L,p) is a normed space.

Proof. This is essentially trivial; see Lemma A.28, p. 155.
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Combining this result with Proposition 2.40, we get

corollary 2.42. If Q has the Fatou property, then Lp(Q) 6 ΩR/NQ is a
Banach space for all p > 1.

We have thus completed the first part of the program. It is now
straightforward to extend Esub

t to the closure of Ht in Lp(Q).

2.4.3 Appropriate domains

We now consider the domain (Ht)t∈[0,T ] of (Esub
t )t∈[0,T ] as a family of

subspaces of ΩR/NQ, using the same procedure as for Lp(Q) above:
For each t ∈ [0, T ], we put

Ht(Q) ,
{
[h]Q : h ∈ Ht

}
.

lemma 2.43. For all t ∈ [0, T ] and each p > 1,

Ht(Q) ⊂ Lp(Q) ⊂ ΩR/NQ

is a | · |p-stable algebra containing all constants, that is, it satisfies (H2)-(H5).
Moreover, (Ht)t∈[0,T ] is increasing.

Proof. By choice of (Ht)t∈[0,T ], we have Ht ⊂ L∞(Ft), and thus
Ht ⊂ Lp(Q). This immediately yields Ht(Q) ⊂ Lp(Q). Since both
H and L0(Ft) satisfy (H2)-(H5), so does their intersection Ht. Since
∼Q-equivalence is compatible with pointwise operations, it is imme-
diate that Ht(Q) also satisfies (H2)-(H5).

Every nonlinear expectation (Et)t∈[0,T ] dominated by (Esub
t )t∈[0,T ] is

continuous for the seminorm Esub
0 [| · |p] 1p , and this seminorm coincides

with ‖ · ‖L,p by the probabilistic representation (2.28); thus, (Et)t∈[0,T ]
will extend continuously (and hence uniquely) to a family of oper-
ators defined on the Lp-closures of Ht(Q), t ∈ [0, T ]. We now study
these closures.

theorem 2.44. The family
{
Ht(Q)

p
: t ∈ [0, T ], p > 1

}
of Lp(Q)-closures

Ht(Q)
p
, clos(Ht(Q);Lp(Q)) ⊂ Lp(Q)

is a Lebesgue family if Q has the Fatou property.

Proof. By Lemma 2.43, Ht(Q) ⊂ Lp(Q) is a linear space; thus,

Ht(Q)
p
= clos(Ht(Q);Lp(Q)) ⊂ ΩR/NQ

is a Banach space by completeness of Lp(Q) (Corollary 2.42). Now,
we verify properties (L1)-(L6) from Definition 2.6. We sketch the key
steps here and refer to Theorem A.35 (p. 159) for a detailed proof

(L1) By construction.
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(L2) Since Hs(Q) ⊂ Ht(Q) if s 6 t, and Lp(Q)-convergence implies
Lq(Q)-convergence if p > q, we have Hs(Q)

p ⊂ Ht(Q)
q

.

(L3) We obtain Lpt = {X ∈ L1t : |X|p ∈ L1t } because H is | · |p-stable.

(L4) Since H is stable under multiplication, the inclusion Ht(Q)
p ·

Ht(Q)
q ⊂ Ht(Q)

1
follows from Hölder’s inequality.

(L5) Since F0 is trivial, Ht(Q) = H ∩ L0(F0) consists solely of con-
stants and (L5) is obvious.

(L6) The positive cone is norm-closed, because Lp(Q)-convergence
implies pointwise convergence for a subsequence (outside of a
Q-negligible set).

It is straightforward to extend (Esub
t )t∈[0,T ] to HT (Q)

1
in order to

obtain a sublinear expectation on an appropriate domain:

theorem 2.45. Let Q be a representation of Esub
0 which has the Fatou prop-

erty. Then every nonlinear expectation (Et)t∈[0,T ] on (Ht)t∈[0,T ] which is
dominated by (Esub

t )t∈[0,T ] admits a unique extension

Et : HT (Q)
1 → Ht(Q)

1

that is characterized by the following properties:

(i)
∥∥Et[X ] − Et[ Y ]

∥∥
L,1 6 ‖X− Y‖L,1 for all X, Y ∈ HT (Q)

1
,

(ii) Et
[
[h]Q

]
= Et[h ] for all h ∈ H.

In view of (ii), this extension is denoted by (Et)t∈[0,T ], as well. It is a nonlin-

ear expectation on (Ht(Q)
1
)t∈[0,T ]. If (Et)t∈[0,T ] is sublinear or superlinear

on (Ht)t∈[0,T ], then so is its extension.

(a) The Lebesgue family
{
Ht(Q)

p
: t ∈ [0, T ], p > 1

}
is an appropriate

domain for the extension of (Esub
t )t∈[0,T ].

(b) The extension of (Et)t∈[0,T ] is a dominated nonlinear expectation carried
by (Esub

t )t∈[0,T ] on
{
Ht(Q)

p
: t ∈ [0, T ], p > 1

}
.

Proof. Since (Esub
t )t∈[0,T ] dominates (Et)t∈[0,T ] on (Ht)t∈[0,T ], we get

Et[g]−Et[h] 6 Esub
t [g−h] for all g,h ∈ H. Moreover, |g−h| ∈ H by (H4)

and (H2), and hence monotonicity (M) of Esub
t implies Et[g] − Et[h] 6

Esub
t [|g− h|]. Reversing the roles of g and h, we obtain∣∣Et[g] − Et[h]

∣∣ 6 Esub
t

[
|g− h|

]
for all g,h ∈ H. (2.29)

Thus monotonicity (M) and time-consistency (TC) yield

Esub
0

[∣∣Et[g] − Et[h]
∣∣] 6 Esub

0

[
|g− h|

]
.
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Now, Esub
0 = Q[·]|H, so we have shown that∥∥Et[g] − Et[h]

∥∥
L,1 6 ‖g− h‖L,1.

This implies that the operator

Et : HT (Q)→ Ht(Q), X 7→
[
Et[h]

]
Q

, where h ∈ H ∩X,

is well-defined and ‖ · ‖L,1-continuous; hence, it admits an extension
Et : HT (Q)

1 → Ht(Q)
1

which satisfies (i) and (ii) and is thus uniquely
determined.

It is straightforward to extend the properties of nonlinear expecta-
tions from (Et)t∈[0,T ] to (Et)t∈[0,T ]: For brevity, we write L1t , Ht(Q)

1
.

Let t ∈ [0, T ] and X, Y ∈ L1, and take Xn, Yn ∈ H such that (Xn, Yn) →
(X, Y) in L1(Q).

(M) Suppose that X 6 Y and set ξn , Xn ∧ Yn and ηn , Xn ∨ Yn.
Then ξn,ηn ∈ H since H is | · |-stable, ξn 6 ηn and (ξn,ηn) →
(X, Y) in L1(Q); (M) on (Ht)t∈[0,T ] implies Esub

t [ξn] 6 Esub
t [ηn],

and we conclude Esub
t [X] 6 Esub

t [Y] since the positive cone in L1

is closed (property (L6) of a Lebesgue family).

(SI) If X ∈ L1t , we can assume Xn ∈ Ht. Then (SI) on (Ht)t∈[0,T ]
yields Esub

t [Xn + Yn] =
(
Xn + Esub

t [Yn]
)
, and Esub

t [X+ Y] = X+

Esub
t [Y] follows upon sending n→∞.

(TC) For every s ∈ [0, T ], we have Esub
s [Xn] ∈ Hs and Esub

s [Xn] →
Esub
s [X]; therefore, (TC) on (Ht)t∈[0,T ] and continuity imply

Esub
t [Esub

s [X]] = lim
n→∞Esub

t [Esub
s [Xn]] = lim

n→∞Esub
t [Xn] = Esub

t [X].

(N) Obvious since 0 ∈ H.

We have thus shown that (Et)t∈[0,T ] is a nonlinear expectation on
(L1t )t∈[0,T ]. If (Et)t∈[0,T ] is sublinear, then so is (Et)t∈[0,T ]:

(PH) For λ > 0, we have ‖λXn − λX‖L,1 = λ‖Xn − X‖L,1 → 0 and
λXn ∈ H; thus, Et[λX] = λEt[X] follows by (PH) on (Ht)t∈[0,T ].

(SUB) By (SUB) on (Ht)t∈[0,T ], we have Et[Xn + Yn] 6 Et[Xn] + Et[Yn]

and this inequality is preserved in the limit by (L6).

If (Et)t∈[0,T ] is superlinear, we apply the previous reasoning to the
sublinear expectation (−Et[−·])t∈[0,T ], to conclude that (Et)t∈[0,T ] is
superlinear.

We have completed the first part of the proof. In particular, we have
seen that (Esub

t )t∈[0,T ] extends to a sublinear expectation on (L1t )t∈[0,T ]
(again denoted by (Esub

t )t∈[0,T ]). By Theorem 2.44, the Banach spaces
L
p
t , Ht(Q)

p
form a Lebesgue family. Next, we show that the exten-

sions Et map Lp into Lpt .
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Since the positive cone in L1 is closed (L6) and (Et)t∈[0,T ] is contin-
uous, the triangle inequality from (2.29) extends to all of L1, i.e.,∣∣Et[X] − Et[Y]

∣∣ 6 Esub
t

[
|X− Y|

]
for all X, Y ∈ L1.

Now, Jensen’s inequality 2.11 implies

Esub
t

[
|X− Y|

]p
6 Esub

t

[
|X− Y|p

]
for all X, Y ∈ Lp,

and thus we have ∥∥Et[X] − Et[Y]
∥∥
L,p 6 ‖X− Y‖L,p. (2.30)

Indeed, Q[·] : L1(Q)→ R is a continuous operator with Q[h] = Esub
0 [h]

for all h ∈ H and thus coincides with the extension Esub
0 on the closure

L1 of H. Hence, applying Q[·] to the inequality∣∣Et[X] − Et[Y]
∣∣p 6 Esub

t

[
|X− Y|p

]
in L0(A),

we obtain

Q
[∣∣Et[X] − Et[Y]

∣∣p] 6 Q [Esub
t

[
|X− Y|p

]]
= Esub

0

[
Esub
t

[
|X− Y|p

]]
,

because Esub
t : L1 → L1t and |X − Y|p ∈ L1 by property (L3) of a

Lebesgue family. Now, (Esub
t )t∈[0,T ] is a sublinear expectation on

(L1t )t∈[0,T ], and thus (2.30) follows by time-consistency (TC); we have
shown that Et is ‖ · ‖L,p-continuous. Now, it is easy to prove that
Et : L

p → L
p
t :

Let X ∈ Lp and take Xn ∈ H with ‖Xn − X‖L,p → 0. Then Et[Xn] ∈
Ht(Q) ⊂ Lpt , and (2.30) shows that Et[Xn] converges in Lp(Q). Thus
Et[X] = limn→∞ Et[Xn] ∈ Lpt and

Et : L
p → L

p
t and Esub

t : Lp → L
p
t .

Moreover, ‖X‖L,p = Esub
0 [|X|p]

1
p for X ∈ Lp since Q[·] = Esub

0 on L1.
Hence {L

p
t : t ∈ [0, T ], p > 1} is an appropriate domain for (Esub

t )t∈[0,T ],
and (a) is proven. To establish (b), it remains to show that (Esub

t )t∈[0,T ]
dominates (Et)t∈[0,T ]. This is the case on H, i.e.,

Et[g] − Et[h] 6 Esub
t [g− h] for all g,h ∈ H,

and extends readily to L1 by (L6) and continuity.

If Q and M are representations of Esub
0 which have the Fatou prop-

erty, then the spaces Ht(Q)
p

and Ht(M)
p

are isometrically order-
isomorphic, and both of them are concrete representations of the
abstract completion of Ht with respect to the seminorm Esub

0 [| · |p] 1p .
Moreover, the values of the extension of Et are uniquely determined
by their values on H. Hence it is completely justified to refer to the
extension of (Et)t∈[0,T ] provided by Theorem 2.45 as the unique con-
tinuous extension.
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2.4.4 Bibliographical notes

The representation result (Theorem 2.37) can be found in Huber
(1981), or, in the context of coherent risk measures, in Artzner et al.
(1999). These authors assume that |Ω| < ∞ in order to obtain a repre-
sentation in terms of genuine, “countably additive” probability mea-
sures. A formulation for general measurable spaces can be found in
Föllmer and Schied (2004); see their Proposition 4.14.

The completeness result for the spaces Lp(Q) (Proposition 2.40) is
probably very well-known; however, we have not been able to locate
a reference in the literature. By the Fatou property, the proof of com-
pleteness is virtually the same as for the classical Lebesgue spaces;
see, e.g., Rudin (1974), Theorem 3.11, p. 69ff. Under some conditions
on (Ω,A) and Q, the set function A 7→ Q(A) can be viewed as a Cho-
quet capacity (see, e.g., Choquet (1954, 1959) and Dellacherie (1972)).
This is exploited in Denis and Martini (2006) and Denis et al. (2011).

The general extension result from Theorem 2.45 is based on simple
arguments that appear repeatedly in the context of nonlinear expec-
tations; see, e.g., Peng (2004b, 2005b, 2008, 2010), and Nutz (2012,
2013).

2.5 examples of nonlinear expectations

In this section, we illustrate that the general framework of Section 2.2
and Section 2.3 is very well suited for the study of backward nonlin-
ear expectation equations: We investigate several concrete examples
of nonlinear expectations from the literature and show that these are
– in the sense of this thesis – regular nonlinear expectations defined
on appropriate domains.

In Subsection 2.5.1, a class of random G-expectations is consid-
ered. The classical G-expectation is the topic of Subsection 2.5.2. Sub-
section 2.5.3 deals with the g-expectation, and an application to ro-
bust expectations with ambiguity about the drift and the intensity of
jumps is provided in Subsection 2.5.4.

In each subsection, we briefly outline the construction of the nonlin-
ear expectation under consideration and record some of its important
properties. Then we make use of the general results from the previous
Section 2.4 to construct an appropriate domain for the nonlinear expec-
tation. Finally, we prove that the nonlinear expectation is regular. As
pointed out in Section 2.3 above, this regularity property is crucial in
the theory of backward nonlinear expectation equations.

2.5.1 A class of random G-expectations

This subsection is devoted to a class of random G-expectations which
are defined in terms of non-Markovian control problems. These sub-
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linear expectations have been introduced by Nutz (2012) and can be
seen as variants of the Nutz (2013) random G-expectations; see also
Nutz and Soner (2012) for related results. The classical, non-random
G-expectations developed in Peng (2007, 2008), and Denis et al. (2011),
which will be considered separately, in Subsection 2.5.2 below, also
belong to this class of random G-expectations. Moreover, random G-
expectations are also of interest in economics; see, e.g., Epstein and Ji
(2014) and Section 2.7 below.

Following the program outlined above, we give a brief review of
the construction of the relevant random G-expectations and show that
they are sublinear expectations on an appropriate domain. Then, as
the main result of this subsection, we prove that these random G-
expectations are regular, provided that the coefficients of the dynam-
ics of the state process are bounded.

Preliminaries

Following Nutz (2012), we briefly review the construction of the rel-
evant random G-expectation (Esub

t )t∈[0,T ]. For additional details we
refer to Nutz (2012).

For 0 6 t 6 s 6 T consider the canonical Wiener space

Ωts , {ω : [t, s]→ Rd : ω is continuous with ω(t) = 0}

equipped with the supremum norm ‖ · ‖∞ and write Ωt , ΩtT and
Ωs , Ω0s . Let Wt

s(ω) = ωs be the canonical process on Ωt, Pt the
Wiener measure on Ωt and let Ft be the raw filtration generated by
Wt. Moreover, we denote by Ω , C([0, T ]; Rd) the space of all contin-
uous paths.

Next, let U be a non-empty Borel subset of Rm and fix functions

µ : [0, T ]×Ω×U→ Rd and σ : [0, T ]×Ω×U→ Rd×d

such that (r,ω) 7→ µ(r,X(ω),νr(ω)) and (r,ω) 7→ σ(r,X(ω),νr(ω)) are
progressively measurable whenever X is continuous and adapted and
ν is progressive. The functions µ(r, ·,u) and σ(r, ·,u) are assumed to
be Lipschitz continuous, uniformly in (r,u). For η ∈ Ω and t ∈ [0, T ],
the conditioned coefficients are defined as

µt,η : [0, T ]×Ωt ×U→ Rd, µt,η(r,ω,u) , µ(r,η⊗tω,u),

σt,η : [0, T ]×Ωt ×U→ Rd×d, σt,η(r,ω,u) , σ(r,η⊗tω,u),

where (η⊗tω)r , ηr1[0,t)(r) + (ηt +ωr)1[t,T ](r) for r ∈ [0, T ].
Let Ut denote the set of all Ft-progressively measurable, U-valued

processes ν such that∫T
t |µ(r,X,νr)|+ |σ(r,X,νr)|2 dr <∞
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for all Ft-adapted continuous processes (Xt)t∈[0,T ]. Then, for every
ν ∈ Ut and under each Pt, the SDE

Xs = ηt +
∫s
tµ
t,η(r,X,νr)dr+

∫s
tσ
t,η(r,X,νr)dWt

r , s ∈ [t, T ], (2.31)

admits a Pt-a.s. unique solution X = X(t,η,ν). Below, the sublinear
expectation will be constructed in terms of the measures

P(t,η,ν) , Pt ◦ (X(t,η,ν) − ηt)−1. (2.32)

Now, an initial condition x ∈ Rd is fixed, and it is assumed that
F ⊆ FX, where FX is the P-augmentation of the filtration generated
by {X(0, x,ν) : ν ∈ U0}.

Note: The property F ⊆ FX is not automatically satisfied. In fact, one can even give

examples where the filtration FW̃ generated by drift-changed Brownian motion W̃ – al-

though Brownian – is strictly contained in the filtration FW generated by the original

Brownian motion W; see, for instance, Feldman and Smorodinsky (1997). Intuitively,

having F ⊆ FX means that one is able to distinguish between drift and volatility by

observing paths. For a sufficient condition, see Remark 2.2 in Nutz (2012).

Construction of the random G-expectation for regular random variables

Let Ωxt = x+Ωt be the space of all continuous paths ω : [0, t] → Rd

with ω0 = x and abbreviate Ωx = ΩxT . We write UCb(Ωxt ) for the space
of bounded, uniformly continuous functions Ωxt → R.

One may view Ωxt ⊂ Ωx as a closed subspace via the inclusion
ω 7→ ω·∧t; correspondingly, one may identify UCb(Ωxt ) with the closed
subspace Ht , UCb(Ωx)∩L0(Ft) of UCb(Ωx).

We note that UCb(Ωx) ⊂ L∞(FT ) is a | · |p-stable algebra of func-
tions which contains all constants, as required for the general exis-
tence theory for appropriate domains of Section 2.4 above. In par-
ticular, (Ht)t∈[0,T ] forms a domain for expectations as considered in
Section 2.4.

Following Nutz (2012), for ξ ∈ UCb(Ωx), the random G-expectation
with fixed initial condition x is defined ω by ω as the value function

Vxt (ξ,ω) , sup
ν∈Ut

EP(t,ω,ν)[ξt,ω], (t,ω) ∈ [0, T ]×Ωx, (2.33)

where ξt,ω(ω̄) , ξ(ω⊗t ω̄) for ω̄ ∈ Ωt and t ∈ [0, T ]. The measures
P(t,ω,ν) are given in (2.32).

The following result is implicitly contained in Nutz (2012).

proposition 2.46. The family of operators (Vxt )t∈[0,T ], given by (2.33),
forms a sublinear expectation on (Ht)t∈[0,T ].

Proof. Lemma 4.3 in Nutz (2012) guarantees that Vxt maps HT =

UCb(Ω
x) to Ht = UCb(Ω

x
t ). It is immediate from the definition of Vxt (as

a supremum of normalized positive linear operators) that Vxt is mono-
tone (M), normalized (N), positively homogeneous (PH) and subad-
ditive (SUB) for each t ∈ [0, T ]. If ξ ∈ Ht = UCb(Ω

x
t ), then ξt,ω = ξ(ω);
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hence Vxt (ξ) = ξ and Vt preserves constants (PC). Thus Vxt is shift-
invariant (SI) by Corollary 2.4. Time-consistency (TC) is guaranteed
by a deep result of Nutz (2012); see his Theorem 3.2.

Extension to an appropriate domain

For t = 0, the definition of the random G-expectation (2.33) becomes

Vx0 (ξ) = sup
ν∈U0

EP(0,x,ν)[ξ0,x] = sup
P∈P

EP[ξ], ξ ∈ HT ,

where P ,
{
P(0, x,ν) ◦ (W0 + x)−1 : ν ∈ U0

}
. Since it consists solely of

countably additive probabilities, the sublinear expectation operator
P[·] has the Fatou property. We are thus precisely in the situation of
Section 2.4 above:

◦ The collection Lp(P) of (equivalence classes of) FT -measurable
random variables is a Banach space for the norm ‖ξ‖L,p =

supP∈P EP[|ξ|p]
1
p by Corollary 2.42.

◦ The closures Lpt , clos(Ht) ⊂ Lp(P) form a Lebesgue family by
Theorem 2.44.

◦ The sublinear expectation (Vxt )t∈[0,T ] on (Ht)t∈[0,T ] extends con-
tinuously to a sublinear expectation (Esub

t )t∈[0,T ] on the appropri-
ate domain {L

p
t : t ∈ [0, T ], p > 1}; see Theorem 2.45.

An equivalent extension is also carried out in Nutz (2012); see his
Lemma 4.3. With the above, the random G-expectation (Esub

t )t∈[0,T ] is
constructed on an appropriate domain.

Regularity

We now prove that the random G-expectation of Nutz (2012) is a reg-
ular nonlinear expectation in our sense, provided that the coefficients
µ and σ of the dynamics of the state process (2.31) are bounded. This
boundedness ensures that the set P is relatively compact, which is
crucial for the proof of the regularity result (see Lemma 2.49 below).

lemma 2.47. If µ and σ are bounded, the family P is uniformly tight. Uniform tightness

Proof. Let µ and σ be bounded by K > 0, and let ν ∈ U0. For X =

X(0, x,ν) (given by (2.31)) a simple calculation shows that

EP
0[
|Xs −Xt|

2
]
6 K2

(
2d|s− t|2 + d22d−1|s− t|

)
, s, t ∈ [0, T ].

Thus, the family {X(0, x,ν) : ν ∈ Ut} is uniformly tight on Ω0 by the
moment criterion for tightness on Wiener space; see, e.g., Corollary
16.9 in Kallenberg (2002), p. 313. Hence the family P is uniformly
tight on Ωx.
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To establish regularity, by Lemma 2.23, it suffices to show that
[0, T ] → Lp, t → Esub

t [ξ] = Vxt (ξ) is càdlàg for all ξ ∈ HT = UCb(Ω
x).

Lemma 4.7 in Nutz (2012) implies that Vx(ξ) is a (P,F0)-supermartin-
gale for each P ∈ P; thus, under each P, the event on which limits
along monotone rational sequences exist has full measure. A careful
examination also reveals this event to be a closed subset of Ωx.

lemma 2.48. Let ξ ∈ UCb(Ωx) and let A be the set of all ω ∈ Ωx such that

lim
q↑t,q∈Q

Vq(ξ,ω) and lim
q↓t,q∈Q

Vq(ξ,ω) exist for all t ∈ [0, T ].

Then A is closed and its complement is P-negligible.

Proof. Let ω ∈ Ac and s1 < s2 be an upcrossing of V(ξ,ω) through
[a,b]. By Proposition 2.5 in Nutz (2012), there exists a modulus of
continuity ρξ with

|Vt(ξ,ω1) − Vt(ξ,ω2)| 6 ρξ(‖ω1 −ω2‖∞) for all ω1,ω2 ∈ Ωx.

Choosing r > 0 such that ρξ(r) < (b − a)/4, we see that s1 < s2 is
an upcrossing of V(ξ, ω̄) through [a+ ρ(r),b− ρ(r)], for every ω̄ with
‖ω̄−ω‖∞ < r.

Since V(ξ,ω) is bounded and ω ∈ Ac, it follows that V(ξ,ω) has
infinitely many upcrossings through some non-empty interval and
hence so does V(ξ, ω̄) for every ω̄ in the r-neighborhood of ω. This
implies that Ac is open.

Finally, by Lemma 4.7 in Nutz (2012), the process V(ξ) is a P-
supermartingale for each P ∈ P, and so P(Ac) = 0 for every P ∈ P by
supermartingale regularity.

lemma 2.49. Suppose that µ and σ are bounded. For every monotone se-
quence (tn)n∈N ⊂ [0, T ] and every ξ ∈ UCb(Ωx), the sequence (Vtn(ξ))n∈N

is Cauchy in Lp, 1 6 p <∞.

Proof. It suffices to show that (Vtn(ξ))n∈N is Cauchy in Lp for ev-
ery strictly monotone sequence (tn)n∈N ⊂ Q ∩ [0, T ]. Since V(ξ) is
bounded, for this, it is enough to prove that

sup
P∈P

P(|Vtn(ξ) − Vtm(ξ)| > η)→ 0 for all η > 0 as m,n→∞,

see, e.g., Lemma A.31, p. 156.
Thus let ε > 0 and ω ∈ A (where A is given in Lemma 2.48). Then

we find N(ω) such that |Vtn(ξ,ω) − Vtm(ξ,ω)| < η/2 for all m,n >
N(ω). We choose r > 0 such that ρξ(r) < η/4; for all ω̄ ∈ Ω with
‖ω̄−ω‖∞ < r and m,n > N(ω), it follows that

|Vtn(ξ, ω̄) − Vtm(ξ, ω̄)| < η.

By Lemma 2.47, there is some compact set K with supP∈P P(K
c) < ε.

Clearly, the family of r-balls {Br(ω) : ω ∈ A} is an open covering of
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the compact set A∩K, and hence there exist ω1, . . . ,ωM ∈ A such that
A∩K ⊂ ⋃Mi=1 Br(ωi). Setting N , maxi=1,...,MN(ωi), we have

|Vtn(ξ,ω) − Vtm(ξ,ω)| < η for all ω ∈ A∩K and m,n > N.

Writing Am,n , {|Vtn(ξ) −Vtm(ξ)| > η}, we thus have K∩A∩Am,n = ∅
for all m,n > N, and it follows that

sup
P∈P

P(Am,n) 6 sup
P∈P

P(Kc) + sup
P∈P

P(Ac) < ε for all m,n > N

since supP∈P P(A
c) = 0 by Lemma 2.48.

theorem 2.50. If µ and σ are bounded, then the random G-expectation Regularity of
random G-
expectations

(Esub
t )t∈[0,T ] constructed above is regular.

Proof. In view of Lemma 2.23, it suffices to prove that the func-
tion [0, T ] → Lp, t → Esub

t [ξ] = Vt(ξ) is càdlàg for all ξ ∈ UCb(Ωx).
Lemma 2.49 shows that it is làdlàg. But now, Theorem 5.1 in Nutz
(2012) implies that limq↓t,q∈Q Vq(ξ) and Vt(ξ) coincide outside a P-
negligible set and hence in Lpt .

We have seen that the random G-expectation (Esub
t )t∈[0,T ] of Nutz

(2012) is a regular sublinear expectation on an appropriate domain
if the coefficients of the dynamics of the state process are bounded.
Thus the full extent of our theory of backward nonlinear expectation
equations (BNEEs) from Section 2.3 applies to this class of nonlinear
expectations.

As an additional consequence of the fact that P is relatively com-
pact, we now prove that the appropriate domain of (Esub

t )t∈[0,T ] con-
sists solely of separable Banach spaces. This is very convenient, for
then every measurable and adapted Lp-process X is µ-integrable (and
thus in Pp) if and only if

‖X‖P,p =
∫
‖X‖L,p dµ <∞.

First, we state a refined version of Tietze’s extension theorem due to
Mandelkern (1990), which will be used to prove separability of Lpt in
Lemma 2.52 below.

lemma 2.51. Let (X,d) be a metric space, A ⊂ X a closed subspace and Tietze extension

f : A→ R bounded and uniformly continuous. Then g : X→ R, given by

g(x) , f(x) if x ∈ A and g(x) , inf
a∈A

f(a)
d(x,a)
d(x,A) if x /∈ A,

is uniformly continuous with supx∈X |g(x)| 6 supa∈A |f(a)|.

Proof. We refer to Mandelkern (1990).

lemma 2.52. All of the spaces Lpt are separable.
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Proof. By Lemma 2.47, the family P is uniformly tight; hence for each
n ∈N there is some compact set Kn ⊂ Ωx such that

P(Ωx \Kn) = supP∈PP(Ω
x \Kn) 6 1/n.

For t ∈ [0, T ], Ωxt ⊂ Ωx is closed so that Ktn , Ωxt ∩Kn ⊂ Ω is compact.
Thus the space C(Ktn) of continuous real functions on Ktn is separable;
see, e.g., Lemma 3.99 in Aliprantis and Border (2006), p. 125.

For each n ∈ N, we pick a countable dense subset Fn ⊂ C(Ktn). By
Lemma 2.51, every f ∈ C(Knt ) can be extended to some f ∈ UCb(Ωxt )
with the same norm, and we may view Fn ⊂ UCb(Ωxt ) as a subset. We
set F ,

⋃
n∈N Fn ⊂ UCb(Ωxt ) = Ht. It is straightforward to check that

F ⊂ Lpt is dense.

In the (non-random) G-expectation setting, BSDEs are intimately
related to so-called second-order BSDEs (2BSDEs); see Cheridito et al.
(2007); Soner et al. (2012, 2013) for background on 2BSDEs and, e.g.,
Hu et al. (2014a) for BSDEs under G-expectations and their relation to
2BSDEs. Thus we conclude our consideration of the Nutz (2012) ran-
dom G-expectation with a brief remark on the relationship between
BNEEs and second-order BSDEs.

Remark. To link 2BSDEs to the notion of BNEEs with respect to ran-
dom G-expectations, let (f, ξ) be a BNEEp-standard parameter, where
f is induced path-by-path by a measurable Lipschitz function f0 :

[0, T ]×Ω×R→ R via

[0, T ]× Lp 3 (t,η) 7→ f0(t, ·,η(·)) ∈ Lp,

and let X ∈ Dp be the unique solution of the BNEE

Xt = Esub
t

[∫T
t f(s,Xs)ds+ ξ

]
, t ∈ [0, T ], (2.34)

where (Esub
t )t∈[0,T ] denotes the random G-expectation constructed

above. An application of Theorem 5.1 in Nutz (2012) shows that the
process

Mt , Esub
t

[∫T
0 f(s,Xs)ds+ ξ

]
, t ∈ [0, T ], (2.35)

admits a P-modification Y which is càdlàg and F̄-adapted; here, F̄

denotes the minimal right-continuous filtration containing F, aug-
mented by the collection of all P-negligible sets. Moreover, Theorem
6.4 in Nutz (2012) shows that there exists an F̄-predictable process Z
such that (Y,Z) is the solution of the 2BSDE

Yt =
[
ξ+
∫T
0 f(s,Xs)ds

]
−
∫T
t ZsdM

W,P
s +KPT −K

P
t , t ∈ [0, T ], P-a.s.

for each P ∈ P.

Note: Here, MW,P is the local martingale part in the canonical semimartingale decom-

position of W0(· − x) under P ∈ P and (KP)P∈P is a family of increasing processes
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satisfying a minimality condition. For further details, we refer to Section 6 in Nutz (2012).

One can show that X admits a càdlàg and F̄-adapted modification X̄
which satisfies

X̄t = Yt −
∮t
0 f0(s, X̄s)ds P-a.s. for all P ∈ P and t ∈ [0, T ],

and so (X̄,Z) solves the 2BSDE

X̄t = ξ+
∮T
t f0(s, X̄s)ds−

∫T
t ZsdM

W,P
s +KPT −K

P
t , t ∈ [0, T ], P-a.s.

(2.36)
Here, we write

∮
to emphasize that the pathwise Lebesgue integral for

measurable stochastic processes is used, and not the Bochner intergral
on Pp.

Note: One way to obtain such a modification X̄ is as follows: For n ∈ N and k 6 n,

put tnk = dTe kn ∧ T and set Xn , X01{0} +
∑n
k=1 Xtnk 1(tnk−1,tnk ]. Recalling that [0, T ] →

Lp, t 7→ Xt is càdlàg since X ∈ Dp, it is obvious that Xn → X in Pp and Xnt → Xt in Lp

for all t ∈ [0, T ]. Moreover, Fubini’s theorem yields

P
[∮T
0 |Xns −Xms |ds

]
6
∫T
0 P

[
|Xns −Xms |

]
ds 6 ‖Xn −Xm‖P,p → 0 as (n,m)→∞.

Hence (Xn)n∈N is a Cauchy sequence in the complete space P1,1(P, dt; F̄T ⊗B([0, T ]));
see (A.4) on p. 150 for the definition of this space and Theorem A.26 for the proof

of completeness. Thus, there exists an F̄T ⊗B([0, T ])-measurable process X̃ such that

P[
∮T
0 |Xns − X̃s|ds]→ 0. This entails in particular that∮t

0 f0(s,X
n
s )ds→

∮t
0 f0(s, X̃s)ds in L1 for all t ∈ [0, T ].

At the same time, we have∮t
0 f0(s,X

n
s )ds =

∫t
0 f(s,X

n
s )ds→

∫t
0 f(s,Xs)ds in Lp for all t ∈ [0, T ]

since Xn → X in Pp. Setting X̄ , Y −
∮t
0 f0(s, X̃s)ds, where Y is the càdlàg, F̄-adapted

P-modification of the process M from (2.35), it thus follows that

X =Mt −
∫t
0f(s,Xs)ds = Yt −

∮t
0 f0(s, X̃s)ds = X̄t in Lp for all t ∈ [0, T ],

and we have constructed a càdlàg, F̄-adapted P-modification X̄ of X.

The above discussion shows that the unique solution X of the BNEE
(2.34) induces a solution of the 2BSDE (2.36), which is unique in the
sense of Theorem 6.4 in Nutz (2012). Finally, note that the 2BSDE
(2.36) is not included in the class of 2BSDEs studied by Soner et al.
(2012, 2013), as the domain of the conjugate of the nonlinear generator
is possibly path-dependent. �

2.5.2 Classical G-expectations

As pointed out by Nutz (2012), the classical G-expectation of Peng
(2008, 2010) can be considered as the special case of the random G-
expectation presented above where µ = 0, σ(r,X,νr) = νr and the SDE
for the state process (2.31) is just a stochastic integral; the stochas-
tic control representation of the G-expectation which implies this is
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studied in great detail by Denis et al. (2011). Thus, the results from
the previous Subsection 2.5.1 directly show that Peng’s G-expectation
is a regular sublinear expectation on an appropriate domain. In this
subsection, we present an alternative, more standard construction of
G-expectations and a more elementary proof of their regularity.

To introduce the G-expectation, we follow Peng (2008, 2010) and
Denis et al. (2011) and work on the canonical Wiener space

Ωt , {ω : [0, t]→ Rd : ω is continuous with ω(0) = 0}, t ∈ [0, T ].

As usual, Ωt is equipped with the topology of uniform convergence.
The canonical process is denoted by Bs(ω) = ωs; the d-dimensional
Wiener measure is denoted by P. We write ClLip(R

d×n) for the space
of all functions ϕ : Rd×n → R such that

∃ k,C > 0 : |ϕ(x) −ϕ(y)| 6 C(1+ |x|k + |y|k)|x− y| ∀x,y ∈ Rd×n.

The G-expectation is defined first for members of the increasing fam-
ily (Ht)t∈[0,T ] of cylindrical random variables

Ht ,
{
ϕ(Bt1 , . . . ,Btn) : n ∈N, t1, . . . , tn ∈ [0, t], ϕ ∈ ClLip(R

d×n)
}

.

For this, a function G : Sd → R of the form

G(A) = 1
2 sup
γ∈Γ

tr[γγ>A], A ∈ Sd,

is chosen, where Γ ⊆ Rd×d is bounded, non-empty and closed, and
Sd denotes the set of symmetric d× d matrices.

The sublinear expectation (EGt )t∈[0,T ] – the G-expectation – is then
defined on (Ht)t∈[0,T ] by the condition that, for each ϕ ∈ ClLip(R

d×n)

and all 0 6 t1 6 · · · 6 tn 6 T , we have

EGtn−1

[
ϕ(Bt1 ,Bt2 , . . . ,Btn −Btn−1)

]
= ψ(Bt1 , . . . ,Btn−1), (2.37)

where ψ(x1, . . . , xn−1) , EG[ϕ(x1, x2, . . . ,
√
tn − tn−1B1)].

Here, B1 is G-normal, that is, for each ϕ ∈ ClLip(R
d) one defines

EG[ϕ(x+
√
tB1)] , u(t, x),

where u is the unique continuous viscosity solution of the so-called
G-heat equation (see Peng (2008))

ut −G(u
′′) = 0, u(0, ·) = ϕ. (2.38)

It is straightforward to check that the definition of the G-expectation
on H is independent of the choice of representatives, and thus it
is well-defined as an operator EGt : H → Ht. From there, time-
consistency (TC) is a consequence of the recursive definition (2.37).
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Theorem 4.3.1 and Theorem 4.4.5 in Pham (2009) characterize the
unique continuous viscosity solution u of (2.38) as the value function

u(T − t, x) = v(t, x) , sup
α∈A

Et,x [ϕ(BαT )] , t ∈ [0, T ], x ∈ Rd, (2.39)

where A is the set of all Γ -valued progressive processes and dBαt =

αtdBt; see also Theorem 48 in Denis et al. (2011). Here, the connection
to the random G-expectation from Section 2.5.1 and, in particular, to
(2.31) and (2.33) becomes apparent.

Note: The optimal control characterization (2.39) is obtained as follows: Standard SDE

estimates show that the value function supα∈A Et,x[ϕ(BαT )] is continuous and locally

bounded; thus, Theorem 4.3.1 in Pham (2009) implies that v is a continuous viscosity

solution of −vt − G(v
′′) = 0, v(T , ·) = ϕ. A comparison principle (see, e.g., Theorem

4.4.5 in Pham (2009)) shows that there is at most one such solution. We note that the

definition of a viscosity solution used in Pham (2009) is different from the one used in

Peng (2008) and Denis et al. (2011). In Denis et al. (2011), the function v is a viscosity

solution of vt +G(v ′′) = 0; see their Theorem 48. This is equivalent to v being a viscosity

solution of −vt −G(v ′′) = 0 in the sense of Pham (2009).

The representation (2.39) directly implies that the G-expectation is
monotone, sublinear, and preserves constants; therefore, (EGt )t∈[0,T ]
is a sublinear expectation on (Ht)t∈[0,T ]. To apply the results of Sec-
tion 2.4, consider (EGt )t∈[0,T ] as a sublinear expectation on (Hbt )t∈[0,T ],
where

Hbt ,
{
ϕ(Bt1 , . . . ,Btn) : n ∈N, t1, . . . tn ∈ [0, t], ϕ ∈ CbLip(R

d×n)
}

,

and where CbLip(R
d×n) is the space of all bounded and uniformly

Lipschitz continuous functions ϕ : Rd×n → R. This is possible by
(2.39), which even yields the probabilistic representation

EG0 [ξ] = sup
P∈P

EP[ξ], ξ ∈ HT , where P , {P ◦ (Bα)−1 : α ∈ A}. (2.40)

Once again, we are precisely in the situation of Section 2.4. As in
Subsection 2.5.1 above, we obtain the following:

◦ The collection Lp(P) of (equivalence classes of) FT -measurable
random variables is a Banach space for the norm ‖ξ‖L,p =

supP∈P EP[|ξ|p]
1
p by Corollary 2.42.

◦ The closures Lpt , clos(Hbt ) ⊂ Lp(Pp) form a Lebesgue family
by Theorem 2.44.

◦ The sublinear expectation (EGt )t∈[0,T ] on (Hbt )t∈[0,T ] extends con-
tinuously to a sublinear expectation (ĒGt )t∈[0,T ] on the appropri-
ate domain {L

p
t : t ∈ [0, T ], p > 1}; see Theorem 2.45.

Moreover, Lemma 2.47 implies that the family P is uniformly tight.
As a consequence, we get the following lemma; see also Hu and Peng
(2009) and Denis et al. (2011).
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lemma 2.53. For all t ∈ [0, T ] and p > 1, we have Lpt = clos(Hbt ; Lp(P)) =

clos(Ht; Lp(P)) and ĒGt |HT
= EGt ; moreover Lpt is separable.

Proof. We note that (2.39) and standard SDE techniques show that
vn(t, x) , supα∈A Et,x[ϕn(BαT )] → v(t, x) = supα∈A Et,x[ϕ(BαT )] uni-
formly on compacts whenever ϕn → ϕ uniformly on compacts. By
the definition (2.37) of the G-expectation and uniform tightness of
the representing set P (2.40), we obtain the first two assertions. For
the last, note that for every compact set K ⊂ Ω, the set of restricted
functions {ξ|K : ξ ∈ Hbt } ⊂ C(K) is dense by the Stone-Weierstrass
Theorem (see, e.g., Aliprantis and Burkinshaw (1998), Theorem 11.5,
p. 89), and hence the claim follows as in Lemma 2.52 above.

In view of Lemma 2.53, we shall denote the continuous extension
(ĒGt )t∈[0,T ] of (EGt )t∈[0,T ] by (EGt )t∈[0,T ], as well. We now give an ele-
mentary argument which shows that the G-expectation (EGt )t∈[0,T ] is
a regular sublinear expectation in the sense of Definition 2.22. In fact,
t 7→ EGt [ξ] is even continuous.

lemma 2.54. Let ξ = ϕ(Bt1 , . . . Btn) ∈ HbT . Then there exists a constantRegularity

K > 0 such that∥∥EGs [ξ] − EGt [ξ]
∥∥
L,p 6 K|s− t|

1
2 for all s, t ∈ [0, T ].

Proof. Let L > 0 denote the Lipschitz constant of ϕ and let 0 6 t <

s 6 T . Without loss of generality,2 we may assume that ti = s < t = tj
for 1 6 i < j 6 n. Iterating (2.37), we see that EGtk [ξ] = ψ

k(Bt1 , . . . ,Btk),
where ψn , ϕ and

ψk(x1, . . . , xk) , EG
[
ψk+1(x1, . . . , xk,

√
tk+1 − tkB1 + xk)

]
for k = n− 1, . . . , 1, and where each ψk has the same Lipschitz con-
stant L as ϕ. Therefore, we obtain∣∣EGtk [ξ] − EGtk−1 [ξ]

∣∣ 6 L|Btk −Btk−1 |+ L√tk − tk−1EG[|B1|].
By a telescoping sum argument and Jensen’s inequality (Lemma 2.11),
we thus arrive at∣∣EGs [ξ] − EGt [ξ]

∣∣p 6 2pLpkp
(∑k

`=1|Bti+` −Bti+`−1 |
p + |s− t|

p
2 EG[|B1|

p]
)

.

Now, |Bu+∆ − Bu|
p ∈ HT , and hence we have EG[|Bu+∆ − Bu|

p] =

∆
p
2 EG[|B1|

p] by (2.37). Since |B1|
p ∈ HT , it has finite sublinear expecta-

tion c , EG[|B1|
p], and the proof is complete.

corollary 2.55. The G-expectation is a regular nonlinear expectation. In
particular, so is its superlinear counterpart −EG[−·].

Proof. By Lemma 2.54, the map t 7→ EGt [ξ] is uniformly continuous for
every ξ ∈ HbT . We conclude by Lemma 2.23.

2 Every ξ ∈ H admits a representation ϕξmin with a minimal number of time points.
An arbitrary representation ϕ and ϕξmin share the same Lipschitz constant.
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2.5.3 The g-expectation

In this subsection, we demonstrate how g-expectations can be sub-
sumed into our general nonlinear expectations framework; g-expec-
tations are defined in terms of backward stochastic differential equa-
tions and were first put forward by Peng (1997). Since then, g-ex-
pectations have been studied extensively in the literature; see, among
others, Briand et al. (2000), Chen and Peng (2000), Coquet et al. (2002),
Chen and Epstein (2002) as well as Peng (2004b) and the references
therein. Royer (2006) studies g-expectations on probability spaces
which, in addition to a Brownian motion, also carry a Poisson ran-
dom measure; see also Delong (2013) for an overview.

Let (Ω,A,P) be a complete probability space that supports both a Preliminaries

d-dimensional Brownian motion W and a Poisson random measure

Γ : Ω×B([0, T ]× E)→N0 ∪ {∞}.

Here E , R` \ {0}, and B([0, T ] × E) denotes the Borel-σ-algebra on
[0, T ] × E. We assume that the compensator Λ of Γ takes the form
Λ(dt, de) = γ(de)dt, where γ is a σ-finite measure on (E,B(E)) such
that

∫
E(1∧ |e|2)γ(de) < ∞. Finally, we denote by Γ̃ , Γ −Λ the com-

pensated jump measure and by (Ft)t∈[0,T ] the augmented filtration
generated by W and Γ ; we assume that FT = A. Since we are now
working in an honestly probabilistic framework, we adopt a usual
convention and identify two random variables if they coincide al-
most surely. Moreover, we will not distinguish between stochastic
processes which coincide P⊗ dt-almost everywhere.

We consider BSDEs of the form BSDE

Xt = ξ+
∫T
t f(s, Ys,Zs)ds−

∫T
t Y
>
s dWs −

∫T
t

∫
EZs(e)Γ̃(ds, de), (2.41)

where we assume that

f : Ω× [0, T ]×Rd × L2(γ)→ R

satisfies the following conditions:

(D1) The process f(·, Y,Z) is predictable for every Rd × L2(γ)-valued
predictable process (Y,Z).

(D2) For all y1,y2 ∈ Rd, z1, z2 ∈ L2(γ) and some L > 0, we have

|f( · ,y1, z1) − f( · ,y2, z2)| 6 L
(
|y1 − y2|+ ‖z1 − z2‖L2(γ)

)
.

(D3) We have E
[∫T
0 |f(t, 0, 0)|

2dt
]
<∞.

Let us refer to such a function f as a driver. The next two lemmas
provide well-known existence, uniqueness and stability results for the
corresponding BSDEs.
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lemma 2.56. Let f be a driver and ξ ∈ L2(P). Then the BSDE (2.41) has aExistence,
uniqueness unique solution (X, Y,Z) satisfying

E
[
supt∈[0,T ]|Xt|

2 +
∫T
0 |Yt|

2dt+
∫T
0 ‖Zt(e)‖2L2(γ)dt

]
<∞. (2.42)

Proof. See Lemma 2.4 in Tang and Li (1994). An inspection of their
proof reveals that f need not be measurable: It suffices if f(·, Y,Z)
admits a predictable a.e.-modification for all Rd × L2(γ)-valued pre-
dictable processes (Y,Z).

lemma 2.57. Let f be a driver, ξ1, ξ2 ∈ L2(P) and let (Xi, Yi,Zi) denoteStability

the unique solutions of the BSDE (2.41) with terminal condition ξ = ξi,
i = 1, 2. Then there exists a constant c > 0 (depending only on f and T )
such that

E
[
supt∈[0,T ]

∣∣X1t −X2t ∣∣2 + ∫T0 ∣∣Y1t − Y2t ∣∣2dt+
∫T
0 ‖Z1 −Z2‖2L2(γ)dt

]
6 cE

[
|ξ1 − ξ2|2

]
.

Proof. See Proposition 2.2. in Barles et al. (1997).

To construct a g-expectation, let g and h be two drivers, where hConstruction of
g-expectation is sublinear, and suppose that h dominates g, i.e., for all y1,y2 ∈ Rd

and z1, z2 ∈ L2(γ), we have

g(·,y1, z1) − g(·,y2, z2) 6 h(·,y1 − y2, z1 − z2). (2.43)

Moreover, suppose that the following two conditions are met:

(g1) For both f = g and f = h, the BSDE (2.41) satisfies the follow-
ing comparison principle: Let ξ ∈ L2(P), let (X, Y,Z) denote the
unique solution of (2.41), and suppose that (X, Y,Z) satisfies the
integrability condition in (2.42). If ξ > η = XT ∈ L2(P) and

dXt = −
[
f(t, Yt,Zt) +βt

]
dt+ Y>t dWt +

∫
EZt(e)Γ̃(dt, de)

with β 6 0, then X 6 X. Similarly, if ξ 6 η and β > 0, then X > X.

(g2) The drivers g and h are normalized, i.e., g(·, 0, 0) = 0 = h(·, 0, 0).

In the Brownian setting, assumption (D2) implies a comparison theo-
rem for BSDEs which guarantees (g1); see, e.g., El Karoui et al. (1997).
In jump-diffusion settings, comparison principles for BSDEs are a
more complicated matter. A comparison theorem was first obtained
by Barles et al. (1997) and later improved by Royer (2006) and Quenez
and Sulem (2013). For sufficient conditions for (g1), we refer to these
papers.

Note: In a purely Brownian setting without jumps, one may take any suitably measurable,

normalized function g which satisfies the Lipschitz condition |g(·,y) − g(·, ȳ)| 6 L|y− ȳ|

and put h(·,y) , L|y|. Then the conditions (g1)-(g2) are satisfied; see, e.g, Peng (2004b).
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Under the assumptions (g1)-(g2), the operators

E
g
t : L2(P)→ L2(Ω,Ft,P), E

g
t [ξ] , Xt, t ∈ [0, T ],

where X is given as the unique solution of (2.41) with f = g, satisfy
the axioms (SI), (TC) and (N) as direct consequences of uniqueness
(Lemma 2.56) and normalization (g2). Monotonicity (M) follows from
the comparison principle (g1). Additionally, if g is positively homo-
geneous or subadditive, then, by (g1), so is E

g
t ; for details, we refer

to Royer (2006). The nonlinear expectation (Egt )t∈[0,T ] is called a g-
expectation. The same procedure (taking f = h in (2.41)) yields a
sublinear expectation (Eht )t∈[0,T ]. Since h dominates g (2.43), the com-
parison principle (g1) implies that

E
g
t

[
ξ
]
− E

g
t

[
η
]
6 Eht

[
ξ− η

]
, t ∈ [0, T ], ξ,η ∈ L2(P),

that is, (Eht )t∈[0,T ] dominates (Egt )t∈[0,T ].
In the following, we construct an appropriate domain for the g-

expectation. Since Eh0 : L2(P) → R is a sublinear expectation operator,
Theorem 2.37 yields a family P of finitely additive probability mea-
sures on A such that

Eh0
[
ξ
]
= P

[
ξ
]
= supp∈P Ep

[
ξ
]

for all ξ ∈ L∞(A). (2.44)

The stability result in Lemma 2.57 shows that Eh0
[
ξn
]
→ Eh0

[
ξ
]

if ξn →
ξ in L2(P). In particular,

P(An) = supp∈P Ep[1An ] = Eh0
[
1An

]
→ 0 whenever An ↓ ∅.

Hence, each p ∈ P is σ-continuous from above and thus countably
additive. As it consists solely of genuine probabilities, the family P

has the Fatou property. Moreover, P(A) = Eh0 [1A] = 0 if P(A) = 0, i.e.,
P is absolutely continuous with respect to each p ∈ P.

As in Subsection 2.4, we introduce the Banach space

Lp(P) ,
{[
ξ
]

P
: ξ ∈ L0(A) with ‖ξ‖L,p = P

[
|ξ|p
] 1
p <∞} 6 Ω

R

�NP
.

If (ξn)n∈N ⊂ L∞(A) with ξn → ξ in L2p(P), then the stability result in
Lemma 2.57 and the probabilistic representation (2.44) imply

P
[
|ξn − ξm|p

]
= Eh0

[
|ξn − ξm|p

]
→ 0 as (n,m)→∞.

It follows that ξn → ξ in Lp(P). In particular,

L2p(P) ↪→ Lp(P) for all p > 1 and P[ξ] = Eh0 [ξ] for all ξ ∈ L2(P).

Hence, defining

L
p
t as the closure of L2p(Ω,Ft,P) in Lp(P), t ∈ [0, T ], p > 1,

we obtain a Lebesgue family L = {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}.
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Since Eh0 = P[·]|L2(P), time consistency (TC) implies

P
[
|E
g
t [ξ

1] − |E
g
t [ξ

2]|
]
6 P

[
Eht
[
|ξ1 − ξ2|

]]
= P

[
|ξ1 − ξ2|

]
.

Thus, both Eht and E
g
t extend continuously (and hence uniquely) to

operators Eht ,Egt : L1 → L1t , t ∈ [0, T ]. Now, arguing as in the proof
of Theorem 2.45, it is straightforward to verify that (Egt )t∈[0,T ] is a
nonlinear expectation, carried by the sublinear expectation (Eht )t∈[0,T ]
on the appropriate domain L.

theorem 2.58. The g-expectation (Egt )t∈[0,T ] is a regular nonlinear expec-g-expectations

tation carried by (Eht )t∈[0,T ] on L.

Proof. It remains to establish regularity. By Lemma 2.23, it suffices
to check that [0, T ] → Lp, t 7→ Et[ξ] is càdlàg for every ξ ∈ L2p(P)
and each p > 1. Thus let p > 1 and ξ ∈ L2p(P), and let (X, Y,Z)
be the unique solution of (2.41) with f = g. Then E

g
t [ξ] = Xt, and

E[supt∈[0,T ] |Xt|
2p] <∞.

If tn ↑ t or tn ↓ t, then Xtn → η a.s., where η = Xt or η = Xt−, resp.,
since X has a càdlàg paths. But then ηn , |Xtn − η|p → 0 in L2(P) by
dominated convergence. It remains to show that P[ηn]→ 0.

Let (Xn, Yn,Zn) be the unique solution of (2.41) with f = h and
terminal condition ηn. Then Xn → 0 by Lemma 2.57, and hence
P[ηn] = Eh[ηn] = Xn0 → 0.

Remark. Theorem 2.58 shows that it is possible to consider BNEEs
under g-expectations; however, this does not result in new objects:
Indeed, let (X, Y,Z) be the unique solution of the BSDE

Xt = −
[
f(t,Xt) + g(t, Yt,Zt)

]
dt+ Y>t dWt +

∫
EZt(e)Γ̃(dt, de) (2.45)

with terminal condition XT = ξ. Setting f̃(t, x) , f(t, x) + g(t, Yt,Zt),
the semimartingale X is the unique solution of the BSDE associated
with (f̃, ξ); hence, X (considered as a mapping t → Lp) is in Dp by
Lemma 2.70 below.

Now, let (M,N,O) be the unique solution of the BSDE

Mt = −g(t,Nt,Ot)dt+N>t dWt +
∫
EOt(e)Γ̃(dt, de)

with terminal condition MT = ξ+
∫T
0 f(s,Xs)ds. By uniqueness, it fol-

lows that Mt −
∫t
0f(s,Xs)ds = Xt, and hence

Xt = E
g
t

[∫T
t f(s,Xs)ds+ ξ

]
, t ∈ [0, T ]. (2.46)

Thus the unique solution of the BNEE (2.46) (as in Theorem 2.26) is
given by the solution X of the classical BSDE (2.45): BNEEs under
g-expectations are BSDEs. Nevertheless, the discretization result of
Theorem 2.32 or the convergence result for recursive utilities (Theo-
rem 2.80 below) are of interest in the context of g-expectations. �
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2.5.4 Drift and intensity uncertainty

Robust expectations under drift and intensity uncertainty are an in-
teresting special case of g-expectations, and hence they fit into the
abstract nonlinear expectation framework of this thesis.

The construction of dynamic robust expectations under uncertainty
about the drift is due to Chen and Epstein (2002). In the following, we
briefly sketch out a natural generalization of their construction which
also includes uncertainty about the intensity of jumps.

Let (Ω,A,P) be a complete probability space which carries both an
n-dimensional Brownian motion W and an m-dimensional standard
Poisson process N. The associated compensated Poisson process is
denoted by N̄. Let (Ft)t∈[0,T ] be the augmented filtration generated
by W and N and assume that A = FT .

We fix a set D of predictable E , Rn × (−1,∞)m-valued processes
θ = (α,β) for which the stochastic exponential

dZθt = Zθt−(α
>
t dWt +β>t dN̄t), Zθ0 = 1,

is a martingale. Then each θ = (α,β) ∈ D gives rise to an equivalent
probability Pθ with P-density Zθ. Moreover, under Pθ the process

Wθ ,W −
∫·
0αsds is a standard n-dimensional Brownian motion

and N is a counting process with intensity 1m +β, i.e., the process

N̄θ , N−
∫·
0(1m +βs)ds is a local martingale.

Here 1m denotes (1, 1, . . . , 1)> ∈ Rm.
We write Eθ[·] , E[·ZθT ] for the expectation with respect to Pθ and

denote by P the collection of all Pθ, θ ∈ D. Following Chen and Ep-
stein (2002), the set P is said to be rectangular if there exists a 2E-
valued process Θ such that

θ ∈ D ⇐⇒ θ is a predictable process such that (R)

θt(ω) ∈ Θt(ω) for dt⊗ P-a.e. (t,ω).

We note that this property implies that D is stable under pasting, i.e.,
if θ1, θ2 ∈ D and t ∈ [0, T ], then θ , 1[0,t)θ

1 + 1[t,T ]θ
2 ∈ D. The process

Θ is further supposed to satisfy the following conditions:

(a) Weak measurability: For every open set G ⊆ Rn ×Rm the lower
inverse Θ`(G) = {(t,ω) : Θt(ω)∩G 6= ∅} is a predictable set.

(b) Boundedness: There exists a compact set K ⊆ Rn+m such that
Θt(ω) ⊆ K for all (t,ω) ∈ [0, T ]×Ω.

(c) Closedness: For all (t,ω) ∈ [0, T ]×Ω, the set Θt(ω) ⊆ E is closed.

(d) Normalization: For all (t,ω) ∈ [0, T ]×Ω, we have 0 ∈ Θt(ω).
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We note that the boundedness condition (b) ensures that{
ZθT : θ ∈ D

}
is uniformly bounded in Lp(P) for all p > 1. (2.47)

More importantly, the above conditions yield the following measur-
able selection result:

lemma 2.59. Let ρ be an Rn×m-valued predictable process. Then there ex-Predictable
maximizer ists θ̄ ∈ D with

ρ>θ̄ = max
θ∈D

ρ>θ P⊗ dt-a.e. (2.48)

Proof. By the above assumptions, Θ is a weakly measurable corre-
spondence with non-empty compact values, from the measurable
space Ω × [0, T ] (endowed with the predictable σ-algebra) into the
(separable and metrizable) space E. Since ((ω, t), x) 7→ ρt(ω)>x is pre-
dictable in (ω, t) and continuous in x, the argmax-correspondence
(ω, t) 7→ {y ∈ Θt(ω) : ρt(ω)>y = maxx∈Θt(ω) ρt(ω)>x} admits a pre-
dictable selector θ̄ by Theorem 18.19 in Aliprantis and Border (2006).
Now, the rectangularity condition (R) implies θ ∈ D and (2.48).

Being able to select the maximizer is a convenient feature of the
present situation that simplifies the construction of a time-consistent
nonlinear expectation in the present context. The reason for this is
that all involved measures are mutually absolutely continuous; thus
a process that is well-defined for a single measure is automatically
well-defined for all relevant measures: There is no need to aggregate
a whole family of objects (being defined only under one measure) into
one meaningful (i.e., measurable) single object (being defined for all
measures) (as, e.g., in Soner et al. (2011b)). The following simple mar-
tingale representation result is another manifestation of the comforts
of absolute continuity; it is the second important ingredient in the
construction of the robust expectation.

lemma 2.60. Let ξ ∈ L2(P). For each θ = (α,β) ∈ D, there exists a pre-Martingale
representation dictable Rn ×Rm-valued process (H,K) such that

Eθt [ξ] = Eθ[ξ] −
∫t
0(H

>
s αs +K

>
s βs)ds+

∫t
0H
>
s dWs +

∫t
0K
>
s dN̄s (2.49)

= Eθ[ξ] +
∫t
0H
>
s dWθ

s +
∫t
0K
>
s dN̄θs for all t ∈ [0, T ] a.s.

Proof. Note that ZθTξ ∈ Lr(P) and ξ ∈ Lr(Pθ) for r ∈ (1, 2) by (2.47).
Now, we set Mt , Eθt [ξ]. Then Xt , ZθtMt = EPt [ZθTξ] is an Lr(P)-
martingale. By martingale representation, we obtain

Xt = X0 +
∫t
0(H̄s)

>dWs +
∫t
0(K̄s)

>dN̄s

for some predictable Rn ×Rm-valued process (H̄, K̄). Now, the asser-
tion follows upon computing the dynamics of Mt = Xt/Z

θ
t .

Note: A suitable martingale representation result for L2-martingales can be found in

Tang and Li (1994); see their Lemma 2.3. Making use of the Burkholder-Davis-Gundy
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inequality and Doob’s Lp-inequality, the result is easily extended to all p > 1. For a

further discussion of the predictable representation property of Lévy processes, we refer

to Nualart and Schoutens (2000) and Di Tella and Engelbert (2015).

Equation (2.49) shows that the conditional expectation process t 7→
Eθt [ξ] solves a linear BSDE under P. Using the predictable maximizer
from Lemma 2.59, one can solve the “maximal” BSDE.

proposition 2.61. For every ξ ∈ L2(P), there exist a unique adapted càdlàg
process X and a unique Rn×Rm-valued predictable process (H,K) such that

dXt = − max
(α,β)∈D

(H>t αt +K
>
t βt)dt+H

>
t dWt +K>t dN̄t, XT = ξ. (2.50)

Proof. Setting

g(t,ω,h,k) , max
(α,β)∈D

[h>αt(ω) + k>(ω)βt(ω)], (2.51)

we have that g is Lipschitz continuous in (h,k), uniformly in a.e.
(t,ω). Moreover, Lemma 2.59 yields predictable a.e.-modifications of
g(·,H,K) for all predictable processes H,K; hence, g satisfies the con-
ditions (D1)-(D3) (on p. 55) and Lemma 2.56 shows that (2.50) has a
unique solution.

In view of Proposition 2.61 and the results of Subsection 2.5.3, one
can construct a g-expectation corresponding to the BSDE (2.50). In-
deed, choosing h = g as in (2.51), the conditions (D1)-(D3) and the
normalization property (g2) (on p. 56) are satisfied; the comparison
principle (g1) is implied by Lemma 4.1 in Quenez and Sulem (2013).

Following Chen and Epstein (2002), we take a more direct route
here and define the nonlinear expectation under drift and intensity
uncertainty via its explicit robust representation (2.52).

proposition 2.62. For each ξ ∈ L2(P), there is some θ̄ ∈ D such that

Et[ξ] = Eθ̄t [ξ] = max
θ∈D

Eθt [ξ] for all t ∈ [0, T ]. (2.52)

Proof. Let ξ ∈ L2(P) and let (X,H,K) be given as the unique solution
of (2.50). Lemma 2.59 applied to ρ = (H,K) yields θ̄ = (ᾱ, β̄) ∈ D with

H>ᾱ+K>β̄ = max
(α,β)∈D

(
H>α+K>β

)
P⊗ dt-a.e.,

and hence X satisfies

dXt = −
[
H>t ᾱt +K

>
t β̄t

]
dt+H>t dWt + K̄>t dN̄t = H>t dWθ̄

t + K̄>t dN̄θ̄t

with terminal value XT = ξ. It follows that Xt = Eθ̄t [ξ].
To show that θ̄ is in fact a maximizer, let θ = (α,β) ∈ D and put

Yt , Eθt [ξ]. Lemma 2.60 shows that

dYt = −(I>t αt + L
>
t βt)dt+ I

>
t dWt + L>t dN̄t, YT = ξ.

Now, H>ᾱ+K>β̄ > H>α+K>β holds P⊗ dt-a.e., and hence the com-
parison result from Lemma 4.1 in Quenez and Sulem (2013) implies
that Xt > Yt for all t ∈ [0, T ].
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Proposition 2.62 allows us to define the operator

Et : HT → Ht, ξ 7→max
θ∈D

Eθt [ξ], where Ht , L
∞(Ω,Ft,P), t ∈ [0, T ].

Note: As in Chen and Epstein (2002), we could also consider Et : L2(P)→ L2(Ω,Ft,P) be-

cause the solution Xt = maxθ∈D Eθt [ξ] of (2.50) is in L2(P). Here, we start from bounded

random variables in order to use the extension machinery from Section 2.4. Classical

stability results for BSDEs (see e.g., Proposition 2.2 in Barles et al. (1997)) show that this

makes no difference.

We have, by now, constructed a dynamic robust expectation.

theorem 2.63. The family of operators (Et)t∈[0,T ] is a sublinear expecta-
tion on (Ht)t∈[0,T ].

Proof. The properties (M), (PC), (SUB) and (PH) are satisfied since
Et is given as a maximum of linear expectations. Time consistency
(TC) follows from (2.52) and stability of D under pasting: Indeed, let
0 6 s 6 t 6 T and ξ ∈ HT . By Proposition 2.62, there are θ, θ̄ ∈ D such
that Es[ξ] = Eθs [ξ] and Es[Et[ξ]] = Eθ̄s [E

θ
t [ξ]]. Then

Es
[
Et[ξ]

]
= Eθ̄s

[
Eθt [ξ]

]
= Es

[Zθ̄T
Zθ̄t

Zθt
Zθs
ξ
]
.

We note that Z
θ̄
T

Zθ̄t

Zθt
Zθs

=
Z
ρ
T

Z
ρ
s

, where ρ = 1[0,t)θ + 1[t,T ]θ̄ ∈ D by stabil-
ity under pasting. Therefore, we have Es[Et[ξ]] = Eρs [ξ] 6 Es[ξ]. The
converse inequality is obvious.

Once more, Theorem 2.45 shows that (Et)t∈[0,T ] extends to an ap-
propriate domain {L

p
t : p > 1, t ∈ [0, T ]}, where Lpt ⊂ L1(Ω,Ft,P) is

defined as the closure of Ht = L∞(Ω,Ft,P) with respect to the norm
‖ · ‖L,p , supθ∈D ‖ · ‖Lp(Pθ).
theorem 2.64. The nonlinear expectation (Et)t∈[0,T ] is a regular sublinearDrift and jump

intensity
uncertainty

expectation on an appropriate domain.

Proof. Let ξ ∈ L∞(P) and note that Xt = Et[ξ] = Eθ̄t [ξ] for some θ̄ ∈ D

by Proposition 2.62. Hence X can be chosen to have càdlàg paths and,
for all θ ∈ D, we have

Eθ
[
|Xt+h −Xt|

p
]
6 E

[
|Xt+h −Xt|

2p
] 1
2 E
[
|ZθT |

2
] 1
2

by (2.47). Now, bounded convergence shows that the mapping t 7→
Lp, t 7→ Xt is càdlàg, and regularity follows with Lemma 2.23.

2.6 the linear case

The purpose of this section is to demonstrate that the BNEE theory
from Section 2.3 is an honest extension of the classical theory of back-
ward stochastic differential equations (BSDEs). To make that point,
we show that the solution of a BSDE solves the corresponding BNEE,
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and that a suitable modification of the solution of a BNEE solves the
corresponding BSDE.

Thus let (Ω,A, (Ft)t∈[0,T ],P) be a filtered probability space that is
both right-continuous and complete. Suppose that F0 is P-trivial and
that A = FT . Whenever a martingale appears, we work with a càdlàg
version. Moreover, we identify random variables that coincide P-a.s.
and stochastic processes that are indistinguishable from one another.
We write Lpt , Lp(Ω,Ft,P), p > 1, t ∈ [0, T ], for the Banach space of
p-integrable, Ft-measurable random variables. Clearly,

{(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} is an appropriate domain

(in the sense of Definition 2.9) for the linear (conditional) expectations

Et : Lp → L
p
t , X 7→ EPt

[
X | Ft

]
, t ∈ [0, T ].

lemma 2.65. The linear expectation (Et)t∈[0,T ] is regular.

Proof. Let ξ ∈ Lp. We have to prove that [0, T ] → Lp, t 7→ Et[ξ] is
càdlàg. Define a (càdlàg) martingale M by Mt , Et[ξ], t ∈ [0, T ]. Then
{|Mt|

p : t ∈ [0, T ]} is uniformly integrable, and Mtn converges point-
wisely along all monotone sequences (tn)n∈N; by Vitali’s theorem
this convergence is in Lp.

In this section, we consider the classical conditional expectations
(Et)t∈[0,T ] as a regular nonlinear expectation on its appropriate do-
main {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} of classical Lebesgue spaces. We
focus on the case where µ(dt) = dt is the Lebesgue measure on [0, T ]
and consider the corresponding Banach space of (equivalence classes
of) dt-integrable Lp-processes, as in Definition 2.17,

Pp =
{
[X] : the Lp-process [0, T ]→ Lp, t 7→ Xt is measurable

and adapted with norm ‖X‖P,p =
∫
[0,T ] ‖Xt‖L,p dt <∞}.

Moreover, as in Definition 2.20, we consider the process space

Dp = {X adapted Lp-process : [0, T ]→ Lp, t 7→ Xt is càdlàg} ↪→ Pp,

which is a Banach space with norm ‖X‖S,p , supt∈[0,T ] ‖Xt‖L,p.
Our nonlinear expectation framework relies on the above spaces

of Lp-processes and Bochner integrals. In the classical probabilistic
setting of this section, one would, of course, prefer to work with
stochastic processes and pathwise integrals. Fortunately, the transi-
tion between the two frameworks causes now difficulties:

We identify stochastic processes that coincide P⊗ dt-a.e. and write
Pp for the Banach space of all real-valued, progressively measurable
stochastic processes X with finite norm ‖X‖P,p =

∫T
0 ‖Xt‖L,p dt.

proposition 2.66. The mapping One-to-one
correspondence
of Pp and Ppα : Pp → Pp, X 7→ X1[0,∞)

(
E[|X|p]

)
is an isometric isomorphism.
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Proof. Clearly, Yt , Xt1[0,∞)

(
E[|Xt|p]

)
, t ∈ [0, T ], defines an adapted Lp-

process. Using Tonelli’s theorem, it is straightforward to prove that
the distance function

dξ : [0, T ]→ R, t 7→ E
[
|Yt − ξ|

p
] 1
p is B([0, T ])-B(R)-measurable

for every ξ ∈ Lp. Since Lp is a separable Banach space, it follows
that Y is B([0, T ])-B(Lp)-measurable. Moreover, Yt = Xt in Lpt for dt-
a.e. t ∈ [0, T ] because E[|Xt|p] < ∞ for dt-a.e. t ∈ [0, T ]. In particular,
‖Y‖P,p = ‖X‖P,p < ∞ and Y ∈ Pp. By the above, Y = α(X) ∈ Pp is
uniquely characterized by the property

Yt = Xt in Lp for dt-a.e. t ∈ [0, T ].

Hence, α is well-defined, linear and isometric. An elementary approx-
imation argument shows that α is onto; see Lemma A.44 (p. 167)

The isometric isomorphism α from Proposition 2.66 is consistent
with integration:

proposition 2.67. Let X ∈ Pp and Y ∈ Pp such that Xt = Yt in Lp forConsistency of
integration dt-a.e. t ∈ [0, T ]. Then, the pathwise Lebesgue integral∮

AXt dt ,
[
ω 7→

∫
AXs(ω)dt

]
, A ∈ B([0, T ]),

defines a member of Lp which coincides with the Bochner integral
∫
A Yt dt.

In particular, we have∮
AXt dt =

∫
A[α(X)]t dt in Lp for all X ∈ Pp.

Proof. Both integrals coincide for step processes. Approximating X by
predictable step processes (Xn)n∈N with ‖Xn − X‖P,p → 0, the claim
follows by ‖ · ‖P,p-continuity of the integral operators. For details, we
refer to Proposition A.46 on p. 168 of the appendix.

With the above one-to-one correspondences between Pp and Pp, we
obtain several results of the classical linear theory as consequences of
our theory of backward nonlinear expectation equations.

Note: Proposition 2.66 can also be found in Subsection A.3.2 in the appendix, p. 165ff.

There, a more detailed proof is provided.

The use of the space Pp is non-standard. Usually, one would work with the space of

progressively measurable processes that are p-integrable with respect to the product

measure P⊗ dt; however, this space is contained in Pp so this causes no problems.

2.6.1 Existence and uniqueness for BSDEs via the theory of BNEEs

Now, we consider classical backward stochastic differential equations
(BSDEs) of the form

Xt = Et
[∫T
t f(s,Xs)ds+ ξ

]
, t ∈ [0, T ], (2.53)

where the aggregator f is a BSDEp-standard parameter in the sense
of the following definition.
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definition 2.68. Let ξ ∈ Lp = Lp(P), and let BSDEp-standard
parameter

f : Ω× [0, T ]×R→ R

be G⊗B(R)-measurable, where G denotes the σ-algebra of progres-
sively measurable sets in (Ω,A, (Ft)t∈[0,T ]). If

(B1) |f(t, x) − f(t,y)| 6 L|x− y| for all x,y ∈ R, t ∈ [0, T ], and

(B2)
∫T
0 E
[
|f(t, 0)|p

] 1
pdt <∞,

then (f, ξ) is called a BSDEp-standard parameter. �
If (f, ξ) is a BSDEp-standard parameter, then f(·,X) is a progres-

sively measurable process for every progressive X. Moreover, (B1) im-
plies that

‖f(·,X)‖P,p 6 L‖X‖P,p +
∫T
0 E
[
|f(t, 0)|p

] 1
pdt, (2.54)

and thus f(·,X) ∈ Pp by (B2) whenever X ∈ Pp.

definition 2.69. Let (f, ξ) be a BSDEp-standard parameter. A semi-
martingale X is called a solution of the BSDE associated with (f, ξ) if
supt∈[0,T ] ‖Xt‖L,p <∞ and X satisfies (2.53). �
lemma 2.70. Let (f, ξ) be a BSDEp-standard parameter and X a semi-
martingale with supt∈[0,T ] ‖Xt‖L,p <∞. Then X is a solution of the BSDE
associated with (f, ξ) if and only if there exists a martingale M such that

dXt = −f(t,Xt)dt+ dMt, XT = ξ. (2.55)

In that case, we have

Xσ = Eσ
[∫τ
σf(s,Xs)ds+Xτ

]
for all stopping times σ 6 τ, (2.56)

and sup
{

E
[
|Xτ|

]
: τ is a [0, T ]-valued stopping time

}
< ∞; moreover, if

p > 1, then M is an Lp-martingale and E
[
supt∈[0,T ]|Xt|

p
]
<∞.

Finally, X (considered as a mapping [0, T ]→ Lp) is a member of Dp.

Proof. Suppose that X is a solution of the BSDE, and define a closed
martingale M by

Mt , Et
[∫T
0 f(s,Xs)ds+ ξ

]
, t ∈ [0, T ].

This is possible by (2.54) and Proposition 2.67. We note that M is an
Lp-martingale if p > 1. Since X satisfies (2.53), we get

Mt −
∫t
0 f(s,Xs)ds = Et

[∫T
t f(s,Xs)ds+ ξ

]
= Xt, t ∈ [0, T ], (2.57)

which establishes (2.55).
Now, suppose that (2.55) holds for some martingale M. Let σ 6 τ

be two stopping times, and integrate (2.55) from time σ up to time τ
to obtain

Xτ +
∫τ
σ f(s,Xs)ds = Xσ +Mτ −Mσ
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Taking Fσ-conditional expectations, we get (2.56). In particular, choos-
ing σ = t ∈ [0, T ] and τ = T , we see that X is a solution of the BSDE
associated with (f, ξ). Moreover, (2.56) implies

|Xτ| 6 Eτ
[∫T
0 |f(s,Xs)|ds+ |ξ|

]
=: Nτ for all stopping times τ.

Once again, Proposition 2.67 and (2.54) show that N is a uniformly in-
tegrable martingale and, provided that p > 1, even an Lp-martingale.
Now, E[|Xτ|] = E[Nτ] = N0 < ∞, proving that sup E[|Xτ|] < ∞, where
the supremum is taken over all stopping times. Moreover, if p > 1,
then Doob’s Lp-inequality yields

E
[
supt∈[0,T ]|Xt|

p
]
= E

[
supt∈[0,T ]|Nt|

p
]
6
(
p
p−1

)p E
[
|NT |

p
]
<∞.

For the last assertion, recall the decomposition (2.57). The map
[0, T ] → Lp, t 7→ Mt is càdlàg by Lemma 2.65. Moreover, the func-
tion [0, T ]→ Lp, t 7→

∫t
0 f(s,Xs)ds is continuous by dominated conver-

gence; thus, the mapping t 7→ Xt = Mt −
∫t
0 f(s,Xs)ds is càdlàg, and

hence X ∈ Dp.

By Lemma 2.70, we can equivalently say that X is a solution of the
BSDE associated with (f, ξ) if X satisfies (2.55) for some martingale
M. This definition is of course much more in line with the name
backward stochastic differential equation. Indeed, it will often (but not
always) be convenient to represent the solution of a BSDE by (2.55)
rather than by (2.53). We use both terminologies interchangeably.

We now clarify the relationship between the well-established con-
cept of BSDEs and our notion of BNEEs under (Et)t∈[0,T ]. For every
BSDEp-standard parameter (f, ξ), we will prove the following :

1. “(f, ξ) can be translated into the ‘nonlinear’ setting:” There ex-
ists a BNEEp-standard parameter (g, ξ) with

α
(
f(·,X)

)
= g

(
·,α(X)

)
in Pp for every X ∈ Pp.

2. Every solution of the BSDE associated with (f, ξ) is a solution of
the BNEE associated with (g, ξ).

3. A modification of the solution of the BNEE associated with
(g, ξ) solves the BSDE associated with (f, ξ).

The above three points are hardly surprising. For the sake of math-
ematical completeness, we nevertheless provide complete, rigorous
proofs of these three statements. Together, they show in particular
that the BSDE (2.53) has a unique solution (if one only aims at this re-
sult, it is, of course, easier to prove it directly). We start with the first
point in the above list. To obtain the corresponding BNEE-parameter,
we need to modify f in order to ensure that it always maps to Lp.
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lemma 2.71. Let (f, ξ) be a BSDEp-standard parameter. Then, there exists BNEE parameter
from BSDE
parameter

a BNEEp-standard parameter g : [0, T ]× Lp → Lp such that

α
(
f(·,X)

)
= g

(
·,α(X)

)
for all X ∈ Pp. (2.58)

Proof. Property (B2) of a BSDEp-standard parameter guarantees that
‖f(t, 0)‖L,p <∞ for all t ∈ Nc and some dt-null set N ∈ B([0, T ]). Now,
it is straightforward to verify that

g(t,η) , f(·, t,η)1Nc(t) ∈ Lp

defines a BNEEp-standard parameter with the desired properties; for
the details, we refer to Lemma A.48, p.169.

Next, we show that solutions of BSDEs are solutions of BNEEs.

proposition 2.72. Let (f, ξ) be a BSDEp-standard parameter, and let (g, ξ) Solution of BSDE
solves BNEEbe a BNEEp-standard parameter that satisfies (2.58). If X is a solution of the

BSDE associated with (f, ξ), then X (considered as a mapping t 7→ Lp) is the
unique solution of the BNEE associated with (g, ξ).

Proof. Let X be a solution of the BSDE associated with (f, ξ). Then the
semimartingale X satisfies

Xt = Et
[∮T
t f(s,Xs)ds+ ξ

]
, t ∈ [0, T ],

where we write
∮

to emphasize that the pathwise Lebesgue integral
is used. Lemma 2.70 shows that X (considered as a mapping t 7→ Lp)
is a member of Dp ⊂ Pp. In particular, X = α(X) ∈ Pp, and hence
α(f(·,X)) = g(·,X). Thus, we have

Xt = Et
[∮T
t f(s,Xs)ds+ ξ

]
= Et

[∫T
t g(s,Xs)ds+ ξ

]
in Lp, t ∈ [0, T ],

by Proposition 2.67. Consequently, X is the unique solution of the
BNEE associated with (g, ξ).

Finally, we show that the solution of a BNEE admits a modification
which solves the corresponding BSDE.

proposition 2.73. Let (f, ξ) be a BSDEp-standard parameter. Suppose that Modification of
solution of BNEE
solves BSDE

(g, ξ) is a BNEEp-standard parameter that satisfies (2.58), and let Y ∈ Dp

denote the corresponding unique solution given by Theorem 2.26.
There exists a semimartingale X which solves the BSDE associated with

(f, ξ) and satisfies Xt = Yt in Lp for all t ∈ [0, T ].

Proof. Proposition 2.66 shows that Y = α(X) in Pp for some X in Pp,
and hence α(f(·,X)) = g(·, Y) in Pp by (2.58). In particular, f(·,X) ∈ Pp

and Proposition 2.67 implies that

It ,
∮t
0 f(s, X̄s)ds =

∫t
0 g(s, Ys)ds in Lp for all t ∈ [0, T ].
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Let M be the martingale with terminal value MT = IT + ξ ∈ Lp, and
define a semimartingale X by Xt =Mt − It, t ∈ [0, T ]. Then we have

Xt =Mt − It = Et
[
IT − It + ξ

]
= Et

[∫T
t g(s, Ys)ds+ ξ

]
= Yt in Lp

for all t ∈ [0, T ]. In particular, X = Y ∈ Dp; hence α(X) = Y = α(X) in
Pp, and therefore X = X in Pp. Thus, It =

∮t
0 f(s,Xs)ds in Lp for all

t ∈ [0, T ], and we have

Xt = Et
[
IT − It + ξ

]
= Et

[∮T
t f(s,Xs)ds+ ξ

]
, t ∈ [0, T ].

Combining the above, we obtain the classical existence and unique-
ness result for BSDEs. In the present semimartingale setting, it was
first proven by Duffie and Epstein (1992b).

theorem 2.74. Let (f, ξ) be a BSDEp-standard parameter. Then the BSDEExistence and
uniqueness for

BSDEs Xt = Et
[∫T
t f(s,Xs)ds+ ξ

]
, t ∈ [0, T ], (2.53)

has a unique solution X ∈ Dp.

Proof. Lemma 2.71 yields a BNEEp-standard parameter (g, ξ) with

α(f(·,X)) = g(·,α(X)), for all X ∈ Pp,

and hence Proposition 2.73 yields a solution X of the BSDE. Propo-
sition 2.72 shows that every solution is a modification of the unique
solution of the BNEE associated with (g, ξ); thus, any two solutions
are indistinguishable.

Similarly as in Theorem 2.74, combining Lemma 2.71, Proposi-
tion 2.72 and Proposition 2.73 allows us to translate all of the results
from Section 2.3 into the linear setting. For instance, we have

corollary 2.75. Let (fn, ξn), n ∈ N, and (f, ξ) be BSDEp-parameters.Stability of
BSDEs Suppose there is a constant L > 0 such that

|fn(t, x) − fn(t,y)| 6 L|x− y| for all x,y ∈ R, t ∈ [0, T ],

and all n ∈N. Let Xn, n ∈N, and X denote the solutions of the associated
BSDEs and suppose that

∫T
0 E
[
|fn(t,Xt) − f(t,Xt)|p

] 1
pdt→ 0 and ξn → ξ in Lp.

Then, Xn → X in Sp, and E[supt∈[0,T ] |X
n
t −Xt|

p]→ 0 if p > 1.

The discretization result of Theorem 2.32 also has its analog, of
course; however, it will not be needed in the following, and so we do
not record it.
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2.6.2 A comparison theorem for BSDEs

A nice feature of BSDEs is that their solutions can be expected to
satisfy a comparison principle. This means that solutions of BSDEs
can be compared simply by comparing their aggregators and terminal
values. We conclude our brief discussion of BSDEs by proving such a
comparison result.

theorem 2.76. Let (f, ξ) be a BSDEp-standard parameter and let X denote Comparison
theoremthe solution of the correpsonding BSDE

dXt = −f(t,Xt)dt+ dMt, XT = ξ.

Let g : Ω× [0, T ]×R→ R be a G⊗B(R)-measurable function, and suppose
that Y is a semimartingale that satisfies

dYt = −g(t, Yt)dt+ dNt, YT = ξ ∈ Lp,

for some martingale N. Then X 6 Y, provided that

ξ 6 ξ, f(t, Yt) 6 g(t, Yt) for dt-a.e. t ∈ [0, T ]

and E
[∫T
0

(
‖g(t, Yt)‖L,p + ‖Yt‖L,p

)
dt
]
<∞.

Proofs of comparison theorems usually rely on explicit representa-
tions of solutions of linear BSDEs or closely related stochastic Gron-
wall inequalities (see Section 3.4 below). If the underlying expecta-
tion is truly nonlinear, backward nonlinear expectation equations that
look linear are, in fact, nonlinear, and thus one cannot expect a com-
parison principle as powerful as the one in Theorem 2.76 to hold.
Linear BSDEs under linear expectations can, however, be solved ex-
plicitly:

proposition 2.77. Let α be a bounded progressively measurable process, Linear BSDEs

and let β ∈ Pp, ξ ∈ Lp. Then, the unique solution of the linear BSDE

dXt = −
[
αtXt +βt

]
+ dMt, XT = ξ, (2.59)

is given by

Xt = Et
[∫T
t e
∫s
t αuduβsds+ e

∫T
t αuduξ

]
, t ∈ [0, T ]. (2.60)

Proof. Setting f(t, x) = αtx+βt, it is immediate that (f, ξ) is a BSDEp-
standard parameter; thus, (2.59) has a unique solution (X,M).

Now, suppose that p > 1. Then M is an Lp-martingale, and integrat-
ing by parts, we get

de
∫t
0αuduXt = −e

∫t
0αuduβtdt+ e

∫t
0αududMt. (2.61)

Note that e
∫t
0αududMt is also an Lp-martingale since α is bounded

and hence (2.61) yields

e
∫t
0αuduXt = Et

[∫T
t e
∫s
0αuduβsds+ e

∫T
0 αuduXT

]
, t ∈ [0, T ],
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which is equivalent to (2.60).
For p = 1, we apply the above to the truncated parameters βn ,

(−n∨β)∧n, ξn , (−n∨ ξ)∧n, to see that the semimartingales

Xnt = Et
[∫T
t e
∫s
t αuduβns ds+ e

∫T
t αuduξn

]
, n ∈N,

are the unique solutions of dXnt = −[αtX
n
t + βnt ]dt+ dMn

t , XnT = ξn.
The assumptions of Corollary 2.75 (stability result) are fulfilled, and
hence Xn → X in Sp, where X denotes the unique solution of the lin-
ear BSDE (2.59). On the other hand, dominated convergence implies
Xnt → Et[

∫T
t e
∫s
t αuduβsds+ e

∫T
t αuduξ] in L1; thus (2.61) is established

for p = 1, as well.

With Proposition 2.77, we can give the proof of Theorem 2.76.

Proof of Theorem 2.76. We set ∆ , X− Y and note that

αt ,
f(t,Xt)−f(t,Yt)

Xt−Yt
1{Xt 6=Yt}, t ∈ [0, T ],

is a bounded process by the Lipschitz condition (B1). Now, we have

d∆t = −
[
αt∆t +βt

]
dt+ d(Mt −Nt), ∆T = ξ− ξ 6 0, (2.62)

where βt = f(t, Yt) − g(t, Yt) 6 0 and β ∈ Pp. Since ∆ satisfies the
linear BSDE (2.62), Proposition 2.77 implies that

∆t = Et
[∫
e
∫s
t αuduβsds+ e

∫T
t αudu(ξ− ξ)

]
6 0.

2.6.3 Bibliographical notes

Backward stochastic differential equations (BSDEs) have first ap-
peared in Bismut (1973). The generalized modern formulation of
BSDEs is due to Pardoux and Peng (1990), who have also settled
the question of existence and uniqueness under a global Lipschitz
condition in a Brownian setting. In the special case of BSDEs driven
by Brownian motion, their result implies our Theorem 2.74. In a gen-
eral semimartingale framework, existence and uniqueness of BSDEs
under a global Lipschitz condition (Theorem 2.74) were first proven
by Duffie and Epstein (1992b), in the context of their seminal contri-
bution of stochastic differential utility. Their results were generalized
by Antonelli (1993), who replaces the integrator dt in the BSDE by
an increasing process dAt and provides an L1-theory. Stability results
for such BSDEs in a semimartingale setting can be found in Antonelli
(1996) and Antonelli and Kohatsu-Higa (2000).

The literature on BSDEs mostly focuses on Brownian filtrations,
where there is a strong connection to quasilinear partial differential
equations, see, e.g., Pardoux and Peng (1992), Ma et al. (1994, 2012)
and the references therein. The theory has undergone several gener-
alizations and is now able to deal with quadratic and convex drivers;
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moreover, the Lipschitz assumption has been replaced by monotonic-
ity and polynomial growth conditions; see, e.g., Kobylanski (2000),
Briand and Carmona (2000), Delarue (2002), Briand and Hu (2008)
and Delbaen et al. (2011). BSDEs have also been investigated in jump-
diffusion settings, see e.g., Tang and Li (1994), Barles et al. (1997),
Nualart and Schoutens (2001), Becherer (2006), Royer (2006), Quenez
and Sulem (2013), Delong (2013), Kharroubi and Pham (2015) and the
references therein.

2.7 recursive utility with nonlinear expectations

In the following, as advertised in the introduction of this thesis, we ap-
ply our theory of backward nonlinear expectation equations to utility
theory; see, in particular, Section 1.1 (p. 4ff.) and Section 1.2 (p. 7ff.).

Throughout this section, let (Et)t∈[0,T ] denote a regular nonlinear
expectation, carried by a sublinear expectation (Esub

t )t∈[0,T ] on an ap-
propriate domain {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}. A nonlinear expecta-
tion can be used as a certainty equivalent in the construction of recur-
sive utilities: Given a suitable discrete-time aggregator W : [0, T ]× Lp →
Lp, we can define a recursive utility process (Utk)k=0,...,N via

Utk ,W
(
tk+1 − tk, ctk ,Etk [Utk+1 ]

)
, UtN = ξ,

where 0 = t0 < · · · < tN = T are time-periods between which a
consumption of (tk+1 − tk)ctk ∈ Lptk takes place.

In Section 2.5, we have given several examples of regular nonlinear
expectations, and any one of these may be used here. For instance, we
may choose (Et)t∈[0,T ] as the superlinear counterpart of the expecta-
tion under drift and jump intensity uncertainty from Subsection 2.5.4,

Et[ξ] = min
θ∈D

Eθt [ξ],

which corresponds to recursive utility under multiple priors, as in-
vestigated by Epstein and Wang (1994), Chen and Epstein (2002), Ep-
stein and Schneider (2003) and Hayashi (2005). Alternatively, we may
take Et = −Esub

t [−·] as the superlinear counterpart of the random
G-expectation from Subsection 2.5.1, which corresponds to a discrete-
time analog of the continuous-time utility with drift and volatility
uncertainty as proposed in Epstein and Ji (2013, 2014). Of course,
we may also simply take (Et)t∈[0,T ] as the classical conditional ex-
pectation; this corresponds to recursive utility with expected utility
certainty equivalents, see Kraft and Seifried (2014).

In continuous time, Chen and Epstein (2002) construct stochastic
differential utility under multiple priors. Epstein and Ji (2014) pro-
pose a continuous-time version of stochastic differential utility in the
setting of Nutz (2012); note that Theorems 2.26 and 2.50 guarantee
existence and uniqueness of the associated utility process

Ut = Et

[∫T
t f(cs,Us)ds+ ξ

]
, t ∈ [0, T ]. (2.63)



72 backward nonlinear expectation equations

The main purpose of this section is to prove that – under suitable
conditions on W and in the limit of vanishing grid size – the recur-
sive utility process converges to a solution of the BNEE (2.63), where
the continuous-time aggegrator f is given by the derivative f(c,u) =
∂
∂∆W(∆, c,u)|∆=0. Thus, we substantiate the axiomatic definition of
stochastic differential utility under nonlinear expectations in continu-
ous time, generalizing the results of Kraft and Seifried (2014).

A convergence result

Denote by Pp = Pp(dt) the space of all dt-integrable adapted Lp-
processes as defined in Subsection 2.2.4.

Let (∆n)n∈N be a sequence of partitions,

∆n : 0 = tn0 < t
n
1 < · · · < tnNn = T , set ∆nk , tnk − tnk−1,

and suppose that |∆n| = maxk=1,...,Nn ∆
n
k → 0; see also Section 2.3.3.

We consider consumption plans (c, ξ), where ξ ∈ Lp is a terminal payoff
and c ∈ Pp is a consumption rate process. We suppose that there
exists an approximating sequence (cn)n∈N ⊆ Pp as follows:

The consumption plan cn is piecewise constant on ∆n, i.e., cnt = cntnk
for t ∈ [tkn, tnk+1), and we have

cn → c in Pp and cnt → ct for dt-a.e. t ∈ [0, T ].

Recursive utility is constructed via a discrete-time aggregator

W : [0, T ]× Lp × Lp → Lp, W(∆, c,u) , u+∆f∆(c,u)

that satisfies the following conditions:

(A1) There exists a modulus of continuity3 h : [0, T ]→ R such that

‖f∆(c,u) − f0(c,u)‖L,p 6 h(∆)(1+ ‖c‖L,p + ‖u‖L,p)

for all c,u ∈ Lp.

(A2) There exists L > 0 such that f0 satisfies the Lipschitz property

‖f0(c,u1) − f0(c,u2)‖L,p 6 L‖u1 − u2‖L,p for all c,u1,u2 ∈ Lp.

(A3) f0(·,u) is continuous for every u ∈ Lp.

(A4) There exists a constant K > 0 such that

‖f0(c, 0)‖L,p 6 K(1+ ‖c‖L,p) for every c ∈ Lp.

(A5) f0(c,u) ∈ Lpt whenever c,u ∈ Lpt , t ∈ [0, T ].

3 That is, h is a continuous increasing function with h(0) = 0.
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For brevity, we write f , f0 in the sequel. The mapping f : Lp × Lp →
Lp is called the continuous-time aggregator.
Remark. WritingW(∆, c,u) , u+∆f∆(c,u) is without loss of generality,
of course. With that notation, (W(∆, c,u) −W(0, c,u))/∆ = f∆(c,u),
and hence (A1) guarantees that ∂

∂∆W(∆, c,u)|∆=0 = f(c,u) exists as a
sufficiently uniform limit. �

lemma 2.78. Under the preceding assumptions, for each consumption plan
(c, ξ), the function

fc : [0, T ]× Lp 7→ Lp, (t,η) 7→ f(ct,η),

defines a BNEEp-standard parameter (fc, ξ).

Proof. The requirement fc(t,Lpt ) ⊂ Lpt for all t ∈ [0, T ] and the uniform
Lipschitz condition (2.14) are fulfilled by (A2) and (A5). Thus, it re-
mains to show that fc(·,X) ∈ Pp for every X ∈ Sp. For this, by (A2)
and a closure argument, it suffices to check that fc(·,X) is a B([0, t])-
B(Lpt )-measurable simple function for every measurable simple func-
tion X : [0, t]→ L

p
t . This, in turn, is obvious from (A5).

definition 2.79. Let (c, ξ) be a consumption plan with an associated
approximating sequence (cn)n∈N. The discrete-time recursive utility
process Un is defined on the time grid ∆n via

Unk ,W
(
∆nk , cntnk ,Etnk [U

n
k+1]

)
, where UnNn = ξ,

and ∆n : 0 = tn0 < . . . < t
n
Nn

= T , ∆nk , tnk+1 − t
n
k , k = 0, . . . ,Nn − 1.

The continuous-time stochastic differential utility process U is given
as the unique solution of the BNEE

Ut = Et
[∫T
t f(cs,Us)ds+ ξ

]
= Et

[∫T
t fc(s,Us)ds+ ξ

]
. �

Note that existence and uniqueness of a solution U ∈ Dp are guar-
anteed by Theorem 2.26. The main result of this section demonstrates
that the recursive utility processes Un converge to the stochastic dif-
ferential utility process U:

theorem 2.80. Let Un, n ∈ N, be the discrete-time recursive utility pro- Continuous-time
limit of recursive
utility

cesses, and let U be the stochastic differential utility process from Defini-
tion 2.79. Then,

max
k=0,...,Nn

‖Unk −Utnk ‖L,p → 0.

Remark. Theorem 2.80 implies in particular that the recursive utility
values Un0 ∈ R converge to the stochastic differential utility value
U0 ∈ R. �

The proof proceeds in two steps. Introducing the BNEEp-standard
parameters fn , fcn =

∑Nn−1
k=0 1[tnk ,tnk+1)f(c

n
tnk

, ·), n ∈N, we have

lemma 2.81. With fn as above, (∆n, fn, ξ)n∈N is (fc, ξ)-exhausting.
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Proof. Lemma 2.78 shows that (fn, ξ) is a BNEEp-standard parameter
for every n ∈N. The definition of fn and (A2) imply

‖fn(t, ζ) − fn(t,η)‖L,p = ‖f(cnt , ζ) − f(cnt ,η)‖L,p 6 L‖ζ− η‖L,p

for all ζ,η ∈ Lp and all n ∈ N. Thus the Lipschitz condition (2.21),
as required for an exhausting sequence, is satisfied. Since |∆n|→ 0, it
remains to establish (2.22), i.e., we must prove that∑Nn−1

k=0

∫
[tnk ,tnk+1)

‖fc(t,Ut) − fn(tnk ,Ut)‖L,p dt→ 0. (2.64)

The approximating consumption plan cn is piecewise constant on ∆n,
and hence we have

fn(t,Ut) = f(cnt ,Ut) = f(cntnk ,Ut) = fn(tnk ,Ut) for t ∈ [tnk , tnk+1).

Therefore, the sum in (2.64) can be written as∫T
0 ‖fc(t,Ut) − fn(t,Ut)‖L,p dt. (2.65)

Now, we have cnt → ct for dt-a.e. t ∈ [0, T ], and thus

fn(t,Ut) = f(cnt ,Ut)→ f(ct,Ut) = fc(t,Ut) for dt-a.e. t ∈ [0, T ],

by (A3) – the aggregator function f is continuous in the first compo-
nent. Hence, we have pointwise convergence inside the integral in
(2.65). To establish (2.64), by Vitali’s theorem, it remains to show that
the sequence (‖fc(t,Ut) − fn(t,Ut)‖L,p)n∈N is uniformly integrable.

To do so, we first estimate ‖f∆(c,u)‖L,p for ∆ > 0 and c,u ∈ Lp. By
(A1), we have

‖f∆(c,u) − f0(c,u)‖L,p 6 h(∆)(1+ ‖c‖L,p + ‖u‖L,p),

and (A2) implies ‖f0(c,u) − f0(c, 0)‖L,p 6 L‖u‖L,p. Finally, (A4) yields
‖f0(c, 0)‖L,p 6 K(1+ ‖c‖L,p); hence, we get

‖f∆(c,u)‖L,p 6 C0(1+ ‖c‖L,p + ‖u‖L,p) for all c,u ∈ Lp, (2.66)

where C0 , h(T) + L+K. In particular, we have

‖fn(t,Ut) − fc(t,Ut)‖ 6 C0(2+ ‖ct‖L,p + ‖cnt ‖L,p + 2‖U‖S,p).

Now, cn → c in Pp, and thus the right-hand side of the above in-
equality converges in L1([0, T ], dt); hence, it is uniformly integrable
by Vitali’s theorem, and then, so is the left-hand side.

With Lemma 2.81, we have shown that (∆n, fn, ξ)n∈N is (fc, ξ)-
exhausting. Therefore our convergence result for discrete-time ap-
proximations of Theorem 2.32 applies, and shows that

max
k=0,...,Nn

‖Xnk −Utnk ‖L,p → 0,
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where XnNn = ξ and

Xnk , Etnk

[
∆nk f

n
(
tk,Etnk [X

n
k+1]

)
+Xnk+1

]
, k = Nn − 1, . . . , 0. (2.67)

To conclude the proof of Theorem 2.80, it thus remains to show that

max
k=0,...,Nn

‖Unk −Xnk‖L,p → 0.

This will be accomplished with Lemma 2.83 below, the proof of which
relies on the following a priori estimate.

lemma 2.82. There is a constant C1 > 0 such that for all but finitely many A priori estimate

n ∈N we have

max
k=0,...,Nn

‖Unk‖L,p 6 C1
(
1+ ‖ξ‖L,p + ‖c‖P,p

)
.

Proof. We recall that Unk = W(∆nk , cntnk ,Etnk [U
n
k+1]), where W(∆, c, v) =

v+∆f∆(c, v). Hence, for every k = 0, . . . ,Nn − 1, we have

Unk = Etnk [U
n
k+1] +∆

n
k f
∆nk (cntnk ,Etnk [U

n
k+1]). (2.68)

Thus estimate (2.66) from the proof of Lemma 2.81 yields

‖Unk‖L,p 6
∥∥Etnk [Unk+1]∥∥L,p +∆

n
kC0

(
1+ ‖cntnk ‖L,p +

∥∥Etnk [Unk+1]∥∥L,p

)
.

Using the contraction property (Lemma 2.15), we get

‖Unk‖L,p 6 (1+C0∆
n
k )‖Unk+1‖L,p +C0∆

n
k

(
1+ ‖cntnk ‖L,p

)
(2.69)

for all k = 0, . . . ,Nn − 1. Iterating (2.69), we arrive at

‖Unk‖L,p 6 PNnk ‖UnNn‖L,p +
∑Nn−1
`=k P`kC0∆

n
` (1+ ‖cntn` ‖L,p),

where Pmk ,
∏
k6`<m(1+C0∆

n
` ). Since 1+ x 6 ex, we have

Pmk 6 exp
(
C0
∑m−1
`=k ∆

n
`

)
6 eC0T for all k,m = 0, . . . ,Nn − 1.

For all k = 0, . . . ,Nn, we hence obtain

‖Unk‖L,p 6 eC0T‖ξ‖L,p +C0e
C0T
∑Nn−1
`=0 ∆n` (1+ ‖cntn` ‖L,p).

Since
∑Nn−1
`=0 ∆n` ‖cntn` ‖L,p → ‖c‖P,p, the proof is complete.

lemma 2.83. The processes Xn from (2.67) satisfy

max
k=0,...,Nn

‖Unk −Xnk‖L,p → 0.

Proof. By shift-invariance (SI), equation (2.68) can be rewritten as

Unk = Etnk

[
∆nk f

∆nk (cntnk ,Etnk [U
n
k+1]) +U

n
k+1

]
.



76 backward nonlinear expectation equations

The definition of Xnk from (2.67) reads

Xnk , Etnk

[
∆nk f

n
(
tk,Etnk [X

n
k+1]

)
+Xnk+1

]
.

We set Dnk , ‖Unk − Xnk‖L,p. The contraction property (Lemma 2.15)
implies

Dnk 6 ∆nk‖f∆
n
k (cntnk ,Etnk [U

n
k+1]) − f(c

n
tnk

,Etnk [X
n
k+1])‖L,p +D

n
k+1.

By (A1), (A2) and the contraction property, we get

‖f∆nk (cntnk ,Etnk [U
n
k+1]) − f(c

n
tnk

,Etnk [X
n
k+1])‖L,p

6 h(∆nk )(1+ ‖cntnk ‖L,p + ‖Unk+1‖L,p) + L‖Unk+1 −Xnk+1‖L,p.

Hence, we have

Dnk 6 h(|∆n|)∆nk (1+ ‖cntnk ‖L,p + ‖Unk+1‖L,p) + (1+∆nkL)D
n
k+1 (2.70)

for all k = 0, . . . ,Nn − 1. Iterating inequality (2.70), we find

Dnk 6 h(|∆n|)
∑Nn−1
`=k P`k∆`

(
1+ ‖cntn` ‖L,p + ‖Un`+1‖L,p

)
+ PNnk Dnn,

where P`k =
∏
k6j6`−1(1+ ∆

n
j L) and Dnn = ‖Unn − Xnn‖L,p = 0. Using

1+ x 6 ex again, we get

P`k 6 exp
(
L
∑`−1
j=k∆

n
j

)
6 eLT for all k, ` = 0, . . . ,Nn − 1,

and therefore

Dnk 6 h(|∆n|)eLT
∑Nn−1
`=0 ∆n` (1+ ‖cntn` ‖L,p + ‖Un`+1‖L,p).

For all but finitely many n ∈ N, we have maxk=0,...,Nn ‖Unk‖L,p 6
C1(1+ ‖ξ‖L,p + ‖c‖P,p) by Lemma 2.82 as well as

∑Nn−1
`=0 ∆n` ‖cntn` ‖L,p =∫T

0 ‖cnt ‖L,pdt 6 1 + ‖c‖P,p. Setting K , C1(1 + ‖ξ‖L,p + ‖c‖P,p) + 1 +

‖c‖P,p, we thus obtain

‖Unk −Xnk‖L,p = Dnk 6 eLTKTh(|∆n|), k = 0, . . . ,Nn,

for all but finitely many n ∈N, and the claim follows.

In view of the discussion preceding Lemma 2.82, this also com-
pletes the proof of Theorem 2.80.



3
S T O C H A S T I C D I F F E R E N T I A L U T I L I T Y

In this chapter, we investigate the Epstein-Zin parameterization of
continuous-time recursive utility with relative risk aversion (RRA)
γ > 1 and elasticity of intertemporal substitution (EIS) ψ > 1. The
material of this chapter is largely based on Seiferling and Seifried
(2015).

Specifications of Epstein-Zin utility with RRA γ > 1 and EIS ψ > 1
are important in a number of both theoretical and empirical applica-
tions. In spite of their widespread usage, the fundamental questions
of existence, uniqueness and concavity of the corresponding utility
functionals, which will be addressed below, have so far remained un-
resolved for these parameters.

In a fully general semimartingale setting, we establish existence
and uniqueness as well as monotonicity and concavity of continuous-
time Epstein-Zin recursive utility with RRA γ > 1 and EIS ψ > 1.
Moreover, we will provide a corresponding utility gradient inequality.

This chapter is organized as follows: Section 3.1 introduces con-
tinuous-time Epstein-Zin utility. Our main results are stated in Sec-
tion 3.2, which also provides links to the literature. We then take
a slight detour: In Section 3.3, Epstein-Zin utility for bounded con-
sumption plans is investigated, and Section 3.4 is concerned with
stochastic Gronwall inequalities. Then we focus on the specification
RRA γ > 1 and EIS ψ > 1 again: The proofs of our results are pro-
vided in Section 3.5.

3.1 dynamic risk preferences and epstein-zin utility

Let (Ω,FT ,P) be a probability space, endowed with a right-continu-
ous and complete filtration F = (Ft)t∈[0,T ]. We denote by S the space
of (F,P)-semimartingales and, for β > 1, by Sβ the space of all semi-
martingales X with E[supt∈[0,T ] |Xt|

β] < ∞. Adopting a standard con-
vention, we identify random variables that coincide almost surely and
stochastic processes that are indistinguishable.

definition 3.1. A predictable process c that takes values in C , (0,∞) Consumption
plansis called a continuous-time consumption plan if

E
[∫T
0 c
β
t dt+ cβT

]
<∞ for all β ∈ R.

The family of all consumption plans is denoted by C. �

77
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Here, ct represents the time-t consumption rate and cT models
lump-sum consumption at time T . A partial order on the set C of
consumption plans is defined via

c 4 c̄ ⇐⇒ ct 6 c̄t for dt-a.e. t ∈ [0, T ] and cT 6 c̄T .

Accordingly, two consumption plans c and c̄ are identified if c 4 c̄

and c̄ 4 c. We investigate intertemporal risk preferences on the lattice
(C,4) of continuous-time consumption plans.

In general, an agent’s subjective preferences can be described inPreferences

terms of a utility index functional ν : C → R such that c is weakly
preferred to c̄ if and only if ν(c) > ν(c̄); here, ν will typically be
monotone in the sense that c 4 c̄ implies ν(c) 6 ν(c̄). Note that ν
need not be monotone a priori. In a continuous-time recursive utility
context, the utility index functional ν is defined via

ν : C→ R, ν(c) , V0(c),

where the (stochastic differential) utility process V = V(c) satisfies a back-Stochastic
differential utility ward stochastic differential equation (BSDE) of the form

Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ], (3.1)

see Duffie and Epstein (1992b). We investigate the Epstein-Zin parame-
terization of recursive utility with

relative risk aversion (RRA) γ > 0, γ 6= 1,
elasticity of intertemporal substitution (EIS) ψ > 0, ψ 6= 1,

see Epstein and Zin (1989) and Weil (1990). Then utility takes values
in U , (1− γ)C, the continuous-time Epstein-Zin aggregator is given byEpstein-Zin

parametrization

f : C× U→ R, (c, v) 7→ δ 1−γ1−φv

[(
c

((1− γ)v)
1
1−γ

)1− 1
ψ

− 1

]
,

and terminal utility satisfies U(x) , 1
1−γ(εx)

1−γ, x ∈ C. The coeffi-
cients δ > 0 and ε > 0 capture the agent’s rate of time preference and
weight on terminal consumption, respectively. Setting

φ , 1/ψ, θ , 1−γ
1−φ , and q , θ−1

θ = φ−γ
1−γ ,

the aggregator f can be written as

f(c, v) , δ
1−φc

1−φ[(1− γ)v]q − δθv. (3.2)

In this chapter, we mostly focus on

γ,ψ > 1, so that φ < 1, θ < 0, and q > 1. (3.3)

Then (3.2) shows that f is well-defined on C × (U ∪ {0}) = (0,∞) ×
(−∞, 0], and the relevant class of utility processes is defined via

V ,
{
V ∈ S∩ : (1− γ)V > 0

}
, where S∩ ,

⋂
β>1S

β. (3.4)
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Note: To establish existence and uniqueness for the stochastic differential utility process,

it will be convenient to work with V as defined above, instead of the intuitively more

appealing {V ∈ S∩ : (1− γ)V > 0}; however, one can verify ex post that (1− γ)V > 0,

see Proposition 3.1.

Remark. For the parameterization as in (3.3), one may set ε , +∞
to produce a zero weight on bequest utility (in this case ε1−γ = 0).
This leads to trivial preferences, because then the utility process V =

V(c) ∈ V of every consumption plan is given by Vt = 0, t ∈ [0, T ]. �

3.2 the main results

In this section, we present our main results on the Epstein-Zin param-
eterization of stochastic differential utility with

RRA γ > 1 and EIS ψ > 1.

Our first main result establishes existence and uniqueness of utility
processes and, in particular, of utility index functionals for continu-
ous-time Epstein-Zin recursive utility.

theorem 3.2. For every consumption plan c ∈ C, there exists a unique Existence and
uniquenesssemimartingale V = V(c) ∈ V that satisfies (3.1).

Since f(λc, λ1−γv) = λ1−γf(c, v) for all λ > 0, the uniqueness part of
Theorem 3.2 yields:

corollary 3.3. The mapping C→ V, c 7→ V(c) is homothetic, i.e., we have Homotheticity

V(λc) = λ1−γV(c) for every consumption plan c ∈ C and every λ > 0.

As utility processes are defined implicitly, in terms of the BSDE
(3.1), and the aggregator f fails to be either concave or monotone
with respect to v, it is not clear a priori whether the implied utility
index functional ν is concave or monotone.

Our second main result guarantees these crucial properties.

theorem 3.4. The mapping Monotonicity and
concavity

C→ V, c 7→ V(c)

is concave and increasing, i.e., for all c, c̄ ∈ C and λ ∈ [0, 1], we have

V(λc+ (1− λ)c̄) > λV(c) + (1− λ)V(c̄) and c 4 c̄ =⇒ V(c) 6 V(c̄)

In particular, the utility index functional ν : C → R, c 7→ ν(c) = V0(c)

is increasing and concave.

Finally, our third main result provides a general utility gradient
inequality for Epstein-Zin recursive utility in continuous time.

theorem 3.5. Suppose that ĉ ∈ C satisfies Utility gradient
inequality

E
[∫T
0 fc
(
ĉt,Vt(ĉ)

)
ĉtdt+U ′(ĉT )ĉT

]
<∞.

Then, the following utility gradient inequality holds:
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For every c ∈ C and all t ∈ [0, T ], we have

Vt(c) 6 Vt(ĉ) + 〈mt(ĉ), c− ĉ〉t,

where 〈m,y〉t , Et[
∫T
t msysds +mTyT ] and the time-t utility gradient

mt(ĉ) , m̂t is given by

m̂ts , e
∫s
t fv(ĉτ,Vτ(ĉ))dτ(fc(ĉs,Vs(ĉ))1[0,T)(s) +U

′(ĉT )1{T}(s)
)
, s ∈ [t, T ].

In particular, with m̂ , m̂0, the utility index ν : C→ R, c 7→ ν(c) satisfies

ν(c) 6 ν(ĉ) + 〈m̂, c− ĉ〉 for all c ∈ C.

The above utility gradient will be used in Chapter 4 to prove a ver-
ification theorem for a consumption-portfolio optimization problem
of an agent with Epstein-Zin utility. For a further discussion of utility
gradients and their applications, we refer to the bibliographical notes
below and to Duffie and Skiadas (1994).

Bibliographical notes

Recursive utility has been developed in discrete time in the seminal
contributions of Kreps and Porteus (1978, 1979), Epstein and Zin
(1989) and Weil (1990), as a model of dynamic risk preferences that
permits risk attitudes to be disentangled from the elasticity of in-
tertemporal substitution; its continuous-time version, stochastic dif-
ferential utility, was introduced by Duffie and Epstein (1992b). Kraft
and Seifried (2014) show that discrete-time recursive utility converges
to stochastic differential utility in the continuous-time limit of vanish-
ing grid size and thus provide a solid mathematical link between
the two concepts. The Epstein-Zin parametrization of recursive util-
ity can be regarded as a non-additive generalization of the classical
discounted expected utility paradigm with a power utility function,
where the standard setting is subsumed as the special case γψ = 1.

As shown by Skiadas (1998), agents with γ,ψ > 1 exhibit a prefer-
ence for information, i.e., they prefer early resolution of uncertainty
to late resolution. This specification is important in a number of both
theoretical and empirical applications, including the literature on as-
set pricing with long-run risk that was initiated by Bansal and Yaron
(2004). Despite their widespread usage, fundamental questions like
existence, uniqueness and concavity of stochastic differential utility
have so far remained unresolved for these parameters.

General existence and uniqueness results for recursive utility are
provided by Marinacci and Montrucchio (2010) in discrete time, and
by Duffie and Epstein (1992b) and Ma (2000) in continuous time; how-
ever, these continuous-time results rely on global Lipschitz conditions
that are violated for the Epstein-Zin specification. Schroder and Ski-
adas (1999) prove existence and uniqueness of Epstein-Zin utility in
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a Brownian framework for γ > 1 and ψ 6 1 and parameterizations
with γ < 1. Xing (2015) also addresses existence of Epstein-Zin utility
in a Brownian framework.

Utility gradients (also known as superdifferentials or supergradient
densities) have become an indispensable tool in the analysis of both
optimal portfolio allocations (see, e.g., Schroder and Skiadas (1999,
2003, 2008), Bank and Riedel (2001a), Kallsen and Muhle-Karbe (2010),
Skiadas (2008, 2013), and the references therein) and equilibrium asset
pricing (see, e.g., Duffie and Epstein (1992a), Duffie et al. (1994), Bank
and Riedel (2001b), Chen and Epstein (2002), Epstein and Ji (2013)
as well as Campbell (2003) and the references therein). The reason for
this is the far-reaching insight that the first-order optimality condition
in the maximization of a utility functional can be formulated as a mar-
tingale property of prices, after they have been deflated by the associ-
ated utility gradient; see Duffie and Skiadas (1994) and Harrison and
Kreps (1979). From a mathematical perspective, utility gradients are
intimately related to the stochastic maximum principle in intertempo-
ral optimization problems, where the agent’s utility gradient appears
naturally as the minimizer in the associated dual problem; see, e.g.,
Cox and Huang (1989), Karatzas et al. (1991), Kramkov and Schacher-
mayer (1999), El Karoui et al. (2001), and Levental et al. (2013). In the
literature, utility gradients for continuous-time recursive utility have
been derived by Duffie and Skiadas (1994), and proven in a Brownian
framework by Schroder and Skiadas (1999).

3.3 epstein-zin utility for bounded consumption plans

In this section, we focus on bounded consumption plans. Accordingly,
we do not impose the parameter restrictions (3.3) and allow for all non-
unit values of relative risk aversion and elasticity of intertemporal
substitution

γ > 0, γ 6= 1, and ψ > 0, ψ 6= 1.
We say that a consumption plan c ∈ C is bounded if

k0 4 c 4 k1 for some constans k0,k1 > 0,

and we denote the class of all bounded consumption plans by Cb. Cor-
respondingly, we refer to a semimartingale V as U-bounded if it takes
values in a compact subset of U, and we write Vb for the collection of
all U-bounded semimartingales. By a bounded utility process associated
with a consumption plan c ∈ C, we mean a U-bounded semimartingale
V ∈ Vb which satisfies

Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ]. (3.5)

Our first goal is the construction of a well-behaved utility process
functional V : Cb → Vb mapping bounded consumption plans to
their associated bounded utility process.
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3.3.1 Existence of utility for bounded consumption plans

We show that every bounded consumption plan admits one and only
one bounded utility process. To this end, for each n ∈N, we consider
the truncated Epstein-Zin aggregator

fn(c, v) , f
(
c, (uγ(1/n)∨ v)∧ uγ(n)

)
, (3.6)

where uγ(x) , 1
1−γx

1−γ, x ∈ C; note that uγ(C) = U.

lemma 3.6. The pair (fn(c, ·),U(cT )) is a BSDE2-standard parameter for
every bounded consumption plan c ∈ Cb.

Proof. The Epstein-Zin aggregator is differentiable; hence, it is Lips-
chitz continuous and bounded on any compact subset of its domain,
and thus all conditions imposed by Definition 2.68 are satisfied.

corollary 3.7. For every bounded consumption plan c ∈ Cb and each
n ∈N, there exists a unique Vn , Vn(c) ∈ S2 satisfying

Vnt = Et
[∫T
t f
n(cs,Vns )ds+U(cT )

]
, t ∈ [0, T ]. (3.7)

Proof. In view of Lemma 3.6, this is guaranteed by the existence and
uniqueness result of Theorem 2.74.

lemma 3.8. If V is a bounded utility process associated with c ∈ C, then VUniqueness for
bounded plans satisfies (3.7) for all but finitely many n ∈ N. In particular, every c ∈ Cb

admits at most one bounded utility process.

Proof. Let V be a bounded utility process associated with c ∈ C. Then
uγ(1/n) 6 V 6 uγ(n) for all but finitely many n ∈N, and hence

f(c,Vt) = f
n(ct,Vt) for dt-a.e. t ∈ [0, T ],

so that (3.5) implies that V satisfies (3.7). If additionally c ∈ Cb, then V
coincides with the unique solution Vn of (3.7) given by Corollary 3.7;
thus if V̄ is another bounded utility process associated with c, then
we have V = Vn = V̄n for all but finitely many n ∈N.

As a next step, we establish the converse for bounded consumption
plans: If c is a bounded consumption plan, then the unique solution
Vn of (3.7) is, in fact, a solution of (3.5) and thus a utility process
associated with c.

lemma 3.9. Let c ∈ Cb be a bounded consumption plan. For each n ∈ N,Existence for
bounded plans denote by Vn the unique solution of (3.7), with fn given by (3.6). Then

there exist constants `,m ∈ U such that ` 6 Vn 6 m for all but finitely
many n ∈ N. In particular, Vn+1 = Vn for all but finitely n ∈ N, and
Vc , limn→∞ Vn is a bounded utility process associated with c.
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Proof. A simple calculation shows that f(k,uγ(k)) = 0 for all k > 0,
and hence fn(k,uγ(k)) = 0 for all k ∈ [1/n,n] by (3.6). We choose
k1 > k0 > 0 such that

k0 4 c 4 k1 and k0 4 εc 4 k1

and take n0 ∈N with 1/n0 < k0 and n0 > k1.
Then, for all n > n0, the constant processes ` , uγ(k0) and m ,

uγ(k1) are the unique solutions of the BSDEs associated to the pa-
rameters (fn(k0, ·),uγ(k0)) and (fn(k1, ·),uγ(k1)), respectively.

By Lemma B.1 (p. 171), the Epstein-Zin aggregator is increasing in
c, and hence we have

f(k0, Yt) 6 f(ct, Yt) 6 f(k1, Yt) for dt-a.e. t ∈ [0, T ]

and every semimartingale Y. Using the above inequality with Y =

(uγ(1/n)∨ V
n)∧ uγ(n), we get

fn(k0,Vnt ) 6 f
n(ct,Vnt ) 6 f

n(k1,Vnt ) for dt-a.e. t ∈ [0, T ]

and all n > n0. Since uγ(k0) 6 uγ(εcT ) = VnT 6 uγ(k1), the compar-
ison theorem for BSDEs (Theorem 2.76) implies ` 6 Vn 6 m for all
n > n0. In particular, we have

fn(ct,Vnt ) = f(c,V
n
t ) = f

n0(ct,Vnt ) for dt-a.e. t ∈ [0, T ], n > n0,

and hence Vn = Vn0 for all n > n0 by the uniqueness part of Corol-
lary 3.7; the semimartingale Vc , Vn0 = limn→∞ Vn satisfies the
BSDE (3.5) as well as ` 6 V 6 m.

corollary 3.10. Let c ∈ Cb be a bounded consumption plan. There exists
precisely one bounded utility process V associated with c.

At this point, we have successfully constructed a mapping

V : Cb → Vb, c 7→ Vc, where Vct = Et
[∫T
t f(cs,V

c
s )ds+U(cT )

]
is the unique bounded utility process associated with c.

3.3.2 Some properties of utility for bounded consumption plans

First, we show that the utility process functional is increasing, which
is a direct consequence of the comparison theorem for BSDEs.

proposition 3.11. The mapping V : Cb → Vb is monotone, i.e., Monotonicity

V(c1) 6 V(c2) whenever c1 4 c2.

Proof. Let c1, c2 ∈ Cb and let V1 , V(c1) and V2 , V(c2) denote the
associated bounded utility processes. Lemma 3.9 yields n ∈ N such
that V1 and V2 solve the BSDEs

dVit = −fn(cis,V
i
s)dt+ dMi

t, ViT = U(ciT ), i = 1, 2,
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with the truncated Epstein-Zin aggregator fn given by (3.6).
Lemma B.1 shows that the Epstein-Zin aggregator is increasing in

c and hence c1 4 c2 implies

fn(c1t ,V2t ) 6 f
n(c2t ,V2t ) for dt-a.e. t ∈ [0, T ] and U(c1T ) 6 U(c

2
T ).

Recalling that (fn,U(ciT )), i = 1, 2, are BSDE2-standard parameters
by Lemma 3.6, the comparison theorem for BSDEs (Theorem 2.76)
implies that V1 6 V2.

Next, we show how additive CRRA utilities yield natural bounds
for stochastic differential utilities. For 1 6= ρ > 0, let uρ(c) = 1

1−ρc
1−ρ

denote the corresponding CRRA utility function. For every consump-
tion plan c ∈ Cb and ρ ∈ {γ,φ}, we consider the additive utility

Uρ : Cb → Sb, c 7→ uγ ◦ u−1ρ (Yρ(c)),

where Yρ(c) = Yρ is given by

Y
ρ
t = eδt Et

[∫T
t δe

−δsuρ(cs)ds+ e−δTuρ(εcT )
]
. (3.8)

Thus Uρ(c) represents additive power utility with parameter ρ, trans-
formed onto a γ-power utility scale. Intuitively, we would expect that

Uγ∨φ(c) 6 V(c) 6 Uγ∧φ(c). (3.9)

In the following, we confirm that this is indeed the case:
Let c ∈ Cb be a bounded consumption plan and put

Yφ , u−1γ ◦ uφ(Uφ(c)) as well as Yγ , Uγ(c),

i.e., Yφ and Yγ satsify (3.8) with ρ = φ and ρ = γ, respectively. The ex-
plicit representation result for linear BSDEs (Proposition 2.59) shows
that the processes Yφ and Yγ satisfy the BSDEs

dYφt = −δ
[
uφ(ct) − Y

φ
t

]
dt+ dMφ

t , Y
φ
T = uφ(εcT ), and (3.10)

dYγt = −δ
[
uγ(ct) − Y

γ
t

]
dt+ dMγ

t , Y
γ
T = uγ(εcT ).

Moreover, let V , V(c) ∈ Vb and recall that V solves the BSDE

dVt = −f(ct,Vt)dt+ dMt, VT = U(cT ) = uγ(εcT ),

where Mt = Et[
∫T
0 f(cs,Vs)ds+U(cT )] is a bounded martingale.

One of the inequalities in (3.9) is a direct consequence of elementary
properties of the Epstein-Zin aggregator and the comparison theorem
for BSDEs.

lemma 3.12. If γ > φ, then Uγ(c) 6 V , and V 6 Uγ(c) if γ 6 φ.
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Proof. With g(t, v) , δ[uγ(ct) − v], the pair (g,uγ(εcT )) is a BSDE2-
standard parameter. Moreover, by Lemma B.3, the Epstein-Zin aggre-
gator satisfies

f(ct,Vt) > δ[uγ(ct) − Vt] if γ > φ, and

f(ct,Vt) 6 δ[uγ(ct) − Vt] if γ 6 φ

The comparison theorem for BSDEs (Theorem 2.76) yields

Yγ 6 V if γ > φ and V 6 Yγ if γ 6 φ,

since VT = U(cT ) = uγ(εcT ) = Y
γ
T .

The other inequality requires more work: A calculation using Itō’s
formula shows that the process Y , uφ ◦ u−1γ (V) has dynamics

dYt = −
(
δ
[
uφ(ct) − Yt

]
dt+ dAt

)
+
(
uφ ◦ u−1γ

) ′
(Vt−)dMt,

where A is increasing if φ > γ and decreasing if φ 6 γ.
(3.11)

A detailed proof is provided in the appendix (Lemma B.4, p. 173ff.).

lemma 3.13. If γ > φ, then V 6 Uγ(c), and V > Uγ(c), if γ 6 φ.

Proof. The claim is equivalent to Y > Yφ if φ > γ and Y 6 Yφ

if φ 6 γ. The dynamics (3.11) show that Y is (in the terminology
of BSDE-theory, see, e.g., Peng (1999)) a supersolution (subsolution)
of the BSDE (3.10) if φ > γ (if φ 6 γ); indeed, (uφ ◦ u−1γ ) ′(Vt−)

is bounded since V ∈ Vb, and hence the stochastic integral N ,∫·
0(uφ ◦ u−1γ ) ′(Vt−)dMt is still a martingale. Now, Corollary 3.23 be-

low shows that supersolutions (subsolutions) Y of (3.10) are bigger
(smaller) than the solution Yφ, and the proof is complete.

Combining the above results we obtain

corollary 3.14. For every bounded consumption plan c ∈ Cb, we have Power utility
bounds

Uγ∨φ(c) 6 V(c) 6 Uγ∧φ(c). (3.9)

The crucial step in the proof of Lemma 3.13 makes use of a refined
comparison result for BSDEs. Its proof, which will be given at the
end of the next section, is based on a stochastic Gronwall inequality.
Such stochastic Gronwall inequalites will play an important role in
the following: They yield a comparison principle which allows us
to extend the utility process functional V : Cb → Sb to a mapping
C → V defined for all consumption plans. Thus, we interrupt our
investigation of stochastic differential utility to provide an excursion
on stochastic Gronwall inequalities.
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3.4 stochastic gronwall inequalities

A stochastic Gronwall inequality is a result which guarantees that a
process X, which satisfies a conditional linear integral inequality of
the form

Xt 6 Et
[∫T
t (αsXs +Hs)ds+Z

]
for all t ∈ [0, T ], (G)

is bounded above by the solution of the corresponding linear integral
equation, that is, X satisfies

Xt 6 Et
[∫T
t e
∫s
t αuduHsds+ e

∫T
t αuduZ

]
for all t ∈ [0, T ].

Stochastic Gronwall inequalities are of great importance in the theory
of backward stochastic differential equations (see Antonelli (1996))
and stochastic differential utility (see Duffie and Epstein (1992b) and
Schroder and Skiadas (1999)), and they will be used frequently in the
remainder of this thesis.

In this section, we provide a general stochastic Gronwall inequal-
ity under weak integrability conditions in a semimartingale frame-
work. Related results can be found in Duffie and Epstein (1992b), An-
tonelli (1996), Schroder and Skiadas (1999) and Kraft and Seifried
(2010). While Duffie and Epstein (1992b) and Schroder and Skiadas
(1999) assume a continuous filtration, Kraft and Seifried (2010) do
allow for general filtrations, but they only consider homogeneous lin-
ear integral inequalities with a constant coefficient. The most general
result can be found in Antonelli (1996), where integral inequalities
with bounded increasing processes are considered. We restrict our-
selves to processes which are absolutely continuous with respect to
the Lebesgue measure and impose weak integrability conditions on
the density process. Under these integrability conditions, the result is,
to the best of our knowledge, new and not contained in the literature.

3.4.1 A general theorem and some ramifications

As above, (Ω,FT ,P) is a probability space endowed with a right-
continuous and complete filtration (Ft)t>0; whenever a martingale
appears, we work with a càdlàg version.

For the linear integral inequality

Xt 6 Et
[∫T
t (αsXs +Hs)ds+Z

]
for all t ∈ [0, T ], (G)

to yield a meaningful upper bound, we should at least require that the
quantities on the right-hand side are integrable. Moreover, α should
be integrable as the following simple deterministic example shows:
With αt = (T − t)−1, Xt = T − t, H = 0 and Z = 0, we have Xt = T − t =∫T
t αsXsds, but Xt 66 0. In the following, we thus restrict ourselves to

tuples (α,X,H,Z) such that
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◦ α > 0 is a progressively measurable process with
∫T
0αsds <∞,

◦ X and H are progressive processes such that αX+H is integrable,

◦ Z is an integrable random variable.

For brevity, a tuple (α,X,H,Z) satisfying the above will be referred to
as a Gronwall parameter. For a fixed Gronwall parameter (α,X,H,Z)
and 0 6 t 6 s 6 T and n ∈N, we set

It,ns , 1
n!
(∫s
tαudu

)n and Et,ns ,
∑n
k=0I

t,k
s ,

and we formulate the following statements: For all t ∈ [0, T ],

E
[∫T
t

(
Et,ns |Hs|+ I

t,n
s αs|Xs|

)
ds+ E

t,n
T |Z|

]
<∞ for all n ∈N, (I)(

E
t,n
T Z

)
n∈N

is uniformly P-integrable, and((
Et,ns Hs +

It,ns
n! αsXs

)
s∈[t,T ]

)
n∈N

is uniformly P⊗ dt-integrable.
(UI)

Note: Of course, it suffices to require (I) and the first condition in (UI) merely for t = 0;

then, the statements for t > 0 hold a fortiori. We have opted for the above formulation

for the sake of transparency.

We will prove the following general Gronwall inequality:

theorem 3.15. Let (α,X,H,Z) be a Gronwall parameter such that (I) and
(UI) are satisfied, and suppose that

Xt 6 Et
[∫T
t (αsXs +Hs)ds+Z

]
for all t ∈ [0, T ]. (G)

Then X satisfies the inequality

Xt 6 Et
[∫T
t e
∫s
t αuduHsds+ e

∫T
t αuduZ

]
for all t ∈ [0, T ].

Since It,ns /n!→ 0 and E
t,n
s → e

∫s
t αudu as n→∞ for all 0 6 t 6 s 6 T ,

the abstract integrability condition (UI) implies the L1-convergence∫T
t

(
Et,ns Hs +

It,ns
n! αsXs

)
ds+ E

t,n
T Z→

∫T
t e
∫s
t αuduHsds+ e

∫T
t αuduZ. (3.12)

Thus we prove Theorem 3.15 by iterating the linear integral inequality
(G) to obtain

Xt 6 Et
[∫T
t

(
Et,ns Hs +

It,ns
n! αsXs

)
ds+ E

t,n
T Z

]
, n ∈N. (3.13)

Then the claim follows by (3.12), upon sending n→∞.
Before we address the proof of Theorem 3.15, we discuss the inte-

grability assumptions (I) and (UI) and provide sufficient conditions.
First, requiring (I) is necessary for (3.13) to be a meaningful upper
bound. Second, with (I) in place, the uniform integrability assump-
tions in (UI) are equivalent to the L1(P)-convergence in (3.12). How-
ever, both (I) and (UI) are abstract conditions that are difficult to verify



88 stochastic differential utility

directly. In the following, we give some simple sufficient conditions
and record the corresponding corollaries of Theorem 3.15.

First, we note that

Et,ns |Hs| 6 e
∫s
t αudu|Hs| 6 e

∫s
0αudu|Hs|, s ∈ [t, T ].

Hence {(Et,ns Hs)s∈[t,T ]} is uniformly integrable for all t ∈ [0, T ], if the
process e

∫·
0αuduH is integrable. The same argument applies to E

t,n
T |Z|

and shows that {E
t,n
T |Z| : n ∈ N} is uniformly integrable for all t ∈

[0, T ] provided that e
∫T
0 αuduZ is an integrable random variable; thus,

the following conditions (EI) and (UI’) imply (I) and (UI):

E
[∫T
0 e
∫t
0αudu|Ht|dt+ e

∫T
0 αudu|Z|

]
<∞, (EI)((∫·

0αsds
)nαX

n!

)
n∈N

is uniformly P⊗ dt-integrable. (UI’)

A sufficient condition for (EI) is the (exponential) moment condition

E
[
ep
∫T
0 αudu

]
<∞ and E

[∫T
0 |Hs|

qds+ |Z|q
]
<∞ for 1

p + 1
q = 1.

(EM)

If additionally E[
∫T
0 |αsXs|

qds] <∞, then (EM) implies (UI’), since

1
n!
(∫t
0αsds

)n
αtXt 6 e

∫t
0αsds|αtXt|, t ∈ [0, T ], n ∈N.

corollary 3.16. Let α be a non-negative progressive process, and let X
and H be progressive processes such that

e
∫T
0 αudu ∈ Lp(P) and αX,H ∈ Lq(P⊗ dt)

for p,q ∈ [1,∞] with 1/p+ 1/q = 1; moreover, let Z ∈ Lq(P). If X satisfies
the linear integral inequality (G), i.e., if

Xt 6 Et
[∫T
t (αsXs +Hs)ds+Z

]
for all t ∈ [0, T ],

then, it follows that

Xt 6 Et
[∫T
t e
∫s
t αuduHsds+ e

∫T
t αuduZ

]
for all t ∈ [0, T ].

Proof. Clearly, (α,X,H,Z) is a Gronwall parameter. By the discussion
preceding this corollary, the Gronwall parameter (α,X,H,Z) satisfies
(I) and (UI), and the result is implied by Theorem 3.15.

Of course, (EI) is automatically fulfilled if H = 0 and Z = 0, and
only (UI’) is needed.

corollary 3.17. Let 0 6 α and X be progressive processes and suppose
that (

1
n!
(∫·
0αsds

)n
αX
)
n∈N

is uniformly P⊗ dt-integrable. (UI’)

If
∫T
0 αsds <∞, and if X satisfies the homogeneous linear integral inequality

Xt 6 Et
[∫T
t αsXsds

]
, t ∈ [0, T ],

then Xt 6 0 for all t ∈ [0, T ].
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As indicated above, the proof of Theorem 3.15 relies on iterating the
linear integral inequality (G). This procedure yields the conclusion of
Lemma 3.18. While the formal calculations are easy, some work is
required to ensure that the involved quantities are sufficiently mea-
surable and integrable.

lemma 3.18. Under the assumptions of Theorem 3.15, we have Iterating the
inequality

Xt 6 Et
[∫T
t

(
Et,ns Hs +

It,ns
n! αsXs

)
ds+ E

t,n
T Z

]
, t ∈ [0, T ], n ∈N.

Proof. See Lemma B.14, p. 178ff.

Once Lemma 3.18 is in place, establishing Theorem 3.15 is a simple
matter of sending n→∞. For completeness, we explicitly record the
proof.

Proof of Theorem 3.15. By Lemma 3.18 we have

Xt 6 Et
[∫T
t

(
Et,ns Hs + I

t,n
s αsXs

)
ds+ E

t,n
T Z

]
, t ∈ [0, T ]

for all n ∈N. Since
∫T
0 αsds <∞, for all 0 6 t 6 s 6 T , we get

It,ns = 1
n!
(∫s
tαudu

)n → 0 and Et,ns =
∑n
k=0I

t,n
s → e

∫s
tαudu. (3.14)

Together with the assumed uniform integrability (UI) of((
Ent,sHs +

Int,s
n! αsXs

)
s∈[t,T ]

)
n∈N

and
(
Ent,TZ

)
n∈N

,

the convergence statement (3.14) implies

∫T
t

(
Et,ns Hs + I

t,n
s αsXs

)
ds+ E

t,n
T Z→

∫T
t e

∫s
tαuduHsds+ e

∫T
t αuduZ

in L1(P), and hence we obtain

Xt 6 Et
[∫T
t e

∫s
tαuduHsds+ e

∫T
t αuduZ

]
, for all t ∈ [0, T ].

3.4.2 Stopping time extensions

Using stopping arguments, it is possible to drop the positivity as-
sumption on α in the general Gronwall inequality in Theorem 3.15.
The price to pay is that the linear integral inequality (G) must be
required to hold for all stopping times.

We begin with the homogeneous case; closely related arguments
are employed by Schroder and Skiadas (1999).

theorem 3.19. Let α be a progressive process with
∫T
0 α

+
s ds < ∞, and let

(Xt)t∈[0,T ] be right-continuous and adapted. Suppose that the family(
1
n!
(∫·
0α

+
s ds

)n
α+X

)
n∈N

is uniformly P⊗ dt-integrable. (UI+)



90 stochastic differential utility

If XT 6 0 and for all stopping times τ with E[X+
τ ] <∞ we have

1{τ>t}Xt 6 Et
[
1{τ>t}

∫τ
tαsXsds+ 1{τ>t}Xτ

]
, t ∈ [0, T ], (3.15)

then Xt 6 0 for all t ∈ [0, T ] a.s.

Note: For a random variable ξ with E[ξ+] < ∞, we define the conditional expectation

as the [−∞,∞)-valued random variable E[ξ | G] = E[ξ+ | G] − supn∈N E[ξ− ∧ n | G]. A

version of the conditional expectation in (3.15) never takes the value −∞ as X is a real-

valued process.

Proof. Suppose by contradiction that the event A , {Xt0 > 0} ∈ Ft0 has
positive probability for some t0 ∈ [0, T ], and consider the stopping
time τ , inf{t > t0 : Xt 6 0} 6 T . Now, (3.15) yields

1{τ>t}Xt 6 Et
[
1{τ>t}

∫τ
tαsXsds+ 1{τ>t}Xτ

]
6 Et

[
1{τ>t}

∫τ
tα

+
s Xsds

]
for all t ∈ [0, T ], since X > 0 on (t, τ] and Xτ 6 0 by right-continuity;
thus, the process Yt , 1{τ>t}Xt satisfies

Yt 6 Et
[∫T
t α

+
s Ysds

]
for all t ∈ [0, T ].

Since α+ is a non-negative progressive process with
∫T
0 α

+
s ds <∞ and

1
n!
(∫·
0α

+
s ds

)n
α+
t |Yt| 6

1
n!
(∫·
0α

+
s ds

)n
α+
t |Xt|, t ∈ [0, T ],

(UI+) implies that the assumptions of Corollary 3.17 are satisfied. But
then

Yt0 = 1AXt0 6 0, where A = {Xt0 > 0} with P(A) > 0,

which is a contradiction.

The above proofs indicate that the method of iterating the inequal-
ity does not take stochastic Gronwall inequalities farther than the
abstract uniform integrability condition (UI+). One way to establish
(UI+) is to verify an exponential moment condition; however, under
this condition, the result is known in the literature.

In the remainder of this thesis, we shall only rely on the two
stochastic Gronwall inequalities given below. We derive them from
Theorem 3.19; of course, they could alternatively be proven directly.

proposition 3.20. Let (α)t∈[0,T ] be progressively measurable and boundedStandard
homogeneous

Gronwall
inequality

above, and let (Xt)t∈[0,T ] be a right-continuous and adapted process with

E
[
|Xτ|

]
<∞ for all [0, T ]-valued stopping times τ.

If XT 6 0 and, for every stopping time τ, we have

1{τ>t}Xt 6 Et
[
1{τ>t}

∫τ
tαsXsds+ 1{τ>t}Xτ

]
, t ∈ [0, T ],

then Xt 6 0 for all t ∈ [0, T ] a.s.
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Proof. This is a simple corollary of Theorem 3.19.

Note: The condition E[|Xτ|] < ∞ is not a serious requirement; usually, we will have

sup{E[|Xτ|] : τ is a [0, T ]-valued stopping time} <∞ or even E[supt∈[0,T ] |Xt|] <∞.

The “stopping time-version” of the stochastic Gronwall inequality is
particularly useful in the context of BSDEs. Let us say that a semi-
martingale Y is a subsolution of the BSDE

dXt = −f(t,Xt)dt+ dMt, XT = ξ, (3.16)

if there exists a martingale MY and a decreasing (right-continuous)
process AY such that

dYt = −f(t, Yt)dt+ dMY
t − dAYt , YT 6 ξ, (3.17)

and if (Y,MY ,AY) satisfies

E
[∫T
0 |f(s, Ys)|ds+ |YT |+ |AYT −A

Y
0 |
]
<∞. (3.18)

Similarly, we call Y a supersolution of (3.16) if YT > XT = ξ and AY

is increasing; these definitions are in line with standard terminology
(see, e.g., Peng (1999)). Here, we do not require that (f, ξ) is a BSDE-
standard parameter, but f is understood to be measurable, of course.

lemma 3.21. If Y is a subsolution of the BSDE (3.16), then,

sup
{

E
[
|Yτ|
]
: τ is a [0, T ]-valued stopping time

}
<∞, (3.19)

and, for all stopping times τ, we have

1{τ>t}Yt 6 Et
[
1{τ>t}

∫τ
t f(s, Ys)ds+ 1{τ>t}Yτ

]
, t ∈ [0, T ]. (3.20)

If Y is a supersolution, then (3.20) holds with “>”, and if Y is a solution,
then (3.20) holds with “=”.

Proof. Let σ 6 τ be stopping times. Integrating (3.17) from time σ to
time τ, we get

Yσ +
(
MY
τ −M

Y
σ

)
=
∫τ
σf(s, Ys)ds+

(
AYτ −A

Y
σ

)
+ Yτ (3.21)

Choosing τ = T and taking Fσ-conditional expectations, we obtain

Yσ = Eσ
[∫T
σf(s, Ys)ds+A

Y
T −A

Y
σ + YT

]
,

and hence (3.19) follows from (3.18). The same argument works for
supersolutions. For the second part, let t ∈ [0, T ] and choose σ = t∧ τ.
Then (3.21) yields

Yt∧τ +
(
MY
τ −M

Y
t∧τ

)
6
∫τ
t∧τf(s, Ys)ds+ Yτ,

since AY is decreasing. Taking time-t conditional expectations, and
then multiplying by the indicator of the set {τ > t}, we obtain

1{τ>t}Yt 6 Et
[
1{τ>t}

∫τ
t f(s, Ys)ds+ 1{τ>t}Yτ

]
.

For supersolutions AY is increasing, and we get “>” in (3.20).
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proposition 3.22. Let α be a bounded progressively measurable processStandard
inhomogeneous

Gronwall
inequality

and ξ ∈ L1(P). Let β ∈ L1(P ⊗ dt) be a progressive process and let
(Xt)t∈[0,T ] be right-continuous and adapted with

E
[
|Xτ|

]
<∞ for all [0, T ]-valued stopping times τ.

If XT 6 ξ and, for every stopping time τ, we have

1{τ>t}Xt 6 Et
[
1{τ>t}

∫τ
t (αsXs +βs)ds+ 1{τ>t}Xτ

]
for all t ∈ [0, T ],

then, it follows that

Xt 6 Et
[∫T
t e
∫s
t αuduHsds+ e

∫T
t αuduZ

]
for all t ∈ [0, T ] a.s.

Proof. By Proposition 2.77, the unique solution of the linear BSDE
dYt = −[αtYt +βt]dt+ dMt, YT = ξ, is given by

Yt = Et
[∫T
t e
∫s
t αuduβsds+ e

∫T
t αuduξ

]
, t ∈ [0, T ].

The above Lemma 3.21 yields

sup
{

E
[
|Yτ|
]
: τ is a [0, T ]-valued stopping time

}
<∞

and shows that, for all stopping times τ, we have

1{τ>t}Yt = Et
[
1{τ>t}

∫τ
tαsYsds+ 1{τ>t}Yτ

]
, t ∈ [0, T ].

Thus ∆ , X− Y is a right-continuous adapted process with

∆T 6 0, E
[
|∆τ|

]
<∞, and

1{τ>t}∆t 6 Et
[
1{τ>t}

∫τ
tαs∆sds+ 1{τ>t}∆τ

]
, t ∈ [0, T ],

for all stopping times τ; Proposition 3.20 implies that ∆ 6 0.

As a corollary of Proposition 3.20, we give a proof of the compar-
ison result which was used to establish the power utility bounds in
Lemma 3.13 at the end of the previous Section 3.3.

corollary 3.23. Let (f, ξ) be a BSDEp-standard parameter, and let X de-Subsolutions are
smaller than

solutions
note the solution of the corresponding BSDE

dXt = −f(t,Xt)dt+ dMt, XT = ξ. (3.22)

If Y is a subsolution (supersolution) of (3.22), then Y 6 X (Y > X).

Proof. We let Y be a subsolution of (3.22), set ∆ , Y −X and note that
∆T 6 0. Lemma 3.21 yields E[|∆τ|] <∞ and

1{τ>t}∆t 6 Et
[
1{τ>t}

∫τ
t

(
f(s, Ys) − f(s,Xs

)
ds+ 1{τ>t}∆τ

]
, t ∈ [0, T ],

for all stopping times τ. Define a bounded progressive process α by

αs ,
[
f(s, Ys) − f(s,Xs)

]
/
[
Ys −Xs

]
if Ys 6= Xs

and αs , 0 if Ys = Xs. Then, for all stoppping times τ, we have

1{τ<t}∆t 6 Et
[
1{τ>t}

∫τ
tαs∆sds+ 1{τ>t}∆τ

]
, t ∈ [0, T ],

and Proposition 3.20 shows that Y −X = ∆ 6 0. If Y is a supersolution,
then the proof is literally the same upon replacing ∆ by X− Y.
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Note: Of course, Corollary 3.23 can be combined with the comparison result of Theo-

rem 2.76 to obtain a comparison theorem for sub-/supersolutions of BSDEs; see, e.g.,

Peng (1999) for the explicit formulation of such a result.

Having established the stochastic Gronwall inequalites in Proposi-
tion 3.20 and Proposition 3.22 and the comparison result for sub-/
supersolutions of BSDEs, we are now in a position to return to our
investigation of continuous-time Epstein-Zin utility.

3.5 proofs of the main results

In this section, we give the proofs of our main results, which have
been formulated in Section 3.2; thus, we restrict our considerations to
the Epstein-Zin parameterization of stochastic differential utility with
relative risk aversion and elasticity of intertemporal substitution

γ,ψ > 1, so that φ = 1
ψ < 1, θ = 1−γ

1−φ < 0, q = φ−γ
1−γ > 1.

Recall that the Epstein-Zin aggregator is given by

f(c, v) , δ
1−φc

1−φ[(1− γ)v]q − δθv, for c, (1− γ)v > 0. (3.2)

We fix an arbitrary β > q and select α > 1 such that 1−φ/α+ q/β 6 1.
Then, by the integrability condition in the definition of the family C

of consumption plans (Definition 3.1), we have

E
[∫T
0 c
α
t dt+ c(1−γ)βT + cT

]
<∞ for every c ∈ C. (3.23)

Since it is only this condition that is required for the following proofs,
the integrability condition in Definition 3.1 can be relaxed to a re-
quirement of the form (3.23), if S∩ is replaced by Sβ in the definition
(3.4) of V. Finally, we set Vβ , {V ∈ Sβ : (1− γ)Vt > 0 for t ∈ [0, T ]}.

lemma 3.24. Let V ∈ Vβ satisfy

Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ], (3.1)

for some c ∈ C. Then Mt = Et[
∫T
0 f(cs,Vs)ds+U(cT )], t ∈ [0, T ], defines a

uniformly integrable martingale, and we have

dVt = −f(ct,Vt)dt+ dMt, VT = U(cT ). (3.24)

In particular, for all stopping times τ, we have

1{τ>t}Vt = Et
[
1{τ>t}

∫T
t f(cs,Vs)ds+ 1{τ>t}Vτ

]
, t ∈ [0, T ]. (3.25)

Proof. Setting ᾱ , α/(1 − φ) > 1 and β̄ , β/q > 1, we get r−1 ,
ᾱ−1 + β̄−1 6 1. Hölder’s inequality yields

(∫T
0 |f(cs,Vs)|

rds
)1/r

6 δ
1−φ

(∫T
0 c
α
s ds

)1/ᾱ (∫T
0

[
(1− γ)Vs

]βds
)1/ᾱ

+ T1/r|δθ| sup
t∈[0,T ]

|Vt|, (3.26)
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and hence the integrability assumption in (3.23) implies that∫T
0 |f(cs,Vs)|ds+ |U(cT )| ∈ L1(P).

In particular, M is a uniformly integrable martingale, and thus V is a
solution of the BSDE (3.24). The stopping time-representation of V in
(3.25) is now an immediate consequence of Lemma 3.21.

In Corollary 3.10 in Section 3.3 above, we have shown that for each
bounded consumption plan c ∈ Cb there exists a unique V = V(c) ∈
Vb with

Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ]. (3.1)

We recall that c ∈ Cb and V ∈ Vb, if c ∈ C is a consumption plan and
V is a semimartingale such that

k0 4 c 4 k1 and k0 6 (1− γ)V 6 k1

for some constants 0 < k0 < k1; thus, a mapping

V : Cb → Vb ⊂ Vβ, c 7→ V(c), where V = V(c) satisfies (3.1)

is already constructed. Our main task is to extend this mapping from
Cb to C by a suitable limiting argument and to prove that the exten-
sion is monotone, concave and unique.

For this, the following general comparison result is key. A closely
related result can be found in Schroder and Skiadas (1999).

theorem 3.25. Let c ∈ C and let V ∈ Vβ satisfy (3.1). Suppose that Y ∈ VβComparison result

with YT 6 VT and that for every stopping time τ

1{τ>t}Yt 6 Et
[
1{τ>t}

∫τ
t f(cs, Ys)ds+ 1{τ>t}Yτ

]
for all t ∈ [0, T ].

Then it follows that Y 6 V .

Proof. Let τ be a stopping time. Using the representation (3.25) from
Lemma 3.24, we obtain

1{τ>t}Vt = Et
[
1{τ>t}

∫τ
t f(cs,Vs)ds+ 1{τ>t}Vτ

]
for all t ∈ [0, T ].

For all c ∈ C, the map U → R, v 7→ f(c, v) is convex by Lemma B.1,
and hence we have

f(cs,Vs) > f(cs, Ys) + fv(cs, Ys)(Vs − Ys) for dt-a.e. s ∈ [0, T ].

Thus we obtain

1{τ>t}(Yt − Vt) 6 Et
[
1{τ>t}

∫τ
t fv(cs,Vs)(Ys − Vs)ds+ 1{τ>t}(Yτ − Vτ)

]
for all t ∈ [0, T ], where fv(c, Y) is a progressively measurable process
that is bounded above by −δθ. Since YT −VT 6 0, the stochastic Gron-
wall inequality in Proposition 3.20 implies that Y − V 6 0.
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corollary 3.26. Let c1 4 c2 in C and V1,V2 ∈ Vβ with Monotonicity and
uniqueness

Vit = Et
[∫T
t f(c

i
s,V

i
s)ds+U(c

i
T )
]

, t ∈ [0, T ], i = 1, 2.

Then V1 6 V2. In particular, for every c ∈ C, there is at most one V(c) =

V ∈ Vβ that satisfies (3.1)

Proof. The Epstein-Zin aggregator is increasing in c by Lemma B.1;
hence, the representation (3.25) yields

1{τ>t}V
1
t 6 Et

[
1{τ>t}

∫τ
t f(c

2
s ,V1s )ds+ 1{τ>t}V

1
τ

]
, t ∈ [0, T ].

By Theorem 3.25 the proof is complete.

Having established uniqueness of stochastic differential utility, it
now suffices to produce some V ∈ Vβ that satisfies (3.1). We will
obtain such a process by a monotone convergence argument, as a
pointwise limit of utility processes associated to bounded consump-
tion plans.

3.5.1 Monotone convergence

We say that a sequence (cn)n∈N ⊂ C is increasing if cn 4 cn+1 for all
n ∈N, and we write cn → c in C if and only if

cnt → ct for a.e. t ∈ [0, T ] and cnT → cT with c ∈ C.

If (cn)n∈N ⊂ C is increasing with cn → c in C, we briefly write cn ↑ c
in C. The decreasing counterparts are defined analogously.

lemma 3.27. Let (cn)n∈N ⊂ C and (Vn)n∈N ⊂ Vβ such that Monotone
convergence

Vnt = Et
[∫T
t f(c

n
s ,Vns )ds+U(c

n
T )
]

, t ∈ [0, T ], n ∈N. (3.27)

If cn ↑ c or cn ↓ c in C, then there exists V ∈ Vβ with

Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ],

and we have Vnt → Vt for all t ∈ [0, T ].

Proof. If (cn)n∈N is increasing (decreasing), then Corollary 3.26 shows
that (Vn)n∈N is increasing (decreasing). In the increasing case, we
have V1 6 Vn 6 0 for all n ∈ N, that is, (Vn)n∈N is bounded in Vβ.
To derive a similar bound in the decreasing case, we note that the
Epstein-Zin aggregator (3.2) satisfies f(c, v) > −δθv, and hence, using
the stopping time-representation in (3.25), we obtain

1{τ>t}V
n
t > Et

[
1{τ>t}

∫τ
t − δθVsds+ 1{τ>t}V

n
τ

]
, t ∈ [0, T ],

with VnT = U(cnT ) > U(cT ); thus the stochastic Gronwall inequality of
Proposition 3.22 implies V > U, where Ut , Et[e−δθ(T−t)U(cT )] and
U ∈ Vβ by the integrability assumptions in (3.23).
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Hence in both cases, it follows that U 6 Vn 6 0 for all n ∈ N and
some U ∈ Vβ; therefore, we can define the process V as the monotone
pointwise limit Vt , limn→∞ Vnt , t ∈ [0, T ]. For each n ∈N and dt-a.e.
s ∈ [0, T ], we estimate

|f(cns ,Vns )| 6 δ
1−φ |c

1
s + cs|

1−φ
[
(1− γ)Us

]q
+ δ
1−φ(1− γ)Us =: Bs.

Now, the integrability assumptions in (3.23) and Hölder’s inequality
imply that B ∈ L1(P ⊗ dt); this argument appeared previously in the
proof of Lemma 3.24 (see in particular inequality (3.26)). Moreover,

|U(cnt )| 6 ε
1−γ

[
(c1T )

1−γ + c1−γT

]
∈ L1(P).

We have thus found an integrable upper bound on the relevant quan-
tities in (3.27); therefore, sending n→∞ in (3.27), we obtain

Vt = lim
n→∞Et

[∫T
t f(c

n
s ,Vns )ds+U(cnT )

]
= Et

[∫T
t f(cs,Vs)ds+U(cT )

]
for all t ∈ [0, T ], by dominated convergence. In particular, V is a semi-
martingale, and hence V ∈ Vβ is a utility process for c as asserted.

Remark. Using Doob’s maximal inequality, one can show that in the
situation of Lemma 3.27, we also have Vn → V in Sβ. This is, however,
not needed in the following. �

Lemma 3.27 can be used to prove the existence of a utility process
for an unbounded consumption plan c, by applying it to suitable,
monotonically converging truncations cn of c. Before, we carry this
out, we first show that the map Cb → Vb, c 7→ V(c) is concave, which
will then easily carry over to the extension.

3.5.2 Concavity for bounded consumption plans

To establish concavity, it is convenient to consider the ordinally equiv-
alent transformation Y = uφ ◦ u−1γ (V) as in the proof of the power
utility bounds in Lemma 3.13 above.

lemma 3.28. Let c ∈ Cb and let V = V(c) ∈ Vb be the associated bounded
utility process. Then the process Y = uφ ◦ u−1γ (V) satisfies

dYt = −
(
δ
[
uφ(ct) − Yt

]
dt+ 1

2
φ−γ
1−φ

d[Yt]c
Yt−

+ 1
θYt−∆Y

θ
t −∆Yt

)
+
(
(1− γ)Vt−

)−qdMt,
(3.28)

where M is a bounded martingale.

Proof. The process V has dynamics dVt = −f(ct,Vt)dt+ dMt, where
M is a bounded martingale. Moreover 0 < k0 6 (1−γ)V 6 k1 for some
constants k0,k1. A calculation using Itō’s formula (see Lemma B.4,
p. 173ff.) shows that Y has dynamics as in (3.28).
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Next we show that the convex combination of the transformed pro-
cesses Y1 and Y2 associated with two bounded consumption plans
c1, c2 ∈ Cb is, in the terminology of BSDE theory (see, e.g., Peng
(1999)), a subsolution of (3.28) with c , λc1 + (1 − λ)c2. This boils
down to showing that the driver of the BSDE is concave; however,
the driver is integrated with respect to the quadratic variation pro-
cess of the solution, which complicates the matter. To deal with these
difficulties, we rely on the following convexity result.

lemma 3.29. Let S• , {X ∈ S : X > 0} denote the set of positive semi-
martingales and let t, s ∈ [0, T ], t 6 s. The mapping

S• → L0+(P), X 7→
∫s
t

d[X]cτ
Xτ−

is convex.

Proof. Corollary B.9; Section B.2 (p. 174ff.) is devoted to the proof.

The jumps, on the other hand, are easily accommodated.

lemma 3.30. The function

h : (0,∞)2 → R, h(x,y) = 1
θx
1−θ

[
yθ − xθ

]
is concave.

Proof. Differentiating h, we get hxx(x,y) = (θ− 1)yθ/xθ+1, hxy(x,y) =
(1 − θ)yθ−1/xθ and hyy(x,y) = (θ − 1)x1−θyθ−2. Now hxx < 0 and
hxxhyy − h

2
xy = 0, so the Hessian of h is negative semidefinite.

lemma 3.31. Suppose that ci ∈ Cb, i = 1, 2, let Vi = V(ci) ∈ Vb denote
the associated bounded utility process and let λ ∈ [0, 1]. Moreover, set Yi ,
uφ ◦u−1γ (Vi) and c , λc1+(1− λ)c2 as well as Y , λY1+(1− λ)Y2. Then

dYt = −
[
δ
[
uφ(ct) − Yt

]
dt+ 1

2
φ−γ
1−φ

d[Yt]c
Yt−

+ 1
θ(Yt−)

1−θ∆(Yt)
θ −∆Yt

]
− dAt + dMt, (3.29)

where the martingale M is specified in (3.30) and A is a decreasing process.

Proof. Using the representation (3.28) of Y1, Y2 in Lemma 3.28, we get

dYt = −
(
δ[uφ(ct) − Yt]dt+ dA1t

)
−
(
1
2
φ−γ
1−φ

d[Yt]c
Yt−

+ dA2t
)

−
(
1
θYt−∆Y

θ
t −∆Yt + dA3t

)
+ dMt,

dA1t = δ
[
λuφ(c

1
t ) + (1− λ)uφ(c

2
t ) − uφ(ct)

]
dt,

dA2t =
1

2

φ− γ

1−φ

[
λ

d[Y1t ]c

Y1t−
+ (1− λ)

d[Y2t ]c

Y2t−
−

d[Yt]c

Yt−

]
,

dA3t = λ
(
1
θY
1
t−∆(Y

1
t )
θ
)
+ (1− λ)

(
1
θY
2
t−∆(Y

2
t )
θ
)
−
(
1
θYt−∆Y

θ
t

)
,

dMt = λ
(
(1− γ)V1t−

)−qdM1
t + (1− λ)

(
1− γ)V2t−

)−qdM2
t (3.30)

for some bounded martingalesM1 andM2. Recalling that V1,V2 ∈ Vb

take values in a compact subset of U = (−∞, 0), it follows that M is
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a martingale, as well. To complete the proof, it thus remains to show
that A , A1 +A2 +A3 is a decreasing process.

Concavity of power utility functions implies

λuφ(c
1
t ) + (1− λ)uφ(c

2
t ) − uφ(ct) 6 0, t ∈ [0, T ],

hence A1 is decreasing. Moreover, Lemma 3.29 implies that for all
s, t ∈ [0, T ] with s 6 t

Q(s, t) , λ
∫t
s

d[Y1]cτ
Y1τ−

+ (1− λ)

∫t
s

d[Y2]cτ
Y2τ−

−

∫t
s

d[Y]cτ
Yτ−

− > 0,

and thus A2 = 1
2
φ−γ
1−φQ(0, ·) is a decreasing process. Lemma 3.30 yields

λh(Y1t−, Y1t )+ (1−λ)h(Y2t−, Y2t )−h(Yt−, Yt) 6 0 for all t ∈ [0, T ], i.e., only
jumps of negative height occur in A3, and hence A3 is a decreasing
pure jump process.

Now, it remains to reverse the transformation and apply the com-
parison result from Proposition 3.25.

proposition 3.32. The map Cb → Sb, c 7→ V(c) is concave.

Proof. Let λ ∈ [0, 1], ci ∈ Cb, and let Vi = V(ci) ∈ Vb be the associated
utility processes. Moreover define c, Y1, Y2 and Y as in Lemma 3.31
and let V = V(c) be the utility process corresponding to c. The map
g , uγ ◦ u−1φ is concave, so we have

λV1 + (1− λ)V2 =
(
λg(Y1) + (1− λ)g(Y2)

)
6 g

(
λY1 + (1− λ)Y2

)
= g(Y),

and hence, to prove the assertion, it suffices to show that g(Y) 6 V .
By (3.29) and Itō’s formula (see, e.g., Theorem I.4.57 in Jacod and

Shiryaev (2003)), the process X , g(Y) has dynamics

dXt = −f(ct,Xt)dt− g ′(Yt−)dAt + g ′(Yt−)dMt,

where M is given by (3.30); therefore, we obtain

1{τ>t}Xt = 1{τ>t}Xτ + 1{τ>t}
∫τ
t f(cs,Xs)ds+ 1{τ>t}

∫τ
tg
′(Ys−)dAs

− 1{τ>t}(Nτ −Nt) (3.31)

for any stopping time τ, where

Nt ,
∫t
0g
′(Ys−)

[
λ
(
(1− γ)V1s−

)−qdM1
s + (1− λ)

(
1− γ)V2s−

)−qdM2
s

]
is martingale because the integrands are bounded processes and M1

and M2 are bounded martingales. Taking time-t conditional expecta-
tions in (3.31), it thus follows that

1{τ>t}Xt 6 Et
[
1{τ>t}

∫τ
t f(cs,Xs)ds+ 1{τ>t}Xτ

]
since A is decreasing and g ′ 6 0. Moreover, we have

YT = λuφ(εc
1
T ) + (1− λ)uφ(εc

2
T ) 6 uφ(λc

1
T + (1− λ)c2T ) = uφ(εcT ),

and hence XT = uγ ◦ u−1φ (YT ) 6 uγ(εcT ) = U(cT ) = VT ; therefore,
Proposition 3.25 implies that X 6 V and concavity is established.
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3.5.3 Extension to unbounded consumption plans

theorem 3.33. The map Cb ⊂ C→ Vβ, c 7→ V(c) admits a unique, concave
extension to the class C of all consumption plans. This extension is uniquely
characterized as follows: For every c ∈ C and V ∈ Vβ we have

V = V(c) ⇐⇒ Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ]. (3.32)

Proof. Let c ∈ C. Corollary 3.26 implies that there is at most one pro-
cess V = V(c) ∈ Vβ which satisfies the BSDE in (3.32). To construct
V , we first consider c̄ ∈ C with k0 4 c̄ for some constant k0 > 0 and
define, for each n ∈ N, an associated bounded consumption plan
c̄n ∈ Cb by c̄nt , c̄t ∧n, t ∈ [0, T ]. Lemma 3.9 yields a bounded utility
process V̄n = V(c̄n) ∈ Vb associated to c̄n.

Since c̄n ↑ c̄ in C, the monotone convergence result of Lemma 3.27
implies that there exists V̄ ∈ Vβ with

V̄t = Et
[∫T
t f(c̄s, V̄s)ds+U(c̄T )

]
, t ∈ [0, T ].

In the general case, we put cn , c+ 1
n and use the previous argument

to construct Vn ∈ Vβ with

Vnt = Et
[∫T
t f(c

n
s ,Vns )ds+U(c

n
T )
]

, t ∈ [0, T ], n ∈N.

Since cn ↓ c in C, Lemma 3.27 shows that Vnt → Vt, where V ∈ Vβ and

Vt = Et
[∫T
t f(cs,Vs)ds+U(cT )

]
, t ∈ [0, T ].

Thus V(c) is well-defined via (3.32) for every c ∈ C. Finally, concavity
follows from Proposition 3.32 by a limiting argument.

With the previous Theorem 3.33, we have also established Theo-
rem 3.2 and Theorem 3.4.

corollary 3.34. Let (cn)n∈N ⊂ C and suppose there are c, c ∈ C such Dominated
convergencethat c 4 cn 4 c for all n ∈N. If cn → c in C, then Vt(cn)→ Vt(c) for all

t ∈ [0, T ].

Proof. The assumptions imply that an , infk>n cn ∈ C and bn ,
supk>n c

k ∈ C. Clearly an ↑ c and bn ↓ c in C, so by monotone
convergence (Lemma 3.27)

Vt(a
n),Vt(bn)→ Vt(c) for all t ∈ [0, T ].

On the other hand, monotonicity (Corollary 3.26) yields V(an) >
V(cn) > V(bn) for every n ∈N, and hence the proof is complete.

Using the dominated convergence result of Corollary 3.34, we can
extend the power utility bound (3.9) from Corollary 3.14 to all of C.
Recall that

Uγ(c) 6 V(c) 6 Uφ(c) for all c ∈ Cb, (3.9)
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where Uρ(c) = uγ ◦ u−1ρ (Yρ(c)), and Yρ(c) = Yρ is given by

Y
ρ
t = δeδt Et

[∫T
t e

−δsuρ(cs)ds+ uρ(εcT )
]
, ρ ∈ {φ,γ}. (3.33)

proposition 3.35. Let c ∈ C and suppose thatPower utility
bounds

E
[∫T
0

(
c
1−φ
t + c1−γt

)
dt+ c1−γT + c1−φT

]
<∞.

Then Uγ(c) 6 V(c) 6 Uφ(c). In particular, (1− γ)V(c) > 0.

Note: The integrability condition in the formulation of Proposition 3.35 is implied by

the integrability condition in the definition of the family of consumption plans C (Defi-

nition 3.1). It has been added here so that the proposition remains valid if C is defined

by the weaker integrability condition (3.23), which is all that is required in this section.

Under the original integrability assumption from Definition 3.1, the above proposition

also shows that E[supt∈[0,T ] |Vt(c)|
p] <∞ for all p ∈ R.

Proof. For n ∈ N, we set cn , ( 1n ∨ c)∧ n and note that cn → c with
c∧ 1 4 cn 4 c∨ 1. Corollary 3.34 implies that Vt(cn) → Vt(c) for all
t ∈ [0, T ]. At the same time, (3.9) shows that

Yγn = Uγ(cn) 6 V(cn) 6 Uφ(cn) 6 uγ ◦ u−1φ (Yφn ),

where Yγn and Yφn are given by (3.33), with c replaced by cn. By domi-
nated convergence, we have (Yγn)t → Y

γ
t = [Uγ(c)]t and (Yφn )t → Y

φ
t =

[uφ ◦ u−1γ (Uφ(c))]t for all t ∈ [0, T ], and hence the claim follows by
sending n→∞. Note that E[supt∈[0,T ]((1− γ)Uφ(c)t)

1/θ] <∞, so

E
[

sup
t∈[0,T ]

((1− γ)Vt(c))1/θ
]
<∞ and V(c) > 0.

3.5.4 Proof of Theorem 3.5

This subsection is devoted to the proof of

theorem 3 .5 . Suppose that ĉ ∈ C satisfiesUtility gradient
inequality

E
[∫T
0 fc

(
ĉt,Vt(ĉ)

)
ĉt dt+U ′(ĉT )ĉT

]
<∞. (3.34)

Then, the following utility gradient inequality holds:
For every c ∈ C and all t ∈ [0, T ], we have

Vt(c) 6 Vt(ĉ) + 〈mt(ĉ), c− ĉ〉t (3.35)

where 〈m,y〉t , Et[
∫T
t msys ds +mTyT ] and the time-t utility gradient

mt(ĉ) , m̂t is given by

m̂ts , e
∫s
t fv(ĉτ,Vτ(ĉ))dτ(fc(ĉs,Vs(ĉ))1[t,T)(s) +U ′(ĉT )1{T}(s)), s ∈ [t, T ].
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The idea of the proof is the following: By concavity of c 7→ V(c), we
can establish (3.35) by identifying 〈mt(ĉ), c− ĉ〉t as the derivative of
the utility process at ĉ, in the direction of c,

lim
λ→0

1
λ

(
Vt(ĉ+ λ(c− ĉ)) − Vt(ĉ)

)
= lim
λ→0

1
λ

(
Vt(c

λ) − Vt(ĉ)
)
,

where cλ , (1− λ)ĉ+ λc. The scaled difference ∆λ , (V(cλ) − V(ĉ))/λ

of the two utility processes in the above equation is given by

λ∆λt = Et
[∫T
t f(c

λ
s ,Vs(cλ)) − f(ĉs,Vs(ĉ))ds+U(cλT ) −U(ĉT )

]
. (3.36)

The implicit nature of the above equation complicates the matter of
taking the limit λ → 0; thus, the first step is to derive an explicit rep-
resentation. For this, we linearize the equation, using the following
measurable selection from the mean value theorem.

lemma 3.36. Let X, Y be real-valued optional processes and g : Ω× [0, T ]× Measurable
selection: Mean
value theorem

R be such that (ω, t) 7→ g(ω, t, x) is optional for every x ∈ R and x 7→
g(ω, t, x) is continuously differentiable for all (ω, t) ∈ Ω × [0, T ]. Then,
there exists an optional process Z with X∧ Y 6 Z 6 X∨ Y such that

gx(·,Z)(X− Y) = g(·,X) − g(·, Y). (3.37)

Proof. Endow Ω × [0, T ] with the optional σ-algebra and define a
compact-valued correspondence ϕ : Ω × [0, T ] → 2R by ϕ(ω, t) =

[Xt(ω)∧ Yt(ω),Xt(ω)∨ Yt(ω)]. Theorem 18.15 in Aliprantis and Bor-
der (2006) implies that ϕ is weakly measurable. Consider the function

f(·, x) , −
∣∣gx(·, x)(X− Y) −

(
g(·,X) − g(·, Y)

)∣∣.
For fixed (ω, t), the map x 7→ f(ω, t, x) is continuous; moreover, the
process (ω, t) → f(ω, t, x) is optional for all x ∈ R. Theorem 19.19 in
Aliprantis and Border (2006) shows that the argmax-correspondence

(ω, t) 7→
{
z ∈ ϕ(ω, t) : f(ω, t, z) = max

x∈ϕ(ω,t)
f(ω, t, x)

}
admits an optional selector Z. Since maxx∈ϕ(ω,t) f(ω, t, x) = 0 by the
mean-value theorem, the process Z satisfies (3.37).

Returning to the proof of Theorem 3.5, we use Lemma 3.36 to ob-
tain an optional process c̃λ with cλ ∧ ĉ 4 c̃λ 4 cλ ∨ ĉ such that

f(cλ,V(cλ)) − f(ĉ,V(cλ)) = fc(c̃λ,V(cλ))(cλ − ĉ) (3.38)

and U(cλT ) −U(ĉT ) = U ′(c̃λT )(c
λ
T − ĉT ). Moreover, we get an optional

process Vλ with V(ĉ)∧ V(cλ) 6 Vλ 6 V(ĉ)∨ V(cλ) such that

f(ĉ,V(cλ)) − f(ĉ,V(ĉ)) = fv(ĉ,Vλ)(V(cλ) − V(ĉ)). (3.39)
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Recalling cλ , (1− λ)ĉ+ λc, we see that (cλ − ĉ)/λ = c− ĉ; thus insert-
ing (3.38) and (3.39) into (3.36), we arrive at

∆λt = Et
[∫T
t fc(c̃

λ
s ,Vs(cλ))(cs − ĉs) + fv(ĉs,Vλs )∆

λ
sds+U ′(c̃λT )(cT − ĉT )

]
,

(3.40)

that is, ∆λ satisfies a linear BSDE. An explicit formula for the solutions
of linear BSDEs is available; however, fv(ĉ,Vλ) is not bounded, nor
can we expect that the other quantities involved are integrable for any
choice of ĉ and c. Hence the standard result (e.g., our Propostion 2.77)
is not applicable, and we have to rely on approximation arguments.

step 1 . In a first step, we prove Theorem 3.5 for consumption plansProof for bounded
consumption

plans
ĉ, c ∈ C that satisfy

(c− ĉ)/ĉ 6 K for some K > 0, (B1)

2k 4 ĉ 4 `/2 for some k, ` > 0. (B2)

For all λ < λ̄ , min(2−1,K−1), assumptions (B1) and (B2) imply

k 4 ĉ2/2 4 cλ ∧ ĉ 4 c̃λ 4 cλ ∨ ĉ 4 2ĉ 4 `, (3.41)

i.e., c̃λ ∈ Cb is a bounded consumption plan. Recall that

c̄ ∈ Cb =⇒ k0(c̄) 6 V(c̄) 6 k1(c̄) for k0(c̄),k1(c̄) < 0,

by Corollary 3.10 and Theorem 3.2; hence, by monotonicity of c 7→
V(c) (Theorem 3.4), we can find constants k0,k1 < 0 such that

k0 6 V(ĉ/2) 6 V(ĉ)∧ V(c
λ) 6 Vλ 6 V(ĉ)∨ V(cλ) 6 V(2ĉ) 6 k1.

In summary, (B1) and (B2) guarantee that c̃λ and (1−γ)Vλ take values
in a compact subset of (0,∞) for all λ < λ̄; thus there exists some
M > 0 such that

|fc(c̃
λ
s ,Vs(cλ))|+ |fv(ĉs,Vλs )| 6M for dt-a.e. t ∈ [0, T ], (3.42)

and |U ′(c̃λT )| 6 M for all λ < λ̄. Moreover, |c− ĉ| 6 Kĉ 6 K`/2; hence,
all quantities involved in (3.40) are bounded by a deterministic con-
stant. In particular, Propostion 2.77 is applicable, and it shows that
the unique solution of (3.40) is given by

∆λt = Et
[∫T
t G

t,λ
s (cs − ĉs)ds+Gt,λT (cT − ĉT )

]
, t ∈ [0, T ], (3.43)

where for t, s ∈ [0, T ], t 6 s,

Gt,λs , e
∫s
t fv(ĉτ,Vλτ )dτ(fc(c̃λs ,Vs(cλ))1[0,T)(s) +U

′(c̃λT )1{T}(s)
)
.

Sending λ → 0 in (3.43), we can prove the utility gradient inequality
under the assumptions (B1) and (B2).
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lemma 3.37. Suppose that (B1) and (B2) hold. Then, for all t ∈ [0, T ], we Utility gradient
inequality for
bounded plans (I)

have the utility gradient inequality

Vt(c) 6 Vt(ĉ) + 〈mt(ĉ), c− ĉ〉t. (3.44)

Proof. Let t ∈ [0, T ] and recall that mt(ĉ) is defined as

mts(ĉ) , e
∫s
t fv(ĉτ,Vτ(ĉ))dτ(fc(ĉs,Vs(ĉ))1[0,T)(s) +U

′(ĉT )1{T}(s)
)

for s ∈ [t, T ]. Since cλ → ĉ in C as λ → 0, our dominated convergence
result (Corollary 3.34) implies that Vt(cλ) → Vt(ĉ) as λ → 0, where
the relevant bounds are provided by (3.41). In particular, c̃λ → ĉ and
Vλt → Vt(ĉ) as λ→ 0, and therefore

Gt,λs → mts(ĉ) for dt-a.e. s ∈ [0, T ] and Gt,λT → mtT (ĉ) as λ→ 0,

establishing pointwise convergence inside the conditional expectation
in (3.43); thus, (3.42) and dominated convergence imply

∆λt → 〈mt(ĉ), c− ĉ〉t as λ→ 0.

Noting that Vt(cλ) > Vt(ĉ) + λ[Vt(c) − Vt(ĉ)] by concavity (Theo-
rem 3.4), we get Vt(c) 6 Vt(ĉ) + ∆

λ
t ; hence, the utility gradient in-

equality (3.44) obtains in the limit λ→ 0.

step 2 . In a second step, we relax the assumptions on ĉ, c ∈ C to Relaxing
assumption (B2)

(c− ĉ)/ĉ 6 K for some K > 0, (B1)

k 4 ĉ for some k > 0, (B2’)

We set h , (c− ĉ)/ĉ and note that h 6 K by (B1). For n ∈ N, we put
ĉn , ĉ∧n and cn , (1+ h)ĉn. Then

cn − ĉn

ĉn
=

(1+ h)ĉn − ĉn

ĉn
= h 6 K,

so ĉn and cn do satisfy (B1). Moreover, ĉn 6 n, and hence (B2) is
satisfied, as well. Thus the first step, Lemma 3.37, implies

Vt(c
n) 6 Vt(ĉ

n) + 〈mt(ĉn), cn − ĉn〉t for all t ∈ [0, T ], (3.45)

where the relevant utility gradient is given as

mts(ĉ
n) , e

∫s
t fv(ĉ

n
τ ,Vτ(ĉn))dτ(fc(ĉns ,Vs(ĉn))1[t,T)(s) +U ′(ĉnT )1{T}(s)

)
,

for s ∈ [t, T ]. Clearly, ĉn ↑ ĉ, and hence cn ↑ c, as well. Lemma 3.27
shows that Vt(cn) ↑ Vt(c) and Vt(ĉn) ↑ Vt(ĉ), t ∈ [0, T ], and therefore

mts(ĉ
n)→ mts(ĉ) for dt-a.e. s ∈ [t, T ] and mtT (ĉ

n)→ mtT .

To prove the utility gradient inequality, it thus remains to justify that
we can take the limit inside the inner product in (3.45). Since fv 6
−δ 1−γ1−φ (see, e.g., Lemma B.1), for all n ∈N, we have

eδ
1−γ
1−φTmts(ĉ

n) 6 fc(ĉ
n
s ,Vs(ĉn)) 6 fc(k,Vs(k)) for dt-a.e. s ∈ [t, T ],
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where the last inequality is due to fcc 6 0, fcv 6 0; see again
Lemma B.1. Since k0 6 V(k) 6 k1 for some constants k0,k1 < 0,
we see that 0 6 mt(ĉn) is bounded by a positive constant. Similarly,
0 6 eδ

1−γ
1−φTmtT (ĉ

n) 6 U ′(ĉnT ) 6 U ′(k). Finally, |cn − ĉn| = |h|ĉ 6 Kĉ;
therefore, we find M > 0 such that∣∣mts(ĉn)(cns − ĉns )

∣∣ 6Mĉs for dt-a.e. s ∈ [t, T ],

and |mtT (ĉ
n)(cnT − ĉ

n
T )| 6MĉT . This uniform upper bound is integrable

as ĉ ∈ C, or, more generally, by the integrability condition in (3.23).
Sending n → ∞ in (3.45), the dominated convergence theorem im-
plies (3.46), thus completing the second step. We have just proven the
following lemma:

lemma 3.38. Suppose that (B1) and (B2’) hold. Then, for all t ∈ [0, T ], weUtility gradient
inequality for

bounded plans (II)
have the utility gradient inequality

Vt(c) 6 Vt(ĉ) + 〈mt(ĉ), c− ĉ〉t. (3.46)

step 3 . In a third step, we relax the assumptions on ĉ, c ∈ C toDropping
assumption (B2’)

(c− ĉ)/ĉ 6 K for some K > 0, (B1)

E
[∫T
0 fc
(
ĉt,Vt(ĉ)

)
ĉtdt+U ′(ĉT )ĉT

]
<∞. (3.34)

lemma 3.39. Suppose that (B1) and (3.34) hold. Then for all t ∈ [0, T ], weUtility gradient
inequality with

(B1)
have the utility gradient inequality

Vt(c) 6 Vt(ĉ) + 〈mt(ĉ), c− ĉ〉t.

Proof. For each n ∈N, we set ĉn , ĉ+ 1
n . Then

hn ,
c− ĉn

ĉn
=
c

ĉn
− 1 6

c

ĉ
− 1 = h 6 K

by (B1), and ĉn < 1/n; thus, ĉn and c satisfy (B1) and (B2’). The second
step, Lemma 3.38, yields

Vt(c) 6 Vt(ĉ) + 〈mt(ĉn), c− ĉn〉t, where (3.47)

mts(ĉ
n) , e

∫s
t fv(ĉ

n
τ ,Vτ(ĉn))dτ(fc(ĉns ,Vs(ĉn))1[t,T)(s) +U ′(ĉnT )1{T}(s)

)
,

for s ∈ [t, T ]. Since ĉn ↓ ĉ, Lemma 3.27 applies to show that Vt(ĉn) ↓
Vt(ĉ), t ∈ [0, T ]; hence, it remains to show that we can take the limit
inside the inner product in (3.47). Recalling that fv 6 −δ 1−γ1−φ , we have

0 6 eδ
1−γ
1−φTmts(ĉ

n) 6 fc(ĉs,Vs(ĉs)) for dt-a.e. s ∈ [t, T ]

since fcc < 0, fcv < 0. Similarly, because U ′′ < 0, we get

0 6 eδ
1−γ
1−φTmtT (ĉ

n) 6 U ′(ĉT ).

In view of

|c− ĉn| = |hn|ĉ 6 Kĉ and the integrability assumption in (3.34),

we have found an integrable upper bound for the relevant quantities
in (3.47); the claim follows by dominated convergence.
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step 4 . In the final step, we drop all additional assumptions and Proof of the
general caseonly suppose that ĉ ∈ C satisfies

E
[∫T
0 fc
(
ĉt,Vt(ĉ)

)
ĉtdt+U ′(ĉT )ĉT

]
<∞, (3.34)

as in the statement of Theorem 3.5.

Proof of Theorem 3.5. For c ∈ C, we define the predictable [−1,∞)-
valued process h by h , (c − ĉ)/ĉ = c/ĉ − 1. For each n ∈ N, we
put hn , h∧n and cn , (1+ hn)ĉ. Then cn ∈ C, and we have

(cn − ĉ)/ĉ = hn 6 n.

Then ĉ and cn satisfy assumption (B1) and (3.34), and hence the third
step, Lemma 3.39, yields

Vt(c
n) 6 Vt(ĉ) + Et

[∫T
tm

t
s(ĉ)(c

n
s − ĉs)ds+mtT (ĉ)(c

n
T − ĉT )

]
. (3.48)

Clearly, hn ↑ h, and hence cn ↑ c in C, so Lemma 3.27 shows that
Vt(c

n)→ Vt(c), t ∈ [0, T ]. Since m̂ts , mt(ĉ) > 0, we have

−m̂tsĉs 6 m̂
t
s(c

n
s − ĉs) 6 m̂

t
s(c

n+1
s − ĉs) for dt-a.e s ∈ [t, T ],

−m̂tT ĉT 6 m̂tT (c
n
T − ĉT ) 6 m̂

t
T (c

n+1
T − ĉT ) for all n ∈N.

Recalling fv 6 −δ 1−γ1−φ , for the lower bound, we obtain

E
[∫T
t |m̂

t
sĉs|ds+ |m̂tT ĉT |

]
6 e−δ

1−γ
1−φT E

[∫T
t fc
(
ĉs,Vs(ĉ)

)
ĉsds+U ′(ĉT )ĉs

]
,

which is integrable by (3.34); thus the assertion follows from mono-
tone convergence upon letting n→∞ in (3.48).

With the proof of Theorem 3.5, we have provided the proofs of all
results formulated in Section 3.2. Our investigation of the Epstein-Zin
parameterization of SDU with γ,ψ > 1 is completed.





4
C O N S U M P T I O N - P O RT F O L I O O P T I M I Z AT I O N W I T H
S T O C H A S T I C D I F F E R E N T I A L U T I L I T Y

In this chapter, we study the incomplete-market consumption-portfo-
lio problem of an investor with continuous-time Epstein-Zin prefer-
ences. The exposition is largely based on Kraft, Seiferling, and Sei-
fried (2015).

First and foremost, we provide an explicit construction of bounded,
positive C1,2-solutions for a class of semilinear partial differential
equations (PDEs). This construction is based on fixed point argu-
ments for the associated system of forward-backward stochastic dif-
ferential equations. We study the Feynman-Kac representation map-
ping Φ that is associated with the semilinear PDE and obtain a fixed
point in the space of continuous functions as a limit of iterations of Φ.
We are able to improve uniform convergence to convergence in C0,1,
using the probabilistic representation of the solution. This not only
yields a theoretical convergence result, but also leads directly to a
numerical method with superexponential speed of convergence that
allows us to determine optimal strategies efficiently via iteratively
solving linear PDEs. Moreover, we establish a verification theorem
which characterizes the value function of the consumption-portfolio
problem in terms of a bounded, positive C1,2 solution of such a semi-
linear partial differential equation, which appears as a reduced ver-
sion of the Hamilton-Jacobi-Bellman equation. The proof of this result
is based on a combination of dynamic programming arguments and
utility gradient inequalities for recursive utility.

The above-mentioned results provide a new method to solve incom-
plete-market consumption-portfolio problems and asset pricing mod-
els with unspanned risk and recursive preferences: In both settings
the agent’s value function is characterized by a semilinear partial dif-
ferential equation. In the literature, solutions of this equation have
only been obtained in special cases, and general existence and unique-
ness results have not been available; thus, researchers have resorted
to analytical approximations of unclear precision. Here, we establish
both theoretical existence and uniqueness results and an efficient nu-
merical method for that equation. Our results are neither restricted
to affine asset dynamics nor do we have to impose any constraints on
the agent’s risk aversion or elasticity of intertemporal substitution.

The chapter is structured as follows: In Section 4.1 we formulate the
consumption-portfolio problem and the associated dynamic program-
ming equation, and we derive candidate optimal strategies. Moreover,
we provide links to the literature. Section 4.2 is concerned with exis-
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tence and uniqueness of classical solutions for a class of semilinear
PDEs and contains the proof of our first main result – Theorem 4.10.
Theorem 4.10 guarantees in particular that the dynamic program-
ming equation has a unique solution. A verification result, which
demonstrates that the associated candidate optimal strategies do in-
deed provide the solution of the consumption-portfolio problem, is
then provided in Section 4.3. After that, Section 4.4 briefly relates our
findings to the asset pricing literature. Building on the Feynman-Kac
iteration method from Section 4.2, Section 4.5 sets the basis for our
numerical method which is applied to several examples of consump-
tion-portfolio and asset pricing problems in Section 4.6.

4.1 optimal consumption-portfolio selection
with epstein-zin preferences

To formulate the consumption-portfolio problem, we first set up the
mathematical framework, recall the definition of continuous-time
Epstein-Zin preferences, and specify the financial market model.

4.1.1 Mathematical model and Epstein-Zin preferences

We fix a probability space (Ω,F,P) with a complete right-continuous
filtration (Ft)t∈[0,T ] that is generated by a Wiener process (W, W̄). We
denote the consumption space by C , (0,∞). In the following, we are in-
terested in an agent’s preferences on the set of dynamic consumption
plans.

definition 4.1. A progressively measurable process c with values inConsumption
plans C is a consumption plan, if

c ∈ C ,
{
c ∈ D+ : E

[∫T
0 c
p
tdt+ cpT

]
<∞ for all p ∈ R

}
.

Here, we denote the space of square-integrable, progressively mea-
surable processes by

D ,
{
X = (Xt)t∈[0,T ] progressive : E

[∫T
0X
2
tdt+X2T

]
<∞} ,

and we write D+ , {X ∈ D : Xt > 0 for dt-a.e. t ∈ [0, T ]} for its strictly
positive cone. �
The agent’s preferences on C are described by a utility index ν : C→ R,
that is,

c ∈ C is weakly preferred to c̄ ∈ C if and only if ν(c) > ν(c̄),

see Duffie and Epstein (1992b) and Epstein and Zin (1989). To con-
struct the Epstein-Zin utility index, let

δ > 0, γ > 0, ψ > 0 with γ,ψ 6= 1
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be given, and put φ , 1
ψ . If γ < 1, we set U , (0,∞), and if γ > 1, we

set U , (−∞, 0). Then the continuous-time Epstein-Zin aggregator is
given by f : C× U→ R,

f(c, v) , δθv
[(

c

((1− γ)v)
1
1−γ

)1− 1
ψ

− 1

]
, where θ =

1− γ

1−φ
∈ R, θ 6= 0.

Here, γ represents the agent’s relative risk aversion, ψ is his elasticity
of intertemporal substitution (EIS) and δ is his rate of time preference.
One can show that for every consumption plan c ∈ C, there exists a
unique semimartingale Vc satisfying

Vct = Et
[∫T
t f(cs,V

c
s )ds+U(cT )

]
for all t ∈ [0, T ], (4.1)

where U : C→ R, U(x) , ε1−γ 1
1−γx

1−γ is a CRRA utility function for
bequest and ε ∈ (0,∞) is a weight factor; see Schroder and Skiadas
(1999) and Theorem 3.2 in this thesis for the case γ > 1, ψ > 1. This
leads to the following definition:

definition 4.2. The Epstein-Zin utility index ν : C → U is given by Utility index

ν(c) , Vc0 where Vc is the unique process satisfying (4.1). �
The classical time-additive utility specification

ν(c) = E
[∫T
0 e

−δsu(cs)ds+ e−δTU(cT )
]

,

where u : C → R, u(x) , 1
1−γx

1−γ, is subsumed as the special case
of the Epstein-Zin parametrization where γ = φ; hence our analysis
applies in particular to consumption-portfolio optimization with ad-
ditive CRRA preferences and arbitrary risk aversion parameter γ 6= 1.
Remark. The specifications γ = 1 or φ = 1 correspond to unit relative
risk aversion or unit EIS, respectively; γ = φ = 1 represents time-addi-
tive logarithmic utility. The case of unit EIS, φ = 1, is well-understood
and has been studied extensively in the literature; see, e.g., Schroder
and Skiadas (2003) and Chacko and Viceira (2005). �

4.1.2 Financial market model

Two securities are traded. The first is a locally risk-free asset (e.g., a
money market account) M with dynamics

dMt = r(Yt)Mtdt,

while the second asset (e.g., a stock or stock index) S is risky and
satisfies

dSt = St [(r(Yt) + λ(Yt))dt+ σ(Yt)dWt] .

The interest rate r : R → R and the stock’s excess return and volatil-
ity λ,σ : R → R are assumed to be measurable functions of a state
process Y with dynamics

dYt = α(Yt)dt+β(Yt)
(
ρdWt +

√
1− ρ2dW̄t

)
, Y0 = y.
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Here α,β : R → R are measurable functions and ρ ∈ [−1, 1] denotes
the correlation between stock returns and the state process. Through-
out this chapter, we assume:

(A1) The coefficients r, λ,σ,α are bounded and Lipschitz continuous;
the coefficient β is bounded and has a bounded Lipschitz con-
tinuous derivative.

(A2) Ellipticity condition: infy∈R σ(y) > 0 and infy∈R β(y) > 0.

The investor’s wealth dynamics are given by

dXπ,c
t = Xπ,c

t [(r(Yt) + πtλ(Yt))dt+ πtσ(Yt)dWt] − ctdt, X0 = x, (4.2)

where πt denotes the fraction of wealth invested in the risky asset at
time t, the constant x > 0 is the investor’s initial wealth, and c his
consumption plan.

definition 4.3. The pair of strategies (π, c) is admissible for initialAdmissible
strategies wealth x > 0 if it belongs to the set

A(x) ,
{
(π, c) ∈ D× C : Xπ,c

t > 0 for all t ∈ [0, T ] and cT = Xπ,c
T

}
. �

The investor’s preferences are described by a recursive utility func-
tional of Epstein-Zin type. Hence an admissible pair of strategies
(π, c) ∈ A(x) yields utility

ν(c) , Vc0 , where Vct , Et
[∫T
t f(cs,V

c
s )ds+U(X

π,c
T )

]
for t ∈ [0, T ].

4.1.3 Consumption-portfolio optimization problem

definition 4.4. Given initial wealth x > 0, the investor’s consumption-Consumption-
portfolio
problem

portfolio problem is to maximize utility over the class of admissible
strategies A(x), i.e., to

(P) find (π?, c?) ∈ A(x) such that ν(c?) = sup(π,c)∈A(x) ν(c). �

Remark. The consumption-porfolio problem (P) has been widely stud-
ied in the literature. Schroder and Skiadas (1999) investigate the case
of complete markets, and Schroder and Skiadas (2003, 2005, 2008)
provide necessary and sufficient optimality conditions for general ho-
mothetic and translation-invariant preferences. Moreover, Schroder
and Skiadas (2003) solve the consumption-portfolio problem for an
investor with unit EIS in closed form. Chacko and Viceira (2005) ob-
tain closed-form solutions for an investor with unit EIS in an inverse
Heston stochastic volatility model, and Kraft et al. (2013) derive ex-
plicit solutions for a non-unit EIS investor whose preference parame-
ters satisfy the condition

ψ = 2− γ+
(1−γ)2

γ ρ2. (H)
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Berdjane and Pergamenshchikov (2013) study the above-described
consumption-portfolio problem in the special case where the investor
has additive preferences with relative risk aversion γ ∈ (0, 1). Figure
1 depicts the parametrizations for which solutions are known in the
literature. �

0 0.5 1 1.5 2 2.5 3
0

2

4

6

RRA γ

EI
S
ψ

Unit EIS
Condition (H) for ρ =

√
0.5

Power utility with γ ∈ (0, 1)

Figure 1: Combinations of RRA γ and EIS ψ for which solutions of consump-
tion-portfolio problems with unspanned risk are known.

The HJB equation

We consider the dynamic programming equation associated with the
consumption-portfolio problem (P),

0 = sup
π∈R,c∈(0,∞)

{
wt + x(r+ πλ)wx − cwx +

1
2x
2π2σ2wxx

+αwy +
1
2β
2wyy + xπσβρwxy + f(c,w)

}
,

subject to the terminal condition w(T , x,y) = ε1−γ 1
1−γx

1−γ.

(4.3)

By homotheticity of Epstein-Zin utility, one certainly expects solu-
tions to take the form

w(t, x,y) = 1
1−γx

1−γh(t,y)k, (t, x,y) ∈ [0, T ]× (0,∞)×R, (4.4)

where k is a constant and h ∈ C1,2([0, T ]×R) is strictly positive with
h(T , ·) = ε̂ , ε 1−γk . Choosing k , γ

γ+(1−γ)ρ2
and solving the first-order

conditions leads to the following definition:

definition 4.5. The candidate optimal strategies are given by

π̂ ,
λ

γσ2
+
k

γ

βρ

σ

hy

h
and ĉ , δψhq−1x, (4.5)

where q ∈ R, q 6= 1 is given by

q , 1−
ψk

θ
,
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and where h is a strictly positive solution of the semilinear partial
differential equation (PDE)

0 = ht − r̃h+ α̃hy +
1
2β
2hyy +

δψ

1−qh
q, h(T , ·) = ε̂, (4.6)

with coefficients

r̃ , − 1k

[
r(1− γ) + 1

2
1−γ
γ

λ2

σ2
− δθ

]
and α̃ , α+ 1−γ

γ
λβρ
σ . (4.7)

In the following, we refer to (4.6) as the reduced HJB equation. �

Note: The function h in the separation (4.4) is closely related to the candidate for the

agent’s optimal consumption-wealth ratio as used in, e.g., Campbell et al. (2004), Camp-

bell and Viceira (2002), and Chacko and Viceira (2005). More precisely, by (4.5) we have
ĉ/x = δψh−ψk/θ, so we can represent the candidate for the value function equivalently

as w(t, x,y) = x1−γδθ(ĉ/x)−θ/ψ/(1− γ).

lemma 4.6. If h ∈ C1,2([0, T ]×R) is a strictly positive solution of (4.6),
then the function given by w(t, x,y) = 1

1−γx
1−γh(t,y)k solves the HJB

equation (4.3).

Proof. This follows by a direct calculation, see Section C.1, p. 181.

lemma 4.7. The functions r̃ and α̃ are bounded and Lipschitz continuous.

Proof. A very simple calculation, see Section C.1, p. 181.

Remark. Note that for all ρ ∈ [−1, 1] we have

q = 1− 1−φ
1−γC, where C , ψγ

γ(1−ρ2)+ρ2
> 0.

Thus q < 1 if and only if 1−φ1−γ > 0, and q > 1 if and only if 1−φ1−γ < 0;
see Table 1 and Figure 2. �

q < 1 q = 1 q > 1

1−φ
1−γ > 0 φ = 1 1−φ

1−γ < 0

Table 1: Range of the exponent q in (4.6) depending on the risk aversion γ
and the reciprocal of the elasticity of intertemporal substitution φ.

To solve the consumption-portfolio problem (P), we proceed as fol-
lows: First, we prove the following general existence and uniqueness
result for the reduced HJB equation (4.6).

theorem 4.8. For all γ,ψ, δ > 0 with γ,ψ 6= 1, there exists a uniqueSolution of HJB
equation solution h ∈ C1,2([0, T ]×R) to the reduced HJB equation (4.6) such that

h 6 h 6 h for positive constants 0 < h < h and ‖hy‖∞ <∞.

Proof. Lemma 4.7 shows that Theorem 4.8 is a consequence of Theo-
rem 4.10 below. Theorem 4.10 is the first main result of this chapter,
and Section 4.2 is dedicated to its proof.
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Figure 2: Range of the exponent q in (4.6) depending on the RRA γ and the
EIS ψ. Condition (H) is calculated for ρ =

√
0.5.

Once existence and uniqueness for the reduced HJB equation (4.6)
are established, we show that the associated candidate strategies are
indeed optimal. This second main result is contained in Section 4.3.

theorem 4.9. Let h be a solution of the reduced HJB equation (4.6) as given Solution of
consumption-
portfolio
problem

by Theorem 4.8. Then the corresponding candidate strategies (π̂, ĉ),

π̂t =
λ(Yt)
γσ(Yt)2

+ k
γ
β(Yt)ρ
σ(Yt)

hy(t,Yt)
h(t,Yt) , t ∈ [0, T),

ĉt = δ
ψh(t, Yt)q−1Xπ̂,ĉ

t , t ∈ [0, T),
(4.8)

are optimal for the consumption-portfolio problem (P).

By a slight abuse of notation, we write π̂t = π̂(t, Yt) and ĉt ,
ĉ(t,Xπ̂,ĉ

t , Yt) for t ∈ [0, T). This will not give rise to confusion in the
following.

4.1.4 Links to the literature

The current chapter on optimal consumption-portfolio selection with
stochastic differential utility is related to several strands of literature.

First, we contribute to the literature on dynamic incomplete-market
portfolio theory. Liu (2007) considers portfolio problems with un-
spanned risk and time-additive utility. His framework already nests
a number of popular models, including those of Kim and Omberg
(1996), Campbell and Viceira (1999), Barberis (2000), and Wachter
(2002), as special cases. Given the boundedness conditions (A1) and
(A2), our approach can be used to generalize several of his solu-
tions to settings where asset price dynamics are non-affine or non-
quadratic and the agent has recursive utility. Recursive utility has
been developed by Kreps and Porteus (1978, 1979), Epstein and Zin
(1989) and Duffie and Epstein (1992b). Chacko and Viceira (2005)
study a consumption-portfolio problem with affine stochastic volatil-
ity and recursive preferences. They find an explicit solution for unit
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EIS and approximate the solution for non-unit EIS using the Campbell-
Shiller technique. Our approach makes it possible to extend their anal-
ysis to problems with non-affine specifications of stochastic volatility,
without having to rely on approximations.

Finally, our results are also related to Schroder and Skiadas (1999),
who focus on complete markets, and to Schroder and Skiadas (2003),
who provide necessary and sufficient optimality conditions in a gen-
eral homothetic setting by duality methods and obtain explicit solu-
tions for unit EIS.

Second, we add to the asset pricing literature by establishing a
novel solution method for the agent’s value function and the con-
sumption-wealth ratio. In particular, this includes research on long-
run risk and disasters (see, e.g., Bansal and Yaron (2004), Barro (2006),
Benzoni et al. (2011), Gabaix (2012), Rietz (1988), Wachter (2013)).

Our mathematical approach has various ties to the literature: The
verification argument used to solve the consumption-portfolio prob-
lem builds on the so-called utility gradient approach that has been
developed in a series of papers by Duffie, Schroder, and Skiadas, in-
cluding Duffie and Skiadas (1994) and Schroder and Skiadas (1999,
2003, 2008). We generalize the verification results in Duffie and Ep-
stein (1992b), who derive a verification result for aggregators satis-
fying a Lipschitz condition, and of Kraft et al. (2013), who consider
Epstein-Zin preferences under parameter restrictions. Our results are
also related to the findings of Duffie and Lions (1992), who study the
existence of stochastic differential utility using PDE methods, and
to Marinacci and Montrucchio (2010), who establish existence and
uniqueness of recursive utility in discrete time. The analysis of Berd-
jane and Pergamenshchikov (2013) is based on a fixed point argument
related to the one we use, but is focused on the special case where the
agent has time-additive utility with risk aversion below unity and the
state process has constant volatility. In a recent paper that appeared
after our article, Kraft, Seiferling, and Seifried (2015), had been fin-
ished, Xing (2015) addresses a closely related class of portfolio op-
timization problems using BSDE techniques and thus complements
our analysis: He requires weaker boundedness (rsp., integrability)
conditions, but does not provide information on how to determine
optimal strategies. In addition, his analysis is restricted to the case of
RRA and EIS both being greater than one.

Finally, our analysis also contributes to the literature on quasilin-
ear partial differential equations (PDEs) and backward and forward-
backward stochastic differential equations (BSDEs and FBSDEs, re-
spectively). We demonstrate that the FBSDE associated with the semi-
linear PDE which is relevant for our applications in consumption-
portfolio choice and asset pricing, admits a unique bounded solution.
Importantly, the driver of this FBSDE is not Lipschitz, so standard
results do not apply. We thus contribute to the growing literature on
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non-Lipschitz BSDEs and FBSDEs, including, among others, Koby-
lanski (2000), Briand and Carmona (2000), Briand and Hu (2008), and
Delbaen et al. (2011). In addition, by deriving an associated Feynman-
Kac representation, this paper adds to the literature that connects
FBSDEs to semilinear Cauchy problems; see, e.g., Pardoux and Peng
(1992), Delarue (2002) and Ma et al. (2012) and the references therein.

4.2 feynman-kac fixed point approach

The goal of this section is to establish existence and uniqueness for
the reduced HJB equation (4.6). Abstracting away from the financial
market of Subsection 4.1.2, we present a constructive method to ob-
tain a classical solution of the semilinear PDE

0 = ht + ahyy + bhy + ch+ d
1−qh

q, h(T , ·) = ε̂, (4.9)

where the coefficients

(C1) a,b, c : R→ R are bounded and Lipschitz continuous, Standing
assumptions

(C2) the function a has a bounded Lipschitz continuous derivative
and satisfies infy∈R a(y) > 0,

(C3) d and ε̂ are positive constants.

By assumptions (A1) and (A2) and Lemma 4.7, the reduced HJB equa-
tion (4.6) is the special instance of (4.9) where

a = β2/2, b = α̃, and c = −r̃

are given by (4.7), in terms of the coefficients of the financial market
of Subsection 4.1.2. In particular, Theorem 4.8 is a special case of

theorem 4.10. Under the above assumptions, the semilinear Cauchy prob- Existence and
uniqueness for the
semilinar PDE

lem (4.9) has a unique solution in the class{
h ∈ C1,2([0, T ]×R) : ∃ c1, c2 > 0 s.t. c1 6 h 6 c2 and ‖hy‖∞ <∞} .

To prove Theorem 4.10, we study the associated system of forward-
backward stochastic differential equations (FBSDEs)

dηt0,y0
t = b(ηt0,y0

t )dt+
√
2a(ηt0,y0

t )dWt, (4.10)

dXt0,y0
t = −

[
d
1−q(X

t0,y0
t )q + c(ηt0,y0

t )Xt0,y0
t

]
dt+Zt0,y0

t dWt, (4.11)

where t0 ∈ [0, T ], y0 ∈ R, and η
t0,y0
t0

= y0 and X
t0,y0
T = ε̂. We will

demonstrate that there exists a unique family (Xt,y)y∈R
t∈[0,T ] of bounded

positive solutions of this FBSDE system, and that this family yields a
solution of the reduced HJB equation via the generalized Feynman-
Kac formula

h(t,y) = Xt,yt = Et
[∫T
t e
∫s
t c(η

t,y
τ )dτ d

1−q(X
t,y
s )qds+ ε̂e

∫T
t c(η

t,y
τ )dτ

]
.
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Remark. In this context, a natural way to think of the function h is
as the fixed point of the Feynman-Kac operator Φ : Cb([0, T ]×R) →
Cb([0, T ]×R),

(Φh)(t,y) , Et
[∫T
t e
∫s
t c(η

t,y
τ )dτ d

1−qh(s,η
t,y
s )qds+ ε̂e

∫T
t c(η

t,y
τ )dτ

]
.

In Section 4.5, we elaborate on this perspective in detail. �
The connection between semilinear PDEs and (F)BSDEs is well-

established in the mathematical literature. While classical results, in-
cluding Pardoux and Peng (1992) and Ma et al. (1994, 2012), impose
a Lipschitz condition on the generator, recent research has focused
on relaxing that assumption. Starting from Kobylanski (2000), exis-
tence and uniqueness results for BSDEs with quadratic and convex
drivers have been obtained: Briand and Carmona (2000), Delarue
(2002), Briand and Hu (2008) and Delbaen et al. (2011) replace the Lip-
schitz assumption by a so-called monotonicity condition, while retain-
ing a polynomial growth condition. In general, however, the driver in
the FBSDE system (4.10), (4.11) is neither Lipschitz, nor does it satisfy
monotonicity or polynomial growth conditions; hence, results from
this literature cannot be applied to that equation. By establishing suit-
able a priori estimates for (4.10), (4.11) and (4.9), we prove the relevant
existence, uniqueness and representation results in the following.

4.2.1 Solving the FBSDE system: A fixed point approach

Until further notice, we fix t0 ∈ [0, T ] and y0 ∈ R. Assumptions (C1)
and (C2) guarantee that the forward equation (4.10) has a unique
strong solution η , ηt0,y0 ; see, e.g., Karatzas and Shreve (1991).

For a progressively measurable process (X)t∈[t0,T ], we write

‖X‖∞ = ess supdt⊗P |Xt|

and denote by D∞ the space of all progressively measurable processes
(Xt)t∈[t0,T ] with ‖X‖∞ <∞. Clearly, (D∞, ‖ · ‖∞) forms a Banach space
upon identifying processes that coincide dt⊗ P-a.e. In the following,
we construct a fixed point of the operatorFixed point

operator
Ψ : Aq ⊂ D∞ → D∞, X 7→ ΨX

defined on its domain, the closed subset

Aq ,
{
X ∈ D∞ : (1− q)X > (1− q)ε̂esign(q−1)T‖c‖∞ dt⊗ P-a.e.

}
,

via the formula

(ΨX)t , Et
[∫T
t e
∫s
t c(ητ)dτ d

1−q(0∨Xs)
qds+ ε̂e

∫T
t c(ητ)dτ

]
.

lemma 4.11. The operator Ψ : Aq → Aq is well-defined.
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Proof. For X ∈ Aq and q < 0, we have X > ε̂e−T‖c‖∞ and hence

(0∨X)q 6 ε̂qe−qT‖c‖∞ , whereas (0∨X)q 6 ‖X‖q∞ if q > 0.

Thus (0∨X)q ∈ D∞ and

Mt , Et
[∫T
t0
e
∫s
t0
c(ητ)dτ d

1−q(0∨Xs)
qds+ ε̂e

∫T
t0
c(ητ)dτ

]
(4.12)

defines a bounded martingale. Therefore the process

(ΨX)t = e
−
∫t
t0
c(ητ)dτ[

Mt −
∫t
t0
e
∫s
t0
c(ητ)dτ d

1−q(0∨Xs)
qds

]
has a continuous modification. In particular, ΨX ∈ D∞. Finally,

(1− q)(ΨX)t = Et
[∫T
t de

∫s
t c(ητ)dτ(0∨Xs)

qds+ (1− q)ε̂e
∫T
t c(ητ)dτ

]
> (1− q)Et

[
ε̂e
∫T
t c(ητ)dτ

]
> (1− q)ε̂esign(q−1)T‖c‖∞ ,

and hence ΨX ∈ Aq.

Fixed points of the operator Ψ yield solutions of the forward-back-
ward system.

lemma 4.12. Let X ∈ Aq. Then ΨX = X if and only if X solves the BSDE

dXt = −
[
d
1−q(0∨Xt)

q + c(ηt)Xt

]
dt+ dNt, XT = ε̂, (4.13)

with some L2-martingale N. In particular, if ΨX = X is positive, then X

solves the backward equation (4.11).

Proof. Let X ∈ Aq with ΨX = X, and let M be the bounded martingale

from (4.12). Then Yt , e
∫t
t0
c(ητ)dτ

Xt satisfies

Yt =Mt −
∫t
t0
e
∫s
t0
c(ητ)dτ d

1−q(0∨Xs)
qds.

Integrating by parts, it follows that X solves (4.13) with

dNt = e
−
∫t
t0
c(ητ)dτdMt,

where N is an L2-martingale by Burkholder’s inequality. If X is posi-
tive, then X = 0∨X and thus X also solves (4.11).

Conversely, if X ∈ Aq solves (4.13), then Y , e
∫t
t0
c(ητ)dτ

Xt satisfies

dYt = −e
∫t
t0
c(ητ)dτ d

1−q(0∨Xt)
qdt+ e

∫t
t0
c(ητ)dτdNt,

where e
∫t
t0
c(ητ)dτdNt is an L2-martingale; thus, integrating from t to

T and taking conditional expectations, we get Yt = e
∫t
t0
c(ητ)dτ

(ΨX)t
and hence X = ΨX.

Our construction of a fixed point of Ψ is based on the following
ramification of the classical Banach fixed point argument.
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proposition 4.13. Let S : A → A be an operator on a closed, non-emptyFixed point
iteration in D∞ subset A of D∞ and assume that there are constants c > 0, ρ > 0 such that,

for all X, Y ∈ A, we have a Lipschitz condition of the form

|(SX)t − (SY)t| 6 c
∫T
t Et

[
e(s−t)ρ|Xs − Ys|

]
ds for all t ∈ [t0, T ].

Then S has a unique fixed point X ∈ A. Moreover, the iterative sequence
X(n) , SX(n−1) (n = 1, 2, . . . ) with an arbitrarily chosen X(0) ∈ A satisfies

‖X(n) −X‖∞ 6 eTρ(‖X(0)‖+ ‖X‖∞) (ecTn )n for all n > cT .

Proof. The proof is provided in Appendix C.1.

We come to the main result of Section 4.2.

theorem 4.14. For all t0 ∈ [0, T ] and y0 ∈ R, there existsFixed point and
convergence

◦ a unique progressive process Xt0,y0 ∈ D∞ which solves (4.11).

Moreover, there are

◦ positive constants 0 < h < h such that

h 6 Xt0,y0 6 h for all (t0,y0) ∈ [0, T ]×R, and (4.14)

◦ positive constants K,k > 0 such that

‖Xt0,y0
(n) −Xt0,y0‖∞ 6 K

(
k
n

)n for all n > k
e (4.15)

and all (t0,y0) ∈ [0, T ]×R, where

X
t0,y0
(0) , ε̂, and X

t0,y0
(n) , ΨXt0,y0

(n−1), n ∈N.

The constants K,k > 0 are explicitly given by K , eT‖c‖∞(ε̂+ h) and

k , eT
∣∣ qd
1−q

∣∣(ε̂eT‖c‖∞)q−1 for q > 1 and

k , eT
∣∣ qd
1−q

∣∣(ε̂eT‖c‖∞)1−q for q < 1,
(4.16)

and the constants h > h > 0 are given explicitly by

h , ε̂ exp
(
−ke − T‖c‖∞) and h , ε̂ exp

(
T‖c‖∞) if q > 1

h , ε̂ exp
(
−T‖c‖∞) and h , ε̂ exp

(
k
e + T‖c‖∞) if q < 1.

With Lemma 4.11, we have already seen that Ψ : Aq → Aq is defined
on a closed non-empty subset of D∞. To apply Proposition 4.13 and
obtain a unique fixed point and the convergence statement, we thus
need to verify the uniform Lipschitz condition.

lemma 4.15. With k given by (4.16), for all X, Y ∈ Aq, we haveLipschitz
continuity of Ψ ∣∣(ΨX)t − (ΨY)t

∣∣ 6 k
eT

∫T
t Et

[
e(s−t)‖c‖∞ |Xs − Ys|

]
ds, t ∈ [t0, T ]. (4.17)
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Proof. For X, Y ∈ Aq, we immediately get

|(ΨX)t − (ΨY)t| 6 Et
[∫T
t e
∫s
t ‖c‖∞dτ d

|1−q|

∣∣(0∨Xs)q − (0∨ Ys)
q
∣∣ds]. (4.18)

By definition of Aq, the processes 0∨X and 0∨ Y take values in I1 ,
[0, ε̂eT‖c‖∞ ] if q > 1 and values in I2 , [ε̂e−T‖c‖∞ ,∞) if q < 1. In the
first case, the function ϕ(x) = (0∨ x)q is Lipschitz continuous on I1
with constant L1 , q(ε̂eT‖c‖∞)q−1. In the second case, it is Lipschitz
continuous on I2 with constant L2 , |q|(ε̂eT‖c‖∞)1−q. Now, by (4.16),

k/(eT) =
∣∣ qd
1−q

∣∣(ε̂eT‖c‖∞)q−1 = d
|1−q|L1 if q > 1, and

k/(eT) =
∣∣ qd
1−q

∣∣(ε̂eT‖c‖∞)1−q = d
|1−q|L2 if q < 1.

Thus we have∣∣(0∨Xs)q − (0∨ Ys)
q
∣∣ 6 k

d
|1−q|
eT |Xs − Ys|, s ∈ [t0, T ], (4.19)

and (4.18) implies (4.17).

Now, Proposition 4.13 applies to Ψ and yields nearly all of Theo-
rem 4.14. Only the uniform lower bound for q > 1 and the uniform
upper bound for q < 1 require an additional argument.

lemma 4.16. Let X ∈ Aq with ΨX = X. Then Additional
bounds

X > h if q > 1, and X 6 h if q < 1.

Proof. If X ∈ Aq with ΨX = X, then, by Lemma 4.12, X solves the BSDE

dXt = −
[
d
1−q(0∨Xt)

q + c(ηt)Xt

]
dt+ dNt, XT = ε̂,

where N is an L2-martingale. Thus for every stopping time τ and all
t ∈ [t0, T ], we have

1{τ>t}Xt = Et
[
1{τ>t}

∫τ
t

(
d
1−q(0∨Xs)

q + c(ηs)Xs

)
ds+ 1{τ>t}Xτ

]
.

Recalling inequality (4.19) from the proof of Lemma 4.15, we see that

d
|1−q|(0∨Xs)

q 6 k
eT 1{Xs>0}Xs, s ∈ [t0, T ]. (4.20)

Consequently, if q > 1, we have

d
1−q(0∨Xs)

q + c(ηs)Xs > αsXs, where αs , − k
eT 1{Xs>0} + c(ηs)

is a bounded progressively measurable process, and therefore we get

1{τ>t}Xt > Et
[
1{τ>t}

∫τ
tαsXsds+ 1{τ>t}Xτ

]
, t ∈ [t0, T ],

for all stopping times τ. The stochastic Gronwall inequality from
Proposition 3.22 (p. 92) yields

Xt > Et
[
e
∫T
t αuduε̂

]
> ε̂e−

k
e−T‖c‖∞ = h for all t ∈ [t0, T ].
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On the other hand, if q < 1, then (4.20) yields

d
1−q(0∨Xs)

q + c(ηs)Xs 6 αsXs, where αs , k
eT + c(ηs),

and hence

1{τ>t}Xt 6 Et
[
1{τ>t}

∫τ
tαsXsds+ 1{τ>t}Xτ

]
, t ∈ [t0, T ],

for all stopping times and a bounded progressive process α. Once
again the stochastic Gronwall inequality from Proposition 3.22 ap-
plies. This time, it shows that

Xt 6 Et
[
e
∫T
t αuduε̂

]
6 ε̂e

k
e+T‖c‖∞ = h, for all t ∈ [t0, T ].

Now, we collect the above results and give the

Proof of Theorem 4.14. It is clear that h 6 ε̂ = X(0) 6 h and thus X(0) ∈
Aq; hence, Lemma 4.11 implies that X(n) ∈ Aq for each member of
the sequence X(n) = ΨX(n−1). In particular,

X(n) 6 h if q > 1 and X(n) > h if q < 1, n ∈N. (4.21)

By Lemma 4.15, Proposition 4.13 applies to the operator Ψ : Aq → Aq.
It follows that

‖X(n) −X‖∞ 6 eT‖c‖∞(‖X(0)‖+ ‖X‖∞) ( kn)n for all n > k
e , (4.22)

where ΨX = X ∈ Aq is the unique fixed point of Ψ. Together with
Lemma 4.12, this proves the first claim. Moreover, inequality (4.21)
and Lemma 4.16 show that h 6 X 6 h and thus establish (4.14). Fi-
nally, since X(0) = ε̂ and ‖X‖∞ 6 h, estimate (4.22) yields (4.15).

4.2.2 Differentiability of the fixed point

In this subsection, we demonstrate that the solutions Xt0,y0 of (4.11)
provided by Theorem 4.14 yield a solution h to the semilinear Cauchy
problem (4.9)

0 = ht + ahyy + bhy + ch+ d
1−qh

q, h(T , ·) = ε̂.

For that purpose, we cut off the nonlinearity using the a priori esti-
mates provided by Theorem 4.14; this leads to a PDE that is known
to have a classical solution g ∈ C1,2

b ([0, T ]×R). We then conclude by
proving that g = h. Here and in the following, C1,2

b ([0, T ]×R) denotes
the Banach space of all functions u : [0, T ]×R, (t,y) → u(t,y) which
are once continuously differentiable with respect to t and twice con-
tinuously differentiable with respect to y, and which have finite norm

‖u‖C1,2 , ‖u‖∞ + ‖ut‖∞ + ‖uy‖∞ + ‖uyy‖∞.
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theorem 4.17. Let Xt0,y0 denote the solutions to the FBSDEs (4.11) given Differentiability,
Probabilistic
Representation

by Theorem 4.14 and define

h(t0,y0) , Xt0,y0
t0

for (t0,y0) ∈ [0, T ]×R.

Then h ∈ C1,2
b ([0, T ]×R), and h satisfies the semilinear PDE (4.9). More-

over, h is the unique solution of (4.9) in the class{
h ∈ C1,2([0, T ]×R) : ∃ c1, c2 > 0 s.t. c1 6 h 6 c2 and ‖hy‖∞ <∞} .

In addition, h admits the probabilistic representation

h(t,y) = Et
[∫T
t

(
c(ηt,ys )h(s,ηt,ys ) + d

1−qh(s,η
t,y
s )q

)
ds+ ε̂

]
. (4.23)

Proof. We take h and h as in Theorem 4.14 and choose a smooth cut-
off function ϕ ∈ C1b(R) with

ϕ(v) = 1
2h for v 6 1

2h, ϕ(v) = h+ 1 for v > h+ 1, and

ϕ(v) = v for v ∈ [h,h].

We set f(v) , d
1−qϕ(v)

q and consider the semilinear Cauchy problem

0 = gt + agyy + bgy + cg+
d
1−qf(g), g(T , ·) = ε̂. (4.24)

The function f is clearly continuously differentiable and bounded
with a bounded derivative; hence, by a classical result on semilin-
ear PDEs there exists a (not necessarily unique) classical solution
g ∈ C1,2

b ([0, T ]×R) of equation (4.24); see, e.g., Corollary C.4 (p. 189)
in this thesis, or Theorem 8.1 in Ladyženskaja et al. (1968) (p. 495).

To demonstrate that g = h, we fix (t0,y0) ∈ [0, T ] × R and set
X̄
t0,y0
t , X̄t , g(t,ηt), t ∈ [t0, T ], where η , ηt0,y0 is given by (4.10). By

Itō’s formula and (4.24) we have

dX̄t = −
[
f(X̄t) + c(ηt)X̄t

]
dt+ Z̄tdWt, X̄T = ε̂, (4.25)

where Z̄t , gy(t,ηt)
√
2a(ηt) is bounded. On the other hand, Theorem

4.14 yields a unique solution X , Xt0,y0 of (4.11), i.e.,

dXt = −
[
d
1−qX

q
t + c(ηt)Xt

]
dt+ZtdWt, XT = ε̂.

Since h 6 X 6 h, we have f(Xt) = d
1−qX

q
t and therefore X also satisfies

dXt = −
[
f(Xt) + c(ηt)Xt

]
dt+ZtdWt, XT = ε̂. (4.26)

Thus we conclude that X solves (4.25), too. Since (4.25) is a BSDE with
a Lipschitz driver, the standard uniqueness result for BSDEs implies
that X = X̄; see, e.g., Theorem 2.74 (p. 68). In particular, we have
h(t0,y0) = Xt0,y0

t0
= X̄t0,y0

t0
= g(t0,y0).

To show uniqueness, let u ∈ C1,2 be another solution of (4.9) in the
class under consideration, i.e., ‖uy‖∞ < ∞ and there exist positive
constants u,u such that 0 < u 6 u 6 u.
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Replacing h and h by h∧ u and h∨ u in the first part of the proof,
Itō’s formula and (4.24) show that Yt , u(t,ηt) satisfies the BSDE

dYt = −
[
f(Ys) + c(ηt)Yt

]
dt+ Z̃tdWt, YT = ε̂,

where Z̃t , uy(t,ηt)
√
2a(ηt) is bounded. Recall from (4.26) that X

also solves that BSDE; hence, X̄ = X = Y by uniqueness for BSDEs,
and thus g = h = u.

In particular, we have completed the

Proof of Theorem 4.10. Combine Theorem 4.14 and Theorem 4.17.

4.3 verification

Let h be the unique solution of the reduced HJB equation (4.6), as in
Theorem 4.8, and consider the associated candidate optimal strategies

π̂t =
λ(Yt)
γσ(Yt)2

+ k
γ
β(Yt)ρ
σ(Yt)

hy(t,Yt)
h(t,Yt) , t ∈ [0, T),

ĉt = δ
ψh(t, Yt)q−1Xπ̂,ĉ

t , t ∈ [0, T).
(4.8)

In this section, we verify that these candidate optimal strategies are
indeed optimal for the consumption-portfolio problem (P), i.e, we
prove Theorem 4.9 relying on the utility gradient approach.

4.3.1 Abstract utility gradient approach

Let (π̄, c̄) ∈ A(x) be a given fixed consumption-portfolio strategy (be-
low we take the candidate solution in (4.8), but the abstract argument
here does not rely on that specific choice). We put

∇t(c̄) ,

fc(c̄t,V c̄t ) if t < T ,

U ′(c̄T ) if t = T ,

and define the corresponding utility gradient by

mt(c̄) , exp
(∫t
0fv(c̄s,V

c̄
s )ds

)
∇t(c̄). (4.27)

If c̄ satisfies the integrability condition

E
[∫T
0 fc(c̄s,V

c̄
s )
pds+ exp

(
p
∫T
0 fv(c̄s,V

c̄
s )ds

)]
<∞ for all p > 0,

then we have the utility gradient inequality

Vc0 6 V c̄0 + 〈m(c̄), c− c̄〉 for all c ∈ C, (UGI)

where the inner product on D is given by

〈X, Y〉 = E
[∫T
0XtYtdt+XTYT

]
.
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For γ > 1 and ψ > 1, the utility gradient inequality (UGI) is a conse-
quence of Theorem 3.5 (on p. 79 above). For the remaining parame-
terizations, we refer to Lemma 2 in Schroder and Skiadas (1999) and
its ramifications in Section 7 therein.

For every strategy (π, c) ∈ A(x), we now introduce the deflated wealth
processes

Zπ,c
t , m̄tX

π,c
t +

∫t
0m̄scsds, where m̄ , m(c̄).

With this, we can state the following general verification theorem:

theorem 4.18. Suppose that the deflated wealth process Zπ,c is a local mar- Abstract
verificationtingale for every admissible strategy (π, c) ∈ A(x), and that Zπ̄,c̄ is a true

martingale. Moreover, assume that

E
[∫T
0 fc(c̄s,V

c̄
s )
pds+ exp

(
p
∫T
0 fv(c̄s,V

c̄
s )ds

)]
<∞ for all p > 0.

Then (π̄, c̄) is optimal.

Proof. The utility gradient inequality (UGI) evaluated at c̄ implies

Vc0 6 V c̄0 + 〈m̄, c− c̄〉 = V c̄0 + E
[∫T
0 m̄s(cs − c̄s)ds+ m̄T (X

π,c
T −Xπ̄,c̄

T )
]

,

where ∫T
0 m̄s(cs − c̄s)ds+ m̄T (X

π,c
T −Xπ̄,c̄

T ) = Zπ,c
T −Zπ̄,c̄

T .

Here the process Zπ,c is a positive local martingale, hence a super-
martingale, while Zπ̄,c̄ is a martingale by assumption. Since Xπ,c

0 =

Xπ̄,c̄
0 = x, we obtain

E[Zπ,c
T −Zπ̄,c̄

T ] 6 E[Zπ,c
0 −Zπ̄,c̄

0 ] = fc(c̄0,V c̄0 )(X
π,c
0 −Xπ̄,c̄

0 ) = 0.

4.3.2 Admissibility of the candidate solution

In the proof of Theorem 4.9 below, we apply the abstract verification
result in Theorem 4.18 to the candidate (π̂, ĉ) given by (4.8). In the
following, we thus verify that the conditions of Theorem 4.18 are sat-
isfied for that strategy.

We first establish admissibility of (π̂, ĉ). Suppose that h is the
unique solution of the reduced HJB equation (4.6), as provided by
Theorem 4.8, and let (π̂, ĉ) be given by (4.8). For simplicity of notation
we write

V̂ , V ĉ, X̂ , Xπ̂,ĉ, m̂ , m(ĉ),

for the utility process, the wealth process and the utility gradient asso-
ciated with (π̂, ĉ). The proofs of the following two results are provided
in Appendix C.1.
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lemma 4.19. The candidate optimal wealth process has all moments, i.e.,Moments of X̂

E
[
supt∈[0,T ]X̂

p
t

]
<∞ for all p ∈ R.

In particular, X̂t > 0 for all t ∈ [0, T ] a.s.

As a consequence, we can show that ĉ ∈ C and V̂t = w(t, X̂t, Yt),
where the function w(t, x,y) , 1

1−γx
1−γh(t,y)k solves the HJB equa-

tion (4.3) by Lemma 4.6:

lemma 4.20. Let Vt , w(t, X̂t, Yt), t ∈ [0, T ]. ThenAdmissibility of ĉ

V = V̂ and wx(t, X̂t, Yt) = fc(ĉt, V̂t).

Moreover, we have

E
[
supt∈[0,T ]|ĉt|

p + supt∈[0,T ]|V̂t|
p
]
<∞ for all p ∈ R,

and, in particular, ĉ ∈ C.

corollary 4.21. The candidate (π̂, ĉ) ∈ A(x) is admissible.

Proof. Combine Lemmas 4.19 and 4.20.

4.3.3 Optimality of the candidate solution

Next we show that the deflated wealth process Zπ,c is a local martin-
gale for every admissible consumption-portfolio strategy (π, c) ∈ A(x).
The proofs can again be found in Appendix C.1.

lemma 4.22. For all (π, c) ∈ A(x), the deflated wealth process Zπ,c is aDynamics of Zπ,c

local martingale with dynamics

dZπ,c
t = m̂tX

π,c
t

[(
πtσ(Yt) −

λ(Yt)
σ(Yt)

)
dWt + k

√
1− ρ2β(Yt)

hy(t,Yt)
h(t,Yt) dW̄t

]
.

For the candidate optimal process (π̂, ĉ), this implies

dZπ̂,ĉ
t = m̂tX̂t

[ (
1−γ
γ

λ(Yt)
σ(Yt)

+ k
γβ(Yt)ρ

hy(t,Yt)
h(t,Yt)

)
dWt . . .

. . .+ k
√
1− ρ2β(Yt)

hy(t,Yt)
h(t,Yt) dW̄t

]
.

To prove Theorem 4.9, it remains to verify that Zπ̂,ĉ is in fact a true
martingale, and that the utility gradient inequality holds at ĉ. This is
guaranteed by the following result:

lemma 4.23. For any p > 0 we have

E
[∫T
0 fc(ĉs, V̂s)

pds+ exp
(
p
∫T
0 fv(ĉs, V̂s)ds

)]
, E
[
supt∈[0,T ]|m̂t|

p
]
<∞.

Moreover, the process Zπ̂,ĉ is a martingale.

Combining the preceding results, we can complete the

Proof of Theorem 4.9. By Lemmas 4.22 and 4.23, the conditions of Theo-
rem 4.18 are fulfilled; thus, Theorem 4.18 implies that (π̂, ĉ) is optimal
for the consumption-portfolio problem (P).
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4.4 asset pricing with epstein-zin preferences

The purpose of this section is to demonstrate the significance of our
PDE results from Section 4.2 for asset pricing applications. For that
purpose, we introduce a model that nests a continuous-time version
of the disaster model of Barro (2006) as well as (a suitably truncated
version of) the model by Wachter (2013) as special cases.

Endowment process

We assume an endowment economy, populated by a representative
agent. His endowment (aggregate consumption) satisfies

dCt = Ct−[µ(Yt)dt+ σ(Yt)dWt + (eZt − 1)dNt],

where dYt = α(Yt)dt + β(Yt)
(
ρdWt +

√
1− ρ2dW̄t

)
, Y0 = y. Here

N is a counting process with intensity Λt = Λ(Yt). We assume
that all coefficients satisfy conditions (A1) and (A2) from Section
4.1.3. The random variables Zt are taken to be independent of W,
W̄, and N with time-invariant distribution ν. We also assume that
Eν[e(1−γ)Zt ] <∞, where Eν[·] denotes the expectation with respect to
ν (i.e.,

∫
e(1−γ)zν(dz) <∞).

Value function and state-price deflator

The representative agent’s utility functional is given by

VCt = Et
[∫T
t f(Cs,V

C
s )ds+U(CT )

]
for all t ∈ [0, T ],

where f is the continuous-time Epstein-Zin aggregator and U(c) ,
ε1−γ

1−γ c
1−γ. Similarly as in Section 4.1.3, the agent’s value function VCt =

w(t,Ct, Yt) satisfies a PDE of the form

0 = wt + µcwc +
1
2c
2σ2wcc +αwy +

1
2β
2wyy + cσβρwcy

+ f(c,w) +ΛEν[∆w], w(T , c,y) = ε1−γ 1
1−γc

1−γ.

Here,
Eν[∆w](t, c,y) = Eν[w(t, ceZt ,y)] −w(t, c,y)

is the expected change of the value function upon a jump of the en-
dowment process.

Note: Here, we use a finite time horizon. By choosing a large T and a suitable weight

on bequest, this can be used to approximate the infinite horizon case; see Algorithm 4.2

and Section 4.6.

As in Subsection 4.1.3, the solution takes the form

w(t, c,y) = 1
1−γc

1−γh(t,y), (t, c,y) ∈ [0, T ]× (0,∞)×R.
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This leads to the following semilinear PDE for h:

0 = ht + r̃h+ α̃hy +
1
2β
2hyy +

δ
1−qh

q, h(T , ·) = ε̂ = ε1−γ, (4.28)

where q , 1− 1/θ, α̃ , α+ (1− γ)σβρ, and

r̃ , (1− γ)µ− 1
2γ(1− γ)σ

2 − δθ+Λ(Eν[e(1−γ)Zt ] − 1).

Since Eν[e(1−γ)Zt ] is a time-independent constant, the PDE (4.28) is
of the form (4.9); hence, it can be solved with the methods from Sec-
tion 4.2. Given the solution h of (4.28), the state-price deflator m in
this economy (i.e., the representative agent’s utility gradient) can be
expressed in closed form via

mt = δ exp
(
δφ−γ
1−φ

∫t
0h(s, Ys)

− 1
θds− δθt

)
C
−γ
t h(t, Yt)1−

1
θ ; (4.29)

see, e.g., Duffie and Epstein (1992a,b), Duffie and Skiadas (1994), and
the utility gradient in (4.27).

Using the state-price deflator (4.29), equilibrium asset prices can be
calculated in a straightforward manner. For instance, the value of the
claim to aggregate consumption, i.e., the present value of all future
consumption, is given by

PCt =
∫T
t Et[ms

mt
Cs]ds+ Et[mT

mt
CT ].

In particular, see, e.g., Benzoni et al. (2011), we obtain the consump-
tion-wealth ratio as

Ct

PCt
= δh(t, Yt)−

1
θ .

4.5 pde iteration approach

In this section, we develop an explicit constructive method to ob-
tain the solution of the semilinear PDE (4.9) and, in particular, the
reduced HJB equation. Existence and uniqueness of the solution are
guaranteed by Theorem 4.10 above. More precisely, we will show that
hn , Φnε̂

n→∞−→ h in C0,1, where the operator Φ is given by

Φ : D(Φ) ⊂ C1,2
b ([0, T ]×R)→ C1,2

b ([0, T ]×R), f 7→ Φf

and Φf , g is the unique classical solution of the linear PDE

0 = gt + agyy + bgy + cg+
d
1−q(0∨ f)

q with g(T , ·) = ε̂.

Thus h can be determined by iteratively solving linear PDEs.
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4.5.1 PDE iteration

Our first step is to show that the iteration of PDEs as above is feasible.
Thus we verify that the operator Φ is well-defined on its domain
D(Φ), where

D(Φ) , {f ∈ C1,2
b ([0, T ]×R) : f > h} for q < 1, and

D(Φ) , {f ∈ C1,2
b ([0, T ]×R) : f 6 h} for q > 1,

and h,h are the constants specified in Theorem 4.14.

lemma 4.24. If u ∈ D(Φ), then there exists a unique g ∈ C1,2
b ([0, T ]×R)

that satisfies

0 = gt + agyy + bgy + cg+
d
1−q(0∨ u)

q, g(T , ·) = ε̂. (4.30)

Proof. If q < 1 and u > h > 0, then f , d
1−q(0∨ u)

q ∈ C1,2
b ([0, T ]×R).

If q > 1 with u 6 h <∞, then f is Lipschitz continuous since

|f(t,y) − f(t ′,y ′)| 6 | d1−q |qh
q−1

|u(t,y) − u(t ′,y ′)|.

In either case, by classical results, there exists a unique g ∈ C1,2
b ([0, T ]×

R) satisfying (4.30); see, e.g., Corollary C.2 (p. 188) in this thesis, or
Theorem 5.1 in Ladyženskaja et al. (1968), p. 320.

To establish the link between the iterated solutions hn of the
Cauchy problem and the stochastic processes Xt0,y0

(n) of Section 4.2,
we first record a simple uniqueness result:

lemma 4.25. For every n ∈ N, the process X(n) , X
t0,y0
(n) defined in Theo-

rem 4.14 is the unique solution of the linear BSDE

dX(n)
t = −

[
d
1−q

(
0∨X

(n−1)
t

)q
+ c(ηt0,y0

t )X
(n)
t

]
dt+Z(n)

t dWt, (4.31)

with terminal condition X(n)
T = ε̂.

Proof. With ϕ , d
1−q(0∨X

(n−1))q, by definition of X(n), we have

X
(n)
t = Et

[∫T
t e
∫s
t c(η

t0 ,y0
τ )dτϕsds+ ε̂e

∫T
t c(η

t0 ,y0
τ )dτ

]
.

Since ϕ and c(ηt0,y0) are bounded processes, Propostion 2.77 shows
that X(n) is the unique solution of the linear backward equation
dX(n)
t = −[ϕt + c(η

t0,y0
t )X

(n)
t ]dt+Z(n)

t dWt.

The connection between hn and Xt0,y0
(n) is now given as follows:

theorem 4.26. For each n ∈N, we have hn = Φnε̂ ∈ D(Φ) and

hn(t,ηt0,y0
t ) =

(
X
t0,y0
(n)

)
t

for all t ∈ [t0, T ], (t0,y0) ∈ [0, T ]×R.
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Proof. The assertion is clearly true for n = 0, since h0 = Φ0ε̂ = ε̂ and
X
t0,y0
(0) = ε̂. Assume by induction that hn−1 = Φn−1ε̂ ∈ D(Φ) with

hn−1(t,ηt0,y0
t ) =

(
X
t0,y0
(n−1)

)
t

for all t ∈ [t0, T ] (4.32)

and all (t0,y0) ∈ [0, T ]×R. By Lemma 4.24, the function g , hn =

Φhn−1 ∈ C1,2
b ([0, T ]×R) is well-defined and satisfies

0 = gt + agyy + bgy + cg+
d
1−q(0∨ hn−1)

q, g(T , ·) = ε̂. (4.33)

Let (t0,y0) ∈ [0, T ]×R, let η , ηt0,y0 be given by (4.10), and set Xt ,
g(t,ηt). By (4.32), (4.33) and Itō’s formula we have

dXt = −
[
d
1−q

(
0∨

(
X
t0,y0
(n−1)

)
t

)q
+ c(ηt)Xt

]
dt+ZtdWt,

where Zt , gy(t,ηt)
√
2a(ηt) is bounded. Consequently, X is a solu-

tion of (4.31), so, by Lemma 4.25, we must have X = Xt0,y0
(n) . Thus

hn(t,ηt0,y0
t ) =

(
X
t0,y0
(n)

)
t

for all t ∈ [t0, T ], (t0,y0) ∈ [0, T ]×R.

Theorem 4.14 implies h 6 X
t0,y0
(n) for q < 1 and X

t0,y0
(n) 6 h for q > 1.

Hence hn ∈ D(Φ), and the induction is complete.

The convergence hn → h is now a corollary of the analysis in Sec-
tion 4.2.

corollary 4.27. Let h ∈ C1,2
b ([0, T ] ×R) be the unique solution of the

semilinear Cauchy problem equation (4.9) as given by Theorem 4.10. More-
over, let hn , Φnε̂ ∈ C1,2

b ([0, T ]×R) be defined recursively as the unique
bounded solution of the Cauchy problem

0 = (hn)t + a(hn)yy + b(hn)y + chn + d
1−q(0∨ hn−1)

q, hn(T , ·) = ε̂.

Then, with the constants K,k > 0 given in (4.16), we have

‖hn − h‖∞ 6 K
(
k
n

)n for all n > k
e .

Proof. By Theorem 4.26, we have hn(t,ηt0,y0
t ) =

(
X
t0,y0
(n)

)
t

for all t ∈
[t0, T ] and all (t0,y0) ∈ [0, T ]×R. Thus Theorem 4.14 yields

|hn(t0,y0) − h(t0,y0)| = |
(
X
t0,y0
(n)

)
t0

−Xt0,y0
t0

|

6 ‖Xt0,y0
(n) −Xt0,y0‖∞ 6 K

(
k
n

)n
for all n > k

e uniformly in (t0,y0) ∈ [0, T ]×R.

4.5.2 Convergence rate of the PDE iteration in C0,1

In this section, we use the probabilistic representation (4.23) of h to
demonstrate that both hn and (hn)y converge uniformly to h and hy.
We also identify the relevant convergence rate.
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For this, we require slightly stronger regularity conditions on the
coefficients in

0 = ht + ahyy + bhy + ch+ d
1−qh

q, h(T , ·) = ε̂. (4.9)

In addition, we shall assume that b has a bounded Lipschitz contin-
uous derivative. For easy reference, we explicitly list all assumptions
on the coefficients:

(C1) a,b, c : R→ R are bounded and Lipschitz continuous.

(C2’) a and b have bounded Lipschitz continuous derivatives and
satisfy infy∈R a(y) > 0.

(C3) d and ε̂ are positive constants.

For the reduced HJB equation (4.6), these conditions are met if we
replace (A1) by the following slightly stronger regularity condition:

(A1’) The coefficients r, λ,σ,α,β are bounded with bounded and Lip-
schitz continuous derivatives.

Similarly as in Lemma 4.7, this assumption guarantees that

b = α̃ and a = β2/2

have a bounded Lipschitz continuous derivative.
Our assumptions on a and b imply the following estimate for the

derivative of the semigroup (Ps)s∈[0,T ] generated by η0,·:

proposition 4.28. Assume that (C1) and (C2’) are satisfied, and let Derivative of the
semigroup(Ps)s∈[0,T ] be the semigroup associated with the process η0,· which is given

by (4.10). Then, there exists a constant M > 0 such that

‖D(Ptf)‖∞ 6Mt−
1
2 ‖f‖∞ for all t ∈ [0, T ] and all f ∈ Cb(R).

Proof. See Theorem 1.5.2 in Cerrai (2001) or Theorem 3.3 in Bertoldi
and Lorenzi (2005).

Remark. We refer to Elworthy and Li (1994) and Cerrai (1996) for re-
lated results. For Hölder-continuous f ∈ Cb(R), results like Proposi-
tion 4.28 are well-known in the literature on parabolic PDEs; see, e.g.,
Ladyženskaja et al. (1968). �

We are now in a position to establish the convergence of our fixed
point iteration in C0,1

b ([0, T ]×R), endowed with the norm ‖h‖C0,1 ,
‖h‖∞ + ‖ ∂∂yh‖∞. This provides the rigorous basis for the numerical
method in Section 4.6 below.

theorem 4.29. The functions hn (n = 1, 2, . . . ) are uniformly bounded in Convergence of
derivativeC0,1

b ([0, T ]×R), and we have

‖hn − h‖C0,1 6 2kM
√
T
(
‖c‖∞Kn + 1

eT

) (
k
n−1

)n−1 for all n > k
e + 1,

where K,k > 0 are given by (4.16) and M > 0 is given in Proposition 4.28.
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Proof. Lemma 4.25 shows that(
X
t0,y0
(n)

)
t
= Et

[∫T
t

(
d
1−q

(
0∨

(
X
t0,y0
(n−1)

)
s

)q
+ c(ηs)

(
X
t0,y0
(n)

)
s

)
ds+ ε̂

]
for all t ∈ [t0, T ] and all n ∈ N. Moreover, Theorem 4.26 implies that
hn(t,ηt0,y0

t ) =
(
X
t0,y0
(n)

)
t

for each n ∈ N. With fn , d
1−q(0∨ hn)

q, we
can thus represent hn via

hn(t0,y0) =
∫T−t0
0 (Psh̃n(t0, s, ·))(y0)ds+ ε̂,

where (Ps)s∈[0,T ] denotes the semigroup corresponding to η0,·, and
where h̃n(t, s,y) , fn−1(s + t,y) + c(y)hn(s + t,y). Analogously, by
Theorem 4.17, we obtain

h(t0,y0) =
∫T−t
0 (Psh̃(t0, s, ·))(y)ds+ ε̂,

where h̃(t, s, ·) , d
1−qh(s+ t, ·)q + ch(s+ t, ·). Setting vn , h̃n − h̃, we

thus have
hn(t0, ·) − h(t0, ·) =

∫T−t0
0 Psvn(t0, s, ·)ds.

With K,k > 0 given by (4.16), inequality (4.19) from the proof of
Lemma 4.15 (p. 118) yields

‖vn‖∞ 6 ‖c‖∞‖hn − h‖∞ + d
|1−q|

k
d

|1−q|
eT ‖hn−1 − h‖∞

6 ‖c‖∞K( kn)n + k
eT

(
k
n−1

)n−1,

where the last inequality follows from Corollary 4.27.
Now, Proposition 4.28 implies

‖ ∂∂yhn(t0, ·) − ∂
∂yh(t0, ·)‖∞ 6M‖vn‖∞∫T−t00

1√
s

ds 6 2
√
TM‖vn‖∞,

and the proof is complete.

4.6 numerical results

4.6.1 User’s guide

Before we study specific applications, we provide a general out-
line that explains how to apply our theoretical results to concrete
consumption-portfolio problems and asset pricing models. By The-
orem 4.9, the solution to the consumption-portfolio problem (P) is
given by the optimal policies (π̂, ĉ) in (4.8). These depend on the
solution of the reduced HJB equation

0 = ht − r̃h+ α̃hy +
1
2β
2hyy +

δψ

1−qh
q, h(T , ·) = ε̂, (4.6)

see also Definition 4.5. Analogously, in the asset pricing framework
of Section 4.4, the state-price deflator is given by

mt = δ exp
(
δφ−γ
1−φ

∫t
0h(s, Ys)

− 1
θds− δθt

)
C
−γ
t h(t, Yt)1−

1
θ , (4.29)
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where h satisfies the semilinear partial differential equation

0 = ht + r̃h+ α̃hy +
1
2β
2hyy +

δ
1−qh

q, h(T , ·) = ε̂ = ε1−γ. (4.28)

Both equation (4.6) and equation (4.28) are of the form

0 = ht + ahyy + bhy + ch+ d
1−qh

q, h(T , ·) = ε̂, (4.9)

and hence Theorem 4.10 implies that both PDEs have a unique
bounded classical solution.

Algorithm 4.1 below provides a step-by-step method for the con-
struction of solutions to PDEs of the form (4.9). This algorithm is
easy to implement and relies solely on an efficient method for solv-
ing linear PDEs as a prerequisite. Consistency of this approach is
guaranteed by Theorem 4.29, which demonstrates that the sequence
of solutions provided by Algorithm 4.1 converges to the solution of
(4.9). Theorem 4.29 also implies that the same is true for the associ-
ated derivatives. Additionally, Theorem 4.29 ensures a superexponen-
tial speed of convergence.

algorithm 4.1.

(1) Set h0 , ε̂ and n , 1.

(2) Compute hn as the solution g of the linear inhomogeneous PDE

0 = gt + agyy + bgy + cg+
d
1−q(0∨ hn−1)

q, g(T , ·) = ε̂. (∗)

(3) If hn is not sufficiently close to hn−1, increase n by 1 and return
to step (2).

To solve the linear PDE (∗) in Step (2), we use a semi-implicit Crank-
Nicolson scheme. Notice that the relevant finite-difference matrices
depend on the linear part of the PDE (∗) only. Therefore, the con-
struction and LU decomposition of these matrices need to be carried
out only once, in a precomputation step. This is one important fea-
ture that contributes to the excellent numerical performance of our
method.
Remark. Our results require the coefficients of the state process to sat-
isfy assumptions (A1’) and (A2). These are standard regularity con-
ditions, but they may not be satisfied for specific models such as the
Heston (1993) model below. In this case, we implicitly understand that
the relevant model has been suitably truncated (say at stochastic volatil-
ity levels 0.0001% and 10000%), so that these conditions are satisfied.
Notice that truncations of this kind are implicit in any numerical im-
plementation of a possibly unbounded model on a finite grid. �

In some applications (e.g., asset pricing), the solution to an infinite-
horizon problem is needed. In this case, the following extension of
Algorithm 4.1 can be used:
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algorithm 4.2.

(1) Fix ε > 0 and a moderate time horizon T and set h0 , ε̂ and n , 1.

(2) Use Algorithm 4.1 to compute hn as the solution h of the finite-
horizon semilinear PDE

0 = ht + ahyy + bhy + ch+ d
1−qh

q, h(T , ·) = hn−1(0, ·).

(3) If hn(0, ·) is not sufficiently close to hn−1(0, ·), increase n by 1 and
return to (2); otherwise return h , hn(0, ·).

In Step (1) one may take, e.g., ε = 1 and T = 1. By construction, it is
clear that gn : [0,nT ]×R → R with gn(t,y) , hn−k(t− kT ,y) for t ∈
[kT , (k+ 1)T ] solves

0 = gt + agyy + bgy + cg+
d
1−qg

q, g(nT , ·) = ε̂.

Under a suitable transversality condition, the limit

h , lim
n→∞gn(0, ·)

is a solution of the infinite-horizon equation

0 = ahyy + bhy + ch+ d
1−qh

q;

see Duffie and Lions (1992) or Appendix C of Duffie and Epstein
(1992b) with C. Skiadas. The specific choice of ε and T becomes irrel-
evant in the limit n→∞.

4.6.2 Consumption-portfolio optimization with stochastic volatility

Generalized square-root and GARCH diffusions

We first illustrate our approach for the model specification

dSt = St[(r+ λ̄Yt)dt+
√
YtdWt] (4.34)

with constant interest rate r and constant λ̄, i.e., we consider a stochas-
tic volatility model with stochastic excess return. The state process
satisfies

dYt = (ϑ− κYt)dt+ β̄Ypt (ρdWt +
√
1− ρ2dW̄t) (4.35)

with mean reversion level ϑ/κ, mean reversion speed κ, and p ∈
[0.5, 1]. For p = 0.5 we obtain the Heston (1993) model and for p =

1 a GARCH diffusion model. Note that closed-form solutions for
consumption-portfolio problems with such dynamics are only avail-
able in the special case p = 0.5, but solely with specific parameter
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choices. Further note that for p > 0.5 the model is not affine, and ex-
plicit solutions cannot be expected. The model coefficients are chosen
as follows:

r = 0.02, κ = 5, ϑκ = 0.152, λ̄ = 3.11, ρ = −0.5, and β̄ = 0.25, (4.36)

so that for p = 0.5 the calibration is similar to that of Liu and Pan
(2003). Furthermore, we assume that the agent’s rate of time prefer-
ence is δ = 0.05 and that his bequest motive is ε = 1. The time horizon
is set to T = 10 years. We begin with numerical examples for the
Heston model (i.e., p = 0.5 in (4.35)); unless explicitly stated other-
wise, all of the following figures are based on a Heston model with
parameters (4.36).

computational efficiency The theoretical convergence rate
identified in Theorem 4.29 materializes quickly in practice. Typical
running times for the solutions reported below are well under 5 sec-
onds.1 To quantify the convergence speed, Figure 3 depicts the loga-
rithmic relative deviations

log10

(‖hn − hn−1‖∞
‖hn−1‖∞

)
and log10

(
‖ ∂∂yhn − ∂

∂yhn−1‖∞
1+ ‖ ∂∂yhn−1‖∞

)
(4.37)

as a function of the number of iterations n. Figure 3 clearly illustrates
the superlinear convergence of our method. Figure 4 shows the con-
vergence of Algorithm 4.1. We plot the intermediate solutions after
n = 1, 2, . . . , 5, 10, 15 steps of the iteration. It is apparent that the al-
gorithm converges quickly: After n = 5 steps the solution is visually
indiscernible from subsequent iterations; the solutions for n > 15 are
even numerically indistinguishable.

optimal strategies Figure 5 illustrates the optimal consump-
tion-wealth ratio (c/x)? at time t = 0, as a function of initial volatility

1 Machine: Intel® Core™ i3-540 Processor (4M Cache, 3.06 GHz), 4 GB RAM.
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Figure 3: Logarithmic deviation from previous solution. This figure depicts the
convergence speed (4.37) of the value function.
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Figure 4: Approximation after n iteration steps. The functions hn described in
Algorithm 4.1 converge to the solution h of (4.6).
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Figure 5: Optimal consumption-wealth ratio (c/x)? at time t = 0 as a function
of initial volatility σ0 for a risk aversion of γ = 5.

σ0 for a risk aversion of γ = 5 and an EIS of ψ ∈ {0.5, 1, 1.5}. For rea-
sonable risk aversions, the optimal stock allocations as a function of
σ0 are almost flat. For instance, for γ ∈ {3, 4, 5, 6, 10} and ψ = 0.5 the
demands vary between about 110% and 30%.

comparison with known solutions Figure 6 shows a range
of solutions of (4.6) as the EIS ψ varies. Here we have chosen γ =

2 so that for ψ = 0.125 (the lowest graph in Figure 6) an explicit
solution is available (see Kraft et al. (2013)). For ψ = 1, we use the
finite-horizon analog of the explicit solution in Chacko and Viceira
(2005). The solutions for the other values of EIS are computed by
applying Algorithm 4.1. Note that Figure 6 depicts g , h

k
1−γ so that

the value function can be represented as

w(t, x,y) = 1
1−γx

1−γh(t,y)k = 1
1−γ (g(t,y)x)1−γ .

In this context, g can be interpreted as a cash multiplier.
Finally, we present comparative statics for the model (4.34) where

we vary the power p. Figure 7 shows the value of the stock demand
π? at time t = 0 as a function of the initial volatility σ0 and the power
p; here, γ = 5 and ψ = 1.5.
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Figure 6: Value function for different EIS. This figure compares the function
h

k
1−γ at time t = 0 for a RRA of γ = 2.
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Figure 7: Optimal stock demand and power. This figure depicts the optimal
stock demand π? at time t = 0 as a function of initial volatility
σ0 and the power p. The model is (4.34) so p = 0.5 corresponds
to the Heston model. The calibration is given by parameters (4.36),
the agent’s RRA is γ = 5 and his EIS is ψ = 1.5.

Exponential Vašíček model

As another application, we consider a stochastic volatility model
where the volatility is lognormally distributed. The asset price dy-
namics are

dSt = St[(r+ λ̄e2Yt)dt+ eYtdWt]

with interest rate r = 0.05 and λ̄ = 3.11. The state process

dYt = (ϑ− κYt)dt+ β̄(ρdWt +
√
1− ρ2dW̄t)

is an Ornstein-Uhlenbeck process with mean reversion speed κ = 5

and mean reversion level ϑ/κ = −1.933. The correlation is set to ρ =

−0.5 and we put β̄ = 0.57. These parameters are chosen in such a
way that the long-term mean and variance of the squared-volatility
process σt = e2Yt coincide with those of the squared volatility process
in the Heston model (4.35) calibrated according to (4.36). We continue
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to use the time preference rate δ = 0.05 and bequest weight ε = 1.
Unless stated otherwise, from now on, all figures are based on the
above exponential Vašíček model with parameters

κ = 5, ϑ/κ = −1.933, ρ = −0.5 and β̄ = 0.57.

optimal strategies Figure 8 depicts the optimal consumption-
wealth ratio at time t = 0 as a function of initial volatility for a risk
aversion of γ = 5 and an EIS of ψ ∈ {0.5, 1, 1.5}.
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Figure 8: Optimal consumption-wealth ratio (c/x)? at time t = 0 as a function
of initial volatility σ0 for γ = 5.

Figure 9 shows optimal stock allocations as a function of initial
volatility for γ ∈ {3, 4, 5, 6, 10} and ψ = 0.5.
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Figure 9: Optimal stock demand and risk aversion. The optimal stock allocation
π? at time t = 0 is shown as a function of initial volatility σ0 for
different values of the RRA γ and an EIS of ψ = 0.5.

4.6.3 Asset pricing in disaster models

Generalized square-root and GARCH diffusions

In this subsection, we illustrate our general approach for disaster
models, which play an important role in asset pricing (see, e.g., Barro
(2006)). The endowment process is given by

dCt = Ct−
[
µdt+ σdWt + (eZt − 1)dNt

]
, (4.38)
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where N is a counting process with intensity λt = Yt. For p ∈ [0.5, 1]
the state process Y satisfies

dY = κ(λ̄− Yt)dt+ β̄Ypt (ρdWt +
√
1− ρ2dW̄t) (4.39)

with mean reversion speed κ = 0.080 and mean reversion level λ̄ =

0.0355. Moreover, we set µ = 0.0252, σ = 0.02 and β̄ = 0.067. The time
preference rate is δ = 0.012. The random variables Zt that model the
sizes of disaster events are independent of W, W̄ and N and satisfy
Eν[e(1−γ)Zt ] = e(1−γ)0.15. The parameters are calibrated such that for
p = 0.5 the model of Wachter (2013) obtains. Until stated otherwise,
all figures that follow are based on (4.38), (4.39) with the above pa-
rameterization. Moreover, we fix p = 0.5 unless stated otherwise.

In the following, we present results for an infinite-horizon economy
by applying Algorithm 4.2. Depending on the choice of the model pa-
rameters, typical computation times until a steady state is reached
vary between 30 and 90 seconds.2 To demonstrate the efficiency of
the algorithm, we first study the convergence to the steady state for
bequest motives ε ∈ {0.1, 1, 10}. Figure 10 shows the maximal distance
of the corresponding finite time-horizon PDE solution to the infinite-
horizon stationary solution if γ = 3, ψ = 1.5, and ρ = 0. As expected,
the steady-state solutions are independent of the weight on the be-
quest motive.

Figure 11 depicts the consumption-wealth ratio as a function of the
agent’s risk aversion for an initial intensity of λ0 = λ̄, a correlation of
ρ = 0, and an EIS of ψ ∈ {0.5, 1, 1.5}.

Figure 12 shows the consumption-wealth ratio as a function of ρ
and λ0. Here the representative agent’s EIS is set to ψ = 0.5 and his
risk aversion is γ = 3.

Finally, we analyze the influence of the power p in (4.39). Figure 13
shows the consumption-wealth ratio as a function of the power p and
the initial intensity λ0. Here we set γ = 3, ψ = 1.5 and ρ = 0. Note that
for p > 0.5 the model fails to be affine, and closed-form solutions are
not available even for unit EIS.

2 Machine: Intel® Core™ i3-540 Processor (4M Cache, 3.06 GHz), 4 GB RAM
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Figure 10: Maximal distance to the stationary solution. This figure shows the
convergence speed for alternative values of the bequest motive ε.
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Figure 11: Consumption-wealth ratio in Wachter’s model as a function of the
RRA γ for alternative levels of EIS ψ and correlation ρ = 0.
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Figure 12: Consumption-wealth ratio in Wachter’s model as a function of corre-
lation ρ and initial intensity λ0. The representative agent’s RRA
is γ = 3 and his EIS is ψ = 0.5.
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Figure 13: Consumption-wealth ratio in the generalized square-root and GARCH
models as a function of the power p and the initial intensity λ0.
Correlation, RRA and EIS are ρ = 0, γ = 3 and ψ = 1.5.
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Exponential Vašíček model

As our last application, we consider a variant of Wachter’s model
where the intensity process follows an exponential Vašíček process.
Aggregate consumption follows the dynamics (4.38) where the count-
ing process N has intensity λt = eYt and the state process Y satisfies
dY = (ϑ−κYt)dt+ β̄(ρdWt+

√
1− ρ2dW̄t). The mean reversion speed

is κ = 0.080 and the mean reversion level ȳ , ϑ/κ = −0.058. More-
over, we set µ = 0.0252, σ = 0.02 and β̄ = 0.305. These parameters
are chosen such that the long-term mean and variance of the inten-
sity process λ match those of the previous disaster model (4.39) for
p = 0.5. The time preference rate is set to δ = 0.012 and we assume
Eν[e(1−γ)Zt ] = e(1−γ)0.15. Figure 14 depicts the consumption-wealth
ratio as a function of γ for ψ ∈ {0.5, 1, 1.5}, λ0 = eȳ, and ρ = 0.
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Figure 14: Consumption-wealth ratio in exponential Vašíček model as a function
of the RRA γ for different values ψ of the EIS and ρ = 0.





A
A P P E N D I X : S U B L I N E A R E X P E C TAT I O N S

This chapter complements Chapter 2. While it provides proofs for
some of the results given in Section 2.4, it aims at being essentially
self-contained.

In Section A.1, an integral for measurable functions with respect
to finitely additive measures is constructed. Section A.2 is concerned
with sublinear expectation operators: First, sublinear expectation op-
erators given by families of finitely additive probability measures are
studied. Then, attention is restricted to sublinear expectation opera-
tors satisfying a Fatou property; completeness of associated function
and process spaces is proven. Finally, we show that every sublinear
expectation operator on a space of bounded random variables is given
by finitely additive probabilities.

In all of Appendix A, we fix a measurable space (Ω,A). Unless ex- Notation

plicitly stated otherwise, all notions requiring a measurable space are
to be understood with respect to (Ω,A). For instance, an A-measurable
function g : Ω → R will simply be referred to as a real-valued mea-
surable function, and the term finitely additive probability will signify a
finitely additive probability measure on (Ω,A). If S is a topological
space, B(S) denotes the Borel σ-algebra on S. We write L0(A;S) for
the collection of all measurable functions (Ω,A) → (S,B(S)). The lin-
ear space L0(A; R) of all real-valued measurable functions is simply
designated L0(A). Moreover, L∞(A) ⊂ L0(A) denotes the subspace
of all bounded measurable functions and ‖ · ‖∞ the corresponding
uniform norm.

a.1 integration with respect to finitely additive
measures

Let µ be a finite, finitely additive measure on A. The purpose of this
section is to define an integral with respect to µ for all positive mea-
surable functions. We adapt the usual development of the Lebesgue
integral (in the presentation of Rudin (1974)) to the finitely additive
situation. The starting point is the unambiguously defined integral
for simple functions.

Integration of simple functions

A measurable function s is called simple if it takes only finitely many Simple function

141
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different values α1, . . . αn ∈ [0,∞). In that case, the canonical represen-
tation of s is

s =
∑n
i=1αi1Ai , where Ai , {s = αi}, i = 1, . . . ,n,

and the integral of s (with respect to µ) is defined asIntegral of simple
function

µ[s] ,
∫
sdµ ,

∑n
i=1αiµ(Ai) ∈ R.

The integral of s over a subset A ∈ A is denoted by∫
Asdµ , µ[1As] =

∑n
i=1αiµ(Ai ∩A).

lemma A.1. Let s be a simple function. Then

s · µ : A→ [0,∞), A 7→
∫
Asdµ

is a finite, finitely additive measure on A.

Proof. Suppose that s has the canonical representation s =
∑n
i=1 αi1Ai

and let A,B ∈ A be disjoint. Since µ is additive, we get∫
A∪Bsdµ =

∑n
i=1αiµ(Ai ∩ (A∪B))

=
∑n
i=1αiµ(Ai ∩A) +

∑n
i=1αiµ(Ai ∩B) =

∫
Asdµ+

∫
Bsdµ,

which shows that s · µ is also additive.

lemma A.2. Let s, t be simple functions and α ∈ [0,∞). ThenAdditivity of
integral for simple

functions µ[s+ t] = µ[s] + µ[t] and µ[αs] = αµ[s].

Proof. Let s and t have canonical representations s =
∑n
i=1 αi1Ai and

t =
∑m
j=1 βj1Bj . For i = 1, . . . ,n and j = 1, . . . ,m, we put Cij , Ai ∩ Bj

and note that Ω is the disjoint union of the sets Cij. We have

(s+ t) · µ(Cij) =
∫
Cij

(s+ t)dµ = αiµ(Cij) +βjµ(Cij)

as well as

s · µ(Cij) = αiµ(Cij) and t · µ(Cij) = βjµ(Cij).

Now, Lemma A.1 implies that µ[s+ t] = µ[s] +µ[t]. Moreover, since αs
has the canonical representation αs =

∑n
i=1(ααi)1Ai , we immediately

get µ[αs] = αµ[s].

Integration of non-negative functions

definition A.3. The integral of a measurable function f : Ω → [0,∞]Integral of
non-negative

functions
(with respect to µ) is given by

µ[f] ,
∫
fdµ , sup

g∈S(f)
µ[g],

where S(f) denotes the collection of all simple functions g 6 f. �
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Some immediate consequences of the above definition are collected
in the following lemma:

lemma A.4. For all measurable functions f,g : Ω → [0,∞] and A,B ∈ A, Elementary
properties of the
integral

the following statements hold:

(i) If µ({f =∞}) > 0, then µ[f] =∞.

(ii) If µ({f 6= 0}) = 0, then µ[f] = 0.

(iii) If µ(A) = 0, then
∫
A fdµ = 0.

(iv) If f 6 g, then µ[f] 6 µ[g].

(v) If A ⊂ B, then
∫
A fdµ 6

∫
B fdµ.

(vi) For all constants 0 6 c <∞, we have µ[cf] = cµ[f].

Proof. If δ , µ({f = ∞}) > 0, we have hn , 1{f=∞}n ∈ S(f) for all
n ∈ N and thus µ[f] > µ[hn] = δn for all n ∈ N, establishing (i).
If µ({f > 0}) = 0 and h ∈ S(f), then µ({h > 0}) = 0, and we see that
µ[h] = 0. This yields (ii), which immediately implies (iii). If f 6 g, then
S(f) ⊂ S(g) and (iv) follows; (v) is immediate from (iv).

To prove (vi), we note that cS(f) = S(cf). Hence linearity of µ[·] on
step functions (Lemma A.2) implies

µ[cf] = sup
h∈S(f)

µ[cf] = sup
h∈S(f)

cµ[f] = cµ[f],

and positive homogeneity is established.

Remark. The monotone convergence theorem is valid for the integral Monotone
convergence,
Fatou’s Lemma
and countable
additivity

from Definition A.3 if and only if µ is countably additive: Clearly,
validity of the monotone convergence theorem implies that µ is σ-
continuous from below, which in turn implies countable additivity.
On the other hand, if µ is countably additive, then monotone conver-
gence is in force (see, e.g., Theorem 1.26 in Rudin (1974)) and Defini-
tion A.3 yields the classical Lebesgue integral; in particular, Fatou’s
Lemma holds, i.e.,∫

lim inf
n→∞ fndµ 6 lim inf

n→∞
∫
fndµ for all mbl. fcts. fn : Ω→ [0,∞]. (�)

Conversely, if (�) holds and An ∈ A for each n ∈N with An ↓ A, then

lim
n→∞µ(An) = lim inf

n→∞
∫
1Andµ 6

∫
lim inf
n→∞ 1Andµ = µ(A).

Thus µ is continuous from above; since µ is finite, this implies that µ
is σ-additive. �

Additivity of the integral can be extended from simple functions to
arbitrary measurable functions without appealing to the monotone
convergence theorem. We will make use of the following elementary
approximation result for bounded measurable functions:
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lemma A.5. For every 0 6 f ∈ L∞(A), there exists an increasing sequence
(fn)n∈N ⊂ S(f) converging uniformly to f. Moreover, for any such sequence,
we have µ[f] = limn→∞ µ[fn].
Proof. To obtain such a sequence, simply choose fn = 2−nb2nfc. Since
(fn)n∈N ⊂ S(f) is increasing, monotonicity (Lemma A.4 (iv)) and the
definition of µ[f] immediately yield

lim
n→∞µ[fn] = sup

n∈N

µ[fn] 6 sup
h∈S(f)

µ[h] = µ[f].

On the other hand, for every h ∈ S(f) and every ε > 0, we have
h 6 fn + ε for all but finitely many n ∈N, because fn → f uniformly;
thus, Lemma A.4 (iv) and Lemma A.2 imply

µ[h] 6 µ[fn + ε] = µ[fn] + ε 6 sup
n∈N

µ[fn] + ε.

lemma A.6. Let f,g : Ω→ [0,∞] be measurable functions. ThenAdditivity of the
integral

µ[f+ g] = µ[f] + µ[g].

Proof. Let r ∈ S(f) and s ∈ S(g). Then r+ s ∈ S(f+ g) and Lemma A.2
implies

µ[r] + µ[s] = µ[r+ s] 6 sup
h∈S(f+g)

µ[h] = µ[f+ g],

so that µ[f] + µ[g] 6 µ[f+ g].
To prove the converse inequality, let h ∈ S(f+ g) and consider the

bounded functions f̃ , f ∧ ‖h‖∞ and g̃ , g ∧ ‖h‖∞. We note that
h 6 f̃+ g̃. Lemma A.5 yields a sequence (fn)n∈N ⊂ S(f̃) with

fn → f̃ uniformly, µ[fn]→ µ[f̃] and fn 6 f̃,

and a sequence (gn)n∈N ⊂ S(g̃) such that

gn → g̃ uniformly, µ[gn]→ µ[g̃] and gn 6 g̃.

Hence, for every k ∈N, we find some k 6 nk ∈N such that

h 6 f̃+ g̃ 6 fnk + gnk +
1
k

Now, Lemma A.4 (iv) and Lemma A.2 imply

µ[h] 6 µ[fnk + gnk +
1
k ] = µ[fnk ] + µ[gnk ] +

1
k → µ[f̃] + µ[g̃].

Since f̃ 6 f and g̃ 6 g, another application of Lemma A.4 (iv) gives

µ[h] 6 µ[f̃] + µ[g̃] 6 µ[f] + µ[g] for all h ∈ S(f+ g).
Therefore µ[f + g] = suph∈S(f+g) µ[h] 6 µ[f] + µ[g], and the proof is
complete.

Combining Lemma A.4 with Lemma A.6, we obtain two corollaries.

corollary A.7. The integral operator

µ[·] : L0(A; [0,∞])→ [0,∞], f 7→ µ[f]

is increasing, positively homogeneous and additive.

corollary A.8. Let f,g : Ω→ [0,∞] be measurable functions and suppose
that µ(f 6= g) = 0. Then µ[f] = µ[g].
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Integrable functions

A measurable function f : Ω → R is µ-integrable if
∫
|f|dµ < ∞; the

collection of all µ-integrable functions is denoted by L1(µ) ⊂ L0(A).
For all f,g ∈ L1(µ) and α,β ∈ R, Corollary A.7 implies∫

|αf+βg|dµ 6
∫(

|α||f|+ |β||g|
)

dµ = |α|
∫
|f|dµ+ |β|

∫
|g|dµ <∞

so that L1(µ) ⊂ L0(A) forms a linear space. For f ∈ L1(µ), both
∫
f+dµ

and
∫
f−dµ exist as real numbers.

definition A.9. The integral of a µ-integrable function f is given by Integral

µ[f] ,
∫
fdµ ,

∫
f+dµ−

∫
f−dµ ∈ R, f ∈ L1(µ). �

lemma A.10. The integral

µ[·] : L1(µ)→ R, f 7→ µ[f] =
∫
fdµ

is a positive linear operator.

Proof. Positivity is a consequence of Lemma A.4, and it remains to
prove linearity. Note that (−f)+ = f− and (−f)− = f+ so that

µ[−f] = µ[f−] − µ[f+] = −µ[f]. (A.1)

For α > 0, Corollary A.7 yields

µ[αf] = αµ[f+] −αµ[f−] = αµ[f], (A.2)

since (αf)+ = αf+ and (αf)− = αf−. Combining (A.2) and (A.1), we
get (A.2) for α < 0; hence, it only remains to prove

∫
(f + g)dµ =∫

fdµ+
∫
gdµ. Write h = f+ g and note that

h+ − h− = h = f+ g = (f+ − f−) + (g+ − g−),

so that
h+ + f− + g− = f+ + g+ + h−.

Integrating both sides with respect to µ, the claim follows from addi-
tivity for non-negative functions (Lemma A.6) upon rearranging.

Sometimes it will be convenient to regard the integral as an opera-
tor on the convex cone

K(µ) = {f ∈ L0(−∞,∞] : µ[f−] <∞}.

Note: As in the main text, a convex cone K ⊂ L0[−∞,∞] is, by definition, a set of

functions K ⊂ L0[−∞,∞] such that αf+βg ∈ K whenever 0 6 α,β <∞ and f,g ∈ K.

lemma A.11. The integral

µ[·] : K(µ)→ (−∞,∞], f 7→ µ[f] , µ[f+] − µ[f−],

is an increasing, additive and positively homogeneous operator.
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Proof. Let f,g ∈ K(µ) and α > 0. If f 6 g, then f+ 6 g+ and f− > g−

so that µ[f] = µ[f+] − µ[f−] 6 µ[g+] − µ[g−] = µ[g] by Corollary A.7.
Corollary A.7 also yields

µ[αf] = µ[αf+] − µ[αf−] = αµ[f+] −αµ[f−] = αµ[f] ∈ (−∞,∞].

If µ[f+] + µ[g+] <∞, then µ({f =∞}) = µ({g =∞}) = 0 by Lemma A.4;
thus, f̄ , f1{f<∞}, ḡ , g1{g<∞} ∈ L1(µ), and Corollary A.8 and
Lemma A.10 imply

µ[f] + µ[g] = µ[f̄] + µ[ḡ] = µ[f̄+ ḡ] = µ[f+ g].

It remains to prove additivity if µ[f+] = ∞; but then, µ[(f+ g)+] = ∞,
as well, and we have µ[f+ g] =∞ = µ[f] + µ[g].

On the space of bounded functions, the integral is particularly well-
behaved.

lemma A.12. The restriction of the integral to bounded functions,

µ[·] : L∞(A)→ R, f 7→ µ[f]

is a positive continuous linear operator with operator norm ‖µ[·]‖ = µ(Ω).

Proof. Clearly L∞(A) ⊂ L1(µ), and hence µ[·] is positive linear op-
erator by Lemma A.10. Moreover, for every f ∈ L∞(A), we have
f + ‖f‖∞ > 0, and hence 0 6 µ[f + ‖f‖∞] = µ[f] + µ(Ω)‖f‖∞. There-
fore −µ(Ω)‖f‖∞ 6 µ[f]. The same reasoning applies to ‖f‖∞ − f > 0

and shows that µ[f] 6 µ(Ω)‖f‖∞. Thus |µ[f]| 6 µ(Ω)‖f‖ and µ[·] is
continuous with ‖µ[·]‖ 6 µ(Ω) and µ[1] = µ(Ω).

We stress one important point: The integral defined in this section,
has the advantage of being defined for all non-negative measurable
functions; however, it does not coincide with the Dunford (1935) in-
tegral more commonly used in functional analysis; see, e.g., Dunford
and Schwartz (1958), Bhaskara Rao and Bhaskara Rao (1983), Luxem-
burg (1991). There, one also starts with the usual integral for simple
functions

D∫fdµ ,
∫
fdµ =

∑n
i=1αiµ(Ai),

but this integral is then extended to functions f which can be approx-
imated by simple functions fn in µ-measure in such a fashion that
there exists a unique limit

D∫fdµ , lim
n→∞D∫fn dµ = lim

n→∞
∫
fndµ,

see, e.g., Dunford and Schwartz (1958), p. 101ff. Since uniform con-
vergence implies convergence in µ-measure, Lemmas A.5 and A.12
show that Dunford’s integral coincides with µ[·] on L∞(A), where it
is just the unique continuous extension of the integral for simple func-
tions. This modest version of Dunford’s integral is all that is needed
to represent continuous linear functionals on L∞(A):
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lemma A.13. Let T : L∞(A)→ R be a positive continuous linear operator. Representation of
functionals on
L∞(A)

Then there exists a unique finitely additive measure m with m(Ω) = T [1]

such that T is the restriction of m[·] to L∞(A), i.e.,

Tg = m[g] =
∫
gdm for all g ∈ L∞(A). (?)

Proof. By (?), the only way to define m : A → R is via the formula
m(A) = T [1A]. Since T is linear, this gives rise to an additive set func-
tion. Positivity of T implies

0 6 m(A) 6 m(B) 6 m(Ω) = T [1], A ⊂ B, A,B ∈ A,

and hence m is in fact a finitely additive measure on A. Lemma A.12
guarantees thatm[·] is a positive continuous linear operator on L∞(A).
Hence, for f =

∑n
i=1 αi1Ai ∈ span{1A : A ∈ A} ⊂ L∞(A), we have

m[f] =
∑n
i=1αim(Ai) =

∑n
i=1αiT [1Ai ] = T [f].

Since span{1A : A ∈ A} is dense in L∞(A) and both m[·] and T are
continuous operators on L∞(A), representation (?) is established.

a.2 sublinear expectation operators

According to Definition 2.36, a (static) sublinear expectation operator E is
an extended real-valued function which is defined on a convex cone
K ⊂ L0(A; [−∞,∞]) containing all real constants and which is

◦ sublinear, i.e., E[X + Y] 6 E[X] + E[Y] and E[αX] = αE[X] for all
X, Y ∈ K and α > 0,

◦ monotone, i.e., E[X] 6 E[Y], for all X, Y ∈ K with X 6 Y, and

◦ constant-preserving, i.e., E[α] = α for all α ∈ R.

a.2.1 Sublinear expectation operators via additive probabilities

We associate a set K(M) and an operator M[·] : K(M) → (−∞,∞]

with every (non-empty) family of finitely additive probabilities M as
follows: The set K(M) is given by

K(M) ,
{
g ∈ L0(A; (−∞,∞]) : sup

m∈M

∫
g−dm <∞} ⊂ L0(A; (−∞,∞]),

and the operator M[·] is given by

M[·] : K(M)→ (−∞,∞], f 7→M[f] , sup
m∈M

m[f].

In the following, when we refer to a family of finitely additive proba-
bilities, we always mean a non-empty family.

lemma A.14. Let M be a family of finitely additive probabilities. Then M[·]
is a sublinear expectation operator on the convex cone K(M).
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Proof. Let f,g ∈ K(M) ⊂ L0(A; (−∞,∞]) and α,β > 0. Then αf+βg ∈
L0(A; (−∞,∞]). Since (αf+βg)− 6 αf− +βg−, we have∫

(αf+βg)−dq 6 α sup
m∈M

∫
f−dm+β sup

m∈M

∫
g−dm <∞

for all q ∈ M so that αf+ βg ∈ K(M); hence, K(M) is a convex cone.
Evidently, every constant function is contained in K(M) and M[·] :

K(M)→ (−∞,∞].
It remains to prove that M[·] is a sublinear expectation operator.

Note that, for each m ∈M, we have K(M) ⊂ K(m), so that

m : K(M)→ (−∞,∞], f 7→ m[f]

is an increasing, additive and positively homogeneous operator by
Lemma A.11. Moreover, m[α] = α for all α ∈ R. Therefore, the upper
envelope M[·] = supm∈Mm[·] also preserves constants and is increas-
ing, positively homogeneous and subadditive; hence, M is a sublinear
expectation operator.

Associated function spaces

Let M be a (non-empty) family of finitely additive probability mea-
sures. We consider the corresponding function spaces

Lp(M) ,
{
f ∈ L0(A) : M

[
|f|p
]
<∞} ⊂ L0(A), 1 6 p <∞.

If f,g ∈ Lp(M), then f+g ∈ L0(A), and monotonicity and sublinearity
of M[·] imply

M [|αf+ g|p] 6 2p (|α|pM [|f|p] +M [|g|p]) <∞
so that Lp(M) ⊂ L0(A) is a linear space contained in K(M).

For each p > 1, we consider the function

‖ · ‖M,p : L0(A; [−∞,∞])→ [0,∞], f 7→M
[
|f|p
] 1
p .

By definition, ‖ · ‖M,p is finite on Lp(M). Below, we establish that it
is a seminorm. As in Subsection 2.2.2 at the beginning of the present
thesis, this is achieved via Hölder’s inequality. The proof is a simpler
version of the one of Lemma 2.7.

lemma A.15. Let p,q > 1 with 1
p + 1

q = 1. For all X, Y ∈ L0(A; [0,∞]),Hölder inequality

we have
‖XY‖M,1 6 ‖X‖M,p‖Y‖M,q.

In particular, Lp(M) ·Lq(M) ⊂ L1(M).

Proof. Clearly XY ∈ L0(A; [0,∞]). For ε > 0 we put

X̄ ,
X

(ε+M[|X|p])
1
p

and Ȳ ,
Y

(ε+M[|Y|q])
1
q

,
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(where ∞/∞ , 0) and note that |X̄Ȳ| 6 1
p |X̄|

p + 1
q |Ȳ|

q by Young’s in-
equality; thus, by monotonicity and sublinearity of M[·], we obtain

M
[
|X̄Ȳ|

]
6M

[
1
p |X̄|

p + 1
q |Ȳ|

q
]
6 1
pM

[
|X̄|p

]
+ 1
qM

[
|Ȳ|q

]
.

Either X̄ = 0 or M[|X|p] <∞, and hence we have

M
[
|X̄|p

]
=M[|X|p]/

(
ε+M

[
|X|p

])
6 1 and M

[
|Ȳ|p

]
6 1

by positive homogeneity. Therefore M[|X̄Ȳ|] 6 1
p + 1

q = 1, and

M
[
|XY|

]
6
(
ε+M[|X|p]

) 1
p
(
ε+M[|Y|q]

) 1
q .

Letting ε→ 0 yields the claim.

corollary A.16. Let 1 6 p 6 q. For all X ∈ L0(A; [−∞,∞]), we have
‖X‖L,p 6 ‖X‖L,q and, in particular, Lq(M) ⊂ Lp(M).

With Hölder’s inequality, using a classical argument, one can prove
that ‖ · ‖M,p is a seminorm on Lp(M). We prove a slightly more gen-
eral statement which will be useful later on.

lemma A.17. Let X be a convex cone1 and suppose that ρ : X→ L0(A; [0,∞]) Norms

is sublinear. Then, the function

‖ρ‖M,p : X→ [0,∞], X 7→ ‖ρ(X)‖M,p

is sublinear. If X is a linear space, and if ρ is homogeneous and maps into
Lp(M), then ‖ρ‖M,p is a seminorm on X.

Proof. Positive homogeneity is obvious. To prove subadditivity of
‖ρ‖M,p, let X, Y ∈ X and set X̄ = ρ(X), Ȳ = ρ(Y) and Z̄ = ρ(X+ Y). Then
X̄, Ȳ, Z̄ ∈ L0(A; [0,∞]) and

|Z̄|p = Z̄ · |Z̄|p−1 6 X̄ · |Z̄|p−1 + Ȳ · |Z̄|p−1,

since ρ : X→ L0(A; [0,∞]) is subadditive. Monotonicity and sublinear-
ity of M[·] imply

M
[
|Z̄|p

]
6M

[
X̄ · |Z̄|p−1

]
+M

[
Ȳ · |Z̄|p−1

]
.

For p = 1, this gives ‖Z̄‖M,1 6 ‖X̄‖M,1 + ‖Ȳ‖M,1, thus establishing
subadditivity. To prove the claim for p > 1, we set q , p

p−1 and note
that ∥∥|Z̄|p−1∥∥q

M,q =M
[∣∣|Z̄|p−1∣∣q] =M [

|Z̄|p
]
= ‖Z̄‖pM,p.

1 Consistent with the meaning of convex cone above, here, a convex cone (K,+, ·)
means any commutative cancellative monoid (K,+) together with a scalar multipli-
cation · : [0,∞)×K→ K such that, for all α,β ∈ [0,∞) and x,y ∈ K, we have

1x = x, α(βx) = (αβ)x, α(x+ y) = αx+αy, (α+β)x = αx+βy, α,β ∈ [0,∞).

Note that any such convex cone can be embedded into a vector space in which it is
a convex cone in the usual sense.
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Since 1
p + 1

q = 1, Lemma A.15 yields∥∥X̄ · |Z̄|p−1∥∥
M,1 6 ‖X̄‖M,p‖|Z̄|p−1‖M,q = ‖X̄‖M,p‖Z̄‖

p
q

M,p

as well as∥∥Ȳ · |Z̄|p−1∥∥
M,1 6 ‖Ȳ‖M,p‖|Z̄|p−1‖M,q = ‖Ȳ‖M,p‖Z̄‖

p
q

M,p,

and we arrive at∥∥Z̄∥∥p
M,p 6

(
‖X̄‖M,p + ‖Ȳ‖M,p

)
‖Z̄‖

p
q

M,p.

If ‖Z̄‖M,p = 0, there is nothing to prove; otherwise, rearrange to obtain∥∥Z̄∥∥
M,p =

∥∥Z̄∥∥p− p
q

M,p 6 ‖X̄‖M,p + ‖Ȳ‖M,p.

Thus, the function ‖ρ‖M,p is subadditive.
Finally, if ρ is homogeneous and maps to Lp(M), and if X is a linear

space, then we have ‖ρ‖M,p : X→ [0,∞) as well as

‖ρ(αX)‖M,p =M
[∣∣|α|ρ(X)∣∣p] 1p = |α|‖ρ(X)‖M,p, X ∈ X,α ∈ R,

by sublinearity of M[·]; thus, ‖ρ‖M,p is a seminorm on X.

corollary A.18. For each p > 1, the map ‖ · ‖M,p is a seminorm on‖ · ‖M,p-
seminorm Lp(M).

Proof. Apply Lemma A.17 to X = Lp(M) and the homogeneous and
subadditive map ρ : Lp(M)→ Lp(M)∩L0(A; [0,∞]), X 7→ |X|.

Associated process spaces

Let (T ,T,µ) be a finite measure space and G ⊂ A ⊗ T a σ-algebra.
We write P0(G) = L0(G; R) for the linear space of all G-measurable
processes

X : Ω× T → R, (ω, t) 7→ Xt(ω).

For all numbers p,q > 1, we consider the p-q-seminorm

‖X‖p,q ,
∥∥|X|q‖M,p =M

[(∫
|Xt|

qµ(dt)
) p
q

] 1
p . (A.3)

Here, |f|q = (
∫
|f(t)|qµ(dt))

1
q denotes the seminorm of the Lebesgue

space Lq(µ). Lemma A.17 shows that ‖ · ‖p,q is a sublinear map on
the convex cone L0(A⊗ T; (−∞,∞]). Thus, for all p,q > 1,

Pp,q(M,µ;G) ,
{
X ∈ P0(G) : ‖X‖p,q <∞} (A.4)

is a linear spaces of G-measurable real-valued processes, and ‖ · ‖p,q

is a seminorm on Pp,q(M,µ;G).
To guarantee completeness of these process spaces and, in particu-

lar, of (Lp(M), ‖ · ‖M,p), we need an additional assumption – the Fatou
property. The following subsections are devoted to the Fatou property
and its ramifications.
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a.2.2 The Fatou property and upper probabilities

definition A.19. A family Q of finitely additive probabilities has the Fatou property

Fatou property if

Q
[
lim inf
n→∞ gn

]
6 lim inf

n→∞ Q[gn] for all (gn)n∈N ⊂ L0(A; [0,∞]).

In that case, the associated sublinear expectation operator Q[·] is Upper expectation

called an upper expectation, and the corresponding set function

Q(·) : A→ [0, 1], A 7→ Q(A) , Q[1A] = sup
q∈Q

q(A)

is said to be an upper probability. An event A ∈ A has upper probability Upper probability

u ∈ [0, 1] (w.r.t. Q) if Q(A) = u. An event A ∈ A is said to be Q- Negligible event
negligible (or simply negligible if Q is clear from the context) if it has
upper probability zero. If S[ω] is a statement depending on ω and
the event {ω ∈ Ω : S[ω] is false} is negligible, then we say that S holds
Q-essentially. �

It is easy to show that upper envelopes of countably additive prob-
ability measures have the Fatou property, see Example 2.39 (p. 38)
in the main part of this thesis. Indeed, most prominent examples of
upper probabilities are of that form.

Upper probabilities are countably subadditive:

lemma A.20. All upper probabilities Q are countably subadditive; i.e., for Countable
subadditivity of
upper probability

all An ∈ A, n ∈N, we have

Q (
⋃∞
n=1An) 6

∑∞
n=1Q(An).

In particular, countable unions of negligible events are negligible.

Proof. We set B1 , A1 and Bn , An \ Bn−1. Then Bn ∈ A, n ∈ N,
are pairwise disjoint with A ,

⋃∞
n=1 Bn =

⋃∞
n=1An. Now, we put

fn ,
∑n
k=1 1Bk . Then 0 6 fn ↑ f = 1A and, by the Fatou property of

the upper expectation Q, it follows that

Q(A) = Q[f] 6 lim inf
n→∞ Q[fn] 6 lim inf

n→∞ ∑nk=1Q[1Bk ],

as Q[·] is sublinear. Since Bk ⊂ Ak, monotonicity of Q[·] implies that
Q[1Bk ] 6 Q[1Ak ], and thus

Q(A) 6 lim inf
n→∞ ∑nk=1Q[1Ak ] =

∑∞
n=1Q(An).

lemma A.21. Let Q be an upper expectation and X : Ω → [−∞,∞] mea-
surable. If Q[|X|] = 0, then X vanishes Q-essentially.

Proof. By monotonicity and positive homogeneity of Q[·], we have

Q
[
1{|X|> 1

n }

]
6 nQ

[
1{|X|> 1

n }
|X|
]
6 n Q

[
|X|
]
= 0.

Since Q has the Fatou property, we get

Q(X 6= 0) = Q
[
1{|X|>0}

]
6 lim inf

n→∞ Q
[
1{|X|> 1

n }

]
= 0.
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lemma A.22. Let Q be an upper expectation and X : Ω → [0,∞] measur-Integrable
functions are

essentially finite
able. If Q[X] <∞, then X is Q-essentially everywhere finite.

Proof. Assume by contradiction that {X =∞} has positive upper prob-
ability; then q({X = ∞}) > 0 for some q ∈ Q, and hence q[X] = ∞ by
Lemma A.4. This implies that Q[X] =∞, a contradiction.

lemma A.23. Let Q be an upper expectation and X, Y ∈ L1(Q). If X and Y
coincide Q-essentially, then Q[X] = Q[Y].

Proof. By assumption, the sets A+ , {X+ 6= Y+} and A− , {X− 6= Y−}

are Q-negligible. In particular, q[X+] = q[Y+] and q[X−] = q[Y−] for
every q ∈ Q by Corollary A.8. Therefore

Q[X] = sup
q∈Q

(
q[X+] − q[X−]

)
= sup
q∈Q

(
q[Y+] − q[Y−]

)
= Q[Y].

a.2.3 Completeness results

This section is concerned with proving completeness of the process
spaces Pp,q(Q,µ;G), as introduced at the end of Subsection A.2.1 on
page 150.

standing assumptions In the following,

◦ Q is an upper probability,

◦ (T ,T,µ) is a finite measure space, and

◦ G ⊂ A⊗ T is a σ-algebra.

The proof of completeness hinges on the Fatou property of Q and
is very close to that of the classical Riesz-Fischer completeness theo-
rem for Lp-spaces (see, e.g., Rudin (1974), Theorem 3.11, p. 69ff.). The
Fatou property of Q yields a Fatou property for the p-q-seminorms.

lemma A.24. For all p,q > 1, the p-q-seminorm ‖ · ‖p,q (as given in (A.3)Fatou property of
p-q-seminorm on p. 150 with M = Q) satisfies the following Fatou property:

If (Xn)n∈N is a sequence in L0(A⊗ T; [0,∞]), then

‖ lim inf
n→∞ Xn‖p,q 6 lim inf

n→∞ ‖Xn‖p,q.

Proof. First, we note that the section Xn(ω) is T-measurable for all
ω ∈ Ω and every n ∈ N, since G ⊂ A⊗ T. Setting X , lim infn→∞ Xn,
Fatou’s lemma implies∫

Xt(ω)q µ(dt) 6 lim inf
n→∞

∫
Xnt (ω)q µ(dt) for all ω ∈ Ω.

By monotonicity of Q[·], we get

‖ lim inf
n→∞ Xn‖pp,q 6 Q

[
lim inf
n→∞

(∫
|Xnt |

q µ(dt)
) p
q
]
.
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Now, the Fatou property of Q[·] implies

‖X‖pp,q 6 lim inf
n→∞ Q

[(∫
|Xnt |

q µ(dt)
) p
q
]
= lim inf

n→∞ ‖Xn‖pp,q.

As a first consequence of the Fatou property, we see that Cauchy
sequences have subsequences which converge pointwise:

lemma A.25. Every ‖ · ‖p,q-Cauchy sequence (Xn)n∈N ⊂ Pp,q(Q,µ;G)
has a subsequence (Xnk)k∈N depending only on (‖Xn − Xm‖p,q)n,m∈N

such that the following holds: There exists a Q-negligible set N ∈ A and
a G-measurable real-valued process such that

lim
k→∞Xnkt (ω) = Xt(ω) for µ-a.e. t ∈ T and all ω ∈ Nc. (A.5)

Proof. We choose a subsequence (again denoted by (Xn)n∈N) such
that

‖Xn+1 −Xn‖p,q 6 2−n for all n ∈N. (A.6)

Clearly, this subsequence depends only on (‖Xn −Xm‖p,q)n,m∈N.
Now, for each n ∈N, we define a G-measurable process Yn via

Yn ,
∑n
k=1|X

k+1 −Xk| > 0. (A.7)

Clearly, Ynt (ω) ↑ Yt(ω) for all t ∈ [0, T ] and ω ∈ Ω, where (t,ω) 7→
Yt(ω) is a non-negative G-measurable process. Lemma A.24 implies

‖Y‖p,q 6 lim inf
n→∞ ‖Yn‖p,q, (A.8)

where we can estimate

‖Yn‖p,q 6
∑n
k=1

∥∥Xk+1 −Xk∥∥
p,q 6

∑∞
k=12

−k = 1, (A.9)

by definition of Yn (A.7), subadditivity of ‖ · ‖p,q and (A.6). In con-
junction with (A.8), estimate (A.9) shows that

Q
[(∫

|Yt|
q µ(dt)

) p
q

]
= ‖Y‖pp,q 6 1.

Hence, by Lemma A.22, the set N ∈ A of all ω with
∫
|Yt(ω)|qµ(dt) =∞ is a Q-negligible event. Therefore, for all ω ∈ Nc, there is a µ-null

set Aω ∈ T such that∑∞
k=1|X

k+1
t (ω) −Xkt (ω)| = Yt(ω) <∞ for all t ∈ Acω. (A.10)

From (A.10), we see that for every ε > 0, each ω ∈ Nc and every
t ∈ Acω there is some nε(ω, t) such that∑∞

k=nε(ω,t)|X
k+1
t (ω) −Xkt (ω)| < ε. (A.11)

By a telescoping sum argument, (A.11) implies that

(Xnt (ω))n∈N is Cauchy in R for each ω ∈ Nc and all t ∈ Acω. (A.12)
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Now, for all (ω, t) ∈ Ω× [0, T ], we set

Xt(ω) , 1{lim supn→∞ |Xnt |<∞}(ω) · lim sup
n→∞ Xnt (ω).

The process X : Ω × [0, T ] → R, (ω, t) → Xt(ω) thus defined is G-
measurable and, by (A.12), we have

Xt(ω) = lim
n→∞Xnt (ω) for all t ∈ Acω and every ω ∈ Nc.

This establishes (A.5) and concludes the proof.

Completeness of the process spaces is a consequence of pointwise
convergence and the Fatou property from Lemma A.24:

theorem A.26. The spaces Pp,q(Q,µ;G) are complete.

Proof. Let (Xn)n∈N be a Cauchy sequence in Pp,q(Q,µ;G). For brevity,
we write ‖ · ‖ , ‖ · ‖p,q. Lemma A.25 yields a G-measurable real-valued
process X such that

lim
k→∞Xnkt = Xt for µ-a.e. t ∈ T , Q-essentially.

Therefore

‖X‖ = ‖ lim inf
k→∞ Xnk‖ and ‖Xnk −X‖ = ‖ lim inf

`→∞ (Xnk −Xn`)‖,

and hence Lemma A.24 implies

‖X‖ 6 lim inf
k→∞ ‖Xnk‖ <∞ and ‖Xnk −X‖ 6 lim inf

`→∞ ‖Xnk −Xn`‖ k→∞−→ 0.

Thus X ∈ Pp,q and Xn → X in Pp,q.

We now apply Theorem A.26 to the seminormed spaces

Lp(Q) ,
{
f ∈ L0(A) : ‖f‖L,p ,M

[
|f|p
] 1
p <∞} , 1 6 p <∞,

which have been introduced in Subsection A.2.1, p. 148. Clearly,

(Lp(Q), ‖ · ‖L,p) can be identified with (Pp,p(Q,µ;G), ‖ · ‖p,p),

upon using the trivial specifications

T = {0}, T = 2T , G = A⊗ T = {A× {0} : A ∈ A}

and µ as the measure assigning mass 1 to {0}. Thus by Theorem A.26
and Lemma A.25 we obtain

corollary A.27. The spaces Lp(Q), p > 1, are complete. Every sequenceCompleteness of
Lp(Q) Xn → X in Lp(Q) has a subsequence (Xnk)k∈N depending only on the

seminorms (‖Xn −Xm‖L,p)n,m∈N such that

lim
k→∞Xnk(ω) = X(ω) for Q-essentially every ω ∈ Ω.
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a.2.4 The Banach space Lp(Q)

We write NQ for the collection of all Q-negligible sets and consider
the equivalence relation ∼Q on ΩR, induced by Q via

f ∼Q g ⇐⇒ f(ω) = g(ω) for all ω ∈ Ω \N and some N ∈ NQ.

The ∼Q-equivalence class of a function f ∈ ΩR will be denoted by [f]Q,
and we define

Lp(Q) ,
{
[f]Q : f ∈ Lp(Q)

}
⊂ ΩR/NQ , ΩR/∼Q

as the collection of all such equivalence classes containing a member
of Lp(Q). We have the following (trivial) result:

lemma A.28. For all p > 1, the operator

Q : Lp(Q)→ R, X 7→ Q[f], where f ∈ X∩L0(A),

is well-defined, and (Lp, ‖ · ‖L,p) is a normed space.

Proof. Let X ∈ Lp(Q). By definition of Lp(Q), there is some f ∈ Lp(Q)

such that X = [f]Q. In particular, f ∈ X ∩L0(A). Let g ∈ X ∩L0(A) be
arbitrary. Then f and g coincide Q-essentially, and hence Q[f] = Q[g]

(see Lemma A.23). Thus Q[·] is well-defined.
By definition, Lp(Q) is contained in the linear space ΩR/NQ. Let

X, Y ∈ Lp(Q) and α ∈ R, and choose f ∈ X∩Lp(Q) and g ∈ Y ∩Lp(Q).
Then αf+ g ∈ Lp(Q), since Lp(Q) is a linear space, and thus

αX+ Y = α[f]Q + [g]Q = [αf+ g]Q ∈ Lp(Q).

Since ‖ · ‖L,p is a seminorm on Lp(Q) (Corollary A.18) and Q[·] is
well-defined on Lp(Q), we obtain

‖X+ Y‖L,p = ‖f+ g‖L,p 6 ‖f‖L,p + ‖g‖L,p = ‖X‖L,p + ‖Y‖L,p

and, similarly, ‖αX‖L,p = |α|‖X‖L,p. It remains to check that

f ∼Q 0 ⇐⇒ ‖f‖L,p = 0

for all f ∈ ΩR. Since Q[·] is well-defined on Lp(Q), the validity of
“ =⇒ ” is obvious. For the other direction, we note that ‖f‖L,p = 0

means that Q[|g|p] = 0 for some g ∈ Lp(Q) with f ∼Q g. But then g
vanishes Q-essentially by Lemma A.21, and hence f ∼Q g ∼Q 0.

corollary A.29. If Q has the Fatou property, then Lp(Q) ⊂ ΩR/NQ is a
Banach space for all p > 1. If Xn → X in Lp(Q), then there exists a subse-
quence (Xnk)k∈N ⊂ Lp(Q) such that Xnk → X converges Q-essentially.

Proof. In view of Lemma 2.41, completeness of Lp(Q) and the conver-
gence statement are guaranteed by Corollary A.27.
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We continue this subsection with a brief investigation of conver-
gence in upper probability.

definition A.30. We say that a sequence (Xn)n∈N ⊂ L0(A) converges
to X in upper probability (in symbols: Xn

Q−→ X) if

lim
n→∞Q

(
|Xn −X| > ε

)
= 0 for all ε > 0.

We have the following simple relations between convergence in up-
per probability and Lp-convergence:

lemma A.31. Let (Xn)n∈N ⊂ L0(A).

(i) If Xn
Q−→ X, then, Q-essentially, Xnk → X for a subsequence.

(ii) If Xn → X in Lp(Q), then Xn
Q−→ X.

(iii) If (Xn)n∈N is uniformly bounded by a constant and Xn
Q−→ X, then

Xn → X in Lp.

(iv) Let g : R → R be continuous and suppose that Xn
Q−→ X. If g is

uniformly continuous, or if X ∈ L1(Q), then g(Xn)
Q−→ g(X).

Proof. (i) If Xn
Q−→ X, we can choose a subsequence such that

Q
(
|Xnk −X| > 2

−k
)
6 2−k.

Upper probabilities are countably subadditive by Lemma A.20; hence,
the event A` ,

⋃
k>`{|Xnk − X| > 2−k} satisfies Q(A`) 6 2−`+1. The

event on which Xnk fails to converge to X is contained in A` for all
` ∈N, and is thus Q-negligible.

(ii) By the properties of sublinear expection operators, we have

Q
(
|Xn −X| > ε

)
6 ε−pQ

[
1{|Xn−X|>ε}|Xn −X|p

]
6 ε−p‖Xn −X‖pL,p,

and hence Xn
Q−→ X whenever Xn → X in Lp(Q).

(iii) Suppose that |Xn| 6 K for all n ∈N and some K > 0. Then |X| 6

K as well, by (i). If Xn
Q−→ X, then sublinearity and monotonicity of

Q[·] imply

Q
[
|Xn −X|p

]
6 εp + 2pKpQ

(
|Xn −X| > ε

)
→ εp

for all ε > 0; thus, Xn → X in Lp(Q).

(iv) If g is uniformly continuous, then for each ε > 0, there is some
δ > 0 such that |g(x) − g(y)| 6 ε whenever |x− y| 6 δ. Therefore

Q
(
|g(Xn) − g(X)| > ε

)
6 Q

(
|Xn −X| > δ

)
→ 0,

that is, g(Xn)
Q−→ g(X).
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If g is merely continuous, we apply the previous step to the uni-
formly continuous function gm(x) , g((−m∨ x)∧m), and obtain

Q
(
|g(Xn) − g(X)| > ε

)
6 Q

(
|gm(Xn) − g

m(X)| > ε
)
+Q

(
|Xn −X| > 1

)
+Q(|X| > m− 1)

n→∞−→ Q(|X| > m− 1).

If X ∈ L1(Q), then we have Q(|X| > m) 6 Q[|X|]/m → 0, and thus
g(Xn)

Q−→ g(X).

In the next subsection, the following complete subspace of Lp(Q)

and its properties will be a useful tool. We define

L
p
b(Q) as the closure of

{
[f]Q ∈ Lp(Q) : f ∈ L∞(A)

}
in Lp(Q).

Similar to Denis et al. (2011), we have

lemma A.32. For X ∈ L0(A), we have

X ∈ Lpb(Q) ⇐⇒ Q
[
1{|X|>n}|X|

p
]
→ 0.

In this case, (−n∨X)∧n→ X in Lp(Q). In particular, we have

|X− Y|, X∧ Y, X∨ Y ∈ Lpb(Q) whenever X, Y ∈ Lpb(Q).

Proof. “⇒” Let X ∈ Lpb(Q) and ε > 0. Choose Y ∈ L∞(A) with ‖X−

Y‖L,p < ε, and note that

‖1{|X|>n}|X|‖L,p 6 ‖X− Y‖L,p + ‖Y‖∞Q(|X| > n) 1p 6 ε+ ‖Y‖∞‖X‖L,p
n .

“⇐” We set Xn , (−n ∨ X) ∧ n ∈ L∞(A), and note that |Xn − X| 6
1{|X|>n}|X| → 0 in Lp(Q); thus, X ∈ L

p
b(Q). This proves the charac-

terization and the Lp(Q)-convergence statement. The characterization
of Lpb(Q) immediately implies that |Z| ∈ Lpb(Q) whenever Z ∈ Lpb(Q),
which immediately yields the “in particular”-statement.

We note that Lemma A.32 shows in particular that X ∈ Lpb(Q) when-
ever |X| 6 |Y| for some Y ∈ Lpb(Q).

corollary A.33. For X ∈ L0(A), we have

|X|p ∈ L1b(Q) ⇐⇒ X ∈ Lpb(Q).

Proof. If |X|p ∈ L1b(Q), then

Q
[
1{|X|>n}|X|

p
]
6 Q

[
1{|X|p>n}|X|

p
]
→ 0,

by Lemma A.32; thus, X ∈ Lpb(Q). On the other hand, if X ∈ Lpb(Q), we
put ξn , (|X| ∧n)p ∈ L∞(A) and note that∥∥ξn − |X|p

∥∥
L,1 6 Q

[
1{|X|>n}|X|

p
]
→ 0

by Lemma A.32; hence, |X|p ∈ L1b(Q).
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On Lpb(Q), we have a dominated convergence theorem:

lemma A.34. Let Xn
Q−→ X and suppose that |Xn| 6 Y for all n ∈N and

some Y ∈ Lpb(Q). Then Xn → X in Lp(Q).

Proof. First note that |X| 6 Y by Lemma A.31 (i). We let ε > 0 and set
Xkn , (−k∨Xn)∧k and Xk , (−k∨X)∧k. Since |Xn| 6 Y for all n ∈N,
we have

‖Xkn −Xn‖pLp 6 Q
[
1{|Xn|>k}|Xn|

p
]
6 Q

[
1{|Y|>k}|Y|

p
]
→ 0

by Lemma A.32. Hence, we find k ∈ N such that ‖Xkn − Xn‖Lp < ε/2

for all n ∈ N. The same argument shows that ‖Xk − X‖Lp < ε/2, as
well. Therefore

‖Xn −X‖L,p 6 ε+ ‖Xkn −Xk‖L,p.

Lemma A.31 (iv) implies that Xkn
Q−→ Xk as n → ∞. But (Xkn)n∈N is

uniformly bounded by k, and thus Lemma A.31 (iii) yields the Lp(Q)-
convergence ‖Xkn −Xk‖L,p → 0.

a.2.5 Lebesgue families

Throughout this section, Q is an upper probability. We use our results
on the spaces Lp(Q) to build Lebesgue families (as in Definition 2.6).
To this end, let (Ft)t∈[0,T ] be a filtration with FT = A and suppose
that F0 is Q-trivial, i.e.,

A ∈ F0 =⇒ Q(A) = 0.

Defining
L
p
t (Q) ,

{
X ∈ Lp(Q) : X∩L0(Ft) 6= ∅

}
as the collection of all equivalence classes X ∈ Lp(Q) which have an
Ft-measurable representative, it is straightforward to see that{

(Lpt (Q), ‖ · ‖L,p) : t ∈ [0, T ], p > 1
}

is a Lebesgue family, that is, for all t ∈ [0, T ], we have

(L1) Lpt (Q) 6 ΩR/NQ for all p > 1,

(L2) Lps (Q) ⊂ Lqt (Q) for all p > q > 1 and 0 6 s 6 t,

(L3) Lpt (Q) = {X ∈ L1t (Q) : |X|p ∈ L1t (Q)} for all 1 6 p 6∞,

(L4) XY ∈ L1t (Q), if X ∈ Lpt (Q), Y ∈ Lqt (Q) and 1
p + 1

q = 1,

(L5) Lp0 (Q) = ι̇(R) for all p > 1, where ι̇ : R→ L10(Q), x 7→ [ω→ x]Q is
an order-preserving isometric isomorphism,

(L6) Lp+(Q) , {X ∈ Lp(Q) : X > 0} ⊂ Lp is closed.
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Here, (L1) is satisfied by construction and (L2)-(L4) follow from
Hölder’s inequality (see Lemma A.15 and Corollary A.16). Since F0 is
Q-trivial, every F0-measurable function is Q-essentially constant, and
we get (L5). Pointwise convergence for subsequences (Corollary A.29)
yields (L6).

To serve as an appropriate domain for a sublinear expectation, the
above family is usually to large. Instead, one works with a smaller
family that is obtained by taking Lp(Q)-closures of a | · |p-stable alge-
bra of (regular) functions which contains all constants:

From here on out, H ⊂ L∞(A) is a | · |p-stable function algebra
containing all constants, i.e.,

(H1) H ⊂ L∞(A),

(H2) αg+βh ∈ H if α,β ∈ R, g,h ∈ H,

(H3) fg ∈ H if f,g ∈ H,

(H4) |h|p ∈ H for all p > 1 if h ∈ H,

(H5) 1 ∈ H.

We note that | · |p-stability (H4) entails in particular that H is stable
under taking the maximum and minimum of finitely many elements.
We have the following result:

theorem A.35. Let H ⊂ L∞(A) be a | · |p-stable algebra of functions which
contains all constants, and set

L
p
t , clos

{
[h]Q ∈ ΩR/NQ : h ∈ H∩L0(Ft)

}
⊂ Lpt (Q), t ∈ [0, T ], p > 1.

Then {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} is a Lebesgue family.

We note that Lpt ⊂ Lpb for all t ∈ [0, T ] and p > 1 since H ⊂ L∞(A).

Proof. Let t ∈ [0, T ]. Since Lpt (Q) is a Banach space, the closure Lpt of
its subspace of Q-equivalence classes of functions from H ∩ L0(Ft)

is itself a Banach space. We now verify the properties (L1)-(L6) of a
Lebesgue family one by one:

(L1) By definition, Lpt 6 Lpt (Q) 6 Lp(Q) 6 ΩR/NQ.

(L2) Let 1 6 q 6 p and 0 6 s 6 t 6 T . Since H ∩L0(Fs) ⊂ H ∩L0(Ft),
the same is true for their Lq(Q)-closures Lqs and L

q
t . If Xn → X

in Lp(Q), then also Xn → X in Lq(Q), as ‖X‖L,p 6 ‖X‖L,q for all
X ∈ L1(Q) by Corollary A.16. Thus the Lq(Q)-closure is bigger
and Lps ⊂ Lqs . All in all, we have Lps ⊂ Lqs ⊂ Lqt .

(L3) We have to show that Lpt =
{
X ∈ L1t : |X|p ∈ L1t

}
.

“⊂” Let X ∈ Lpt and take hn ∈ H∩L0(Ft) such that ‖hn−X‖L,p →
0. By Corollary A.16, this implies ‖hn − X‖L,1 → 0, and we get
X ∈ L1t . Moreover, we have X ∈ Lpb(Q) since H ⊂ L∞(A). Hence
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|X|p ∈ L1b(Q) by Corollary A.33, and ξm , |X|p ∧m → |X|p in
L1(Q) by Lemma A.32. To prove that |X|p ∈ L1t , it thus suffices to
check that ξm ∈ L1t for allm ∈N. For this, set ηn , |hn|

p∧m and
note that ηn ∈ H since H is | · |p-stable and contains all real con-
stants. Now, we have ηn

Q−→ ξm as n→∞ by Lemma A.31 (iv).
But then, Lemma A.31 (iii) immediately yields ηn → ξm in
Lp(Q); hence ξm ∈ L1t .

“⊃” Now, let X ∈ L1t with |X|p ∈ L1t , and take hn ∈ H ∩ L0(Ft)

such that hn → X in L1(Q). In particular, |X|p ∈ L1b(Q), and thus
X ∈ Lpb(Q) by Corollary A.33. Lemma A.32 shows that ξm ,
(−m∨X)∧m→ X in Lp(Q). To prove that X ∈ Lpt , it thus suffices
to check that ξm ∈ Lpt for all m ∈N. This is again a consequence
of Lemma A.31, since ηn , (−m∨ hn)∧m ∈ H ∩L0(Ft).

(L4) Let 1p + 1
q = 1, X ∈ Lpt , and Y ∈ Lqt . We take Xn, Yn ∈ H ∩L0(Ft)

such that ‖Xn − X‖L,p + ‖Yn − Y‖L,q → 0. Then Pn , XnYn ∈
H ∩L0(Ft) by (H4), and we have

‖Pn −XY‖L,1 6 ‖Xn(Yn − Y)‖L,1 + ‖Y(Xn −X)‖L,1.

Now, Hölder’s inequality (Lemma A.15) implies

‖Pn −XY‖L,1 6 ‖Xn‖L,p‖Yn − Y‖L,q + ‖Y‖L,q‖Xn −X‖L,p → 0,

and we have shown that XY ∈ L1t .

(L5) Since F0 isQ-trivial, the intersection H∩L0(F0) consists solely of
Q-essentially constant functions. Hence Lp0 = clos(ι̇Q(R)), where
ι̇Q : R → ΩR/NQ maps a constant x ∈ R to the ∼Q-equivalence
class of the constant function ω 7→ x. Since ι̇Q is isometric, ι̇Q(R)

is complete, and thus Lp0 = clos(ι̇Q(R)) = ι̇Q(R).

(L6) Let 0 6 Xn ∈ Lpt and suppose that Xn → X in Lp(Q). By Corol-
lary A.29, Xnk → X outside a Q-negligible set for some subse-
quence, and thus X > 0 in Lp.

a.2.6 Sublinear expectation operators on L∞(A)

In Subsection A.2.1, we have seen how a family Q of finitely additive
probability measures gives rise to a sublinear expectation operator

Q[X] = sup
q∈Q

q[X].

In this subsection, we give a partial converse: We show that every sub-
linear expectation operator on L∞(A) is given by a family of finitely
additive probability measures. This representation result is by now
classic, see, e.g., Föllmer and Schied (2004). Our presentation is close
to the one in Peng (2010).
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theorem A.36. Let H 6 L∞(A) be a linear space of bounded measurable
functions containing all constants and let E be a real-valued function on
H. Then E is a sublinear expectation operator if and only if there exists
a (non-empty) family Q of finitely additive probability measures such that
E = Q[·]|H, i.e.,

E[h] = sup
q∈Q

∫
hdq for all h ∈ H. (A.13)

Since every family Q of finitely additive probability measures in-
duces a sublinear expectation operator Q[·] on K(Q) (and hence on
L∞(A)) via (A.13), it remains to show that every sublinear expecta-
tion operator admits a representation of the form (A.13). The basic
idea is simple: We prove that E can be represented as a supremum
of continuous linear functionals on L∞(A). Then (A.13) follows, since
every continuous linear functional on L∞(A) is given by a finitely
additive measure. We begin by extending E to all of L∞(A).

lemma A.37. Let E be a sublinear expectation operator defined on some
subspace H 6 L∞(A) which contains all constants. Then the envelope

Ē[g] , inf {E[h] : h ∈ H with h > g} , g ∈ L∞(A),

defines a sublinear expectation operator Ē on L∞(A) with Ē|H = E.

Proof. Given g ∈ L∞(A), we write U(g) ⊂ H for the collection of all
h ∈ H with h > g. Note that ‖g‖∞ ∈ U(g) and that infω∈Ω g(ω) 6 h

for every h ∈ U(g); hence,

−‖g‖∞ 6 inf
ω∈Ω

g(ω) 6 Ē[g] 6 ‖g‖∞ for every g ∈ L∞(A).

In particular, Ē maps L∞(A) onto R. Moreover, since E[g] 6 E[h] for all
g,h ∈ H with h > g, it is clear that Ē[g] = E[g] for all g ∈ H. Notably,
Ē preserves constants. It remains to check that Ē is monotone and
sublinear. To prove monotonicity, let f,g ∈ L∞(A) with f 6 g. Then
U(g) ⊂ U(f), and hence

Ē[f] = inf
h∈U(f)

E[h] 6 inf
h∈U(g)

E[h] = Ē[g].

To establish subadditivity, let f,g ∈ L∞(A) and choose (fn)n∈N ⊂ U(f)
and (gn)n∈N ⊂ U(g) such that E[fn] → Ē[f] as well as E[gn] → Ē[g].
Then, we have fn + gn ∈ U(f+ g), and we obtain

Ē[f+ g] 6 E[fn + gn] 6 E[fn] + E[gn]→ E[f] + E[g].

Positive homogeneity follows upon observing that U(αg) = αU(g) for
all α > 0 and g ∈ L∞(A).

Now, we show that E can be written as a supremum of continuous
linear functionals on L∞(A).
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lemma A.38. Under the assumptions of Theorem A.36, there exists a family
M of positive linear contractions T : H→ R with T1 = 1 such that

E[h] = sup
T∈M

Th for all h ∈ H. (A.14)

Proof. In view of Lemma A.37, we may suppose without loss of gen-
erality that E is defined on all of L∞(A).

We say that a linear functional T : Y ⊂ L∞(A)→ R is dominated by
E if Th 6 E[h] for all h ∈ Y, and we denote by M the set of all linear
functionals on L∞(A) which are dominated by E. We proceed to show
that for each h ∈ L∞(A), there is some Th ∈M with Thh = E[h]. Then
M is non-empty and it immediately follows that E[h] = supT∈M Th.

Thus let h ∈ L∞(A) and consider the linear functional τh[α · h] ,
α · E[h] on Y , span{h} ⊂ H.

For all α > 0, sublinearity of E implies τh[α · h] = E[α · h] as well as

0 = E[0] = E[α · h+ (−α) · h] 6 α · E[h] + E[(−α) · h],

which rearranges to τh[(−α) · h] = −α · E[h] 6 E[(−α) · h]. Thus τh is
dominated by E, and the Hahn-Banach Theorem (see, e.g., Theorem
5.53 in Aliprantis and Border (2006), p. 195) yields a linear functional
Th : H → R which is dominated by E and whose restriction to Y

coincides with τh. Hence Th ∈M with Thh = E[h] and

E[h] = sup
T∈M

Th for all h ∈ H,

which proves (A.14). It remains to show that M consists solely of
positive linear contractions with T1 = 1:

If T ∈M and 0 6 h ∈ L∞(A), then T [−h] 6 E[−h] 6 0 by monotonic-
ity of E, and hence Th = −T [−h] > 0. Moreover, if T ∈ M and α ∈ R,
then

Tα 6 E[α] = α and − Tα = T [−α] 6 E[−α] = −α, i.e., Tα = α,

because E dominates T and preserves constants. For the same reasons,
and because E[·] is monotone, for T ∈M and h ∈ L∞(A), we have

Th 6 E[h] 6 E[‖h‖∞] = ‖h‖∞ and

−(Th) = T(−h) 6 E[−h] 6 E[−‖h‖∞] = −‖h‖∞,

and hence |Th| 6 ‖h‖∞; thus, T is a contraction.

We now give the proof of the probabilistic representation result.

Proof of Theorem A.36. Suppose that E : H ⊂ L∞(A) is a sublinear
expectation operator. By Lemma A.38, there exists a family M of
positive linear contractions T : L∞(A) → R with T1 = 1 such that
E[h] = supT∈M Th for all h ∈ H. By Lemma A.13, each T ∈ M corre-
spond to a unique finitely additive probability mT with Tg =

∫
gdmT

for all g ∈ L∞(A). Setting Q , {mT : T ∈M}, we have

E[h] = sup
q∈Q

∫
hdq for all h ∈ H.
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a.3 integration of vector-valued functions

Let (S, S,µ) be a finite measure space and (X, | · |X) a Banach space. We
briefly review the theory of integration for functions f : S → X with
respect to µ. We focus on the aspects relevant for Chapter 2 of this
thesis, complementing the short outline of Subsection 2.2.4, and con-
fine ourself to presenting vector-valued integration as a consequence
of the real-valued theory. For additional background, we refer to Dun-
ford and Schwartz (1958) and Diestel and Uhl (1977), which are the
sources of the following exposition.

The (Lebesgue-Bochner) integration theory is developed starting
from simple functions. A measurable simple function f : S → X takes
finitely many values x1, . . . , xn ∈ X and satisfies Ai , f−1({xi}) ∈ S,
i = 1, . . . ,n; hence, f =

∑n
i=11Aixi. The collection of all measurable

simple functions forms a vector space and is denoted by E(µ;X).
The integral of a simple function f ∈ E(µ;X) with respect to µ is Integral for simple

functions∫
Afdµ ,

∑n
i=1µ(Ai ∩A)xi ∈ X, A ∈ S. (A.15)

Clearly, we have∣∣∫
Afdµ

∣∣
X
6
∑n
i=1µ(Ai ∩A)|xi|X =

∫
A|f(·)|X dµ, (A.16)

where the integral on the right-hand side is the classical Lebesgue
integral of the measurable function |f(·)|X : S→ [0,∞). The expression

‖f‖p ,
∣∣ |f(·)|X ∣∣p ,

(∫
|f(·)|pX dµ

)1/p, p > 1,

makes sense for all measurable functions f : S → X. On the space
Lp(µ;X) of all measurable functions f : S → X for which it is finite,
the mapping ‖ · ‖p is clearly a seminorm.

In particular, ‖ · ‖p is a seminorm on the space of simple functions
E(µ;X), and hence (A.16) shows that the integral

∫
A : E(µ;X) → X

is a continuous linear operator with respect to that seminorm. If
(fn)n∈N ⊂ E(µ;X) is a ‖ · ‖p-Cauchy sequence, then (fnk(s))k∈N is
a Cauchy sequence in X for µ-a.e. s ∈ S and a suitable subsequence
(nk)k∈N. Thus fnk converges µ almost everywhere to some measur-
able f ∈ Lp(µ;X), and we have ‖fn − f‖p → 0.

The completion Lp(µ;X) of E(µ;X) in Lp(µ;X) is a space of mea- Extension of the
integralsurable functions S→ X on which the (Lebesgue-Bochner) integral

∫
A

is uniquely defined by continuous extension. Identifying functions
that coincide µ-a.e., we obtain a Banach space, which we denote by
Lp(µ;X). The following characterization of Lp(µ;X) is very useful:

lemma A.39. For an X-valued measurable function f on S, the following Characterization
of integrable
functions

statements imply each other:

(a) f ∈ Lp(µ;X).

(b) f is µ-a.e. separably valued (i.e., {f(t) : t ∈ Nc} ⊂ X is separable for
some µ-null set N) and ‖f‖p <∞.
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In particular, Lp(µ;X) = Lp(µ;X) if X is a separable Banach space.

Proof. Every a.e. limit of a sequence of simple functions is clearly a.e.
separably valued. On the other hand, if f is a.e. separably valued it
is straightforward to produce a sequence of simple functions with
fn → f a.e. and |fn(·)|X 6 |f(·)|X + 1 a.e. Then fn → f ∈ Lp(µ;X)
by dominated convergence, and hence f ∈ Lp(µ;X); see also Lemma
III.6.7.9 in Dunford and Schwartz (1958), p. 147.

a.3.1 Integration on Lebesgue families

Let L = {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1} be a Lebesgue family (see Defini-
tion 2.6, p. 16) and let µ be a finite Borel measure on [0, T ]. Every one
of the spaces Lpt is a Banach space; the space L1(µ;Lpt ) of Lpt -valued
(Bochner) integrable functions was introduced above. Recall that the
(Bochner) integral is defined on L1(µ;Lpt ) as the unique continuous
linear operator∫

A : L1(µ;Lpt )→ L
p
t with

∥∥∫
Afdµ

∥∥
L,p 6

∫
A‖f(·)‖L,p dµ

that satisfies (A.15) for all measurable simple functions [0, T ]→ L
p
t .

Recall Definition 2.16 (p. 22): An Lp-process is function X : [0, T ] →
Lp, X 7→ Xt. If Xt ∈ Lpt for all t ∈ [0, T ], then X is adapted; if X is B([0, T ])-
B(Lp)-measurable, then X is measurable. The space of all measurable
and adapted Lp-processes is denoted by Xp(L).

The space of adapted µ-integrable Lp-processes is defined by

Pp , Pp(L,µ) ,
{
X ∈ Xp(L) : X1[0,t] ∈ L1(µ;Lpt ) for all t ∈ [0, T ]

}
and is equipped with the seminorm

‖X‖P,p ,
∫
[0,T ]‖Xt‖L,p µ(dt), X ∈ Pp(L,µ).

Remark. If LpT is separable, then Lemma A.39 above shows that

Pp(L,µ) =
{
X ∈ Xp(L) : ‖X‖P,p <∞}. �

lemma A.40. The seminormed space (Pp, ‖ · ‖P,p) is complete.

Proof. Since Xp(L) and L1(µ;Lpt ) are linear spaces for all t ∈ [0, T ],
it is clear that Pp = Pp(L,µ) is a linear space as well. It is immedi-
ate that ‖ · ‖P,p is a homogeneous and subadditive function on Xp(L);
moreover ‖ · ‖P,p is finite on L1(µ;Lp) ⊃ Pp. If (Xn)n∈N is a Cauchy se-
quence in Pp, then (Xn)n∈N is a Cauchy sequence in L1(µ;Lp). Hence
there is some X ∈ L1(µ;Lp) with ‖Xn − X‖P,p → 0, and there is a
subsequence (nk)k∈N and some µ-null set N ∈ B([0, T ]) such that
limk→∞ Xnkt = Xt in L

p
t for all t ∈ Nc. Hence the process Y , X1Nc

is both measurable and adapted. Moreover, Y = X1Nc ∈ L1(µ;Lp)
and ‖Xn − Y‖P,p → 0. In particular, (Xn1[0,t])n∈N is a Cauchy se-
quence in L1(µ,Lpt ) and ‖Xn1[0,t] − Y1[0,t]‖P,p → 0. This shows that
Y1[0,t] ∈ L1(µ;Lpt ); hence, Y ∈ Pp and Pp is complete.
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By Lemma A.40, we obtain a Banach space Pp as the quotient space

Pp , Pp/Np, where Np , {X ∈ Pp : ‖X‖P,p = 0},

that is, by identifying X, Y ∈ Pp if Xt = Yt for µ-a.e. t ∈ [0, T ]. We
have already seen that the integral is a continuous linear operator on
L1(µ;Lp), and hence we have

lemma A.41. The integral∫
A : Pp → Lp, X 7→

∫
AXdµ

is a continuous linear operator satisfying∥∥∫
AXdµ

∥∥
L,p 6

∫
A‖Xt‖L,p µ(dt) 6 ‖X‖P,p, X ∈ Pp,

for all A ∈ B([0, T ]).

a.3.2 Integration and classical probabilities

We now consider the special case where the Lebesgue family

L , {(Lpt , ‖ · ‖L,p) : t ∈ [0, T ], p > 1}

consists of the classical Lebesgue spaces

L
p
t = Lp(Ω,Ft,P), t ∈ [0, T ], p > 1,

on a complete filtered probability space (Ω,FT , (Ft)t∈[0,T ],P). Since all
of the spaces Lpt are separable, the space

Pp = Pp(L, dt) of adapted dt-integrable Lp-processes

consists precisely of all measurable functions f : ([0, T ],B([0, T ])) →
(Lp,B(Lp)) with f(t) ∈ Lpt for all t ∈ [0, T ] and

‖X‖P,p =
∫
[0,T ]‖X(t)‖L,p dt <∞.

In the present setting, one is more used to working with (progres-
sively) measurable stochastic processes X : Ω × [0, T ] → R. Let us
consider the space

P̃p ,
{
X progressive :

∫
[0,T ] E

[
|Xt|

p
] 1
p dt <∞}.

Here, t 7→ EP [|X|p]
1
p = ‖Xt‖L,p is measurable by Tonelli’s theorem;

for t 7→ supq∈Q Eq [|X|p]
1
p this does not need to be the case if Q is

uncountable. Clearly, the expression
∫
[0,T ] ‖Xt‖L,pdt defines a semi-

norm on P̃p; since it is given by the same formula as the the semi-
norm ‖ · ‖P,p on Pp, it will be denoted by ‖ · ‖P,p as well, with a slight
abuse of notation. For the weakest norm ‖X‖P,1, the space P̃1 is the
well-known complete seminormed space of product-integrable pro-
gressive processes.

Identifying processes in P̃p that coincide P⊗ dt-a.e., we obtain the
corresponding normed space, which we denote by Pp.
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lemma A.42. For each p > 1, (Pp, ‖ · ‖P,p) is a Banach space.

Proof. Let G denote the progressive σ-algebra on (Ω,FT , (Ft)t∈[0,T ],P).
Then P1 = L1(Ω× [0, T ],G,P⊗ dt) is a Banach space. If Xn → X in P1,
then Xnk → X converges P⊗ dt-a.e. for a subsequence.

Now, let (Xn)n∈N be a Cauchy sequence in Pp. Then

‖Xn −Xm‖P,1 =
∫
[0,T ]‖X(t)‖L,1 dt 6

∫
[0,T ]‖X(t)‖L,p dt = ‖Xn −Xm‖P,p

by Hölder’s inequality. Thus Xnk → X converges P⊗ dt-a.e. for a sub-
sequence and some X ∈ P1. Fatou’s lemma implies

‖Xt‖L,p = ‖ lim inf
k→∞ Xnkt ‖L,p 6 sup

n∈N

‖Xn‖L,p <∞ for dt-a.e t ∈ [0, T ].

Similarly, we obtain ‖Xnkt −Xt‖L,p 6 lim inf`→∞ ‖Xnkt −Xn`t ‖L,p for dt-
a.e. t ∈ [0, T ]. Integrating these inequalities from 0 to T and using
Fatou’s lemma again, we get

‖X‖P,p <∞ and ‖Xnk −X‖P,p 6 lim inf
`→∞ ‖Xnkt −Xn`t ‖P,p

k→∞−→ 0.

Thus X ∈ Pp and Xn → X in Pp.

In the following, we prove that Pp and Pp are isometrically isomor-
phic via the mapping

α : (Pp, ‖ · ‖P,p)→ (Pp, ‖ · ‖P,p), X 7→ α(X) , X1[0,∞)

(
E[|X|p]

)
.

Since ‖X‖P,p =
∫T
0 E[|Xt|p]

1
pdt < ∞, we have E[|Xt|p] < ∞ for dt-a.e.

t ∈ [0, T ], and hence

Xt = Xt1[0,∞)

(
E[|Xt|p]

)
= [α(X)]t in Lpt for dt-a.e. t ∈ [0, T ].

Thus α(X) is an adapted Lp-process which is a.e. equal to X; hence, if
α is well-defined, it clearly is an isometric homomorphism. To show
that α is well-defined, it remains to prove that α(X) is B([0, T ])-B(Lp)-
measurable. This, in turn, is a consequence of the following lemma:

lemma A.43. Let X : Ω× [0, T ] → R be A⊗B([0, T ])-measurable. Then
α(X) = X1[0,∞)(E[|X|p]) is B([0, T ])⊗B(Lp)-measurable.

Proof. Since Lp is a separable Banach space, it suffices to show that
the distance function

dξ : [0, T ]→ R, t 7→ ‖α(Xt) − ξ‖Lp is B([0, T ])-measurable

for every ξ ∈ Lp. For every ξ ∈ Lp(P) ⊂ L0(A), the process 0 6 Dξ ,
|X− ξ|p is A⊗B([0, T ])-measurable. Hence, by Tonelli’s theorem,

the map d̃ξ : [0, T ]→ [0,∞], t 7→ E[Dt] = E
[
|Xt − ξ|

p
]

is measurable

for every ξ ∈ Lp. Noting that

dξ =
(
d̃ξ
) 1
p · 1[0,∞)

(
d̃0
)
+ ‖ξ‖L,p · 1{∞}

(
d̃0
)
,

it follows that dξ is measurable for every ξ ∈ Lp.
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To prove that α is onto, for each f ∈ Pp, we need to produce an a.e.-
modification X ∈ Pp. This is achieved by an approximation argument.

lemma A.44. For every f ∈ Pp, there exists some X ∈ P̃p such that

Xt = f(t) in Lp for dt-a.e. t ∈ [0, T ].

Proof. For each n ∈ N and k ∈ {0, . . . ,n}, we put tnk , dTek/n∧ T and
choose a simple function

fnk ∈ E
(
µ;Lptnk

)
with ‖fnk1[0,tnk ] − f1[0,tnk ]‖P,p < 1/n2.

Now, for each n ∈N, we set

fn(t) , f(0)1{0}(t) +
∑n
k=1f

n
k1(tnk−1,tnk ](t) ∈ E(µ;Lp), t ∈ [0, T ],

and note that

‖fn − f‖P,p =
∑n
k=1

∫tnk
tnk−1
‖fnk (t) − f(t)‖L,p µ(dt) 6 1/n. (A.17)

Fixing some representation ξk ∈ Lp(P) for each one of the values
η1, . . . ηNn ∈ Lp of fn, n ∈N, we obtain a stochastic process

Xn : Ω× [0, T ]→ R with Xnt = f(t) in Lp for all t ∈ [0, T ]. (A.18)

By construction, for each t ∈ [0, T ], the restriction

Xn : Ω× [0, t]→ R is Ft+1/n ⊗B([0, t])-measurable, (A.19)

where Fs = FT for s > T . In particular, Xn is FT ⊗B([0, T ])-measurable.
For n,m ∈N, by Hölder’s inequality and (A.18), we have∫T

0 EP
[
|Xnt −Xmt |

]
dt 6

∫T
0 EP

[
|Xnt −Xmt |p

] 1
p dt = ‖fn − fm‖P,p,

and hence (A.17) implies that (Xn)n∈N is a Cauchy sequence in
L1(Ω× [0, T ],FT ⊗B([0, T ]),P⊗ dt). Passing to a subsequence, we may
thus assume that

Xnt converges in R, P-a.s. for dt-a.e. t ∈ [0, T ]. (A.20)

Selecting a further subsequence if necessary, we may additionally as-
sume that

fn(t)→ f(t) in Lp for dt-a.e. t ∈ [0, T ]. (A.21)

We now define X : Ω× [0, T ]→ R as the measurable limit

Xt , 1{lim supn→∞ |Xnt |<∞} lim sup
n→∞ Xnt , t ∈ [0, T ].

Then (A.18), (A.20) and (A.21) show that Xt = f(t) in L
p
t for dt-a.e.

t ∈ [0, T ]. Moreover, it follows from (A.19) that the restriction

X : Ω× [0, t]→ R is Ft+ε ⊗B([0, t])-measurable

for all ε > 0. Thus X is a progressively measurable a.e.-modification
of f. In particular, ‖X‖P,p = ‖f‖P,p <∞, and X ∈ P̃p is as desired.
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Note: Every f ∈ Pp is a limit of measurable simple functions [0, T ]→ Lp and hence it has

some FT ⊗B([0, T ])-measurable and adapted a.e.-modification X. Now, we can take the

optional projection oX (see e.g., Dellacherie and Meyer (1982), Theorem 43, p. 103) as

the optional (and, in particular, progressive) modification of f in Lemma A.44. As much

more is known about the structure of f, we prefer the direct and elementary argument

of Lemma A.44.

In view of Lemma A.43 and Lemma A.44, we have proven the follow-
ing proposition.

proposition A.45. The mappingOne-to-one
correspondence

of Pp and Pp α : (Pp, ‖ · ‖P,p)→ (Pp, ‖ · ‖P,p), X 7→ α(X) , X1[0,∞)

(
E[|X|p]

)
.

is an isometric isomorphism. In particular, for every X ∈ Pp, the image
f = α(X) ∈ Pp is uniquely characterized by the property

f(t) = Xt in Lp for dt-a.e. t ∈ [0, T ].

On (Pp, ‖ · ‖P,p), the pathwise Lebesgue integral∮
A : Pp → L1, X 7→

∮
AXt dt ,

[
ω 7→

∫
AXt(ω)dt

]
is well-defined: Indeed,

∮
AXt dt is measurable, and we have

EP
[∣∣∮
AXt dt

∣∣] 6 EP
[∮
A|Xt|dt

]
=
∫
A EP

[
|Xt|
]

dt 6 ‖X‖P,p

by Fubini’s theorem. Thus,
∮
A : Pp → L1 is a continuous linear op-

erator. Clearly,
∮
A is the canonical way to define an integral on Pp.

It is now natural to ask about the relationship between this pathwise
Lebesgue integral on Pp and the Bochner integral

∫
A Xdt on Pp. An

answer is readily given:

proposition A.46. Let X ∈ Pp and Y ∈ Pp such that Xt = Yt in Lp forConsitency of
integration dt-a.e. t ∈ [0, T ]. Then, the pathwise Lebesgue integral∮

AXt dt ,
[
ω 7→

∫
AXs(ω)dt

]
, A ∈ B([0, T ]),

defines a member of Lp which coincides with the Bochner integral
∫
A Yt dt.

In particular, we have∮
AXt dt =

∫
A[α(X)]t dt for all X ∈ Pp.

Proof. Let X be an elementary predictable process, i.e.,

Xt(ω) = ξ0(ω)1{0}(t) +
∑n
k=1ξk(ω)1(tk,tk+1](t), (ω, t) ∈ Ω× [0, T ],

where 0 6 t1 < · · · < tn 6 T and ξk ∈ L∞(Ftk). Then X ∈ Pp and
X induces a simple function f ∈ S(dt;Lp) via t 7→ f(t) , Xt ∈ Lp. In
particular, α(X) = f ∈ Pp. For each ω ∈ Ω, the Lebesgue integral I(ω)

of X(ω) is given by

I(ω) ,
∫
[0,T ]Xt(ω)dt =

∑n
k=1(tk+1 − tk)ξk(ω), ω ∈ Ω,
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and hence∮
[0,T ]Xtdt =

∑n
k=1(tk+1 − tk)ξk =

∑n
k=1f(ttk+1)(tk+1 − tk)

=
∫
[0,T ]fdt =

∫
[0,T ]α(X)dt in Lp.

Thus the pathwise Lebesgue integral satisfies∮
AXt dt =

∫
Aα(X)dt in Lp (A.22)

for all elementary predictable processes X. In particular, by continuity
of the Bochner integral (Lemma A.41), we have∥∥∮

AXt dt
∥∥
L,p =

∥∥∫
Aα(X)dt

∥∥
L,p 6 ‖α(X)‖P,p = ‖X‖P,p. (A.23)

By Lemma A.47 below, the collection of all elementary predictable
processes is dense in Pp; hence, we obtain∮

AXt dt =
∫
Aα(X)dt in Lp for all X ∈ Pp,

from (A.22), by continuity of the integrals (A.23) and since α is an
isometric isomorphism.

lemma A.47. Let X ∈ P̃p. Then there exists a sequence (Xn)n∈N of ele-
mentary predictable process such that ‖Xn −X‖P,p → 0.

Proof. We follow the standard argument, see, e.g., Ethier and Kurtz
(1986), Lemma 2.2 (p. 281).

By dominated convergence, we may assume that X is bounded and
it suffices to construct approximations that converge P ⊗ dt-a.e. It is
straightforward, to approximate continuous progressive processes by
elementary predictable processes, and hence we only need to show
that X can be approximated by continuous processes. We define a
bounded, progressively measurable and continuous processes I by
It ,

∫t
0Xsds. For n ∈N and t ∈ [0, T ], we set

Xnt = n(It − I(t−1/n)∨0).

Then the Xn are uniformly bounded, progressively measurable and
continuous. Moreover, for all t > 0 and n > 1/t, we have

Xnt = n
(∫t
0 Xsds−

∫t−1/n
0 Xsds

)
→ Xt P-a.s.

by Lebesgue’s differentiation theorem, see e.g., Rudin (1974), Theo-
rem 8.17, p. 176. The approximation is constructed.

BNEE parameter via BSDE parameter

lemma A.48. Let (f, ξ) be a BSDEp-standard parameter. Then, there exists
a BNEEp-standard parameter g : [0, T ]× Lp → Lp such that

α
(
f(·,X)

)
= g

(
·,α(X)

)
for all X ∈ Pp.
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Proof. By (B2), ‖f(t, 0)‖L,p < ∞ for all t ∈ Nc and some dt-null set
N ∈ B([0, T ]). We put f , f1Nc and note that (f, ξ) is still a BSDEp-
standard parameter. For each η ∈ Lp, it is possible to define

g(t,η) , f(·, t,η) ∈ Lp.

We claim that g maps [0, t]× Lpt into Lpt :
For each s ∈ [0, t] and all η ∈ Lpt , the function ω 7→ f(ω, s,η(ω)) is

easily seen to be Ft-measurable. Moreover, by (B2), we have

‖g(s,η)‖L,p = ‖f(·, s,η)‖L,p 6 L‖η‖L,p + 1Nc(t)‖f(s, 0)‖L,p <∞. (A.24)

This shows that g(s,η) is in L
p
t whenever η ∈ Lpt and s ∈ [0, t]. In

particular, g maps [0, T ]× Lp into Lp.
For all η, ζ ∈ Lp, (B2) implies

‖g(t,η) − g(t, ζ)‖Lp 6 E
[
Lp|η− ζ|p

] 1
p = L‖η− ζ‖L,p,

which establishes the Lipschitz property (2.14) of a BNEEp-standard
parameter. To prove that g is a BNEEp-standard parameter, it thus
remains to show that g(·,X) ∈ Pp whenever X ∈ Sp.

Let Y ∈ Pp. Proposition 2.66 yields X ∈ Pp with α(X) = Y in Pp.
Replacing X by X1[0,∞)(‖X‖L,p) if necessary, we may assume that

‖Xt‖L,p <∞ and Xt = Yt in Lp for all t ∈ [0, T ].

Now, X , f(·,X) ∈ Pp by (2.54) above, and ‖Xt‖L,p < ∞ for all t ∈
[0, T ] by (A.24). Therefore, as a consequence of the definition of α in
Proposition 2.66, the Lp-process Y , α(X) ∈ Pp satisfies

Yt = Xt = f(t,Xt) = f(t, Yt) = g(t, Yt) in Lp for all t ∈ [0, T ].

Thus g(·, Y) = Y ∈ Pp for all X ∈ Pp ⊃ Sp. Finally, by the definitions of
g and α, for any X ∈ Pp, we have[

α
(
f(·,X)

)]
t
= f(t,Xt) = f(t,Xt)1Nc(t) = g

(
t, [α(X)]t

)
in Lp

for dt-a.e. t ∈ [0, T ], that is, α(f(·,X)) = g(·,α(X)) in Pp.
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This appendix supplements Chapter 3. In Section B.1, we collect ele-
mentary properties of the Epstein-Zin aggregator and provide some
proofs that have been omitted from the main text. Section B.2 is con-
cerned with showing that

X 7→
∫s
t

d[X]cτ
Xτ−

is a convex mapping on the set of all positive semimartingales. This
fact is used in Section 3.5 to prove concavity of stochastic differential
utility. In Section B.3, we give several results required in the proof of
the general stochastic Gronwall inequality in Section 3.4.

Throughout this appendix, we adhere to the notation of Chapter 3,
and consequently

γ ∈ (0,∞), γ 6= 1, ψ ∈ (0,∞), ψ 6= 1, and δ > 0

are fixed constants. Moreover,

C , (0,∞) and U , (1− γ)C

as well as

φ , 1/ψ, θ , 1−γ
1−φ , and q , θ−1

θ = φ−γ
1−γ .

By f : C× U→ R, we denote the Epstein-Zin aggregator

f(c, v) , δ
1−φc

1−φ[(1− γ)v]q − δθv.

b.1 properties of the epstein-zin aggregator

In the following, we collect elementary properties of the Epstein-Zin
aggregator. The next lemma lists its derivatives.

lemma B.1. For all c ∈ C, v ∈ U, we have Derivatives of
Epstein-Zin
aggregatorfc(c, v) = δc−φ[(1− γ)v]

φ−γ
1−γ

fcc(c, v) = −φδc−φ−1[(1− γ)v]
φ−γ
1−γ

fcv(c, v) = δ(φ− γ)c−φ[(1− γ)v]
φ−1
1−γ

fv(c, v) = δφ−γ
1−φ c

1−φ[(1− γ)v]
φ−1
1−γ − δ 1−γ1−φ

fvv(c, v) = δ(γ−φ)c1−φ[(1− γ)v]
φ−1
1−γ−1,

171
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and, in particular,

fc > 0, fcc < 0, sign(fcv) = sign(φ− γ), sign(fvv) = sign(γ−φ).

Thus f is always increasing and concave in c. Moreover, f is convex in v ifProperties of
Epstein-Zin

aggregator
γ > φ and concave in v if γ < φ. Finally, f : C× U → R is concave if and
only if γ < φ.

Proof. To prove the statement concerning concavity of f (jointly in
c, v), we note that

(fcc · fvv)(c, v) = −φ(γ−φ)δ2c−2φ[(1− γ)v]2
φ−1
1−γ , and

fcv(c, v)2 = (φ− γ)2δ2c−2φ[(1− γ)v]2
φ−1
1−γ

so that

(fcc · fvv)(c, v) − fcv(c, v)2 = (γ(φ− γ)) δ2c−2φ[(1− γ)v]2
φ−1
1−γ .

Since fcc < 0, this shows that the Hessian of f is negative definite if
and only if φ > γ and otherwise indefinite.

corollary B.2. The derivative fv of the Epstein-Zin aggregator enjoys the
following boundedness properties:

fv φ < 1 φ > 1

γ > φ bounded above bounded below

γ < φ bounded below bounded above

Table 2: Boundedness of fv

In the following, given ρ ∈ (0,∞) \ {1}, we write uρ(c) = c1−ρ/(1−ρ)
for the corresponding ρ-power utility function.

lemma B.3. For all c ∈ C, we have

f(c,uγ(c)) = 0 and fv(c,uγ(c)) = −δ.

Moreover, we have

f(c, v) > δ[uγ(c) − v] if γ > φ, and

f(c, v) 6 δ[uγ(c) − v] if γ 6 φ.

Proof. The first claim follows immediately by direct calculation. For
the second, recall that v 7→ f(c, v) is convex for γ > φ by Lemma B.1.
Therefore, we have

f(c, v) > f(c,uγ(c)) + fv(c,uγ(c))
[
v− uγ(c)

]
= δ[uγ(c) − v].

If γ < φ, then v 7→ f(c, v) is concave for γ > φ by Lemma B.1 and
all of the above inequalities are reversed. Finally, if γ = φ then the
Epstein-Zin aggregator degenerates to f(c, v) = δ[uγ(c) − v].
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lemma B.4. Let V be a semimartingale with dynamics

dVt = −f(ct,Vt)dt+ dMt,

where M is a local martingale, and suppose that

(1− γ)V > 0 and (1− γ)V− > 0. (B.1)

Then, the process Y = uφ ◦ u−1γ (V) satisfies

dYt = −
(
δ
[
uφ(ct) − Yt

]
dt+ dAt

)
+
(
(1− γ)Vt−

)−qdMt, (B.2)

where the process A is increasing if φ > γ and decreasing if φ 6 γ; the
process A is given by

At =

∫t
0

φ− γ

2

d[Y]cs
(1−φ)Ys−

+
1

1− γ

∑
0<s6t

J
(
(1−φ)Ys−, (1−φ)Ys

)
,

where J(x,y) = x1−θ
(
yθ − xθ

)
− θ(y− x).

Proof. We set g(v) , uφ ◦ u−1γ (v) = 1
1−φ((1 − γ)v)

1−q, and note that
g ′(v) = ((1−γ)v)−q and g ′′(v) = (γ−φ)((1−γ)v)−q−1. Now, Y = g(V)

and, by (B.1), we have

(1−φ)Y > 0 and (1−φ)Y− > 0. (B.3)

A direct calculation using Itō’s formula (see e.g., Theorem I.4.57 in
Jacod and Shiryaev (2003)) yields

dYt = −δ
[
uφ(ct) − Yt

]
dt+ g ′(Vt−)dMt +

1
2g
′′(Vt−)d[Mc]t − dRt,

(B.4)
where R is of finite variation and satisfies

dRt = g ′(Vt−)∆Vt −∆Yt = 1
1−γ

(
(1−φ)Yt−

)1−θ
∆
(
(1−φ)Yt

)θ
−∆Yt.

In particular, we have

dYct = g
′(Vt−)dMc

t, and hence d[Y]ct = g
′(Vt−)

2d[Mc]t.

For the continuous quadratic variation part in (B.4), we thus obtain

g ′′(Vt−)d[Mc]t =
g ′′(Vt−)

g ′(Vt−)2
d[Y]ct = (γ−φ)

d[Y]ct
(1−φ)Yt−

.

Inserting this into (B.4), we arrive at

dYt = −

(
δ
[
uφ(ct) − Yt

]
dt+

φ− γ

2

d[Y]ct
(1−φ)Yt−

+ dRt
)
+ g ′(Vt−)dMt,

which establishes (B.2) with dAt = φ−γ
2

d[Y]ct
(1−φ)Yt−

+ dRt.

If γ > φ, then φ−γ
2

d[Y]ct
(1−φ)Yt−

is decreasing by (B.3). Moreover, g is
convex, and hence we have

g(Vt) > g(Vt−) + g
′(Vt−)(Vt − Vt−).

Therefore only jumps of non-positive height occur in R and thus R is
decreasing. Consequently,

dAt = φ−γ
2

d[Y]ct
(1−φ)Yt−

+ dRt

is a decreasing process. If γ 6 φ, then g is concave and φ−γ
(1−φ)Yt−

> 0,
and hence A is increasing.
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b.2 a convexity result

We now prove that

X 7→
∫s
t

d[X]cτ
Xτ−

(B.5)

is a convex mapping on the set of all positive semimartingales. We
start with an auxiliary result.

lemma B.5. Consider the convex subset E , {(x,y) ∈ R2 : x+ y > 0} ⊂
R2 and let

h : E× (0,∞)→ (0,∞), ((x,y), x̄) 7→ (x̄− x)2

x+ y
.

Then h is convex.

Proof. The Hessian H of h is given by

H((x,y), x̄) =


2 (x̄+y)2

(x+y)3
−2

(x̄+y)

(x+y)2
2 (x̄+y) (x̄−x)

(x+y)3

−2
(x̄+y)

(x+y)2
2
x+y

2x−2 x̄

(x+y)2

2 (x̄+y) (x̄−x)

(x+y)3
2x−2 x̄

(x+y)2
2 (x̄−x)2

(x+y)3

 .

Since x + y > 0, we get 2 (x̄+y)2

(x+y)3
> 0. The remaining two principal

minors vanish. Hence H is positive semidefinite on E × (0,∞) by
Sylvester’s criterion, and h is convex.

corollary B.6. For each n ∈N the function Fn : En × (0,∞)→ R,

((x0,y0), (x1,y1), . . . , (xn−1,yn−1), xn) 7→
n−1∑
k=0

(xk+1 − xk)
2

xk + yk

is convex.

Proof. Clearly Fn =
∑n−1
k=0 h

n
k with

hnk ((x0,y0), (x1,y1), . . . , (xn−1,yn−1), xn) , h((xk,yk), xk+1),

and so Fn is convex by Lemma B.5.

To exploit the convexity result of Corollary B.6, we rely on a Rie-
mann sum approximation of the integral in (B.5).

lemma B.7. Let X and Y be semimartingales such that X+ Y is bounded
away from zero and let t, s ∈ [0, T ], t 6 s. For each n ∈ N, let t = tn0 <

tn1 < · · · < tnn = s be a partition of [t, s] and set

Int,s[X, Y] , Fn
(
Xtn0 , Ytn0 , . . . ,Xtnn−1 , Ytnn−1 ,Xtnn

)
.

If maxk=1,...,n |tnk − tnk−1|→ 0 as n→∞, we have

Int,s[X, Y]→
∫s
t

d[X]τ
Xτ− + Yτ−

in probability.
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Proof. With Qnτ [X] ,
∑n
k=1(Xtnk∧τ −Xtnk−1∧τ)

2, τ ∈ [0, T ], Theorem 4.47
in Jacod and Shiryaev (2003) implies that supτ∈[0,T ] |Q

n
τ [X] − [X]τ|→ 0

in probability. The Riemann sums

Jnt,s[X, Y] ,
∑n
k=1(Xtnk−1 + Ytnk−1)

−1([X]tnk − [X]tnk−1)

satisfy Jnt,s[X, Y] →
∫s
t

d[X]τ
Xτ−+Yτ−

as n → ∞. Taking ε > 0 with X+ Y > ε

we obtain

|Int,s[X, Y] − Jnt,s[X, Y]| 6
2

ε
sup
τ∈[0,T ]

|Qnτ [X] − [X]τ|→ 0 in probability,

and hence the claim follows.

Recall that S denotes the space of all semimartingales. Combining
Lemma B.7 with Corollary B.6, we get the essence of our convexity
result.

lemma B.8. Let D , {(X, Y) ∈ S× S : X+ Y > 0}. For t, s ∈ [0, T ] with
t 6 s, we define

It,s : D→ L0+(P), (X, Y) 7→ It,s[X, Y] ,
∫t
s

d[X]τ
Xτ− + Yτ−

.

Then It,s is convex.

Proof. Let (Xi, Yi) ∈ D for i = 1, 2 and λ ∈ (0, 1). For each ε > 0 we put
Yi,ε , Yi + ε, i = 1, 2. Then, by Lemma B.7, we have

Int,s
[
Xi, Yi,ε

]
→
∫s
t

d[Xi]τ
Xiτ− + Yi,ετ−

= It,s
[
Xi, Yi,ε

]
in probability, i = 1, 2.

With (X, Yε) , (λX1 + (1 − λ)X2, λY1,ε + (1 − λ)Y2,ε), the same result
yields

Int,s[X, Yε]→
∫s
t

d[X]τ
Xτ− + Yετ−

= It,s[X, Yε] in probability.

Now, Corollary B.6 implies that

Int,s[X, Yε] 6 λInt,s
[
X1, Y1,ε]+ (1− λ)Int,s

[
X2, Y2,ε],

so letting n→∞, we obtain∫s
t

d[X]τ
Xτ− + Yετ−

6 λ
∫s
t

d[X1]τ
X1τ− + Y1,ε

τ−

+ (1− λ)

∫s
t

d[X2]τ
X2τ− + Y2,ε

τ−

.

Sending ε ↓ 0, we conclude by monotone convergence.

corollary B.9. Let S• , {X ∈ S : X > 0} denote the set of positive
semimartingales, and let t, s ∈ [0, T ], t 6 s. The mapping

S• → L0+(P), X 7→
∫s
t

d[X]cτ
Xτ−

is convex.

Proof. For every semimartingale X there exists a unique continuous
local martingale Xc such that [Xc] = [X]c; see, e.g., Proposition I.4.27
and Theorem I.4.52 in Jacod and Shiryaev (2003). Uniqueness implies
in particular that the mapping D : S→ S× S, X 7→ (Xc,X−Xc) is linear.
Since D(S•) ⊂ D, Lemma B.8 implies that It,s ◦D is convex.
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b.3 proof of the stochastic gronwall inequality

This section supplements Section 3.4 on Gronwall inequalities. After
giving several preliminaries, we shall prove that iterating the linear
integral inequality

Xt 6 Et
[∫T
t

(
αsXs +βs

)
d +Z

]
, t ∈ [0, T ], (G)

is feasible under the assumptions of Theorem 3.15 (p. 87). More pre-
cisely, we will show that

Xt 6 Et
[∫T
t

(
Et,ns Hs +

It,ns
n! αsXs

)
ds+ E

t,n
T Z

]
, t ∈ [0, T ], n ∈N.

To carry out the proof, we first recall some well-known results on the
measure of the n-dimensional simplex.

Measure of the simplex

Let 0 6 s 6 t 6 T . For each n ∈ N, we let Sn(s,t) denote the n-
dimensional simplex within the open cube (s, t)n, i.e.,

Sn(s,t) =
{
(s1, . . . , sn) ∈ (s, t)n : t < s1 < s2 < · · · < sn < s

}
, n ∈N.

Given a finite atomless Borel measure µ on [0, T ], we denote its n-fold
product measure by µ⊗n. In the following, we are interested in the
volume µ⊗n(Sn(s,t)); we will use the convention µ⊗0(S0(s,t)) = 1.

lemma B.10. For all n ∈N, we have

µ⊗n(Sn(s,t)) =
∫
(s,t)µ

⊗(n−1)(Sn−1(s,sn))µ(dsn)

Proof. Fubini’s theorem implies

µ⊗n(Sn(s,t)) =
∫
(s,t)µ

⊗(n−1)(Sn(s,t)|sn)µ(dsn),

where the sn-section of Sn(s,t),

Sn(s,t)|sn = {(t1, . . . tn−1) ∈ (t, s)n−1 : (t1, . . . tn−1, tn) ∈ St,ns , tn = sn},

is simply Sn−1(s,sn)
. Thus

µ⊗n(Sn(s,t)) =
∫s
tµ
⊗(n−1)(Sn−1(s,sn))µ(dsn),

establishing the claimed identity.

lemma B.11. For all n ∈N, we have

µ⊗n(Sn(s,t)) =
1
n!µ
(
(s, t)

)n.
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Proof. To compute the volume, let σ ∈ Sn be a permutation and put

S
n,σ
(s,t) , {(s1, . . . , sn) ∈ (s, t)n : t < sσ1 < sσ2 < · · · < sσn < s} .

Then µ⊗n(Sn,σ
(s,t)) = µ

⊗n(Sn(s,t)) since product measures are unaffected
by coordinate permutations. Moreover, we have⋃

σ∈Sn
S
n,σ
(s,t) = (s, t)n \

⋃n
i,j=1N

s,t,n
i,j ,

where Ns,t,n
i,j , {(s1, . . . , sn) ∈ (s, t)n : si = sj}. Since µ is atomless, it

follows that µ⊗n(Ns,t,n
i,j ) = 0 for all i, j,= 1, . . . ,n. Hence, we obtain

µ⊗n(Sn,σ
(s,t)) ·n! =

∑
σ∈Sn

µ⊗n(Sn,σ
(s,t)) = µ((t, s))

n.

corollary B.12. Let α be a non-negative progressively measurable process
and define the random measure µ via µ((a,b]) =

∫b
aαsds. Then

µ⊗n(Sn(s,t)) =
∫s
tµ
⊗(n−1)(Sn(s,u))αudu, n ∈N, (B.6)

where µ⊗0(S0(t,s)) = 1; in particular, (µ⊗n(Sn(t,s)))s∈[t,T ] is progressively
measurable for all n ∈N and each t ∈ [0, T ]. Moreover,

µ⊗n(Sn(t,s)) =
1
n!
(∫s
tαudu

)n, n ∈N.

Proof. Apply Lemmas B.10 and B.11 path-by-path. Since µ⊗0(S0(t,s)) =
1 is trivially progressive, progressiveness of (µ⊗n(Sn(t,s)))s∈[t,T ] fol-
lows from (B.6) by induction.

Conditional Fubini theorem

To iterate the inequality, we need to interchange conditional expecta-
tions and integrals with respect to time. The following Fubini type
theorem for conditional expectations shows that this is possible.

proposition B.13. Let G ⊂ A be a sub-σ-field and Y = (Ys)s∈[t,T ] a mea- Conditional
Fubinisurable process with

∫T
t E[|Ys|]ds < ∞. There exists a measurable process

H = (Hs)s∈[t,T ] with

Hs = E [Ys | G] for all s ∈ [t, T ]. (B.7)

Moreover, any such process satisfies

E
[∫s
tYudu | G

]
=
∫s
tHudu for all s ∈ [t, T ]. (B.8)

Proof. By Proposition 4.6 in Ethier and Kurtz (1986) (p. 74), there ex-
ists a measurable process H which satisfies (B.7) and (B.8). Suppose
now that K is a measurable process with Ks = E[Ys | G] for all s ∈ [t, T ].
Then

E
[
|
∫s
tHudu−

∫s
tKudu|

]
6 E

[∫s
t |Hu −Ku|du

]
=
∫s
t E
[
|Hu −Ku|

]
du = 0

by Fubini’s theorem, and hence∫s
tKudu =

∫s
tHudu = E

[∫s
tYudu | G

]
a.s. for all s ∈ [t, T ].
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Proof of the stochastic Gronwall inequality

We are now in a position to iterate the linear integral inequality

Xt 6 Et
[∫T
t

(
αsXs +βs

)
ds+Z

]
, t ∈ [0, T ], (G)

where 0 6 α, X and H are progressive processes and Z is a random
variable. Recall that the assumptions of Theorem 3.15 include the fol-
lowing integrability conditions: For all t ∈ [0, T ], we have

E
[∫T
t

(
Et,ns |Hs|+ I

t,n
s αs|Xs|

)
ds+ E

t,n
T |Z|

]
<∞ for all n ∈N, (I)

where

It,ns , 1
n!
(∫s
tαudu

)n and Et,ns ,
∑n
k=0I

t,k
s , 0 6 t 6 s 6 T .

lemma B.14. Under the assumptions of Theorem 3.15, we haveIterating the
inequality

Xt 6 Et
[∫T
t

(
Et,ns Hs +

It,ns
n! αsXs

)
ds+ E

t,n
T Z

]
, t ∈ [0, T ], n ∈N.

Proof. With Corollary B.12, we have established the identity

1
n! I

t,n
s = µ⊗n(St,ns ) =

∫s
tµ
⊗(n−1)(St,n−1u )αu du, n ∈N, (B.9)

where µ denotes the random measure with µ((a,b]) =
∫b
a αudu. Thus,

we have to show that

Xt 6 Et
[∫T
t

(
Et,ns Hs + µ

⊗n(St,ns )αsXs
)

ds+ E
t,n
T Z

]
, t ∈ [0, T ], n ∈N.

(B.10)

We proceed by induction; since µ⊗0(St,0s ) = 1, for n = 0, inequality
(B.10) is just the linear integral inequality (G),

Xs 6 Es
[∫T
s (αuXu +Hu)du+Z

]
=: X̄s, s ∈ [0, T ], (B.11)

which X satisfies by assumption. Assume by induction that (B.10)
holds for n ∈N. To perform the induction step, we note that

X̄s = Es
[∫T
0 (αuXu +Hu)du+Z

]
−
∫s
0(αuXu +Hu)du,

and so we can choose a progressive modification of X̄. Since α > 0, by
(B.11), we thus obtain

Et,ns Hs + µ
⊗n(St,ns )αsXs 6 Et,ns Hs + µ

⊗n(St,ns )αsX̄s =: J
t,n
s (B.12)

for all s ∈ [t, T ], where Jt,n is a progressively measurable process.
Hence, the induction hypothesis (B.10) implies

Xt 6 Et
[∫T
t J
t,n
s ds+ E

t,n
T Z

]
, s ∈ [t, T ]. (B.13)
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To proceed, we have to interchange the order of integration. By Propo-
sition B.13, this is possible if Jt,n is integrable.

To establish the necessary integrability, we first note that

E
[∫T
t

(
Et,n+1s |Hs|+ µ

⊗(n+1)(St,n+1s )αs|Xs|
)

ds+ E
t,n+1
T |Z|

]
<∞, (B.14)

by the integrability assumptions (I). Recalling (B.9), we have∫T
t µ
⊗(n+1)(St,n+1s )αsXsds =

∫T
t

(∫s
tµ
⊗n(St,nu )αu du

)
αsXs ds.

By (B.14), the use of Fubini’s theorem is justified, and we get∫T
t µ
⊗(n+1)(St,n+1s )αsXsds =

∫T
t µ
⊗n(St,ns )αs

(∫T
s αuXu du

)
ds. (B.15)

Since E
t,n
s =

∑n
k=0 µ

⊗k(St,ks ), n ∈N, we obtain the identity∫T
t E
t,n+1
s Hs ds =

∫T
t E
t,n
s Hs ds+

∫T
t µ
⊗(n+1)(St,n+1s )Hs ds. (B.16)

Moreover, we see that

µ⊗(n+1)(St,n+1s )|Hs| 6 Et,n+1s |Hs|, µ⊗(n+1)(St,n+1T )|Z| 6 E
t,n+1
T |Z|.

(B.17)

Again, by (B.14), Fubini’s theorem applies and shows that∫T
t µ
⊗(n+1)(St,n+1s )Hs ds =

∫T
t µ
⊗n(St,ns )αs

(∫T
sHu du

)
ds. (B.18)

Additionally, we have

µ⊗(n+1)(St,n+1T )Z =
∫T
t µ
⊗n(St,ns )αsZds. (B.19)

We now establish integrability of Jt,n. From (B.12), we obtain

0 6 |Jt,ns | 6 Es
[
Et,ns |Hs|+ µ

⊗n(St,ns )αs

(∫T
s

∣∣αuXu +Hu
∣∣du+

∣∣Z∣∣)] .

Hence, Tonelli’s theorem yields

E
[∫T
t |J
t,n
s |ds

]
6 E

[∫T
t µ
⊗n(St,ns )αs

(∫T
s

∣∣αuXu +Hu
∣∣du+ |Z|

)
ds
]

+ E
[∫T
t E
t,n
s |Hs|ds

]
. (B.20)

Now, (B.15), (B.18) and (B.19) imply

E
[∫T
t |J
t,n
s |ds

]
6 E

[∫T
t

1
(n+1)! I

t,n+1
s

(
αs|Xs|+ |Hs|

)
ds+ It,n+1T Z

]
, (B.21)

where It,n+1s /(n + 1)! = µ⊗(n+1)(St,n+1s ). Thus the simple estimate
(B.17) and the integrability statement (B.14) show that

E
[∫T
t |J
t,n
s |ds

]
<∞. (B.22)
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Therefore, we are now in a position to interchange integrals in in-
equality (B.13): By Proposition B.13, the process s 7→ Et[Jt,ns ] has a
measurable modification K with

∫T
t Ksds = Et[

∫T
t J
t,n
s ds] and we get

Xt 6 Et
[∫T
t J
t,n
s ds+ E

t,n
T Z

]
=
∫T
t Ksds+ Et

[
E
t,n
T Z

]
, s ∈ [t, T ]. (B.23)

For all s ∈ [t, T ], the tower property of conditional expectations yields
Ks = Et[Jt,ns ] = Et[Yt,ns ], where

Yt,ns , Et,ns Hs + µ
⊗n(St,ns )αs

(∫T
s

(
αuXu +Hu

)
du+Z

)
is a measurable process. Clearly, the bound (B.20) is also valid for Yt,n.
Thus, as in (B.21) and (B.22), we obtain E[

∫T
t |Y

t,n
s |ds] <∞. The Fubini

identities (B.15), (B.18), (B.19) and the identity (B.16) show that the
integral of Yt,n is given by∫T
t Y
t,n
s ds =

∫T
t E
t,n+1
s Hs + µ

⊗(n+1)(St,n+1s )αsXsds+ µ⊗(n+1)(St,n+1T )Z.

Since Yt,n is integrable, Proposition B.13 yields a measurable modifi-
cation K̄ of s 7→ Et[Yt,ns ] such that

∫T
t K̄sds = Et[

∫T
t Y

t,n
s ds]. But then, K̄

is also a measurable modification of s 7→ Et[Jt,ns ], and the second part
of Proposition B.13 implies

Et[
∫T
t J
t,n
s ds] =

∫T
t K̄sds = Et[

∫T
t Y
t,n
s ds].

We insert this into (B.23) and obtain

Xt 6 Et
[∫T
t Y
t,n
s ds

]
+ Et

[
E
t,n
T Z

]
= Et

[∫T
t E
t,n+1
s Hs + µ

⊗(n+1)(St,n+1s )αsXsds+ E
t,n+1
T Z

]
since µ⊗(n+1)(St,n+1T )Z+ E

t,n
T Z = E

t,n+1
T Z. We have thus established

(B.10) for n+ 1, and the proof if complete.



C
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O P T I M I Z AT I O N

c.1 proofs omitted from the main text

proofs for section 4 .1 .3

lemma 4 .6 . If h ∈ C1,2([0, T ]×R) is a strictly positive solution of

0 = ht − r̃h+ α̃hy +
1
2β
2hyy +

δψ

1−qh
q, h(T , ·) = ε̂, (4.6)

then w(t, x,y) = 1
1−γx

1−γh(t,y)k solves the HJB equation

0 = sup
π∈R,c∈(0,∞)

{
wt + x(r+ πλ)wx − cwx +

1
2x
2π2σ2wxx

+αwy +
1
2β
2wyy + xπσβρwxy + f(c,w)

}
.

(4.3)

Proof of Lemma 4.6. We set

H(z,π, c) , wt + x(r+ πλ)wx − cwx + 1
2x
2π2σ2wxx +αwy

+ 1
2β
2wyy + xπσβρwxy + f(c,w),

where z , (t, x,y,wx,wy,wxywxx,wyy). Separating

H(z,π, c) =: u(z,π) + s(z, c) + q(z),

it is easy to see that the candidate solutions π̂ and ĉ defined in (4.5)
are the unique solutions of the associated first-order conditions

0 = sc(z, c) = −wx + fc(c,w),

0 = uπ(z,π) = xλwx + πx2σ2wxx + xσβρwxy.
(C.1)

Hence, concavity of u and s implies that

H(z, π̂, ĉ) = supπ∈R,c∈(0,∞)H(z,π, c).

A direct computation shows that H(z, π̂, ĉ) = 0 since h solves the re-
duced HJB equation (4.6). Thus w solves the HJB equation (4.3).

lemma 4 .7 . The functions r̃ and α̃ are bounded and Lipschitz continuous.

Proof of Lemma 4.7. By (A1) and (A2), α̃ and r̃ are bounded. Moreover

|α̃(y) − α̃(ȳ)| 6 |1−γγ |ρ
(
|
λ(y)
σ(y) |β(y) −β(ȳ)|+ |

β(ȳ)
σ(y) ||λ(y) − λ(ȳ)|

)
+|β(ȳ)λ(ȳ)|

σ(ȳ)−σ(y)
σ(y)σ(ȳ) |+ |α(y) −α(ȳ)|

181
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so α̃ is Lipschitz continuous. Finally,

k|r̃(y) − r̃(ȳ)| 6 |1− γ||r(y) − r(ȳ)|+ |1−γγ |‖λ‖∞( inf
x∈R

σ(x))−2|λ(y) − λ(ȳ)|

+|1−γγ |‖λ‖2∞‖σ‖∞( inf
x∈R

σ(x))−4|σ(ȳ) − σ(y)|.

proofs for section 4 .2

proposition 4 .13 . Let S : A→ A be an operator on a closed, non-empty
subset A of D∞ and assume that there are constants c > 0, ρ > 0 such that
for all X, Y ∈ A we have a Lipschitz condition of the form

|(SX)t − (SY)t| 6 c
∫T
t Et

[
e(s−t)ρ|Xs − Ys|

]
ds for all t ∈ [t0, T ]. (C.2)

Then S has a unique fixed point X ∈ A. Moreover, the iterative sequence
X(n) , SX(n−1) (n = 1, 2, . . . ) with an arbitrarily chosen X(0) ∈ A satisfies

‖X(n) −X‖∞ 6 eTρ(‖X(0)‖+ ‖X‖∞) (ecTn )n for all n > cT .

Proof of Proposition 4.13. For any fixed κ > c + ρ, define a metric d
equivalent to ‖ · ‖∞ by d(X, Y) , ess supdt⊗P e

−κ(T−t)|Xt − Yt|. Then
(A,d) is a complete metric space. By definition of d, we have

|Xs − Ys| 6 e
κ(T−s)d(X, Y) for dt-a.e. s ∈ [t0, T ],

and hence (C.2) implies

e−κ(T−t)|(SX)t − (SY)t| 6 e
−κ(T−t)c

∫T
t e

(s−t)ρeκ(T−s)d(X, Y)ds.

Calculating the integral, we obtain

e−κ(T−t)|(SX)t − (SY)t| 6 c
κ−ρd(X, Y) for dt-a.e. t ∈ [t0, T ],

and we conclude that d(SX,SY) 6 c
κ−ρd(X, Y), where c

κ−ρ < 1. Hence
S is a contraction on (A,d). Banach’s fixed point theorem yields a
unique X ∈ A with SX = X; for all n ∈ N, we have d(X(n),X) 6
( c
κ−ρ)

nd(X(0),X). Hence it follows that

|(X(n))t −Xt| 6 e
κTd(X(n),X) 6 ( c

κ−ρ)
neκTd(X(0),X)

6 eκT (‖X(0)‖∞ + ‖X‖∞)( c
κ−ρ)

n,

and thus ‖X(n) − X‖∞ 6 eκT (‖X(0)‖∞ + ‖X‖∞)( c
κ−ρ)

n for every n ∈ N

and every choice of κ > c+ ρ. Setting κ = n+Tρ
T for n > cT , we obtain

the asserted error bound.
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proofs for section 4 .3

lemma 4 .19 . The candidate optimal wealth process has all moments, i.e.,

E
[
supt∈[0,T ]X̂

p
t

]
<∞ for all p ∈ R.

Proof Lemma 4.19. According to (4.2), the candidate optimal wealth
process X̂ = Xπ̂,ĉ has dynamics

dX̂t = X̂t
[
atdt+ btdWt

]
, X̂0 = x,

where at , rt +
1
γ
λ2t
σ2t

+ k
γ
λtβtρ
σt

hy
h − δψhq−1 and bt , 1

γ
λt
σt

+ k
γβtρ

hy
h

are bounded by (A1), (A2) and Theorem 4.8. By Itō’s formula

X̂
p
t = xp exp

(
p
∫t
0

(
as +

1
2(p− 1)b

2
s

)
ds
)
Et
(
p
∫·
0bsdWs

)
where Et(·) denotes the stochastic exponential. Choose M > 0 such
that |pat| + |p(p − 1)b2t |, |pbt| < M for all t ∈ [0, T ]. By Novikov’s
condition Et

(
p
∫·
0 bsdWs

)
is an L2-martingale, so using Doob’s L2-

inequality we get

E
[
supt∈[0,T ]X̂

p
t

]
6 2xpeMT E

[
ET
(
p
∫·
0bsdWs

)2] 12
<∞.

lemma 4 .20 . Let Vt , w(t, X̂t, Yt), t ∈ [0, T ]. Then

dVt = −f(ĉt,Vt)dt+ dM̃t,

where

dM̃t = Vt

[
1−γ
γ

λt
σt

+ ρk
γ βt

hy
h

]
dWt + Vtk

√
1− ρ2βt

hy
h dW̄t.

In particular, V = V̂ and wx(t, X̂t, Yt) = fc(ĉt, V̂t). Moreover, we have

E
[
supt∈[0,T ]|ĉt|

p + supt∈[0,T ]|V̂t|
p
]
<∞ for all p ∈ R.

Proof of Lemma 4.20. By Itō’s formula we have

dVt =
[
wt + X̂t(rt + π̂tλt)wx − ĉtwx +

1
2 X̂
2
t π̂
2
tσ
2
twxx +αtwy +

1
2β
2
twyy

+X̂tπ̂tσtβtρwxy
]
dt+ dM̃t

where M̃ is a local martingale. Hence, dVt = −f(ĉt,Vt)dt+ dM̃t by
Lemma 4.6. Moreover, exploiting the special form of w we get

dM̃t = Vt

[
1−γ
γ

λt
σt

+ ρk
γ βt

hy
h

]
dWt + Vtk

√
1− ρ2βt

hy
h dW̄t.

Here Vt can be rewritten as Vt = w(t, X̂t, Yt) = 1
1−γ X̂

1−γ
t h(t, Yt)k. By

Theorem 4.8, the function h is bounded and bounded away from zero.
Thus E[supt∈[0,T ]|Vt|

p] < ∞ for all p ∈ R by Lemma 4.19. As hy, λ, β
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and σ−1 are bounded and h is bounded away from zero, the local
martingale part in the Itō decomposition of V is an L2-martingale. By
uniqueness of stochastic differential utility, V is the unique utility pro-
cess V̂ = V ĉ associated with ĉ. The first-order condition (C.1) for opti-
mal consumption implies wx(t, X̂t, Yt) = fc(t,w(t, X̂t, Yt)) = fc(ĉt, V̂t).
Finally, Lemma 4.19 and the boundedness of δψh(t, Yt)q−1 imply that
E[supt∈[0,T ]|ĉt|

p] <∞ for all p ∈ R. In particular, ĉ ∈ C.

lemma 4 .22 . For all (π, c) ∈ A(x), the deflated wealth process Zπ,c is a
local martingale with dynamics

dZπ,c
t = m̂tX

π,c
t

[(
πtσ(Yt) −

λ(Yt)
σ(Yt)

)
dWt + k

√
1− ρ2β(Yt)

hy(t,Yt)
h(t,Yt) dW̄t

]
.

For the candidate optimal process (π̂, ĉ) this implies

dZπ̂,ĉ
t = m̂tX̂t

[ (
1−γ
γ

λ(Yt)
σ(Yt)

+ k
γβ(Yt)ρ

hy(t,Yt)
h(t,Yt)

)
dWt . . .

. . .+ k
√
1− ρ2β(Yt)

hy(t,Yt)
h(t,Yt) dW̄t

]
. (C.3)

For the proof of Lemma 4.22, recall the candidate optimal strategies

π̂t =
λ(Yt)
γσ(Yt)2

+ k
γ
β(Yt)ρ
σ(Yt)

hy(t,Yt)
h(t,Yt) , t ∈ [0, T),

ĉt = δ
ψh(t, Yt)q−1Xπ̂,ĉ

t . t ∈ [0, T),
(4.8)

Proof of Lemma 4.22. For simplicity of notation, we set

rt , r(Yt), λt , λ(Yt) and σt , σ(Yt).

By the product rule, we have

dZπ,c
t = m̂tctdt+ m̂tdXπ,c

t +Xπ,c
t dm̂t + d[m̂,Xπ,c]t.

Inserting the dynamics of Xπ,c from (4.2), we get

dZπ,c
t = m̂tX

π,c
t [(rt + πtλt)dt+ πtσtdWt] +Xπ,c

t dm̂t + d[m̂,Xπ,c]t.
(C.4)

By Lemma 4.20, we have

V̂t = w(t, X̂t, Yt) and m̂t = e
∫t
0 fv(ĉs,V̂s)dswx(t, X̂t, Yt). (C.5)

From here on, we abbreviate fv = fv(ĉt, V̂t), wx = wx(t, X̂t, Yt) etc.
From (C.5), we see that

dm̂t = m̂t
[
fvdt+ dwx

wx

]
, (C.6)

Note that fv(c, v) = δφ−γ
1−φ c

1−φ[(1− γ)v]
φ−1
1−γ − δθ. Plugging in the can-

didate ĉ from (4.8) and V̂t = w(t, X̂t, Yt), we obtain

fv =
φ−γ
1−φ δ

ψhq−1 − δθ. (C.7)
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Moreover, Itō’s formula yields

dwx = wx

[
wxt
wx

dt+ wxx
wx

dX̂t +
wxy
wx

dYt + 1
2
wxxx
wx

d[X̂t]

+ 1
2
wxyy
wx

d[Yt] +
wxxy
wx

d[X̂t, Yt]
]
.

Substituting for w, we find

dwx
kwx

= ht
h dt− γ

k
dX̂t
X̂t

+
hy
h dYt + 1

2
γ(1+γ)
k

d[X̂t]
X̂2t

+12

(
(k− 1)

h2y
h2

+
hyy
h

)
d[Yt] − γ

X̂t

hy
h d[X̂t, Yt].

Plugging in the candidate π̂ from (4.8) and the dynamics of X̂ and Y,
we get

dwx
kwx

= A1tdt+A2tdt− 1
k
λt
σt

dWt +
√
1− ρ2βt

hy
h dW̄t, where (C.8)

A1t ,
ht
h − γ

k rt +
1
2
1
k
1−γ
γ

λ2t
σ2t

+ 1
γ
λtβtρ
σ

hy
h + γ

kδ
ψhq−1 + k

2
1+γ
γ β2tρ

2 h
2
y

h2

A2t ,
hy
h

(
αt −

ρβtλt
σt

)
+
h2y
h2

(
k−1
2 β2t − kβ

2
tρ
2
)
+
β2t
2
hyy
h .

For the sum of the h2y
h2

-terms, we have

k
2
1+γ
γ β2tρ

2 h
2
y

h2
+
h2y
h2

(
k−1
2 β2t − kβ

2
tρ
2
)

= β2t
h2y
h2

(
k
2ρ
2 1+γ
γ + k−1

2 − ρ2k
)
= 0

by our choice of k. Combining (C.6), (C.7) and (C.8), and recalling

r̃ = − 1k

[
r(1− γ) + 1

2
1−γ
γ

λ2

σ2
− δθ

]
and α̃ = α+ 1−γ

γ
λβρ
σ , (4.7)

we thus obtain

dm̂t

km̂t
= − 1k

λt
σt

dWt +
√
1− ρ2βt

hy
h dW̄t . . . (C.9)

. . .+
[
ht
h + 1

k

(
−γrt +

1
2
1−γ
γ

λ2t
σ2t

− δθ
)
+ α̃t

hy
h +

β2t
2
hyy
h + δψ

1−q
hq

h

]
dt.

Moreover, (C.9) yields

d[m̂t,Xπ,c
t ] = −λtπtm̂tX

π,c
t dt.

Coming back to (C.4), we thus get

dZπ,c
t = m̂tX

π,c
t [(rt + πtλt)dt+ πtσtdWt] +Xπ,c

t dm̂t + d[m̂,Xπ,c]t

= km̂tX
π,c
t

1
h

[
ht − r̃th+ α̃thy +

1
2β
2
thyy +

δψ

1−qh
q
]

dt+ dMt,

where dMt , m̂tX
π,c
t [(πtσt −

λt
σt
)dWt + k

√
1− ρ2βt

hy
h dW̄t] defines a

local martingale M. Since h solves (4.6), we get

dZπ,c
t = dMt = m̂tX

π,c
t [(πtσt −

λt
σt
)dWt + k

√
1− ρ2βt

hy
h dW̄t],

Plugging in the definition of π̂ immediately yields (C.3).
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lemma 4 .23 . For any p > 0, we have

E
[∫T
0 fc(ĉs, V̂s)

pds+ exp
(
p
∫T
0 fv(ĉs, V̂s)ds

)]
, E
[
supt∈[0,T ]|m̂t|

p
]
<∞.

Moreover, the process Zπ̂,ĉ is a martingale.

Proof of Lemma 4.23. Recalling h 6 h 6 h and (C.7), we have

fv(ĉs, V̂s) = φ−γ
1−φ δ

ψh(s, Ys)q−1 − δθ

6 |φ−γ
1−φ |δψ

(
hq−1 + h

q−1
)
+ |δθ| , m1,

and we get 0 6 exp(p
∫T
0 fv(ĉs, V̂s)ds) 6 eTpm1 . On the other hand,

from Lemma 4.20, it follows that E[supt∈[0,T ]fc(ĉt, V̂t)
p] < ∞ for all

p ∈ R. This proves the first part of the claim and implies that m̂t =

exp(
∫t
0fv(ĉs, V̂s)ds)fc(ĉs, V̂s) has all moments, as well. To show that

Zπ̂,ĉ is a martingale, note that 1−γγ
λt
σt

+ k
γβtρ

hy
h is uniformly bounded

by some c > 0. By Lemma 4.23 and Lemma 4.19, we have∫T
0 E

[
m̂2t X̂

2
t (
1−γ
γ

λt
σt

+ k
γβtρ

hy
h )2

]
dt 6 c2

∫T
0

√
E[m̂4t ]E[X̂4t ]dt <∞.

Analogously, we obtain
∫T
0 E[m̂2t X̂2t (k

√
1− ρ2βt

hy
h )2]dt < ∞. From

this and Lemma 4.22, we conclude that Zπ̂,ĉ is an L2-martingale.

c.2 some facts on parabolic partial differential equa-
tions

This appendix collects the relevant results on linear and semilinear
parabolic partial differential equations that are used in this article.
Following Ladyženskaja et al. (1968), we first introduce the Hölder
spaces Hr/2,r([0, T ]×Rd) for r ∈ R+. For a continuous function

u : [0, T ]×Rd → R, (t, x) 7→ u(t, x)

and q ∈ (0, 1), we define the Hölder coefficient 〈u〉qx in space viaHölder coefficients

〈u〉qx , sup
t∈[0,T ], x,x ′∈Rd, |x−x ′|61

|u(t, x) − u(t, x ′)|
|x− x ′|q

and the Hölder coefficient 〈u〉qt in time via

〈u〉qt , sup
t,t ′∈[0,T ], x∈Rd, |t−t ′|61

|u(t, x) − u(t, x ′)|
|t− t ′|q

.

The space Hr/2,r([0, T ]×Rd) consists of all functions u : [0, T ]×Rd →Hölder spaces

R that are continuous along with all derivatives DαtD
β
xu of “order”

2|α|+ |β| 6 r and that satisfy ‖u‖r/2,rH <∞. Here, the norm ‖u‖r/2,rH of u
is given by

‖u‖r/2,r
H , 〈u〉r/2,r

• +
∑

2|α|+|β|6brc

‖DαtDβxu‖∞,
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where the space-time Hölder coefficient 〈u〉r/2,r• of u is given by

〈u〉r/2,r
• ,

∑
2|α|+|β|=brc

〈DαtDβxu〉r−brcx +
∑

r−2<2|α|+|β|<r

〈DαtDβxu〉
r−2|α|−|β|

2
t .

Thus ‖u‖r/2,rH sums up the L∞-norms of all relevant derivatives, plus
the Hölder coefficients of the highest-order derivatives. Analogously,
for r ∈ R+, the space Hr(Rd) is defined as the collection of all brc-
times continuously differentiable functions u : Rd → R with ‖u‖rH <∞, where the norm is given by

‖u‖rH , 〈u〉r• +
∑

|β|6brc

‖Dβu‖∞ and 〈u〉r• ,
∑

|β|=brc

〈Dβu〉r−brc .

Note: Here, we slightly abuse notation since 〈u〉qx has only been defined for functions

on [0, T ]×Rd. Of course, for u : Rd → R and q ∈ (0, 1) we understand that 〈u〉qx ,

supx,x′∈Rd, |x−x′|61
|u(x)−u(x′)|

|x−x′|q
.

c.2.1 Linear Cauchy problem

We now consider a linear second-order differential operator

Lu , ∂u
∂t −

∑d
i,j=1aij(t, x)

∂2u
∂xi∂xj

−
∑d
i=1bi(t, x)

∂u
∂xi

− c(t, x)u,

where the coefficients a,b, c are defined on [0, T ]×Rd and (aij(t, x))i,j
is a symmetric matrix for all (t, x) ∈ [0, T ]×Rd. Theorem C.1 relies on
the following conditions:

(P1) The operator L is uniformly parabolic, i.e., there exist 0 < c1 < Assumptions on
linear differential
operator

c2 <∞ such that for every (t, x) ∈ [0, T ]×Rd we have

c1|y|
2 6
∑d
i,j=1aij(t, x)yiyj 6 c2|y|

2 for all y ∈ Rd.

(P2)r The coefficients satisfy aij,bi, c ∈ Hr/2,r([0, T ]×Rd) for all i, j =
1, . . . ,d.

We can now state the main existence and uniqueness result on the
Cauchy problem in Rd:

theorem C.1. Suppose that (P1) and (P2)r are satisfied with r ∈ R+, Existence and
uniqueness for
linear Cauchy
problem

r /∈ N. Further assume that ϕ ∈ Hr+2(Rd) and f ∈ Hr/2,r([0, T ]×Rd).
Then, there exists a unique u ∈ H(r+2)/2,r+2([0, T ]×Rd) such that

Lu = f, u(0, ·) = ϕ.

Moreover, u satisfies

‖u‖r/2+1,r+2
H 6 c

(
‖ϕ‖r+2H + ‖f‖r/2,r

H

)
,

where c > 0 is a global constant that is independent of ϕ and f.
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Proof. See Theorem 5.1 in Ladyženskaja et al. (1968), p. 320.

As a special case, we obtain the result we have used in the proof of
Lemma 4.24.

corollary C.2. Suppose that

(C1) a,b, c : R→ R are bounded and Lipschitz continuous,

(C2) the function a has a bounded Lipschitz continuous derivative and
satisfies infy∈R a(y) > 0,

(C3’) ε̂ ∈ Hr+2(R) for some r ∈ (0, 1).

Then, for each bounded and Lipschitz continuous f : [0, T ]×R → R, there
exists a unique g ∈ C1,2

b ([0, T ]×R) that solves

0 = gt + agyy + bgy + cg+ f, g(T , ·) = ε̂.

Proof. Consider the second-order differential operator

Lu = ∂u
∂t − a

∂2u
∂y∂y − b∂u∂y − cu.

By assumption (C1) and (C2), the differential operator L satisfies (P1)
and (P2)r for r ∈ (0, 1). Moreover, f ∈ Hr/2,r([0, T ]×R) since f is Lips-
chitz continuous. Hence, Theorem C.1 yields u ∈ H(r+2)/2,r+2([0, T ]×
R) such that

Lu = f(T − t, ·), u(0, ·) = ε̂ and ‖u‖C1,2 6 ‖u‖(r+2)/2,r+2
H <∞.

Thus defining g ∈ C1,2
b ([0, T ]×R) by g(t,y) , u(T − t,y), we obtain

0 = gt + agyy + bgy + cg+ f, g(T , ·) = ε̂.

c.2.2 Quasilinear Cauchy problem

We consider the nonlinear differential operator

Lu , ut −
∑d
i=1

(
d

dxi
ai(t, x,u,ux)

)
+ a(t, x,u,ux)

with principal part in divergence form. In order to formulate condi-
tions on the coefficients of L, we set

aij(t, x,u,p) ,
∂ai(x, t,u,p)

∂pj
, and (C.10)

A(t, x,u,p) , a(t, x,u,p) −
∑d
i=1

(
∂ai
∂u pi +

∂ai
∂xi

)
.

We formulate the following conditions:

(Q1) For all t ∈ (0, T ], x,p ∈ Rd and u ∈ R, we haveAssumptions on
nonlinear

differential
operator

∑d
i,j=1aij(t, x,u,p)yiyj > 0 for all y ∈ Rd.
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(Q2) There exist b1,b2 > 0 such that for all t ∈ (0, T ], x ∈ Rd and
u ∈ R we have

A(t, x,u, 0) > −b1u
2 − b2.

(Q3) The functions a and ai are continuous and ai is differentiable
with respect to x, u, and p. Moreover, there exist c1, c2 > 0 such
that for all v = (t, x,u,p) ∈ [0, T ]×Rd ×R×Rd we have

c1|y|
2 6
∑n
i,j=1aij(v)yiyj 6 c2|y|

2 for all y ∈ Rd

and, with aij given by (C.10),

|a(v)|+
∑d
i=1

(
|ai(v)|+ |

∂ai(v)
∂u

)
(1+ |p|) +

∑d
i,j=1|aij(v)|

6 c2(1+ |u|)(1+ |p|)2.

(Q4)β There exists β ∈ (0, 1) such that for all compact sets K ⊂ R,
K̄ ⊂ Rd the functions

ai,a,ai,j, ∂ai∂u , ∂ai∂xi
: [0, T ]×Rd ×K× K̄→ R

are Hölder continuous in t, x,u and p with exponents β
2 , β, β

and β, respectively.

Here, we say that f : [0, T ]×Rd × K× K̄ → R, z = (z1, z2, z3, z4) 7→ f(z)

is β-Hölder continuous in zi if

〈u〉βi , sup
z,z̄∈Dom(f), zj=z̄j, j6=i, |zi−z̄i|61

|f(z) − f(z̄)|

|zi − z̄i|β
<∞.

theorem C.3. Suppose that ψ0 ∈ H2+β(Rd) and that (Q1), (Q2), (Q3) Solution of
quasilinear
Cauchy problem

and (Q4)β are satisfied for some β ∈ (0, 1). Then, there exists a solution
u ∈ H(2+β)/2,2+β([0, T ]×Rd) of the Cauchy problem

Lu = 0, u(0, ·) = ψ0.

Proof. See Theorem 8.1 in Ladyženskaja et al. (1968), p. 495.

For our purposes in Section 4.2, we require the following result:

corollary C.4. Suppose that

(C1) a,b, c : R→ R are bounded and Lipschitz continuous,

(C2) the function a has a bounded Lipschitz continuous derivative and
satisfies infy∈R a(y) > 0,

(C3’) ε̂ ∈ Hr+2(R) for some r ∈ (0, 1),

and let f ∈ C1b(R). Then, the semilinear PDE

0 = gt + agyy + bgy + cg+ f(g), g(T , ·) = ε̂.

has a solution g ∈ C1,2
b ([0, T ]×R).
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Proof. After setting a1(t, x,u,p) , pa(x) and

ā(t, x,u,p) , −b(x)p− c(x)u− f(u) + pa ′(x),

we can represent the relevant differential operator as

Lu , ut − d
dxa1(t, x,u,ux) + ā(t, x,u,ux)

= ut −
d

dx(uxa(x)) − b(x)ux − c(x)u− f(u) + uxa
′(x)

= ut − a(x)uxx − b(x)ux − c(x)u− f(u).

Hence if u ∈ C1,2
b ([0, T ]×R) solves Lu = 0, u(0, ·) = ε̂, then g(t, x) ,

u(T − t, x) defines member of C1,2
b ([0, T ]×R) that satisfies

0 = gt + agyy + bgy + cg+ f(g), g(T , ·) = ε̂.

We now verify the assumptions of Theorem C.3 for L. Note that

a11(t, x,u,p) = ∂a1(x,t,u,p)
∂p1

= a(x)

so (Q1) holds since

a11(t, x,u,p)y2 = a(x)y2 > 0 by (C2).

Next observe that

A(t, x,u,p) = ā(t, x,u,p) − ∂a1(t,x,u,p)
∂u p−

∂a1(t,x,u,p)
∂x

= −b(x)p− c(x)u− f(u).

Thus (Q2) is satisfied since

A(t, x,u, 0) = −c(x)u− f(u) > −‖c‖∞|u|− ‖f‖∞ > −b1u
2 − b2

with b1 , ‖c‖∞ and b2 , ‖c‖∞ + ‖f‖∞. To check (Q3), note that by
(C1) and (C2) the functions a1 and ā are continuous and that a1 is
differentiable. Moreover

inf
x∈R

a(x)|y|2 6 a11(t, x,u,p)y2 6 ‖β‖∞|y|2
for all t ∈ [0, T ] and x,u,p,y ∈ R. In addition, for v = (t, x,u,p) ∈
[0, T ]×R×R×R, we have

|ā(v)|+
(
|a1(v)|+ |

∂a1(v)
∂u |

)
(1+ |p|) + |a11(v)|

6 ‖b‖∞|p|+ ‖c‖∞|u|+ ‖f‖∞ + ‖a ′‖∞|p|+ |p|‖a‖∞(1+ |p|) + ‖a‖∞
6 (‖a‖∞ + ‖b‖∞ + ‖c‖∞ + ‖f‖∞ + ‖a ′‖∞)(1+ |u|)(1+ |p|)2

since a,b, c, f, and a ′ are bounded. Thus (Q3) holds with

c2 , ‖a‖∞ + ‖b‖∞ + ‖c‖∞ + ‖f‖∞ + ‖a ′‖∞
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and c1 , infx∈R a(x) > 0. Finally, by assumptions (C1), (C2) for any
compact set K ⊂ R the functions

a1(v) = pa(x), a(v) = −b(x)p− c(x)u− f(u) + pa ′(x),

a11(v) = a(x), ∂a1
∂u (v) = 0, ∂a1

∂p (v) = a ′(x)

restricted to [0, T ]×R× K× K are Lipschitz continuous in x, u and p:
Indeed, a, a ′ b and c are bounded and Lipschitz continuous by (C1)
and (C2), and f ∈ C1b(R). Hence (Q4)

1
2 holds as well, and, by Theorem

C.3, the Cauchy problem

Lu = 0, u(0, ·) = ε̂

has a solution u ∈ H5/4,5/2([0, T ]×Rd) ⊂ C1,2
b ([0, T ]×Rd).
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