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Preface

Contribution

Integrality of representations of finite groups. Representation theory of finite groups is an area of
mathematics closely related to group theory, where an abstract group G is analyzed by means of so-called
representations of G over a field k, which are just group homomorphisms G → GLn(k). One can think of
representation theory as a linearization tool for finite groups, as the abstract operation in a group is transferred
to the well known setting of linear transformations of finite dimensional vector spaces. As all properties of
linear transformations are invariant under base change, the following definition is intuitive for representations:
We say that two representations ρ, ρ̃ : G → GLn(k) are equivalent, if and only if there exists an invertible
matrix X ∈ GLn(k) such that Xρ(g)X−1 = ρ̃(g) for all g ∈ G, that is, if and only if we can find a base change
ϕX : GLn(k)→ GLn(k), A 7→ XAX−1 such that ϕX ◦ ρ = ρ̃.

In case k = C the representations are so-called complex representations, and the study of these has a long
history, beginning with Frobenius at the end of the 19th century. As equivalent representations have the same
properties, one might ask whether for a given complex representation one can find a—in some sense—simpler
equivalent representation. For example it is known that for every finite group G there exists a number field
K, that is, a finite extension K of Q, such that for every complex representation G → GLn(C) there exists
an equivalent complex representation ρ̃ with ρ̃(g) ∈ GLn(K) for all g ∈ G.

Thanks to this rationality result it is reasonable to concentrate on representations G→ GLn(K), where K is
a number field. A special case of these representations are so-called rational representations G→ GLn(Q). For
these we have an additional simplification step due to Burnside [Bur08]: Given a representation G→ GLn(Q)
there exists a conjugate representation ρ̃ such that ρ̃(g) ∈ GLn(Z) for all g ∈ G, that is, all matrices have
integer entries. Coming back to the general case of a representation over a number field K and replacing Z by
the ring of integers OK of K, Burnside asked and partly dealt with the natural follow-up question, which we
investigate in this thesis:

Question (Burnside): Given a representation ρ : G → GLn(K) of a finite group G over a number field K,
does there exist a representation ρ̃ conjugate to ρ such that ρ̃(g) ∈ GLn(OK) for all g ∈ G?

In this case we call ρ̃ an integral representation and we say that ρ can be made integral. Using this
convention, the above result of Burnside reads: Every representation over Q can be made integral. While
Burnside [Bur08] himself and Schur [Sch11] found sufficient conditions under which a representation over a
number field can be made integral, for 70 years it was open whether every representation over a number field
can be made integral. By providing two examples, Cliff, Ritter and Weiss [CRW92] (and independently Serre
and Feit [Ser08]), finally answered the question of Burnside negatively. As both proofs, the one(s) of Cliff,
Ritter and Weiss and the one(s) of Serre and Feit, involve ad hoc methods applicable only in their particular
situations, they did not provide an answer to the following question: Is it possible to decide algorithmically
whether a representation over a number field can be made integral? The first main contribution of this thesis
is an affirmative answer to this problem (see §17):

Theorem. There exists an algorithm that, given a representation of a finite group over a number field, answers
Burnside’s question, that is, it decides whether this representation can be made integral. Moreover, if this is
the case, a conjugate integral representation can be computed.

To describe the second main contribution, we shift our focus from a single representation to families of
representations realizing a given character of a finite group. Recall that a character of G is a map χ : G→ C,
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such that there exists a representation ρ : G→ GLn(C) with tr(ρ(g)) = χ(g) for all g ∈ G. In this case we say
that χ is realized by ρ. As conjugate representations have the same character, the aforementioned rationality
result implies that every character of G can be realized by a representation over a number field. In fact there
are infinitely many different number fields which allow for representations realizing χ and of particular interest
are the fields with minimal degree over Q. While a single representation over a number field of minimal degree
realizing a given character may fail to be integral, we now ask:

Question: Given a character χ of G, does there exist an integral representation G → GLn(K) with K of
minimal degree realizing χ? Can one always find a representation G → GLn(K) with K of minimal degree
realizing χ which cannot be made integral? If such fields exist, how many are there?

Building upon the work of Serre, we are able to give an answer under certain conditions on the character
(see Theorem 18.18):

Theorem. Let χ be an irreducible character of a finite group with degree deg(χ) = 2, character field Q(χ) = Q
and Schur index mQ(χ) = 2. Then there are infinitely many number fields K of minimal degree and integral
representations ρ over K realizing χ. And there are infinitely many number fields K of minimal degree and
representations ρ over K realizing χ which cannot be made integral.

Moreover, based on extensive computations using our developed algorithms, we make various conjectures
generalizing this theorem.

Orders and lattices. The first step towards answering integrality questions for representations of finite
groups is a change of language: Instead of considering representations G → GLn(K) and G → GLn(OK) we
investigate K-vector spaces and free OK-modules with a given operation of G. The question of whether a
representation ρ : G → GLn(K) can be made integral translates to a question about existence of G-invariant
OK-modules with special properties contained in the KG-module associated to ρ. More precisely, for a fixed
KG-module we need to decide whether there exists an OK-free OKG-submodule of full rank. While the change
of language seems tautological at a first glance, we have now entered the well developed area of orders and
lattices over Dedekind domains. As this area is lagging behind on the algorithmic side, we had to address
various algorithmic questions in order to decide integrality. In particular for an order Λ over OK , Λ-lattices
M and N and p a nonzero prime ideal of OK , in this thesis we address the following problems:

• Computation of HomΛ(M,N), HomΛp
(Mp, Np) and reductions thereof.

• Local lattice isomorphism: Decide whether Mp
∼= Np.

• Classifying lattices up to local isomorphism.

• Computation of the different genera of lattices.

• Effective version of the theorem of Jordan–Zassenhaus.

• Decomposition of lattices modulo prime ideals at all prime ideals.

• Computation of Solomon zeta functions of lattices.

Let us digress on the second to last item (all the other problems are straightforward to describe). Let K be a
number field and consider an irreducible KG-module V together with an OKG-lattice M of V . One now might
ask how the module M/pM (the so-called reduction of V modulo p, which is to some extent independent of
the chosen OKG-lattice of V ) changes, as p varies over the nonzero prime ideals of OK . Will it stay irreducible
or not? If not, how large are the composition factors and how do they vary with p? In case K is a splitting
field, the answer is a consequence of a result of Brauer–Nesbitt in the area of modular representation theory:
Outside a finite number of prime ideals the reduction of V stays irreducible. In this thesis we address the case
where K is an arbitrary number field and show—using class field theory—that the decomposition behavior
can be described explicitly allowing us to describe all possible decompositions that can and will occur.

The last item, the computation of the Solomon zeta function, is not directly linked to the question of
integrality, but is an immediate application of the previous items. Based on experiments with an algorithm
for computing this zeta function, we were able to conjecture and prove the form of the Solomon zeta function
for all lattices in the natural representation of the symmetric group.
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Modules over ring of integers. The underlying premise of all algorithms dealing with OKG-lattices is
that we can (efficiently) compute with finitely generated, torsion-free modules over OK . In addition to rep-
resenting such modules this means computing sums, intersections, testing membership of elements, or testing
isomorphism. Assuming for a moment that K = Q and OK = Z, these problems can be addressed using the
Hermite normal form, a unique row reduced echelon form for integer matrices. Because of its wide range of
applications, research on Hermite normal form algorithms has attracted lots of attention, see [Sto00], resulting
in fast (theoretical and practical) polynomial time algorithms.

Because OK is in general not a principal ideal domain, the situation in the general case is quite different—
both in theory and in practice. While more than 100 years ago Steinitz proved in [Ste11, Ste12] that submodules
of OnK can be represented by a combination of matrices and ideals, explicit algorithms were lacking for a long
time. Based on the pioneering work of Bosma and Pohst [BP91], the notion of a Hermite normal form was
generalized to OK-modules by Cohen [Coh96]. Moreover by describing algorithms for computing this so-called
pseudo-Hermite normal form, the problem of computing with modules over OK was finally solved. While
Cohen’s algorithm was believed to be polynomial time, no proof was provided. In this thesis we present two
fundamentally different algorithms for computing the pseudo-Hermite normal form, with polynomial running
time. The first one is a modification of Cohen’s original algorithm with proven polynomial running time. The
second one is quite different, for it uses the Euclidean structure of non-trivial quotient rings of OK in a novel
way, allowing us to bypass all difficulties occurring when manipulating modules over OK . As a corollary we
also obtain a new algorithm for computing the Hermite normal form of integer matrices.

In order to talk about running time of algorithms manipulating objects associated to algebraic number
fields, we first introduce and analyze a model for computing with these objects. After fixing representations
for algebraic integers and fractional ideals, we give a detailed exposition of the complexity of a wide range
of operations. While most of the used algorithms are well known (see [PZ89, Coh93]), thorough complexity
analyses were lacking (see [Bel04] for partial results on element arithmetic).

While in this thesis the pseudo-Hermite normal form and algorithms computing it are only used as a tool
for handling lattices and more complicated objects, they have a wide range of applications. Applications come
from number theory itself, e.g. working with relative extensions (see [Coh00]). But they also show up in the
field of cryptography (see [FS10]) and coding theory (see [BQ12]).

The thesis contains material from the author’s (partly) published articles [FH14, Hof16, BFH14]. In partic-
ular, the thesis contains joint work with Claus Fieker and Jean-Françoise Biasse. The respective publication
is listed at the beginning of the corresponding chapter respectively section it gives contribution to.

Structure

The thesis is structured as follows: In Chapter 1—after recalling elementary facts about number fields and
matrix normal forms over rings—we develop a computational model for number fields, including field and
ideal arithmetic. In Chapter 2, we describe pseudo-Hermite normal form algorithms and use the model of
Chapter 1 to prove polynomial running time. Chapter 3 is purely theoretical and recalls the basic theory of
orders and lattices. We also include a new proof of the theorem of Jordan–Zassenhaus for global fields which
is in addition constructive. In Chapter 4 we provide algorithms for various problems involving orders and
lattices. In Chapter 5, after investigating reductions of modules over group algebras, we finally apply all the
machinery to tackle the question of integrality.
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Notation and convention

By Z,Q,R,C we denote the rational integers, the rational numbers, the real numbers and the complex numbers
respectively. By P we denote the set of (positive) prime numbers. We denote by Q̄ a fixed algebraic closure of
Q inside C. A ring is always a ring with unit and a ring morphism is always unit preserving. Unless otherwise
mentioned, all modules are unital left modules.

For a ring R and integers m,n ∈ Z≥1 we denote by Matn×m(R) the R-module of all n ×m matrices with
entries in R and by GLn(R) the group Matn×n(R)× of invertible n × n matrices. By 0n×m we denote the
zero matrix in Matn×m(R). For 1 ≤ i ≤ n, 1 ≤ j ≤ m we denote by eij the matrix (δkiδlj)1≤i≤n,1≤j≤m
in Matn×m(R). We call (eij)i,j the canonical basis of Matn×m(R). By 1n we denote the n × n identity
matrix. A diagonal matrix A = (aij)i,j ∈ Matn×n(R) with ai,j = 0 for all i, j with i 6= j is denoted by
diag(a11, a22, . . . , ann). For a matrix A ∈ Matn×m(R) we denote by sp(A) the R-submodule of Rm which is
spanned by the rows of A. For 1 ≤ j ≤ n, we denote by spj(A) the module {(v1, . . . , vm) ∈ sp(A) | vm =
vm−1 = · · · = vm−j+1 = 0}.

If M = (mij)i,j ∈ Matn×m(Z) is an integer matrix, we denote by |M | = max{|mij | | 1 ≤ i, j ≤ n} the
absolute value of the largest entry of M .

To simplify the presentation of complexity results, we use soft-Oh notation Õ: For functions f, g : R≥0 →
R≥0 we have f ∈ Õ(g) if and only if there exists k ∈ Z>0 such that f ∈ O(g(log(g))k).

If f : M → N is a function and M ′ ⊆M , N ′ ⊆ N are subsets with f(M ′) ⊆ N ′ we denote by f |M ′N ′ : M ′ → N ′

the function induced by f .
Let R be a commutative ring, M a free R-module of rank m with R-basis M and N a free R-module of rank

n with R-basis N . Then for an R-morphism f : M → N we denote by MM
N (f) ⊆ Matm×n(R) the matrix of

f with respect to the bases M and N .
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CHAPTER 1

Computing in number fields

In the long history of (algebraic) number theory, developments on the theoretical side have always been
accompanied by explicit constructive methods. In this context algebraic number fields are no exception. Al-
though algorithms for nearly every problem in algebraic number fields have been known for quite a time (see
[Coh93, PZ89]), and many implementations can be found (for example [PARI, BCP97, DFK+97]), the inspec-
tion of complexity seems schizophrenic: While some problems like the class group computation of (quadratic)
number fields, have attracted lots of attention including detailed complexity analyses, lots of areas have been
treated negligently.

Among those areas are basic element and ideal arithmetic in number fields. Even though these operation
are at the heart of almost all algorithms, apart from the investigation of multiplication by Belabas in [Bel04]
the complexity was never an issue. Actually in [PZ89] the authors deliberately decided against an analysis of
complexity since “the algorithms under consideration yield good to excellent results for number fields of small
degree and not too large discriminants” [PZ89, Preface].

Since then the situation has changed dramatically. With applications coming from cryptography and coding
theory, and newly available hardware, the computational bounds are constantly pushed further and further.
In particular the credo of small degree/discriminant does not apply anymore. As a consequence we need to
understand the dependency of basic arithmetic on the degree and discriminant.

The goal of this chapter is to introduce a simple computational model for algebraic number fields which
can be used to analyze more involved algorithms. In particular, this will be applied in Chapter 2 where we
evaluate the complexity of computing normal forms of modules over the ring of integers of a number field. In
parts results of this chapter have been published in [BFH14] and [FH14].

§1. Background

§1A. Number fields

In this section very basic facts from algebraic number theory are introduced, mainly for notational purpose.
We begin with basic properties of number fields, which can be found in any book entitled “algebraic number
theory”, see for example [Neu99] or [Lan94].

A number field K is a finite extension of Q contained in Q̄. The degree [K : Q] of the field extension is
called the degree of the number field K. The rationals Q being of characteristic 0, a number field K of degree
d admits d embeddings K → C. We denote by ΣK,∞ = Σ∞ the set of all these embeddings. For an element
α of K we denote by µα the Q-linear map K → K, β 7−→ αβ. If Ω is a Q-basis of K, then the matrix
Mα,Ω ∈ Matd×d(Q) representing µα with respect to Ω is called the regular representation of α (with respect to
Ω). In case Ω is fixed we drop the Ω in the index and speak of the regular representation of α. As usual we
define NK|Q(α) = det(µα) ∈ Q and TrK|Q(α) = tr(µα) ∈ Q respectively to be the norm of α and the trace of
α respectively. Note that we have

NK|Q(α) =
∏
σ∈Σ∞

σ(α) and TrK|Q(α) =
∑
σ∈Σ∞

σ(α).

An embedding σ ∈ Σ∞ is called real, if the image of σ is contained in R and complex otherwise. As usual
for an embedding σ ∈ Σ∞ we denote by σ the composition of σ with complex conjugation. Denoting by r

1



1. Computing in number fields

the number of real embeddings and by 2s the number of complex embeddings of K, we call the tuple (r, s)
the signature of K. We can embed K in KR = K ⊗Q R ' Rr ×Cs and extend all embeddings to KR. The
d-dimensional real vector space KR carries the Hermitian form

T2 : KR ×KR −→ R, (α, β) 7−→
∑
σ∈Σ∞

σ(α)σ(β).

The associated norm ‖ ‖ defined by ‖α‖ =
√
T2(α, α) for α ∈ KR, turns KR into a normed vector space over

R.

An element α ∈ Q is called integral or an algebraic integer, if the minimal polynomial (the monic generator
of the kernel of Q[X] → Q(α), f 7→ f(α)) is an element of Z[X]. The ring of integers of K is the set of all
algebraic integers contained in K. We denote it by O = OK . The set O is a Noetherian, integrally closed
subring of K of dimension 1, that is, a Dedekind domain. Moreover it is a free Z-module of rank d with
QO = K. The discriminant ∆ = ∆K of the number field K is defined to be det(TrK|Q(ωi · ωj)i,j), where
ω1, . . . , ωd is any Z-basis of O (such a Z-basis is called an integral basis of O).

A fractional ideal of K is a nonzero finitely generated O-submodule of K. The set IK of fractional ideals of K
forms a group with identity element O, where the product ab of two fractional ideals a and b of K is defined to
be the O-module generated by the set {αβ | α ∈ a, β ∈ b}, and inversion is given by a−1 = {α ∈ K |αa ⊆ O}.
Since every fractional ideal a can be uniquely written in the form a =

∏
06=p∈Spec(O) p

np with np ∈ Z and
np = 0 for almost all p, the abelian group IK is free on the set of nonzero prime ideals of O. The integer np is
called the p-adic valuation of a and is denoted by vp(a). A fractional ideal contained in O is called an integral
ideal of K, which is in fact a nonzero ideal of the commutative ring O. For every fractional ideal a of K, there
exists r ∈ Z>0 such that ra is an integral ideal. The minimal positive integer with this property is defined to
be the denominator of the fractional ideal a and is denoted by den(a).

In case a fractional ideal is generated (as an O-module) by a single element of K, we call it a principal
fractional ideal. For an element α ∈ K×, this fractional ideal is denoted by (α). We define vp((α)) to be the
p-adic valuation of α and denote it by vp(α). The set PK of all principal fractional ideals is a subgroup of the
abelian group IK . The quotient IK/PK is a finite abelian group denoted by ClK or ClO and is called the ideal
class group of K.

As the ring of integers O is residually finite, the quotient O/a is finite for all nonzero integral ideals a of O.
We call |O/a| the ideal norm of a and denote it by N(a).

Given an integral ideal a of K, the unique positive integer m ∈ Z≥0 with (m) = Z∩a is called the minimum
of a and is denoted by min(a). Note that we have min(a) = min{a ∈ Z>0 | a ∈ a}, justifying the naming.

Remark 1.1. The theory of fractional ideals can be developed for arbitrary Dedekind domains O. In this
case the number field K has to be replaced by the field of fractions of O. In particular attached to O we have
the ideal class group ClO, an abelian group which no longer has to be finite.

Completions.

Assumption. Let O be a Dedekind domain with field of fractions K and p a nonzero prime ideal of O.

Associated to the prime ideal p, we have the discrete valuation vp : K× → Z and the non-Archimedean
valuation

| |p : K −→ R≥0, α 7−→

{
0, if α = 0,

c−vp(α), else,

where c ∈ R>1 is some fixed real number. We fix a completion of the metric space (K, | |p) and denote it (by
abuse of notation) by (Kp, | |p). We call it the p-adic completion of K or the completion of K at p. The set
Op = {α ∈ Kp | |α|p ≤ 1} is a complete discrete valuation ring with unit group O×p = {α ∈ Kp | |α|p = 1}.
We view K and O respectively as being embedded in Kp and Op respectively. If V is a K-vector space, we
denote by Vp the Kp-vector space Kp ⊗K V and view V as a subset of Vp via the canonical monomorphism
V → Kp ⊗K V . Similarly if M is a torsion-free finitely generated O-module, we define Mp to be the Op-
module Op ⊗O M and view M as a subset of Mp. In case p is a principal ideal with generator π ∈ p and
X ∈ {K,O, V,M}, we write Xπ instead of Xp. Note that a different choice for c does not affect the topology
induced by the valuation and therefore yields the same completion and associated objects.
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1. Background

Quotients of rings of integers. We now turn to the structure of quotients of rings of integers. Since the
presented results are non-standard, for the convenience of the reader we have included proofs.

Assumption. Let K be an algebraic number field with ring of integers O and m a nonzero ideal of O.

Recall that a principal ideal ring is a ring in which every ideal is principal. It is well known that the quotient
ring O/m is a principal ideal ring: Since principal ideal rings are closed under direct products (see [ZS75,
Ch.IV, Theorem 33]), the Chinese remainder theorem shows that it is sufficient to consider the case of a prime
ideal power m = pl. Since the completion Op is a discrete valuation ring, the quotient ring Op/p

lOp is a
principal ideal ring. Now the claim follows as O/pl and Op/p

lOp are isomorphic rings. In fact, the quotient
ring has even more structure.

Recall that a pair (R,ϕ) consisting of a commutative ring R and a function ϕ : R\{0} → Z≥0 is called a
Euclidean ring, if the following property is satisfied: For all a, b ∈ R, b 6= 0 there exist q, r ∈ R such that

a = qb+ r with ϕ(r) < ϕ(b) or r = 0. (1.1)

In this case ϕ is called the Euclidean function of this Euclidean ring and (1.1) is called Euclidean division.

Remark 1.2. This is not the definition of a Euclidean ring but one that suits our purpose. We refer the
interested reader to [AF95] for an overview of different definitions and connections between them.

The fact that O/m is a Euclidean ring has also been shown by Fletcher in [Fle71]. The main goal of
this section is the description of this Euclidean structure with some minor modifications to the arguments
of Fletcher. The first step is the definition of the Euclidean structure in case m is a prime ideal power pl,
exploiting the special properties of the ring O/pl. Finally it is shown that the direct product of these rings is
again a Euclidean ring.

Let us recall some facts about the residue ring O/pl, where pl is a prime ideal power. Denote by π an
element of p\p2 (such an element is called a p-uniformizer). The ring O/pl is a special principal ideal ring,
that is, a principal ideal ring with unique maximal ideal which is in addition nilpotent. Consequently every
ideal is of the form (πk) with 0 ≤ k ≤ l.

Fixing a set S of coset representatives of O modulo p, it is well known that every element a of O/pl can

be uniquely written in the form a =
∑l−1
i=0 siπ

i with si ∈ S. Moreover a is invertible if and only if s0 is a
unit modulo p. Using this representation it is easy to compute the cardinality of various objects associated to
O/pl.

Lemma 1.3. Let 0 ≤ k ≤ l. Then the following hold:
(i) #(O/pl)× = N(p)l−1(N(p)− 1).
(ii) #(πk) = N(p)l−k.

(iii) If a is an ideal of O, then a = (πmin(vp(a),l)) and #a = N(p)l−min(vp(a),l).
(iv) The number of elements α ∈ (O/pl) with (α) = (πk) is N(p)l−k−1(N(p)− 1) if 0 ≤ k < l and 1 if k ≥ l.

Proof. We let S be as in the preceding discussion and assume that 0 ∈ S.
(i): Since #S = N(p) and a =

∑l−1
i=0 siπ

i is a unit if and only if s0 ∈ S\{0} the result follows.

(ii): Every element of (πk) can be uniquely written in the form
∑l−1
i=k siπ

i with si ∈ S.
(iii) and (iv): Follow from (i) and (ii). �

We now turn to the Euclidean structure of O/pl. The following result is essentially [Fle71, Proposition 7].

Lemma 1.4. Let
ϕp : (O/pl)\{0} −→ Z≥0, a 7−→ N(p)vp(a).

Then (O/pk, ϕp) is a Euclidean ring.

Proof. Since ϕp is the composition of ϕ′ : (O/pl)\{0} → Z≥0, a 7→ vp(a) and the strictly increasing function
R≥0 → R, x 7→ N(p)x, it is sufficient to show that (O/pl, ϕ′) is a Euclidean ring. But this is already shown
in [Fle71, Proposition 7]. For the sake of completeness we sketch the argument: The above representation of
elements of O/pl shows that every element a can be written as uaπ

k for some unit ua and integer k (in fact
k = vp(a)). If a and b are elements of O/pl with b 6= 0, then

a =

{
0 · b+ a, if vp(a) < vp(b),

uau
−1
b πvp(a)−vp(b) · b+ 0, if vp(a) ≥ vp(b).

is a Euclidean division. �
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1. Computing in number fields

We extend the function ϕp of Lemma 1.4 to the whole of O/pl by setting ϕp(0) = N(p)l. Thus for all
a ∈ O/pl we have ϕp(a) = N(p)min(vp(a),l). We can now put everything together. For each prime divisor p
of m denote by ϕp : O/pvp(m) → Z the Euclidean function defined in Lemma 1.4 and by ap ∈ O/pvp(m) the
p-component of an element a ∈ O/m under the natural isomorphism O/m ∼=

∏
p|m(O/pvp(m)).

Proposition 1.5. The ring O/m together with

ϕ : (O/m)\{0} −→ Z≥0, a 7−→ N((a,m))

is a Euclidean ring.

Proof. The proof of [Fle71, Proposition 6] shows that O/m is a Euclidean ring with Euclidean function∑
p|m ϕp(ap). But it is easy to see that the proof remains valid if the sum is replaced by f((ϕp(ap))p),

where f :
∏

p|m R→ R is any strictly increasing multivariate function. The result then follows by choosing f

to be the product and noting that N((a,m)) = ϕ(a) =
∏

p|m ϕp(ap). �

Example 1.6. Consider the rational integers Z and an ideal NZ thereof. For any integer a ∈ Z the value
N((a,NZ)) is equal to gcd(a,N). Thus Proposition 1.4 shows that the ring Z/NZ together with

Z/NZ\{0} −→ Z>0, a 7−→ gcd(a,N)

is a Euclidean ring. Note that Z/NZ being the quotient of the Euclidean ring Z, admits another Euclidean
function:

Z/NZ\{0} −→ Z>0, a 7−→ min(a ∩ Z>0).

For this function the Euclidean division in Z/NZ is then defined using lifting to Z, Euclidean division in Z
and projection back to Z/NZ.

Remark 1.7. Note that due to the presence of zero-divisors the division in O/m is not unique. To illustrate
the occurring pitfalls we consider an example in Z/30Z. It is easy to see that a = 6 and b = 10 satisfy
(a, b) = (g) with g = 2. This shows that g is a greatest common divisor of a and b. We now want to divide by
g: While the equations g · 18 = a and g · 20 = b show that 18 and 20 are valid quotients, they are not coprime
in Z/30Z as (18, 20) = (2). This is in total contrast to the situation of integral domains, where dividing by
a greatest common divisor produces coprime elements. Nevertheless we can try to find coprime quotients by
choosing different ones. Now g · 3 = a and g · 5 = b show that 3 and 5 will also do and they are fortunately
coprime in Z/30Z.

The following proposition shows, that by choosing quotients with Euclidean function as small as possible,
it is always possible to produce coprime elements.

Proposition 1.8. We set ϕ = ϕm. Let a, b ∈ O/m. Then the following holds:
(i) The element b divides a if and only if (a,m)(b,m)−1 is an integral ideal.
(ii) An element c ∈ O/m satisfies bc = a if and only if (c,m) ⊆ (a,m)(b,m)−1.

(iii) If c ∈ O/m satisfies bc = a, then ϕ(a)/ϕ(b) divides ϕ(c).
(iv) Let c ∈ O/m such that bc = a. Then ϕ(a)/ϕ(b) = ϕ(c) is equivalent to (c) = (a,m)(b,m)−1.
(v) Let g ∈ O/m be a greatest common divisor of a, b, that is, (g) = (a, b). Assume that e, f are elements

of O/m such that eg = a, fg = b, ϕ(e) = ϕ(a)/ϕ(g) and ϕ(f) = ϕ(b)/ϕ(g). Then e and f are coprime,
that is, (e, f) = O/m.

Proof. (i): This follows from the fact that b | a is equivalent to bp | ap for all prime divisors p of m.
(ii): For each prime divisor p of m we have bpcp = ap. If ap 6= 0 (and therefore bp 6= 0) this is equivalent

to vp(c) = vp(a) − vp(b) = vp((a,m)(b,m)−1). If ap = bp = 0 then this is equivalent to vp(c) ≥ 0 =
vp((a,m)(b,m)−1). If ap = 0 and bp 6= 0, then this is equivalent to vp(c) ≥ vp(m)− vp(b) = vp((a,m)(b,m)−1).
Now the claim follows.

(iii) and (iv): This follows from (ii).
(v): Note that (g,m) = (a, b,m). By (ii) the assumption on the Euclidean function implies (e,m) =

(a,m)(a, b,m)−1 and (f,m) = (b,m)(a, b,m)−1. From this one deduces that (e, f,m) = O, that is, (e, f) =
O/m. �
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1. Background

§1B. Modules and normal forms

In this section we will recall the basic theory of modules and matrix normal forms over various rings. References
for this section are [Bou03, Chapter VII] (Modules over principal ideal domains), [Coh00, Chapter 1] (Modules
and normal forms over Dedekind domains) as well as [Sto00] (Normal forms over principal ideal rings and
principal ideal domains). Throughout this section, we will make use of the following notation to obtain unique
representatives for various equivalence relations. For a ring R, we denote by A(R) a complete set of equivalence
class representatives with respect to ∼, where for a, b ∈ R we define a ∼ b, if and only if a = ub for some unit
u ∈ R×. For every ideal a ⊆ R we fix a complete set of coset representatives of R/a and denote it by Rs(a).
In case a = (r) is principal with r ∈ R, we write Rs(r) instead of Rs(a).

Principal ideal domains. For principal ideal domains, the theory of finitely generated modules is as simple
as it can be:

Theorem and Definition 1.9. Let R be a principal ideal domain and M a finitely generated R-module.
(i) There exists a unique integer r ∈ Z≥0 such that M ∼= Rr ⊕Mtor. The number r is called the rank of M .
(ii) If M is a submodule of a free R-module of rank r, then M is free of rank ≤ r.

(iii) If M is torsion, then there exist elements r1, . . . , rl ∈ R such that M ∼=
∏l
i=1R/riR.

(iv) If N is a R-submodule of M such that M and N have the same rank, then there exist elements r1, . . . , rl ∈
R such that M/N ∼=

∏l
i=1R/riR. The ideal r1 · · · rlR is independent of the chosen decomposition. We

call it the index ideal of N in M and denote it by (M : N).

Remark 1.10. The index ideal obeys the same rules as the ordinary index. Moreover, in case R is residually
finite (this means that non-trivial quotients of R are finite), we have #R/(M : N) = |M : N |

To establish the connection to matrix normal forms, consider a Z-module M ⊆ Zm, which is—as it is often
the case in applications—described by a set of generators A1, . . . , An ∈ Zm. Using these generators as rows
of a matrix A ∈ Matn×m(Z), the module M is thus determined by A. While in this way we can represent M
with its infinitely many elements using only finite space, this way of representing M raises various questions:

(i) Assume that the number of generators is much larger than m. By Lemma 1.9 we know that the module M
is a free module of rank at most m. Thus by theory we know that there exists a matrix A′ ∈ Matk×m(Z)
with 1 ≤ k ≤ m such that M is generated by the rows of A′. How can we obtain such an A′ given A?

(ii) Assume that N is a second Z-module N ⊆ Zm which is determined by a matrix B ∈ Matl×m(Z). How
can we decide if M = N? How to find generators of the Z-modules M ∩N , M +N?

This is where the theory of matrix normal forms comes into play: Associated to M or A respectively there
exists a unique Z-matrix H with rows spanning M such that certain minimality conditions are satisfied.
More importantly there exist algorithms for computing H given A. While the minimality condition will solve
question (i), the uniqueness will us help with (ii).

Definition 1.11 (Hermite normal form, [Coh93, 2.4]). Let R be a principal ideal domain. A matrix
H = (hij)ij ∈ Matm×n(R) with r nonzero rows is in Hermite normal form, if and only if the following hold:

(i) The first r rows of H are nonzero. For 1 ≤ i ≤ r let hi,ji be the last nonzero entry in row i. Then
1 ≤ j1 < j2 < · · · < jr ≤ m.

(ii) We have hi,ji ∈ A(R) and hk,ij ∈ Rs(hi,ji) for 1 ≤ i < k ≤ r.

Example 1.12. Consider the ring R = Z together with A(Z) = Z≥0 and Rs(n) = {0, 1, . . . , n−1} for n ∈ Z>0.
Then one easily checks that of the following matrices,

A =


5 0 0 0
2 3 1 0
1 1 1 0
2 2 2 1

 ∈ Mat4×4(Z), B =


5 0 0 0
2 3 0 0
1 1 1 0
0 0 0 1

 ∈ Mat4×4(Z),

the matrix B is in Hermite normal form, while A is not.

Theorem and Definition 1.13. Let R be a principal ideal domain and A ∈ Matn×m(R). Then there exists
a unique matrix H ∈ Matn×m(R) in Hermite normal form and a unimodular matrix U ∈ GLn(R) such that
UA = H. We call H the Hermite normal form of A.
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1. Computing in number fields

Example 1.14. Consider again the matrix A of Example 1.12. Then the equation
1 0 0 0
0 1 −1 0
0 0 1 0
0 0 −2 1


︸ ︷︷ ︸

=U

·A =


1 0 0 0
0 1 −1 0
0 0 1 0
0 0 −2 1

 ·


5 0 0 0
2 3 1 0
1 1 1 0
2 2 2 1

 =


5 0 0 0
1 2 0 0
1 1 1 0
0 0 0 1


︸ ︷︷ ︸

=H

together with the fact that U ∈ GL4(Z) shows that H is the Hermite normal form of A.

Principal ideal rings. In case the underlying ring is only a principal ideal ring, that is, zero-divisors may be
present, the theory gets more interesting. For residue rings of the form Z/NZ, N ∈ Z>0, the idea of attaching
a unique matrix normal form to submodules of (Z/NZ)m goes back to Howell [How86]. In [Sto00], Storjohann
extended this idea to all principal ideal rings. Recall that for a matrix A ∈ Matn×m(R) we denote by sp(A)
the R-submodule of Rm which is spanned by the rows of A and for 1 ≤ j ≤ n, we denote by spj(A) the module
{(v1, . . . , vm) ∈ sp(A) | vm = vm−1 = · · · = vm−j+1 = 0}.

Definition 1.15 (Howell normal form). Let R be a principal ideal ring and H ∈ Matm×n(R) a matrix
with r nonzero rows. We say that H is in Howell normal form, if and only if the following hold:

(i) The first r rows are nonzero. For 1 ≤ i ≤ r let hi,ji the last nonzero entry in row i. Then 1 ≤ j1 < j2 <
· · · < jr ≤ m.

(ii) We have hi,ji ∈ A(R) and hk,ji ∈ Rs(hi,ji) for 1 ≤ k < i ≤ r.
(iii) For 1 ≤ i ≤ r the rows 1, . . . , r − i+ 1 generate spn−ji+1(H).

Example 1.16. Consider the ring R = Z/12Z. To illustrate the Howell normal form, let us first look at an
example which is not in Howell normal form. The matrix

A =

1 0 0
0 1 4
0 0 0


is in row echelon form, so clearly satisfies property (i). By choosing A(R) and Rs(r) appropriately we may
also assume that A satisfies (ii). But it does not satisfy (iii): We have j1 = 1 and j2 = 3. Multiplying the
second row with 3, we obtain the element (0 3 0) ∈ sp1(A) = sp3−j2+1(A). If A would be in Howell normal

form, then (0 3 0) would need to be in the span of the first row, which it clearly is not. On the other hand,
just replacing the last row of A with (0 3 0) and permuting the rows yields the matrix1 0 0

0 3 0
0 1 4

 ,

which now satisfies (ii) and (iii), that is, the matrix is in Howell normal form.

In [Sto00], the following is proven.

Theorem and Definition 1.17. Let R be a principal ideal ring and A ∈ Matm×n(R). Then there exists a
unique matrix H ∈ Matm×n(R) in Howell normal form such that sp(A) = sp(H). The matrix H is called the
Howell normal form of A.

Example 1.18. In Example 1.16 we, starting with the matrix

A =

1 0 0
0 1 4
0 0 0

 ,

after various transformation obtained the matrix1 0 0
0 3 0
0 1 4


which is in Howell normal form. Since the operations we applied did not change the span, the matrix H is in
fact the Howell normal form of A.

6



1. Background

Theorem and Definition 1.19. Let R be a principal ideal ring and A ∈ Matn×m(R). Then there exist
unimodular matrices U ∈ GLn(R), V ∈ GLm(R) and nonzero elements s1, . . . , sr ∈ R such that si divides
si+1 for 1 ≤ i ≤ r − 1 and

UAV =



s1 0 · · · · · · · · · 0

0
. . .

. . .
...

...
. . . sr

. . .
...

...
. . . 0

. . .
...

...
. . .

. . . 0
0 · · · · · · · · · 0 0


.

The matrix UAV is called a Smith normal form of A and s1, . . . , sr are called the elementary divisors of A.
The elementary divisors are unique up to multiplication by units (see [Kap49, Theorem 9.3]).

Example 1.20. Consider the ring R = Z and the matrix

A =

1 2 3
4 5 6
7 8 9

 ∈ Mat3×3(Z).

Then the equation  1 0 0
−1 1 0
1 −2 1


︸ ︷︷ ︸

=U

1 2 3
4 5 6
7 8 9

−1 1 1
1 1 −2
0 −1 1


︸ ︷︷ ︸

=V

=

1 0 0
0 3 0
0 0 0

 ,

together with the fact that U, V ∈ GL3(Z) shows that diag(1, 3, 0) is a Smith normal form of A.

Dedekind domains. We now consider the situation where the underlying ring R is a Dedekind domain.

Theorem and Definition 1.21 ([CR81, §4D], [Coh00, Chapter 1]). Let R be a Dedekind domain with
field of fractions K and M , N finitely generated R-modules. Then the following hold:

(i) If M is torsion-free, then M is projective.
(ii) There exists a finitely generated projective R-module P such that M ∼= P ⊕ Mtor. The dimension

dimK(K ⊗RM) is called the rank of M and denoted by rk(M).
(iii) If M is torsion-free, then there exist fractional ideals ai of K and elements vi ∈ KM such that

M = a1v1 ⊕ a2v2 ⊕ · · · ⊕ anvn.

The class of a1 · · · an in ClR is independent of the chosen decomposition. We call it the (Steinitz) class
of M and denote it by cl(M).

(iv) If M and N are torsion-free, then M ∼= N if and only if rk(M) = rk(N) and cl(M) = cl(N).
(v) If M is torsion-free, then M is a free R-module if and only if cl(M) = 1.

(vi) If N is a submodule of M such that M and N are torsion-free and have the same rank, then there exist

integral ideals a1, . . . , al such that M/N ∼=
∏l
i=1R/ai. The ideal a1 · · · al is independent of the chosen

decomposition. We call it the index ideal of N in M and denote it by (M : N).
(vii) If N is an R-submodule of M such that M and N are torsion-free and have the same rank, then

cl(N) = [(M : N)] · cl(M).
(viii) If M is torsion-free, then M =

⋂
0 6=p∈Spec(R)(KM ∩Mp).

(ix) Assume that p is a nonzero prime ideal of R and N is a submodule of M such that M and N are
torsion-free and have the same rank. Then (M : N)p = (Mp : Np).

Already the presence of non-principal ideals implies that finitely generated torsion-free R-modules won’t in
general be free anymore. For this reason the connection between finitely generated torsion-free modules and
matrix normal forms is more subtle than in the principal ideal domain case. While for any R-module M ⊆ Rm
there exists—due to M being finitely generated—some matrix A ∈ Matm×n(R) such that sp(A) = M , we
cannot expect to find a triangular shaped matrix with this property. For if this is the case, M is the direct
sum of the free R-modules spanned by the rows of A and therefore free itself. To work with R-modules and
matrix normal forms over R, Cohen [Coh96] has introduced the notion of pseudo-objects.
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Definition 1.22 (Pseudo-generating set and pseudo-basis). Let R be a Dedekind domain with field of
fractions K, M a finitely generated torsion-free R-module and V = KM . A pair ((ai), (vi)) consisting of a
family of fractional ideals ai of K and elements vi ∈ V with

∑n
i=1 aivi = M is called a pseudo-generating set

of M . In case M = a1v1 ⊕ a2v2 ⊕ · · · ⊕ anvn, we call ((ai), (vi)) a pseudo-basis of M . Note that if ((ai), (vi))
is a pseudo-basis of M , then (vi) is necessarily a K-basis of V . For a nonzero prime ideal p of R we call the
pseudo-basis ((ai), (vi)) p-free, if the coefficient ideals a1, . . . , an have non-negative p-adic valuation.

Theorem 1.21 shows that every finitely generated torsion-free module over a Dedekind domain has a pseudo-
basis.

Definition 1.23 (Pseudo-matrix). Let R be a Dedekind domain with field of fractions K. A pair A =
((ai), A) consisting of a family (ai)1≤i≤m of fractional ideals of K and a matrix A ∈ Matm×n(K) is called
a pseudo-matrix. The ideals ai, 1 ≤ i ≤ m, are called the coefficient ideals of the pseudo-matrix. We call
A a square pseudo-matrix if A is a square matrix. The rank rk(sp(A)) is called the rank of A. We say
that A has full rank if the rank of A equals n. In this case we define the determinantal ideal of A to be
the ideal det(A) · a1 · · · am and denote it by det(A). The span of the pseudo-matrix A is defined to be
sp(A) = a1A1 + · · ·+ amAm ⊆ Kn, where A1, . . . , Am are the rows of A. The pseudo-matrix A is called nice,
if and only if sp(A) = a1A1 ⊕ · · · ⊕ amAm. (Thus a pseudo-matrix ((ai), A) is nice if and only if ((ai), (Ai)) is
a pseudo-basis of sp((ai), A).)

Remark 1.24. Let R be a Dedekind domain with field of fractions K and ((ai), A) a pseudo-matrix with
A ∈ Matm×n(K). Then the pseudo-matrix is usually denoted in the following way:

a1

a2

...
am


A1

A2

...
Am

 ,

where A1, . . . , Am are the rows of A.

Example 1.25. Let R be a Dedekind domain, a a non-principal ideal of R, and e1, e2 ∈ R2 the standard basis
of R2. We consider the R-module M = ae1 ⊕ ae2. Because a is non-principal, there does not exist a matrix
A ∈ Mat2×2(R) such that sp(A) = M . On the other hand, the pseudo-matrix

a
a

(
1 0
0 1

)
is nice and does have span M .

Using the theory of pseudo-matrices, the problem of computing a pseudo-basis given a (pseudo-)generating
set translates to the problem of computing a nice pseudo-matrix given any pseudo-matrix. Note that a pseudo-
matrix ((ai), A) is nice if A is of triangular shape. The problem of computing a nice pseudo-matrix goes back to
Bosma and Pohst [BP91], but can also be found in O’Meara’s theory of adapted bases [O’M63, §81] (although
he never mentions “computation” or “algorithm”). Based on similar ideas, Cohen introduced in [Coh96] the
notion of a pseudo-Hermite normal form—similar to the Hermite normal form over principal ideal domains.

Theorem and Definition 1.26 (Pseudo-Hermite normal form). LetR be a Dedekind domain with field
of fractions K and A = ((ai), A) a pseudo-matrix with A = (aij) ∈ Matm×n(R) such that A has r nonzero
rows. We say that A is in pseudo-Hermite normal form, if and only if the following hold:

(i) The first r rows of A are nonzero. For 1 ≤ i ≤ r let ai,ji be the the last nonzero entry in row i. Then
1 ≤ j1 < j2 < · · · < jr ≤ m.

(ii) We have ai,ji = 1 for 1 ≤ i < k ≤ r.
By [Coh96, Theorem 2.5], there exists a pseudo-matrix H in pseudo-Hermite normal form with the same span
as A. We call H a pseudo-Hermite normal form of A or sp(A).

Remark 1.27.
(i) The pseudo-Hermite normal form can be made unique adding reduction requirements similar to the

second item of the Hermite normal form definition (see [Coh96]). Since ensuring uniqueness is not an
obstacle from a computational point of view, we decided to not include uniqueness here.

8



1. Background

(ii) Restriction to principal ideal domains and discarding the coefficient ideals does not recover the Hermite
normal form in Definition 1.11: If ((ai), A) is the pseudo-Hermite normal form of a Z-module M , then
A will in general not be a Hermite normal form of M . This is due to the different normalizations of
the pivot elements. For pseudo-Hermite normal forms they are always 1, while for the Hermite normal
form they can be anything. The most simple example is the Z-module 2Z with Hermite normal form
( 2 ) ∈ Mat1×1(Z) and pseudo-Hermite normal form ((2Z), ( 1 )).

Definition 1.28. Let R be a Dedekind domain with field of fractions K and M ⊆ Rn an R-module. An
integral ideal m of K is called an admissible modulus for M if and only if mRn ⊆M .

Lemma 1.29. Let R be a Dedekind domain and M ⊆ Rn an R-module. The following hold:
(i) There exists an admissible modulus m for M if and only if M has rank n.
(ii) If M has rank n, then the index ideal (Rn : M) is an admissible modulus for M .

(iii) Assume that M has rank n and A is a square pseudo-matrix with span M . Then det(A) is an admissible
modulus for M .

Proof. (i): If m is an admissible modulus for M , then mRn ⊆ M ⊆ Rn. Hence M has rank n. The other
direction follows from (ii).

(ii): Let m = [Rn : M ]. By Theorem 1.21 we can write Rn/M ∼=
∏m
i=1R/ai for nonzero ideals ai of R and

we know that m = a1a2 · · · am. Since m ⊆ ai for all 1 ≤ i ≤ m, we know that m annihilates
∏m
i=1R/ai. Hence

mRn ⊆M .
(iii): This is [Hop98, Proposition 4.8.3]. �

Theorem and Definition 1.30 (Pseudo-Smith normal form, [Coh00, 1.7]). Let R be a Dedekind do-
main with field of fractions K, A ∈ Matn×m(K) a matrix and (ai)1≤i≤n, (bj)1≤j≤m fractional ideals of K such
that aij ∈ aib

−1
j for 1 ≤ i ≤ n, 1 ≤ j ≤ m. Then there exist fractional ideals (a′i)1≤i≤n, (b′j)1≤j≤m of K and

matrices U = (uij)i,j ∈ GLn(K), V = (vij)i,j ∈ GLm(K) with the following properties:
(i)
∏n
i=1 ai = det(U)

∏n
i=1 a

′
i and

∏m
j=1 b

′
j = det(V )

∏m
j=1 bj ,

(ii) there exists r ∈ Z≥0 such that

UAV =

(
1r 0r,m−r

0n−r,r 0n−r,m−r

)
,

(iii) the ideals a′i(b
′
i)
−1, 1 ≤ i ≤ r, are integral ,

(iv) we have uij ∈ aia
′−1
j and vij ∈ b′ib

−1
j .

We call the triple (UAV, (a′i)i, (b
′
j)j) a pseudo-Smith normal form of (A, (ai), (bi)).

Remark 1.31. While we have stated only the existence theorems for matrix normal forms over principal ideal
domains, principal ideal rings and Dedekind domains, all theorems admit constructive proofs. That is, as soon
as the underlying ring supports certain basic operations, there exist (efficient) algorithms for computing matrix
normal forms. For the case of principal ideal domains and principal ideal rings we refer the reader to [Sto00].
The more recent topic of normal forms of modules over Dedekind domains will be covered in Chapter 2.

Saturation of modules. We end this section with an application of the (pseudo-)Smith normal form to the
computation of saturations.

Definition 1.32. Let R be an integral domain, M a free R-module and N ⊆ M a submodule. We call N
saturated (in M), if and only if for all r ∈ R, r 6= 0, and m ∈ M the inclusion rm ∈ N implies m ∈ N . The
minimal R-module L which is saturated in M and which satisfies N ⊆ L ⊆M is called the saturation of N in
M .

Lemma 1.33. Let R be an integral domain with field of fractions K. Assume that N is an R-submodule of
a finitely generated torsion-free R-module M . Then the following hold:

(i) The module N is saturated in M if and only if M/N is torsion-free.
(ii) Assume that M and N are R-submodules of a free K-module. Then the saturation of N is KN ∩M .

Proof. (i): Assume that N is saturated in M . Consider r ∈ R, m ∈ M/N with rm = 0. Then rm = 0, that
is, rm ∈ N . By assumption this implies r = 0 or m ∈ N , that is, m = 0. Hence M/N is torsion-free.

Now let M/N be torsion-free. Consider r ∈ R, r 6= 0, m ∈M with rm ∈ N . Then rm = rm = 0, which by
assumption implies m = 0, that is, m ∈ N . Hence N is saturated in M .

9



1. Computing in number fields

(ii): We first show that KN ∩M is saturated in M : Let m ∈M and assume that rm ∈ KN ∩M for some
r ∈ R, r 6= 0. We can write rm = kn for some n ∈ N and k ∈ K. Then m = k

rn ∈ KN ∩M . Thus KN ∩M
is saturated in M .
Now let L ⊆ M be a saturated R-module with N ⊆ L ⊆ M . We want to show that KN ∩M ⊆ L. Let
kn ∈ KN ∩M with k ∈ K and n ∈ N . By writing k = r

s with r, s ∈ R we obtain kn = r
sn ∈ KN ∩M . Then

kn ∈M and s(kn) = rn ∈ N ⊆ L. Since L is saturated in M this implies kn ∈ L.

Lemma 1.34. Let R be a principal ideal domain and M ⊆ Rk a free R-module of rank r with basis matrix
B ∈ Matr×k(R). Assume that S = UBV is a Smith normal form of B, where U ∈ GLr(R), V ∈ GLk(R) are
transformation matrices. Denote by w1, . . . , wr the first r rows of V −1. Then w1, . . . , wr is an R-basis of the
saturation of M in Rk.

Proof. Let s1, . . . , sr be elementary divisors of B. We have M = sp(B) = sp(UB) = sp(SV −1) =
⊕r

i=1Rsiwi.

As Rk =
⊕k

i=1Rwi, the claim follows with Lemma 1.33. �

Lemma 1.35. Let R be a Dedekind domain with field of fractions K. Let N be an R-submodule of a finitely
generated torsion-free R-module M ⊆ Kk. Denote the rank of M by m and the rank of N by n. Assume
that ((αi)1≤i≤m, (ai)1≤i≤m) and ((βi)1≤i≤n, (bi)1≤i≤n) are pseudo-bases of M and N respectively and that
A ∈ Matm×n(K) is the base change matrix with

(β1, β2, . . . , βn) = (α1, α2, . . . , αm)A.

Let (S, (a′i)1≤i≤m, (b
′
i)1≤i≤n) be a pseudo-Smith normal form of (A, (ai)1≤i≤m, (bi)1≤i≤n) and U ∈ GLm(K),

V ∈ GLn(K), transformation matrices. Consider the m elements w1, . . . , wm definied by

(w1, w2, . . . , wm) = (α1, α2, . . . , αm)U−1.

Then ((wi)1≤i≤n, (a
′
i)1≤i≤n) is a pseudo-basis of the saturation of N in M .

Proof. First note that because of the special shape of S we have

(w1, w2, . . . , wn) = (w1, w2, . . . , wm)S

= (α1, α2, . . . , αm)U−1S

= (α1, α2, . . . , αm)U−1SV −1V

= (α1, α2, . . . , αm)AV

= (β1, β2, . . . , βn)V.

The matrices U , V satisfy properties (iii) and (i) of Definition 1.30. Hence by [Coh00, Proposition 1.4.2] we
know that ((wi)1≤i≤m, (a

′
i)1≤i≤m) and ((wi)1≤i≤n, (b

′
i)1≤i≤n) are pseudo-bases of M and N respectively. Thus

N =

n⊕
i=1

b′iwi and M =

m⊕
i=1

a′iwi =

m⊕
i=1

b′i(a
′
ib
′
i)
−1wi.

By Lemma 1.33 the saturation of N in M is KN ∩M , which is just
⊕n

i=1 a
′
iwi. �

Lemma 1.36. Let R be a principal ideal domain and a ⊆ R an ideal. Assume that A ∈ Matr×k(R) is a matrix
with span M ⊆ Rk and L is the saturation of M in Rk. Denote by the reduction modulo a of elements of R
as well as Matr×k(R). Let Ŝ = ÛAV̂ be a Smith normal form of A ∈ Matr×k(R/a) with elementary divisors
s1, . . . , sr. Denote by w1, . . . , wr the nonzero rows of V̂ −1. Then

L/aL = 〈w1, . . . , wr〉O/a.

Proof. Let S = UAV be a Smith normal form of A over R. Then U
−1
SV
−1

= A = Û−1ŜV̂ −1. Since U and

Û are invertible, the rows of SV
−1

and ŜV̂ −1 span the same module. As S and Ŝ are diagonal matrices with

associated diagonal entries, we conclude that the rows of V
−1

and V̂ −1 span the same module. Moreover by
Lemma 1.34 we know that the rows of V −1 span L over R, which finishes the proof. �
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2. A computational model for number field arithmetic

§2. A computational model for number field arithmetic

We now want to develop a simple computational model for number field arithmetic, which will then be applied
in Chapter 2 to analyze our pseudo-Hermite normal form algorithm.

§2A. On the notion of complexity

As this is not a work in theoretical computer science, we will not give a formal definition of algorithms and
complexity. While this can be done using Turing machines, random-access machines or related concepts
we think of algorithms in the following colloquial way: An algorithm is a set of instructions that given an
appropriate set of data (the input), returns a new set of data (the output). The input as well as the output
will always be a family of natural numbers, where each natural number is encoded as follows: We fix a base
b ∈ Z≥2 and represent an integer n ∈ Z≥1 using its b-adic expansion (n0, . . . , nk). More precisely we have

n0, . . . , nk ∈ Z≥0, 0 ≤ ni < b and nk 6= 0 such that n =
∑k
i=0 nib

i. For ∗ ∈ {+,−, ·, /} and x, y ∈ Z with
0 ≤ x, y < b the computation of x∗y ∈ Z (if defined) is referred to as a word operation. Given an algorithm, we
call the function, which assigns to each input the number of word operations required to execute the algorithm,
the running time or complexity of the algorithm. Although using this notion of complexity we (to some extent)
leave the rigorous mathematical world, the advantages outweigh the disadvantages.

Example 2.1. It is easy to see that there exists an algorithm, that given integers m,n ∈ Z≥1 computes m+n
with complexity in O(max(log(m), log(n))).

Assumption. We make the following assumption for any forthcoming complexity analysis.
(i) Due to Schönhage–Strassen ([SS71]) there exists an algorithm that given two integers m,n ∈ Z≥1 with

log(m), log(n) ≤ B computes the product m · n with complexity in Õ(B). Note that the algorithm of
Fürer ([Für07]) has lower complexity than the Schönhage-Strassen algorithm, but the Õ notation is too
coarse to capture the difference.

(ii) Bernstein [Ber08] has shown that using the fast multiplication algorithm one can derive fast algorithms
for a variety of problems, e.g., there exist algorithms that given m,n ∈ Z with log(|m|), log(|n|) ≤ B
compute gcd(m,n) or a quotient with remainder, with complexity in Õ(B).

(iii) Due to Dixon [Dix82] there exists an algorithm (Dixon’s algorithm), that given a non-singular matrix A ∈
Matn×n(Z) and y ∈ Zn computes x ∈ Qn such that Ax = y with complexity in Õ(n3(log(|A|)+log(|y|))).

(iv) In Chapter 2 (see Remark 4.23) we will show that there exists an algorithm that given A ∈ Matn×m(Z)
and λ ∈ Z≥1 such that λZm ⊆ sp(A) computes the Hermite normal form of A with complexity in

Õ(nm log(|A|) + nm2 log(λ)).

Occasionally we will deal with probabilistic algorithms, which use calls to a random number generator during
execution. These probabilistic algorithms come in two flavors. For Las Vegas algorithms the output is always
correct, while the running time can vary when the algorithm is applied to the same input. For each input data
the running time is now a distribution and the expected running time is the expectation of this distribution.
In case of Monte Carlo algorithms neither the running time nor the output are determined by the input alone.

§2B. A notion of size

We first of all need a notion of size that bounds the size required to represent ideals and field elements.

Assumption. Let K be a number field of degree d with ring of integers O. By Ω = (ω1, . . . , ωd) we denote a
Z-basis of O with ω1 = 1.

Size of ideals. An integral ideal a of K is a free Z-submodule of O of rank d and will be represented by the
Hermite normal form Ma ∈ Matd×d(Z) of any basis matrix of a with respect to the fixed integral basis Ω. The
size required to store the matrix is therefore bounded by d2 log(|Ma|). Since we assume that ω1 is equal 1, the
value |Ma|, that is, the largest entry in Ma, is actually equal to min{a ∈ Z>0 | a ∈ a} = min(a).

Definition 2.2. Let a be an integral ideal of K. We define sz(a) = d2 log(min(a)) to be the size of a. If
a = ã/k is a fractional ideal of K, where a is integral and k ∈ Z>0 is the denominator of a, we define the size
of a by sz(a) = sz(ã) + d2 log(k).

11



1. Computing in number fields

The weight d2 on the denominator is introduced to have a nice behavior with respect to the usual ideal
operations. Before we show this, we need to recall some basic facts about the minimum of integral ideals. The
weight can also be seen as viewing the ideal as given by a rational matrix directly (instead of a pair consisting
of an integer matrix and the denominator).

Proposition 2.3. Let a, b be integral ideals of K and k ∈ Z. Then the following hold:
(i) min(a + b) divides gcd(min(a),min(b)).
(ii) min(ab) divides min(a) min(b).

(iii) The denominator of a−1 is equal to min(a).
(iv) min(ka) = |k|min(a).
(v) min(a) divides N(a).

Proof. Follows from the definition. �

The properties of the minimum translate directly into corresponding properties of the size of integral ideals.
The next proposition shows that in fact the same relations hold also for fractional ideals.

Proposition 2.4. Let a, b be fractional ideals of K and m ∈ Z, m 6= 0. Then the following hold:
(i) sz(ma) ≤ sz(a) + d2 log(|m|).
(ii) sz(a + b) ≤ 2(sz(a) + sz(b)).
(iii) sz(ab) ≤ sz(a) + sz(b)
(iv) sz(a−1) ≤ 2 sz(a).

Proof. Note that if a and b are integral ideals then (i), (ii) and (iii) follow immediately from the properties of
the minimum obtained in Proposition 2.3. Write a = ã/k and b = b̃/l with k and l the denominator of a and
b respectively.
(i): We have

sz(ma) ≤ sz(mã) + d2 log(k) ≤ sz(ã) + d2 log(|m|) + d2 log(k) = sz(a) + d2 log(|m|).

(ii): As the sum a + b is equal to (lã + kb̃)/kl we obtain

sz(a + b) ≤ sz(lã + kb̃) + d2 log(kl) ≤ sz(ã) + d2 log(l) + sz(b̃) + d2 log(k) + sz(a) + sz(b)

= 2(sz(a) + sz(b)).

(iii): We have

sz(ab) ≤ sz(ãb̃) + d2 log(k) + d2 log(l) ≤ sz(a) + sz(b).

(iv): Consider first the integral case: We know that min(ã) ∈ ã. Thus the principal ideal (min(ã)) is divided
by ã and there exists an integral ideal b with (min(ã)) = ãb, that is, ã−1 = b

min(ã) . Note that min(ã) ∈ b and

therefore min(b) ≤ min(ã). As min(ã) is the denominator of ã−1 by Proposition 2.3 (iv) we obtain

sz(ã−1) = sz(b) + d2 log(min(ã)) ≤ 2 sz(ã).

Returning to the general case we have a−1 = kã−1. Thus

sz(a−1) ≤ sz(ã−1) + d2 log(k) ≤ 2 sz(ã) + 2d2 log(k) = 2 sz(a). �

Size of elements. The integral basis Ω allows us to represent an integral element α ∈ O by its coefficient
vector (a1, . . . , ad) ∈ Zd satisfying α =

∑d
i=1 aiωi.

Definition 2.5. The size of an integral element α ∈ O with respect to the chosen integral basis Ω is defined
to be sz(α) = dmaxi log(|ai|). For an element α ∈ K, α = α̃/k with k ∈ Z>0 the denominator of α, we define
sz(α) = sz(α̃) + d log(k) to be the size of α.

Similarly to the ideals above, we added the weight d to the denominator to achieve a more nice transformation
behavior under the standard operations. Its justification also comes from viewing elements in K as rational
vectors rather than integral elements with a common denominator.
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In order to relate our function sz to the multiplicative structure on K, we need to recall that the notion of
size of elements is closely related to norms on the R-vector space KR. More precisely, the fixed integral basis
Ω is also an R-basis of KR and gives rise to an isomorphism

Φ: KR → Rd,

d∑
i=1

aiωi 7−→ (a1, . . . , ad),

onto the d-dimensional real vector space. Let ‖ ‖∞ be the ∞-norm on Rd. We have d log(‖Φ(α)‖∞) = sz(α)
for α ∈ O. But this is not the only way to identify KR with a normed real vector space. Denote the r real
embeddings by (σi)1≤i≤r and the 2s complex embeddings by (σi)r+1≤i≤r+2s. We use the usual ordering of the
complex embeddings, such that σs+k = σk for r < k ≤ r + s. Using these embeddings we define

Ψ: KR −→ Rr ×R2s

α 7−→ (σi(α))1≤i≤r, (Re(σi(α)) + Im(σi(α)),Re(σi(α))− Im(σi(α)))r<i≤2s+1,

yielding ‖Ψ(α)‖2 = ‖α‖ for α ∈ K, where ‖ ‖2 denotes the 2-norm on Rr+2s. Since R is complete, any two
norms on KR are equivalent. Thus there exist constants C1, C2 ∈ R>0 depending on K and the chosen basis
Ω with

1

C2
‖α‖∞ ≤ ‖α‖ ≤ C1‖α‖∞, (1.2)

for all α ∈ K. Moreover we have the inequalities

‖α‖ ≤
√
d max
σ∈Σ∞

|σ(α)| , max
σ∈Σ∞

|σ(α)| ≤ ‖α‖, (1.3)

for all α ∈ K and applying the geometric arithmetic mean inequality yields

|NK|Q(α)| ≤ ‖α‖
d

dd/2
. (1.4)

Another important characteristic of an integral basis Ω is the size of the structure constants (mi,j,k)i,j,k,
which are defined by the relations

ωiωj =

d∑
k=1

mi,j,kωk

for 1 ≤ i, j ≤ d. We denote the maximum value maxi,j,k |mi,j,k| by C3.

Remark 2.6. Note that there is a situation in which we are able to estimate the constants C1, C2, C3 explicitly.
Assume that Ω is LLL-reduced with respect to T2 and LLL parameter c. Then by [Bel04, Proposition 5.1] the
basis Ω satisfies

‖ωi‖2 ≤
(
d−(i−1)cd(d−1)/2|∆K |

)1/(d−i+1)

for all 1 ≤ i ≤ d but it may happen that ω1 = 1 is no longer true. Moreover the structure constants satisfy

|mi,j,k| ≤
c3d(d−1)/4

dd−(1/2)
|∆K | 1 ≤ i, j, k ≤ d,

and thus we can choose

C1 = max
i

(
d−(i−1)cd(d−1)/2|∆K |

)1/2(d−i+1)

, C3 =
c3d(d−1)/4

dd−(1/2)
.

By [FS10, Lemma 2] we have ‖α‖∞ ≤ 23d/2 ‖α‖ for all α ∈ K allowing for C2 = 23d/2.

Using the preceding discussion we can now describe the relation between size and the multiplicative structure
of O. If α =

∑d
i=1 aiωi and β =

∑d
j=1 bjωj are integral elements in O, the product αβ is equal to

∑d
k=1 ckωk

with

ck =

d∑
i=1

ai

d∑
j=1

bjmi,j,k.
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Thus for the size of αβ we obtain

sz(αβ) ≤ sz(α) + sz(β) + 2d log(d) + d log(C3).

The constant 2d log(d) + d log(C3) therefore measures the increase of size when multiplying two integral ele-
ments.

The second multiplicative operation is the inversion of integral elements. Let α−1 = β/k with k ∈ Z>0 the
denominator of α−1 and β ∈ O. Using k = den(α−1) = den((α)−1) = min((α)) ≤ N((α)) = |NK|Q(α)| and

Inequality (1.4) we obtain log(k) ≤ d log(C1) + d log(‖α‖∞)− d
2 log(d). Since

|σ(β)| = σ(k)

|σ(α)|
=

k

|σ(α)|
≤
|NK|Q(α)|
|σ(α)|

=
∏
τ∈Σ∞
τ 6=σ

|τ(α)| ≤ ‖α‖d−1

for every embedding σ ∈ Σ∞, we get ‖β‖ ≤
√
d ‖α‖d−1

by Inequality (1.3). Combining this with the estimate
for the denominator yields

sz(α−1) = d log(k) + sz(β) ≤ d sz(α) + d2 log(C1) + d log(C2).

Again we see that there is a constant depending on Ω describing the increase of size during element inversion.
We define CΩ by

CΩ = max{2d log(d) + d log(C3), d2 log(C1) + d log(C2)}

to obtain a constant incorporating both operations. Since we work with a fixed basis we drop the Ω from the
index and denote this constant just by C. So far the obtained bounds on the size are only valid for integral
elements and it remains to prove similar relations for the whole of K. We begin with the multiplicative
structure.

Proposition 2.7. For all α, β ∈ K and m ∈ Z the following hold:
(i) sz(mα) = sz(α) + d log(|m|),
(ii) sz(αβ) ≤ sz(α) + sz(β) + C,

(iii) sz(α−1) ≤ d sz(α) + C.

Proof. We write α = α̃/k and β = β̃/l with k and l the denominator of α and β respectively. Note that by
the choice of C item (i) and (iii) hold for integral elements. (i): From the definition of the size it follows that
sz(kα̃) = sz(α̃) + d log(|k|). Since the denominator of mα is bounded by k we have

sz(kα) ≤ sz(kα̃) + d log(k) = sz(α) + d log(|m|).

(ii): Since the denominator of αβ is bounded by kl we obtain

sz(αβ) ≤ sz(α̃β̃) + d log(kl) ≤ sz(α) + sz(β) + C.

(iii): The inverse of α is equal to kα̃−1. Therefore using (i) we get

sz(α−1) = sz(α̃−1) + d log(k) = d log(k) + sz(α̃) + C ≤ d sz(α) + C. �

We now investigate the additive structure.

Proposition 2.8. If α and β are elements of K then sz(α+ β) ≤ 2(sz(α) + sz(β)).

Proof. It is easy to see that sz(α + β) ≤ sz(α) + sz(β) if α and β are integral elements. Now write α = α̃/k
and β = β̃/l with k and l the denominator of α and β respectively. Then we obtain sz(lα̃ + kβ̃) ≤ sz(α̃) +
sz(β̃) + d log(k) + d log(l) = sz(α) + sz(β) and finally

sz(α+ β) ≤ sz(lα̃+ kβ̃) + d log(kl) ≤ 2(sz(α) + sz(β)). �

Finally we need the mixed operation between ideals and elements.

Proposition 2.9. Let α ∈ K and a a fractional ideal of K. Then sz(αa) ≤ sz(a) + d2 sz(α) + dC.
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Proof. We consider first the integral case with α ∈ O and a ⊆ O. Using Inequalities (1.2) and (1.4) the
minimum of the principal ideal (α) can be bounded by Cd1‖α‖d∞. Thus we have

sz(αa) = d2 log(min(αa)) ≤ d2 log(min(α)) + d2 log(min(a)) ≤ d2 sz(α) + sz(a) + dC.

Now let α = α̃/k and a = ã/l with k and l the denominator of α and a respectively. Using the integral case
we obtain

sz(αa) ≤ sz(α̃ã) + d2 log(kl) ≤ sz(ã) + d2 log(l) + d2 sz(α̃) + d2 log(k) + dC

= sz(a) + d2 sz(α) + dC. �

§2C. Complexity of operations

In this section, we evaluate the complexity of the basic operations performed on number field elements and
ideals.

Assumption. The input of our pseudo-Hermite normal form algorithm being a pseudo-matrix of a finitely
generated torsion-free O-module, we take the following precomputed data for granted:

(i) An integral basis Ω = (ωi)1≤i≤d of the maximal order O satisfying ω1 = 1.
(ii) The structure constants M = (mi,j,k)i,j,k of Ω.

(iii) The matrix DT−1 ∈ Matd×d(Z), where T = (Tr(ωiωj))i,j and D = min{d ∈ Z≥1 | d ·T−1 ∈ Matd×d(Z)}.
Moreover using [FS10, Theorem 3] we compute a HKZ-reduced 2-element representation (δ1, δ2) of the
ideal generated by the rows of DT−1 (see also [Coh93, 4.8.4]) with the property

‖δi‖ ≤ 4

(
1

2

√
d+ 3

)8

|∆K |
4
d+4 (

2C
)4
, that is sz(δi) ∈ Õ

(
1

d
log(|∆K |) + C

)
for i = 1, 2. In addition we compute the regular representations Mδ1 and Mδ2 .

Since for large field degree d the computation of HKZ-reduced elements can be quite expensive, we note that
it is possible to replace δ1, δ2 with an LLL-reduced 2-element representation computable in polynomial time.
This only affects the Õ-constant but not the asymptotic complexity of our main algorithm. We do not impose
any further restrictions on our integral basis Ω. All dependency on Ω is captured by C = CΩ.

Remark 2.10. The number field K is almost always given in the form K = Q(α) for some element α ∈ O
which is a zero of a monic irreducible polynomial f ∈ Z[X]. In Section 5 we describe a modular algorithm
for computing the determinant of a square matrix over O. For this purpose we need to bound the size of the
minimal polynomial f of α and its discriminant. One possibility is to incorporate the minimal polynomial as
an additional invariant of the field K. Since we want to keep the number of dependencies low, we choose a
different approach. We want to show that given the integral basis Ω = (ωi)1≤i≤d we can find a new primitive
element whose discriminant and size of the minimal polynomial can be bounded by the already defined invariant
C = CΩ: By a theorem of Sonn and Zassenhaus [SZ67] there exist ε1, . . . , εd ∈ {0, 1} such that α =

∑d
i=1 εiωi

is a primitive element of the field extension K|Q. Applying an embedding σ ∈ Σ∞ we obtain

|σ(α)| ≤ dmax
i
|σ(ωi)| ≤ dmax

i
‖ωi‖ ≤ dC1.

Using these estimates for the conjugates of α we get the following bound on the coefficients of the minimal
polynomial f = Xd +

∑d−1
i=0 aiX

i ∈ Z[X] of α: Let Σ∞ = {σ1, . . . , σd}. Since the elements σj(α), 1 ≤ j ≤ d,
are exactly the roots of f , we obtain

|ai| = |si(σ1(α), . . . , σd(α))| ≤
(
d

i

)
max
j
|σj(α)|i ≤ dd max

j
|σj(α)|d ≤ ddddCd1 ,

for 0 ≤ i ≤ d−1, where si ∈ Z[X1, . . . , Xd] denotes the elementary symmetric polynomial of degree i. Therefore
the height of f can be estimated by

log(|f |) = max
i

log(|ai|) ≤ 2d log(d) + d log(C1) ≤ C.
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1. Computing in number fields

As we have a bound for the absolute values of its roots, we can moreover derive the following estimate for the
discriminant of f :

|disc(f)| =
∏
i<j

|σi(α)− σj(α)|2 ≤ |max
j

2σj(α)|d
2

≤ 2d
2

max
j
|σj(α)|d

2

.

Taking logarithms on both sides we obtain

log(|disc(f)|) ∈ O(d2 log(max
j
|σj(α)|)) ⊆ O(d2(log(d) + log(C1)) ⊆ Õ(C).

Thus we can assume that we are given a primitive element with minimal polynomial f ∈ Z[X] satisfying
log(|f |) ≤ C and log(|disc(f)|) ∈ Õ(C).

Field arithmetic. During our pseudo-Hermite normal form computation we need to perform additions,
multiplications, and inversions of elements of K. Although algorithms for these operations are well known (see
[Coh93, Bel04]) and many implementations can be found, there is a lack of references on the complexity. While
multiplication in O was investigated by Belabas [Bel04], all the other operations are missing. We address the
complexity issues in the rest of this section and begin with the additive structure.

Proposition 2.11. Let α, β ∈ K, γ ∈ O an integral element and m ∈ Z. We can
(i) compute the product mα with complexity in Õ(sz(α) + d log(|m|)),
(ii) compute the quotient α/m with complexity in Õ(sz(α) + log(|m|)),

(iii) compute the sum α+ β with complexity in O(sz(α) + sz(β)).

Proof. Let us write α = α̃/k and β = β̃/l with k and l the denominator of α and β respectively. Denote by
(a1, . . . , ad) the coefficient vector of α̃.

(i): We have mα = (mα̃)/k = ((m/g)α̃)/(k/g), where g is the GCD of m and k. In addition, k/g is
the denominator of mα. As k ≤ sz(α)/d, the complexity of computing g is in Õ(sz(α)/d + log(|m|)). The
computation of k/g and m/g has complexity in Õ(sz(α)/d) and Õ(log(|m|)) (as |g| ≤ k and |g| ≤ |m|). Finally
we have to compute (m/g)ai for all i = 1, . . . , d. Since log(|m/g|) ≤ log(|m|) and log(|ai|) ≤ sz(α)/d, each
multiplication has complexity in Õ(log(|m|) + sz(α)/d). As there are d such multiplications, the computation
of (m/g)α has complexity in Õ(d log(|m|) + sz(α). By adding up the individual complexities the claim follows.

(ii): Set g = gcd(m, a1, . . . , ad). The quotient α/m is then given by (α̃/g)/(k · m/g). As the costs of
computing g are in Õ(log(|m|) + d log(‖α̃‖∞)) and the products can be computed in Õ(d log(‖α̃‖∞)) and
Õ(log(|m|) + log(k)) the claim follows.

(iii): The complexity obviously holds for integral elements. By (i) the computation of lα̃ and kα̃ has
complexity in Õ(sz(α) + sz(β)) and the complexity of adding lα̃ and kβ̃ is in Õ(sz(α) + sz(β)). Computing kl
has complexity in Õ(sz(α)/d + sz(β)/d). The last thing we have to do is making sure that the coefficients of
the numerator and the denominator are coprime. This is done by d GCD computations and d divisions with
complexity in Õ(d(sz(α)/d+ sz(β)/d)). �

Remark 2.12. The previous proposition looks counter-intuitive. More precisely, since addition of two number
field elements is just addition of two elements in Qd, we would expect a (more visible) linear dependency on
d to show up. In fact, this is the case, hidden carefully in the definition of sz. Assuming that α and β are
integral elements, unraveling the definition of sz shows that the computation of α+ β has complexity in

Õ(d(log(‖α‖∞) + log(‖β‖∞))) = Õ(dmax(log(‖α‖∞ , log(‖β‖∞),

as we would expect.

Proposition 2.13. Let α, β, α1, . . . , αn ∈ K, γ ∈ O an integral element and m ∈ Z. We can
(i) compute the regular representation Mγ of γ with complexity in Õ(d2 sz(γ) + d2C),

(ii) compute the product αβ with complexity in Õ(d sz(α) + d sz(β) + dC) if the regular representation of
the numerator of α is known,

(iii) compute the product αβ with complexity in Õ(d2 sz(α) + d sz(β) + d2C),
(iv) compute the products ααi, 1 ≤ i ≤ n, with complexity in Õ(d(d+n) sz(α)+dnmaxi sz(αi)+d(d+n)C),
(v) compute the inverse α−1 with complexity in Õ(d2 sz(α) + d2C) if α 6= 0.
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2. A computational model for number field arithmetic

Proof. Let us write α = α̃/k and β = β̃/l with k and l the denominator of α and β respectively.
(i): If (c1, . . . , cd) ∈ Zd denotes the coefficient vector of γ, then the regular representation of γ is given by

Mγ =

(
d∑
j=1

cjm
k
ij

)
i,k

.

Thus computing Mγ involves d3 multiplications (and additions) and the overall complexity is in Õ(d2 sz(γ) +

d3 log(C3)) = Õ(d2 sz(γ) + d2C).
(ii): Let (a1, . . . , ad) and (b1, . . . , bd) be the coefficient vectors of α̃ and β̃ respectively. The coefficients of

the product α̃β̃ =
∑d
i=1 ciωi are given by

(c1, . . . , cd) = (b1, . . . , bd)Mα̃.

Hence the product is obtained by d2 multiplications. As the matrix Mα̃ satisfies log(|Mα̃|) ∈ Õ (sz(α̃)/d+ C/d)
this has complexity in Õ(d sz(α̃) + d sz(β̃) + dC). Since taking care of denominators is less expensive this step
dominates the computation.

(iii), (iv): Use (i) and (ii).
(v): We fist evaluate the complexity of inverting the integral element α̃. In this case the coefficients b1, . . . , bn

of the element δ ∈ K with α̃δ = 1 satisfy

(b1, . . . , bd)Mα̃ = (1, 0, . . . , 0).

Thus inverting α̃ boils down to calculating the regular representation of α̃ and finding the unique rational
solution of a linear system of d integer equations. By (i) the computation of Mα̃ has complexity in Õ(d2 sz(α̃)+
d2C) and the entries of Mα̃ satisfy log(|Mα̃|) ∈ O (sz(α̃)/d+ C/d). Using Dixon’s algorithm solving the
system then has complexity in Õ(d2 sz(α) + d2C). Now the inverse of α is given by α−1 = kα̃−1. Since
sz(α̃−1) ≤ d sz(α) + C the complexity to compute kα̃−1 is in Õ(d sz(α) + C). �

Ideal arithmetic. By assumption integral ideals are represented by their unique Hermite normal form with
respect to the fixed integral basis. Therefore operations with ideals are mainly Hermite normal form compu-
tations which are accelerated by the availability of a multiple of the corresponding largest elementary divisor.
Consider for a example an integral ideal a, for which we know only some A ∈ Matr×d(Z), such that the rows
generate A. The goal is now to find the unique Hermite normal form of A. Assume that we know some multiple
λ of min(a). As min(a) and therefore also λ is an element of a we conclude that λωi ∈ a for all 1 ≤ i ≤ d.
On the side of the Z-module structure this implies λZd ⊆ sp(A), that is, (λ) is an admissible modulus for A,
allowing us to efficiently compute the Hermite normal form. The following lemmas show how this idea can be
exploited during ideal arithmetic.

Lemma 2.14. Let a and b be fractional ideals and m ∈ Z. We can
(i) compute ma with complexity in Õ(sz(a) + d2 log(|m|)),
(ii) compute the sum a + b with complexity in Õ(d(sz(a) + sz(b))).

Proof. We write a = ã/k and b = b̃/l with k and l the denominator of a and b respectively.
(i): We first have to compute the GCD g of m and k. Together with the division of k and m by g this

has complexity in Õ(log(|m|) + log(k)). Finally we have to multiply the Hermite normal form matrix of ã
with m/g taking d2 multiplications with integers of size bounded by sz(ã)/d2 + log(|m|). In total we obtain a
complexity in Õ(sz(a) + d2 log(|m|)).

(ii): We first consider the case of integral ideals ã and b̃. The Hermite normal form basis of ã+ b̃ is obtained
by computing the Hermite normal form of the concatenation (M t

ã|M t
b̃
)t. As the minimum of ã + b̃ divides

gcd(min(ã),min(b̃)) this computation can be done with complexity in

Õ((2d)d(log(min(ã)) + log(min(b̃))) + (2d)d2 log(gcd(min(ã),min(b̃)))) ⊆ Õ(dmin(sz(ã), sz(b̃))).

Now consider the fractional case. By (i) and the integral case computing lã+kb̃ has complexity in Õ(d(sz(a)+
sz(b))). Since this dominates the denominator computation we obtain an overall complexity as claimed. �

Proposition 2.15. Let α ∈ K and a, b ⊆ O be integral ideals. We can
(i) compute ab with complexity in Õ(d2 sz(a) + d2 sz(b) + d3C).
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1. Computing in number fields

(ii) compute αa with complexity in Õ(d3 sz(α) + d sz(a) + d2C).

Proof. We write a = ã/k, b = b̃/l and α = α̃/m with k, l and m the denominator of a, b and α respectively.
(i): As ab = ãb̃/(kl) we first evaluate the complexity of computing ãb̃. Denoting by (αi)i and (βj)j

the Hermite normal form bases of ã and b̃ respectively we know that sz(αi) ≤ sz(ã)/d and sz(βi) ≤ sz(b̃)/d
respectively. The d2 elements (αiβj)i,j form a Z-generating system of ãb̃ and their computation has complexity
in

Õ(d2(sz(ã)/d+ sz(b̃)/d) + d3C) ⊆ Õ(d2 sz(ã) + d2 sz(b̃) + d3C).

The matrix M of this generating system then satisfies log(|M |) ≤ sz(ã)/d2 + sz(b̃)/d2 +C/d. As the minimum
of ãb̃ divides min(ã) min(b̃) the final Hermite normal form computation has complexity in

Õ(d2 sz(ã) + d2 sz(b̃) + d3C).

As denominator computation is dominated by these steps the claim holds.
(ii): If we denote the basis of ã corresponding to the Hermite normal form by (αi)i we know that (α̃αi)i

forms a Z-generating system of the ideal α̃ã. Computing the d products α̃αi for 1 ≤ i ≤ d has complexity in
Õ(d2 sz(α̃)+d sz(ã)+d2C) since we have to compute the regular representation of α̃ only once. If M denotes the
matrix corresponding to this generating system of α̃ã we know that log(|M |) ≤ sz(α̃)/d+sz(ã)/d2+C/d. Before
computing the Hermite normal form matrix, we take care of the denominator. Computing kl, the GCD of kl
and the entries of the matrix M and dividing kl and M by the GCD has complexity in Õ(d sz(α)+ sz(a)+dC).
As we know the regular representation of α̃ we also know the minimum of the principal ideal (α). In particular
we know min((α̃)) min(ã) which is a multiple of min(α̃ã). Using the estimate sz((α̃)) ≤ d2 sz(α̃) + dC (see
proof of Proposition 2.9) the final Hermite normal form computation has complexity in

Õ(d3 sz(α) + d sz(a) + d2C). �

Remark 2.16. As for field arithmetic, the previous proposition looks counter-intuitive. Since ideal multipli-
cation is just d2 multiplications followed by the computation of a Hermite normal form of a d2 × d matrix, we
would expect a factor d4 to show up. Again this is hidden carefully in the definition of sz. Assuming that a and
b are integral ideals of K, unraveling the definition of sz shows that the computation of a · b has complexity in

Õ(d4 max(log(min(a)), log(min(b))) ⊆ Õ(d4 log(N(ab))),

as we would expect.

Finally we need to invert ideals. We use a slightly modified version of [Bel04, Algorithm 5.3] (which itself is
a modified version of [Coh93, Algorithm 4.8.21]), exploiting the fact that

a−1 =
{
α ∈ K

∣∣Tr(αD−1a) ⊆ Z
}
,

where D denotes the different of K. Recall that D−1 is a fractional ideal with (fractional) basis matrix
T−1 ∈ Matd×d(Z), where T = (Tr(ωiωj))i,j . In order to evaluate the complexity of ideal inversion we need a
bound on the size of mT−1 where m denotes the denominator of T−1, that is, m = min(D). Since by Cramer’s
rule we know that |mT−1| ≤ dd|T |d it remains to consider |T |. By definition the trace of an element α ∈ K
is given by the trace of its regular representation, TrK|Q(α) = Tr(Mα). In case of a basis element α = ωk for

some 1 ≤ k ≤ d the entries of Mα are just structure constants mk
ij and therefore |TrK|Q(ωk)| ≤ dC3. Applying

this to TrK|Q(ωiωj) for 1 ≤ i, j ≤ d yields

|TrK|Q(ωiωj)| ≤
d∑
k=1

|mk
ij ||TrK|Q(ωk)| ≤ d2C2

3

and therefore
log(|mT−1|) ≤ 2d log(d) + 2d log(C3) ∈ O(C).

In addition note that min(D) divides the norm of D, which is just |∆K |.

Proposition 2.17. Let a be a fractional ideal. Then we can compute a−1 with complexity in Õ(d sz(a) +
d3 log(|∆K |) + d2C).
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2. A computational model for number field arithmetic

Proof. We use the same notation as in the preceding discussion. Let us first consider the integral case a ⊆ O.
Recall that the denominator of a−1 is just min(a) and need not be computed. Denote by (αi)i the Hermite
normal form basis of a and by B the integral ideal mD−1. We first have to compute aB. Using the precomputed
2-element representation B = (δ1, δ2) this amounts to compute 2d products αiδj , 1 ≤ i ≤ d, 1 ≤ j ≤ 2. As we

have also precomputed the regular representation of δ1 and δ2 this has complexity in Õ(d sz(a) +d log(|∆K |) +
d2C) and yields a matrix M ∈ Mat2d×d(Z) with log(|M |) ≤ sz(a)/d2 + log(|∆K)/d2 + C/d. The cost of
computing the Hermite normal form H of M is therefore in Õ(d sz(a) + d3 log(|∆K |) + dC), where we use that
the minimum of ab divides min(a)|∆K |. A transposed basis matrix of the numerator of a−1 is then obtained
as the solution X ∈ Matd×d(Z) of the equation HX = min(a)(mT−1). Note that the triangular shape of H
allows us to recover X by back substitution. Since min(a)2 is contained in the span of X we can work modulo
min(a)2. The estimates log(|H|) ≤ log(min(a)|∆K |) and log(mT−1) ∈ O(C) show that the initial reduction
has complexity in Õ(sz(a) + d2 log(|∆K |) + d2C). For each column of X the back substitution itself then has
a complexity in Õ(d2 min(a)) yielding a complexity of Õ(d sz(a)) in total for obtaining X. Finally we need to
compute the Hermite normal form of Xt which has complexity in Õ(d2 log(|X|)+d3 log(min(a))) ⊆ Õ(d sz(a)).

Now let a = ã/k be a fractional ideal with denominator k. As sz(ã−1) ≤ 2 sz(ã) the computation of kã−1

has complexity in Õ(sz(ã) + d2 log(k)) = Õ(sz(a)) and the claim follows. �

§2D. Summary

For the readers convenience we summarize the complexity results obtained in this chapter. In Table 1.1 we
have listed the various operations of field elements together with the complexity and the size of the output.
While the first column is self-explanatory, the last two columns should be read as follows: If, in a row with
operation o : X → Y , c and s denote the functions of the second and third column respectively, then the
computation of o(x), x ∈ X, has complexity in Õ(c(x)) and sz(o(x)) ∈ O(s(x)). In Table 1.2 we do the same
for all basic ideal operations. We have also included Table 1.3, to show how the complexity looks like after
unraveling the definition of sz. Here IO denotes the set of integral ideals of K.
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CHAPTER 2

Normal forms of modules over rings of
integers

The pseudo-Hermite normal form is for module theory over Dedekind domains as important as the Hermite
normal form is for module theory over the integers (or any other principal ideal domain): Normal forms provide
us with algorithmic means to get finitely generated modules fully under control. Applications include testing
membership, the decision of equality of modules, computation of the sum of modules, intersection of modules
or quotient of modules. In case of Dedekind domains, using the pseudo-Hermite normal form it is moreover
possible to test whether a module is free or not. In the following chapters, this powerful tool will be applied
in the context of lattices over orders, where the objects of interest are modules over Dedekind domains with
additional structure. As a consequence, the pseudo-Hermite normal form is at the heart of all algorithms
dealing with orders and lattices and efficient algorithms to compute it are a necessity.

In Chapter 1 we already touched the topic of normal forms of modules over Dedekind domains while
discussing pseudo-matrices and pseudo-Hermite normal forms. Using the computational model developed
in the aforementioned chapter, we will now show that there exists an algorithm, which given a pseudo-matrix
computes a pseudo-Hermite normal form with running time polynomial in the size of the input. Note that
the emphasis lies on polynomial running time, as already Cohen in [Coh96] showed that there exists some
algorithm for this task. The basic idea is as follows: Recall that given a matrix A ∈ Mat2×2(Z), due to Z
being a GCD domain, there exists a unimodular transformation U ∈ GL2(Z) such that

UA =

(
∗ 0
∗ ∗

)
,

that is, UA is a lower triangular matrix. Now for pseudo-matrices, a similar statement was obtained by Cohen
in [Coh96]: Consider the pseudo-matrix

a
b

(
a ∗
b ∗

)
over a number field K and set d = aa + bb. Then it can be shown that there exists a pseudo-matrix

d
abd−1

(
1 0
∗ ∗

)
such that both pseudo-matrices have the same span. By iterating this process beginning in the lower right
corner, any pseudo-matrix can be transformed into pseudo-Hermite normal form with the same span. As
this imitates the classical Hermite normal form algorithm over Z, this approach has the same disadvantage:
coefficient growth during the algorithm. In this chapter we will present two solutions to this problem by
providing algorithms with proven polynomial running time.

§3. The classical modular pseudo-Hermite normal form algorithm

The contents of this section has been published as [BFH14].

Assumption. Let K be an algebraic number field of degree d with ring of integers O.
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2. Normal forms of modules over rings of integers

There are different strategies for dealing with coefficient explosion in classical Hermite normal form algo-
rithms over Z. One strategy, which is used by Hafner and McCurley [HM91] exploits the fact, that the whole
computation can be done modulo some multiple of the determinant of the associated lattice (in case of a
square non-singular matrix, this is just the determinant of the matrix): Consider a matrix A ∈ Matn×m with
admissible modulus (λ), that is, λZm ⊆ sp(A). Then adding multiples of (λei)1≤i≤n to the rows of A, where
(ei)1≤i≤m is the canonical basis of Zm, does not change the span of A. Thus we can use λ to reduce the entries
during any unimodular transformation applied to A. Similarly the same holds for pseudo-matrices, where
(λ) has to be replaced by an admissible modulus. As a consequence we can use reduction modulo (different)
integral ideals involving the determinantal ideal. On the other hand, these ideals we are allowed to reduce
with, are in general not generated by a single rational integer, making the notion of reduction much more
difficult.

We will use the approach of Cohen [Coh96, Algorithm 2.12] with a different reduction algorithm and provide
a rigorous complexity analysis. The reduction is accompanied by a normalization algorithm, which bounds the
size of the coefficient ideals. Note that both techniques—reduction and normalization—rely on lattice basis
reduction of lattices in the Euclidean space (KR, ‖ ‖)
Choice of a lattice reduction algorithm. There are various lattice basis reduction algorithms and in general
the smaller the resulting basis the worse the complexity of the algorithm. Thus one has to balance between
smallness and efficiency. Instead of the L2 algorithm of Nguyen and Stehlé [NS09], which has complexity
quadratic in the size of the input, we rely on the nearly linear L̃1-algorithm of Novocin, Stehlé and Villard,
which provides a lattice basis satisfying a weakened LLL condition. More precisely, for an LLL-parameter
Ξ = (δ, η, θ) with η ∈ [ 1

2 , 1), θ ≥ 0 and δ ∈ (η2, 1], the notion of a Ξ-LLL reduced basis is defined in [CSV12].

Setting ` = (θη +
√

(1 + θ2)δ − η2)(δ − η2)−1 it is proved in [CSV12, Theorem 5.4] that a Ξ-LLL reduced
basis (b1, . . . , bn) of a lattice L of rank n in a Euclidean space with norm ‖ ‖ satisfies

‖b1‖ ≤ `n−1λ(L),

‖b1‖ ≤ `
n−1

2 |det(L)| 1n ,
n∏
j=1

‖bj‖ ≤ `
n(n−1)

2 |det(L)|,
(2.1)

where det(L) and λ(L) denote the determinant and the first minimum of the lattice L respectively. Using this
weakened LLL condition, Novocin, Stehlé and Villard [NSV11] construct an algorithm, named L̃1, with the
following property ([NSV11, Theorem 7]): Given a matrix B ∈ Matd×d(Z) with rows B1, . . . , Bj satisfying

maxj ‖Bj‖ ≤ 2β , the L̃1 algorithm returns a Ξ-reduced basis of the lattice associated to B using Õ(d5β) bit
operations.

In the following, we fix LLL-parameter Ξ = (δ, η, θ) and regard the associated parameter ` as a constant,
which we ignore during the complexity analysis.

§3A. Reduction with respect to fractional ideals

Consider an integral ideal a of K and an integral element α ∈ O. The goal of the reduction algorithm is to
replace the element α by α ∈ K such that α − α is an element of a and the T2-norm of α is small compared
to N(a). Let (αi)1≤i≤d be a Z-basis of a and α =

∑d
i=1 aiαi the representation of α in the Q-basis (αi)1≤i≤d

of K. The element α, defined as α =
∑d
i=1(ai − daic)αi satisfies

α− α =

d∑
i=1

daicαi ∈ a and ‖α‖ ≤
d∑
i=1

|ai − daic| ‖αi‖ ≤
1

2

d∑
i=1

‖αi‖ ≤
d

2
max
i
‖αi‖ .

Here, as usual, for a real number z ∈ R we denote by dzc = bz + 1
2c rounding to the nearest integer. By the

arithmetic-geometric mean inequality we have

‖αj‖ ≥
√
d |NK|Q(αj)|

1
d ≥
√
dN(a)

1
d

for all 1 ≤ j ≤ d and assuming that (αi)i is Ξ-LLL reduced, we obtain by (2.1)

d∏
i=1

‖αi‖ ≤ `
d(d−1)

2 det(La),
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3. The classical modular pseudo-Hermite normal form algorithm

where La denotes the lattice associated to a in (KR, ‖ ‖) and det(La) its determinant. Using both inequalities
we obtain

d
d−1

2 N(a)
d−1
d ‖αj‖ ≤

d∏
i=1

‖αi‖ ≤ `
d(d−1)

2 det(La)

and thus

‖αj‖ ≤ `
d(d−1)

2 d−
d−1

2 N(a)−
d−1
d det(La) ≤

√
d`

d(d−1)
2 N(a)

1
d

√
|∆K | (2.2)

for all 1 ≤ j ≤ d. Hence we are able to bound ‖α‖ in terms of N(a) and field invariants only.
Consider now the general case with α ∈ K and a fractional ideal a of K. We write α = β/k ∈ K and a = b/l

with k, l ∈ Z>0 the denominator of α and a respectively. Then the above consideration applied to lβ ∈ O and
the integral ideal kb yields an element α with

α− α/(kl) ∈ a

and
‖α/(kl)‖ ≤ d 3

2 `
d(d−1)

2 N(a)
1
d

√
|∆K |.

To compute α/(kl) we proceed as follows. First of all let L ∈ Matd×d(Z) be the basis matrix of a Ξ-LLL
reduced basis of the lattice attached to b. Denote by A = (a1, . . . , an) the coefficient vector of β with respect
to the integral basis Ω. There exists Y ∈ Qd such that Y L = lA, that is, Y is the coefficient vector of lβ with
respect to the basis matrix L ∈ Matd×d(Z) of b. Dividing by k we obtain Y/k, which is then the coefficient
vector of lβ with respect to the basis matrix kL of kb. Finally the coefficient vector of α/(kl) is given by

1

kl
(kL)

(Y
k
−
⌈Y
k

⌉)
=

1

kl
LỸ ,

where d e is applied entrywise and Ỹ ∈ Zd is the vector with entries in {0, 1, . . . , k − 1} such that Y ≡
Ỹ mod kZd. This procedure is summarized in Algorithm 3.1.

Algorithm 3.1 (Reduction modulo fractional ideals). Given an element α ∈ K and a fractional ideal a

of K, the following steps return α̃ ∈ K such that α− α̃ ∈ a and ‖α̃‖ ≤ d3/2`d(d−1)/2N(a)
1/d
√
|∆K |.

(1) Let α = β/k and a = b/l.

(2) Compute the basis matrix L of a Ξ-reduced basis of b using the L̃1-algorithm.
(3) Solve Y L = lA for Y ∈ Qn, where A is the coefficient vector of β.
(4) Compute Ỹ and Z = 1/(kl)LỸ .
(5) Return the element corresponding to Z.

Proposition 3.2. Algorithm 3.1 is correct and has complexity in

Õ(d3 sz(a) + d2 sz(α) + d3 log(|∆K |) + d3C).

The size of the output α̃ satisfies

‖α̃‖ ≤ d 3
2 `

d(d−1)
2 N(a)

1
d

√
|∆K |.

Moreover if a Ξ-LLL reduced basis of the numerator of a is known, then the reduction of α has complexity in

Õ(d sz(a) + d2 sz(α) + d2C + d3 log(|∆K |)).

Proof. As correctness was already shown, we just have to do the cost analysis. The L̃1-algorithm allows
us to compute L with complexity in Õ(d5(min(a) + log(C1))). Write BL = log(|L|) and Bβ = log(‖β‖∞).

Applying Dixon’s algorithm to compute Y has costs in Õ(d3(BL + Bβ + log(l))) and invoking Cramer’s rule

yields |Y | ≤ ddBdLBβ log(l), that is, log(|Y |) ∈ Õ(dBL + Bβ + log(l)). Therefore the d divisions required

to compute Y mod k have complexity in Õ(d(dBL + Bβ + log(l))). Since |Y mod k| ≤ k the matrix vector

multiplications consist of d2 multiplications of integers of size bounded by Õ(BL + log(k)) and the output
satisfies log(|L(Y mod k)|) ∈ Õ(log(k) + BL). Finally the product kl, as well as d GCDs and divisions with
L(Y mod k) need to be computed with complexity in Õ(d(BL + log(k) + log(l))). Without the computation
of the reduced basis we have in total a complexity in

Õ(d3BL + d3Bβ + d log(k) + d log(l))
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2. Normal forms of modules over rings of integers

which simplifies to
Õ(d sz(a) + d2 sz(α) + d3 log(|∆K |) + d2C)

using the bound BL ∈ Õ(min(b) + d2 + log(C2) + log(|∆|)) derived from (2.2). Since the complexity of the

L̃1-algorithm is in Õ(d3 sz(a) + d3C) the claim follows. �

Remark 3.3. Let a be a fractional ideal of K.
(i) Note that the computation of the reduced basis gives a big contribution to the overall complexity of

Algorithm 3.1. It is therefore important to compute the reduced basis only once, when reducing lots of
elements of K modulo a. More precisely the reduction of n elements α1, . . . , αn ∈ K can be done in

Õ(d3 sz(a) + nd sz(a) + nd2 max
i

sz(αi) + (n+ d)d2C + nd3 log(|∆K |)).

(ii) A reduced element is not necessarily of small size since the T2-norm of a number field element alone does
not control the size of the element. More precisely if α is in K and k ∈ Z>0 is the denominator of α
then we have

sz(α) = d log(‖kα‖∞) + log(k) ≤ (d+ 1) log(k) + C + log(‖α‖).
Thus in addition we need to control the size of the denominator to ensure that the reduced element is
small with respect to sz.

§3B. Normalization

The normalization is the key difference between our approach and the one of Cohen [Coh96]. It is the strategy
that—together with the reduction—prevents the coefficient swell by making sure that the coefficient ideals are
integral with size bounded by invariants of the field. The connection between the size of the integral coefficient
ideals and denominators of the matrix entries is seen as follows. Assume that ((ai)i, A) is a pseudo-matrix
with span M ⊆ On and that Ai is the i-th row of A. As M ⊆ On we see that aiAi ⊆ On. In particular, as
min(ai) ∈ ai ∩ Z>0 and min(ai)Ai ⊆ On, the denominators of the entries of Ai are bounded by min(ai).

Since aiAi = αai(1/α)Ai we can adjust our coefficient ideals by scalars from K (while multiplying the row
with the inverse). Therefore the task is to find, given an integral ideal a of K, an integral ideal b such that
ab−1 is principal and N(b) is bounded by field invariants only. Basically we just have to find a small integral
representative of the ideal class of a. The usual proof of the finiteness of the class number provides us with such
a small representative and a norm bound involving Minkowski’s constant. As this is not suited for algorithmic
purposes we handle this problem using Ξ-LLL reduced bases.

We write a = b/k and b−1 = c/l with k and l the denominator of a and b−1 respectively. Applying the L̃1

algorithm to c we find an element α ∈ c satisfying

‖α‖ ≤ `
d−1

2 |∆K |
1
2d N(c)

1
d , (2.3)

that is
|NK|Q(α)| ≤ `d

2√
|∆K |N(c).

Then the ideal ã defined by ã = (α/l)ka is integral since α ∈ c = lb−1 = l(ka)−1. Moreover its norm satisfies

N(ã) =
|NK|Q(α)|

N(c)
≤ `d

2√
|∆K |.

and is therefore bounded by invariants of the field.

Algorithm 3.4 (Normalization of a one-dimensional module). Given A = (α1, . . . , αn) ∈ Kn and a
fractional ideal a of K with denominator k, the following steps return Ã ∈ Kn and an integral ideal ã of K
such that N(ã) ≤ `d2√|∆K | and aA = ãÃ.

(1) Compute b−1 = c/l where b is the numerator of a.
(2) Let α be the first element of a Ξ-LLL reduced basis of c.
(3) Return Ã = l/(kα)A and ã = (α/l)ka.

Proposition 3.5. Algorithm 3.4 is correct and its output satisfies

sz(α̃) ∈ Õ
(
sz(a) + max

i
sz(αi) + d log(|∆K |) + dC

)
,

sz(ã) ∈ Õ
(
d4 + d2 log(|∆K |)

)
,
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3. The classical modular pseudo-Hermite normal form algorithm

where α̃ ∈ K is an entry of Ã. Its complexity is in

Õ(d(d2 + n) sz(a) + dnmax
i

(sz(αi)) + d2(d+ n)(log(|∆K |) + C)).

Proof. The correctness of the algorithm follows from the preceding discussion. Computing the inverse of b
can be done in Õ(d sz(b) + d3 log(|∆K |) + d2C). The output satisfies sz(c) ≤ sz(b) as well as l ≤ min(b).

The second step invokes the L̃1-algorithm whose complexity is in Õ(d3 sz(c) + d3C) and which computes a
small element α ∈ c with the property as in (2.3). Now this bound on the T2-norm translates into sz(α) ∈
Õ(sz(b)/d+ log(|∆K |) + C) as follows: Using the definition of C2 (see page 12) we get

‖α‖∞ ≤ C2`
d−1

2 |∆K |
1
2d N(c)

1
d .

Now

sz(α) = d log(‖α‖∞) = d log(C2) +
d(d− 1)

2
log(`)︸ ︷︷ ︸

∈O(C)

+
1

2
log(|∆K |)︸ ︷︷ ︸

∈O(log(|∆K |))

+ log(N(c)).

We have N(c) ≤ min(c)d (the minimum is the largest elementary divisor of the basis matrix and the norm its
determinant) and thus

log(N(c)) ≤ d log(min(c)) = sz(c)/d ≤ sz(b)/d.

The element α/l can be computed with complexity in Õ(sz(α)+log(l)) and satisfies sz(α/l) ≤ sz(α)+d log(l).
Thus computing the new coefficient ideal (α/l)ka = (α/l)b costs Õ(d3 sz(α/l) + d sz(b) + d2C) ⊆ Õ(d2 sz(a) +
d3(log(|∆K |) + C)).

It remains to consider the multiplication of A by l/(kα). Inverting α and multiplying α−1 by l/k has
complexity in Õ(d2 sz(α) + d2C + log(k) + d log(l)). Since sz(l/(kα)) ∈ Õ(d sz(α) + d log(l) + d log(k) +C) the
multiplication with A has complexity in

Õ(d(d+ n)(d sz(α) + d log(l) + d log(k)) + dnmax
i

(sz(αi)) + d(d+ n)C),

which reduces to Õ(d(d+ n) sz(a) + dnmaxi(sz(αi)) + d2(d+ n)(log(|∆K |) + C)). Now the claim follows. �

§3C. Constructing idempotents

In order to compute the pseudo-Hermite normal form over Dedekind domains, we use the constructive version
of the Chinese remainder theorem introduced by Cohen in [Coh96]. Given coprime integral ideals a and b of
K, we have to find α ∈ O such that α ∈ a and 1−α ∈ b. This problem is closely connected to the computation
of the sum of a and b: The Hermite normal form of the matrix

A =

(
Ma Ma

0 Mb

)
is equal to (

∗ 0
U Ma+b

)
=

(
∗ 0
U 1d

)
for some U ∈ Matd×d(Z) since a + b = O. Denoting by v ∈ Zd the first row of U we see that the element

α =
∑d
i=1 viωi of O satisfies α ∈ a and 1− α ∈ b.

Lemma 3.6. Given coprime integral ideals a, b of O, there exists a deterministic algorithm which computes
elements α ∈ a and β ∈ b such that α+β = 1. Moreover the output satisfies sz(α), sz(β) ∈ Õ((sz(a)+sz(b))/d)
and the complexity of the algorithm is in Õ(d(sz(a) + sz(b))).

Proof. We use the same notation as in the preceding discussion. Note that λ = min(a) min(b) satisfies
λZ2d ∈ sp(A) allowing us to compute the Hermite normal form with complexity in Õ(d3 log(min(a) min(b))) =
Õ(d(sz(a) + sz(b)). Moreover as log(|U |) ≤ 2 log(λ) we know that sz(α) = d log(|v|) ∈ O((sz(a) + sz(b))/d). �

Using this construction we can now describe an algorithm which plays the same role as the extended
GCD algorithm over the integers. It is the workhorse of the pseudo-Hermite normal form algorithm and is
accompanied by the normalization and reduction procedures.
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2. Normal forms of modules over rings of integers

Algorithm 3.7 (Euclidean Step). Given fractional ideals a, b of K and elements α, β ∈ K, the following
steps return g = αa + βb, g−1, γ ∈ ag−1 and δ ∈ bg−1 such that αγ + βδ = 1.

(1) Compute g = αa + βb, g−1, ag−1 and bg−1.
(2) Apply Lemma 3.6 to αag−1 and βbg−1 and denote the output by γ̃, δ̃.
(3) Return γ = γ̃α−1 and δ = δ̃β−1.

Proposition 3.8. Algorithm 3.7 is correct and has complexity in

Õ(d2(sz(a) + sz(b)) + d4(sz(α) + sz(β)) + d3C + d3 log(|∆K |)).

The output satisfies sz(γ), sz(δ) ∈ Õ((sz(a) + sz(b))/d+ d(sz(α) + sz(β)) + C).

Proof. Correctness is clear. The first step consists of the computation of αa and βb, which has complexity in
Õ(d3(sz(α)+sz(β))+d(sz(a)+sz(b))+d2C). Denote by B the value sz(αa)+sz(βb) ∈ O(sz(a)+sz(b)+d2 sz(α)+
d2 sz(β)+dC). While the computation of g has complexity in Õ(dB) the inversion costs Õ(dB+d3 log(|∆K |)+
d3C). As sz(g) ∈ O(B) the inverse ideal g−1 also satisfies sz(g−1) ∈ O(B). Finding the product βbg−1 and
αag−1 then has complexity in Õ(d2B + d3C) and the size of both integral ideals is in Õ(B). Hence invoking
Lemma 3.6 has a complexity in Õ(dB) and the resulting elements satisfy sz(γ̃), sz(δ̃) ∈ Õ(B/d). Finally we
have to compute inverses and products. While α−1 and β−1 can be computed in Õ(d2 sz(α)+d2 sz(β)+d2C) the
costs of the products are in Õ(d2 sz(γ̃)+d2 sz(δ̃)+d2 sz(α)+d2 sz(β)+d2C). Thus the ideal product dominates
the complexity of the algorithm and the claim follows. Note that sz(γ) = sz(γ̃α−1) ≤ sz(γ̃) + d sz(α) + C ∈
Õ(B/d+ d sz(α)) and a similar result holds for sz(δ). �

§3D. The main algorithm and its complexity

We now describe a polynomial time algorithm for computing a pseudo-Hermite normal of a square pseudo-
matrix with full rank. The algorithm is a variant of the so-called modular algorithm of Cohen, the big
difference being the normalization of the coefficient ideals. Using this extra feature we are able to bound the
denominators of the coefficients of the matrix. Together with the reduction procedure this will allow us to
prove polynomial running time. We assume that the determinantal ideal is known (this case often occurs,
for example when computing with ideals in relative extensions). If this is not the case, we have to invoke
Algorithm 5.14.

Algorithm 3.9 (Pseudo-Hermite normal form algorithm). Given a pseudo-matrix A = ((ai)i, A) of
full rank with A a square matrix and d = det(A), the following steps return a pseudo-Hermite normal form
with the same span as A.

(1) Set ((bi)i, B)← ((ai)i, A). Normalize (Bi, bi)1≤i≤n with Algorithm 3.4.
(2) Reduce Bi modulo db−1

i using Algorithm 3.1 for 1 ≤ i ≤ n.
(3) Set D← d.
(4) For i = n, . . . , 2 do the following:

(5) For j = i− 1, · · · , 1 do the following:
(6) Set g← βj,ibj + βi,ibi.
(7) Compute γ ∈ bjg

−1 and δ ∈ big
−1 such that βj,iγ + βi,iδ = 1 using Algorithm 3.7.

(8) Set (bj , bi)← (bjbig
−1, g).

(9) Set (Bj , Bi)← (βi,iBj − βj,iBi, γBj + δBi).
(10) Normalize (Bj , bj) and (Bi, bi) using Algorithm 3.4
(11) Reduce Bj modulo db−1

j and Bi modulo db−1
i using Algorithm 3.1.

(13) Set g = βi,ibi + D. Compute γ ∈ big
−1 and δ ∈ Dg−1 such that γβi,i + δ = 1.

(14) Set Bi ← γBi mod Dg−1 using Algorithm 3.1 and bi ← g, βi,i ← 1.
(15) Set D← Dg−1.

(16) Return (B, (bi)i).

First of all, we want to show that at the beginning of the inner loop at Step 6 the sizes of Bi, Bj and bi, bj
respectively are bounded. We use an inductive argument and begin with the size of the objects at Step 3. Let
i, j ∈ {1, . . . , n}. As the ideal bi is normalized it satisfies

min(bi) ≤ N(bi) ≤ `d
2√
|∆K |.
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3. The classical modular pseudo-Hermite normal form algorithm

By Proposition 3.2 the reduction of Step 2 yields

‖βi,j‖ ≤ d3/2`d
2

N(db−1
i )1/d

√
|∆K | ≤ d3/2`d

2

min(d)
√
|∆K |.

As βi,jbi ⊆ O the denominator l ∈ Z>0 of βi,j satisfies l ≤ min(bi). In particular

sz(βi,j) = d log(‖lβi,j‖∞) + d log(l)

= 2d log(l) + d log(‖βi,j‖∞) ∈ Õ(sz(d)/d+ sz(bi)/d+ C).

We define Bid = d4 + d2 log(|∆K |) and Be = sz(d)/d+Bid/d+C respectively. The inequalities Bid ≤ dBe and
C + d log(|∆K |) + d3 ≤ Be will be used throughout the following complexity analysis.

Proposition 3.10. Let 2 ≤ i ≤ n and i− 1 ≤ j ≤ n. At the beginning of the inner loop at Step 7 the size of
the coefficient ideals bi, bj is bounded by Bid and the size of the elements of rows Bi, Bj is in Õ(Be).

Proof. This follows from Step 10 and 11. �

We are now in a position to analyze the complexity of the algorithm. In order to improve readability we
split up the analysis according to the single steps. Let us first take care of the steps in the loops.

Lemma 3.11. Let (A, (ai)i) be as in the input of Algorithm 3.9.
(i) Steps 6–7 have complexity in Õ(d4Be).
(ii) Step 8 has complexity in Õ(d4Be).

(iii) Step 9 has complexity in Õ(d2(d+ n)Be).
(iv) Step 10 has complexity in Õ(d5Be + d3nBe).
(v) Step 11 has complexity in Õ(d3 sz(d) + dn sz(d) + d4nBe).
(vi) Step 13 has complexity in Õ(d2 sz(d) + d4Be).
(vii) Step 14 has complexity in Õ(d3 sz(d) + dn sz(d) + d3nBe).
Thus the inner loop in Steps 6–11 as well as Steps 13–15 is dominated by normalization and reduction yielding
an overall complexity in

Õ(d3(d+ n)(sz(d) + d4 + d2 log(|∆K |) + dC)).

Proof. (i): Steps 6–7 are just an application of Algorithm 3.7 with complexity in Õ(d2Bid + d4Be + d3C +
d3 log(|∆K |)) ⊆ Õ(d4Be). The size of γ and δ is in Õ(Bid/d+ dBe + C) ⊆ Õ(dBe).

(ii): The size of g and therefore also the size of g−1 is in Õ(Bid +d2Be +dC) ⊆ Õ(d2Be). As we have already
computed g−1 in Algorithm 3.7, the computation of bibjg

−1 has complexity in Õ(d2Bid + d2(d2Be) + d3C) ⊆
Õ(d4Be). Note that sz(bibjg

−1) ∈ Õ(Bid + d2Be) ⊆ Õ(d2Be).

(iii): Since sz(γ), sz(δ) ∈ Õ(dBe), computing the scalar vector products has complexity in Õ(d(d+n)(dBe)+
dnBe + d(d+ n)C) ⊆ Õ(d2(d+ n)Be). The size of the new elements in row i and j is in Õ(dBe).

(iv): The normalization has complexity in Õ(d(d2 + n)(d2Be) + dn(dBe) + d(d2 + n)(log(|∆K |) +C)) which
simplifies to Õ(d5Be + d3nBe). While by definition the new ideals have size bounded by Bid, the size of the
new elements is in Õ(d2Be + dBe + d log(|∆K |) + dC) = Õ(d2Be).

(v): Inverting bi and bj has complexity in Õ(dBid + d3 log(|∆K |) + d2C) and the multiplication with d is in

Õ(d2(Bid + sz(d)) + d3C). The reduction itself then has complexity in Õ(d(d2 +n)(Bid + sz(d)) + d2n(d2Be) +
d2(d+ n)C + d3n log(|∆K |)) which is in Õ(d3 sz(d) + dn sz(d) + d4nBe).

(vi): Step 13 is again an application of Algorithm 3.7 with complexity in Õ(d2(Bid + sz(d)) + d4Be + d3C +
d3 log(|∆K |)) ⊆ Õ(d2 sz(d) + d4Be) and again the size of γ and δ is in Õ(sz(d)/d + dBe). Here we have used
that sz(D) ≤ sz(d) since D is a divisor of d.

(vii): While the product Dg−1 was already computed in Algorithm 3.7, the computation of γBi has complex-
ity in Õ(d(d+n) sz(γ)+dnBe+d(d+n)C) = Õ((d+n) sz(d)+d2(d+n)Be). Since the entries of γBi have size in
Õ(sz(d)/d+dBe) the final reduction is in Õ(d3 sz(d)+dn sz(d)+d2n(sz(d)/d+dBe)+d2(d+n)C+d3n log(|∆K |))
which simplifies to Õ(d3 sz(d) + dn sz(d) + d3nBe). �

Theorem 3.12. Algorithm 3.9 is correct and the complexity is in

Õ(d2n(d+ n) max
i

sz(ai) + d2n2 max
i,j

sz(αi,j) + d3n2(d+ n)(sz(d) + d4 + d2 log(|∆K |) + dC)).
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Proof. The correctness was proven in [Coh96]. Since the inner loop is executed O(n2) times we conclude using
Lemma 3.11 that Steps 5–18 have complexity in Õ(d3n2(d + n)(sz(d) + d4 + d2 log(|∆K |) + dC)). Now we
consider the initialization in Step 1–3. Denote maxi,j sz(αi,j) and maxi sz(ai) by BA and Ba respectively. By

Proposition 3.5 Step 1 has complexity in Õ(dn(d2 +n)Ba + dn2BA +nd(d2 +n)(log(|∆K |) +C)) and the new
elements have size in Õ(Ba +BA + d log(|∆K |) + dC). As in the proof of Lemma 3.11, computing the product
b−1
i d has complexity in Õ(dBid +d3 log(|∆K |) +d2(Bid + sz(d)) +d3C). Since this is repeated n times this has

complexity in Õ(d2nBid + d2n sz(d) + nd3C). The reductions then cost Õ(d(d2 + n)(Bid + sz(d)) + d2n(Ba +
BA+d log(|∆K |)+dC)+d2(d+n)C+d3n log(|∆K |)) per row, that is, Õ(dn(d2 +n) sz(d)+d2n2BA+d2n2Ba)
in total neglecting C and log(|∆K |). �

Remark 3.13. Although using lattice reduction in the normalization step we are able to bound the size of
the coefficient ideals, the size already contains a factor d4. Together with the expensive ideal operations this
explains the strong dependency on d. In addition, the normalization and reduction steps themselves involve a
costly lattice reduction algorithm. Unfortunately the dependency of the overall complexity of Algorithm 3.9
on the chosen lattice reduction algorithm is rather involved. We find ourselves on the horns of a dilemma—we
have to make sure that the lattice reduction is not too expensive, but at the same time, we need small lattice
bases to bound the size of elements and ideals during our algorithm.

§3E. Relative versus absolute computations

We now want to compare the modular pseudo-Hermite normal form algorithm (Algorithm 3.9) with the
Hermite normal form algorithm over the integers in situations where we can “choose” the structure we work
with. We describe two examples to illustrate the idea.

In practice number fields of large degree are constructed carefully as towers of extensions of type L ⊇ K ⊇ Q
where K is a number field of degree d and L is an extension of K of degree n. The ring of integers OL of
L as well as the fractional ideals of L are naturally finitely generated modules of rank n over the Dedekind
domain OK . On the other hand, OL as well as the fractional ideals of L are naturally free of rank dn over
the principal ideal domain Z. Thus the computation with ideals in OL can either rely on the pseudo-Hermite
normal form over OK or on the Hermite normal form over Z and it is not clear which to prefer.

The second situation we have in mind is quite different. Assume that we are in a situation where we
have two finitely generated torsion free O-modules M and N and we are faced with the problem of deciding
whether M ⊆ N or M = N . After imposing further properties on a pseudo-Hermite normal form yielding
uniqueness the problem can be settled using the pseudo-Hermite normal form algorithm. But as the question
only depends on the underlying sets of M and N (discarding the O-structure) the problem can be sorted out
using the Hermite normal form over the integers. Again it is not clear which method to prefer.

We consider ((ai)i, A), a full-rank pseudo-matrix over O with A ∈ Kn×n and associated module M ⊆ On.
To compute the structure over the integers we have to turn this pseudo-matrix into a dn× dn matrix over the
integers. As each fractional ideal ai is isomorphic to Zd as a Z-module, we have M = A1a1 + · · ·+Anan ∼= Zdn,
the isomorphism being induced by the isomorphisms ai → Zd. Assume that β ∈ K is an element of the i-th
row of A and a = ai is the corresponding coefficient ideal of this row. Denote by α1, . . . , αd the Hermite
normal form basis of a. The coefficients of the d products βα1, . . . , βαd form a d× d Z-matrix, with which we
replace β. Applying this procedure to all matrix entries of A we obtain a dn× dn matrix B over the integers,
which corresponds to a basis of the free Z-module M of rank dn. These are n2 computations each having
complexity in Õ(d2 max(sz(αi,j)) + dmax(sz(ai)) + d2C). As sz(βαi) ≤ sz(β) + sz(a)/d + C the matrix B
satisfies log(|B|) ≤ max(sz(αij))/d+max(sz(ai))/d

2 +C/d. Since we know that the matrix B has determinant
N(d), where d denotes the determinantal ideal of ((ai)i, A), computing the Hermite normal form over the
integers has complexity in

Õ((dn)2 log(|B|) + (dn)3 log(N(d))) ⊆ Õ(dn2 max sz(αi,j) + n2 max sz(ai) + d2n3 sz(d) + d2nC).

Combining this with the complexity of computing B we get an overall complexity in

Õ(d2n2 max sz(αi,j) + dn2 max sz(ai) + d2n3 sz(d) + d3n2C).

While the dependency on n is the same as in the pseudo-Hermite normal form case (see Theorem 3.12), the
powers of d are slightly lower due to the absence of ideal arithmetic involving normalization and reduction.
We conclude: Always use the Hermite normal form over the rational integers if possible. But note that this
discussion depends on the chosen pseudo-Hermite normal form algorithm and not on the notion of the pseudo-
Hermite normal form itself and of course it is possible that more sophisticated approaches, as for example in
the next section, yield different conclusions.
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§4. Residue techniques

Assumption. Let K be an algebraic number field of degree d with ring of integers O.

Consider a pseudo-matrix over K with admissible modulus m. In the previous section we have shown
that by reducing intermediate results modulo ma−1, where a is a coefficient ideal, and by normalizing the
coefficient ideals, we can control the size of the pseudo-matrix entries during the pseudo-Hermite normal form
computation. While carefully adjusting the coefficient ideals ensuring that the span does not change, we
transformed the pseudo-matrix into lower triangular form yielding a pseudo-Hermite normal form in the end.

When considering the complexity, we see that this approach has two major drawbacks. First of all, the
normalization and the reductions modulo ma−1 are extremely costly since they are based on reduced bases
and therefore involve lattice reduction algorithms. While the LLL-algorithm and successors thereof show that
the problem has polynomial complexity in the size of the input, the dependency on the rank is unhealthily
large. On the other hand the necessary modifications of the coefficient ideals themselves are very costly, as
they include multiplications and inversions of ideals.

In this chapter we suggest a new approach in the spirit of the original modular Hermite normal form
computation over Z. One of the most natural techniques to prevent coefficient swell during the Hermite
normal form computation over the integers is the use of residual methods, which goes back to Iliopoulos
[Ili89] and Domich, Kannan and Trotter [DKT87]: Instead of computing the Hermite normal form over Z, one
computes a normal form over Z/mZ for some suitable m ∈ Z and lifts the result back to Z. We will show
that the same can be done for pseudo-matrices. Instead of working over O and reducing the entries in the
pseudo-matrix modulo ideals now and then, we literally work with modules and matrices over O/m.

Working in O/m has two advantages: First of all, as this ring is a Euclidean ring (see §1A), we can rely
on a variant of the Howell form making coefficient ideals superfluous. Secondly, we do not have to use lattice
reductions to keep the size of the entries bounded. We will show that using probabilistic algorithms we can
efficiently work within O/m and with modules over O/m.

This section is joint work with Claus Fieker and has been published in [FH14].

§4A. Basic operations

In order to describe the complexity of our algorithms we will rely on a modified notion of basic operations
introduced by Mulders and Storjohann in [SM98]. Let (R,ϕ) be a Euclidean ring and a, b ∈ R. Then a basic
operation is one of the following:
(B1) For ∗ ∈ {+,−, ·} return a ∗ b.
(B2) If b divides a in R return an element div(a, b) = c ∈ R such that bc = a.
(B3) If b 6= 0 return eudiv(a, b) = (q, r) ∈ R2 such that a = qb+ r with r = 0 or ϕ(r) < ϕ(b).
(B4) Return xgcd(a, b) = (g, s, t, u, v) ∈ R5 such that (g) = (a, b), g = sa + tb, ua + vb = 0 and sv − ut = 1,

i.e., (
g 0

)
=
(
a b

)(s u
t v

)
and the transformation matrix is unimodular.

(B5) Return Ann(a) = c such that (c) = Ann(a) = {r ∈ R | ra = 0}.

Remark 4.1. In [SM98] it is shown that in case of R = Z/NZ operations (B1) through (B5) can be performed
using O(M(log(N) log(log(N)))) bit operations, where M(t) is a bound on the number of bit operations
required to multiply two dte-bit integers.

Assumption. Let m be a nonzero integral ideal of K with norm N .

We now turn to the case R = (O/m), for which there exists an additional basic operation.
(B6) Given an integral ideal a of O, return an element gen(a) = c ∈ (O/m) such that a = (c) in (O/m).
We now want to show how each basic operation (Bi) in (O/m), 1 ≤ i ≤ 6, can be solved algorithmically using
basic operations in Z/NZ, where N = N(m) is the norm of m. We assume that we are given Z-bases (ωi)1≤i≤d
and (νi)1≤i≤d of O and m respectively such that νi = niωi with integers ni ∈ Z≥1, 1 ≤ i ≤ d, i.e., the basis
matrix of m is diagonal. Then the map

(O/m) −→ (Z/n1Z)× · · · × (Z/ndZ),
∑
i

aiωi 7−→ (a1, . . . , ad)
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is an isomorphism of abelian groups which we use to identify (O/m) with
∏
i Z/niZ.

Evaluating the canonical map O → (O/m) at an element
∑
i aiωi consists of d divisions with remainder and

the addition of two elements in (O/m) consists of d additions in Z/niZ. As the above map is not multiplicative,
multiplication of two elements a = (a1, . . . , ad), b = (b1, . . . , bd) ∈ (O/m) is more involved. More precisely the
element c = (c1, . . . , cd) ∈ (O/m) with ab = c is given by

ck =
∑
i

∑
j

aibjΓki,j ∈ (Z/nkZ),

where (Γki,j)i,j,k denotes the structure constants of the Z-algebra O with respect to the basis (ωi)1≤i≤d. Thus

for each 1 ≤ k ≤ d we need O(d2) basic operations in (Z/nkZ) to compute ck.
To accomplish (B2), denote by Mb ∈ Matd×d(Z) the representation matrix of O → O, x 7→ bx with respect

to (ωi), where each entry is reduced modulo N , and by Mm the diagonal basis matrix of m. Then a = bc for
some element c ∈ (O/m) if and only if the equation (Mb|Mm)X = a is solvable. As this linear system can be
solved modulo N , we need O(d3) basic operations in Z/NZ. Note that the kernel of this matrix is (the lift) of
Ann(b), the annihilator of b in (O/m).

So far we have shown that operations (B1) and (B2) can be performed using O(d3) basic operations in
Z/NZ (for the sake of simplicity a basic operation in Z/kZ with 1 ≤ k ≤ N is counted as a basic operation in
Z/NZ).

We now turn to the more involved operations (Bi), 3 ≤ i ≤ 6, the big difference to (B1) being the non-
uniqueness of the operations (again mainly due to the presence of zero-divisors). Using the Chinese remainder
theorem we will see that the defining properties of the operations can be stated purely in terms of valuations
at each prime ideal dividing m. Therefore the main task will be the construction of integral elements with
prescribed behavior at a finite set of prime ideals. While there exist deterministic algorithms for this problem,
they have the major flaw that they need a costly prime ideal factorization of m. To overcome this difficulty,
we will pursue the idea of probabilistic algorithms. More precisely our algorithms will be of Las Vegas type
with expected polynomial running time, which can be easily turned into Monte Carlo algorithms if wished.
The running time of our algorithms will depend on the value

pm =
|(O/m)×|
|(O/m)|

=
∏
p|m

(
1− 1

N(p)

)
,

which we will use throughout this section.
We assume that we have access to an oracle producing random elements in any finite ring of the form Z/kZ,

k ∈ Z>0. During the complexity analysis we will omit the costs of calling this oracle.

Lemma 4.2. Let a ∈ (O/m). Computing ϕ(a) can be done using O(d3) basic operations in Z/NZ, where ϕ
is the Euclidean function of Proposition 1.4.

Proof. We first compute the d products aωi for 1 ≤ i ≤ d using O(d3) basic operations in Z/NZ. Denoting
by γ1, . . . , γd the canonical lifts of these elements we know that γ1, . . . , γd, ν1, . . . , νd constitute a Z-generating
system of (a) + m. Computing the Hermite normal form basis of this generating system then can be done
using O(d3) basic operations in Z/NZ while the norm computation takes O(d) such operations. �

Algorithm 4.3 (Probabilistic Euclidean division). Let a, b ∈ (O/m), b 6= 0. The following steps return
eucdiv(a, b).

(1) Choose q ∈ (O/m) uniformly distributed and compute r = a− qb.
(2) If ϕ(r) ≥ ϕ(a) go to Step 1.
(3) Return (q, r).

Lemma 4.4. Let a, b ∈ (O/m) such that b does not divide a. For each prime divisor p of m define

Sp =


(O/pvp(m)), if 0 < vp(a) < vp(b),

(O/pvp(m))×, if vp(b) < vp(a),

{x ∈ (O/pvp(m) | N((a+ xb), pvp(m)) ≤ N(b, pvp(m))}, if vp(a) = vp(b).

Then the following holds:
(i) If c ∈ (O/m) is an element such that cp ∈ Sp for all prime divisors p of m, then ϕ(a+ bc) < ϕ(b).
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(ii) We have {c ∈ (O/m) | ϕ(a+ bc) < ϕ(b)} ≥ |(O/m)×|.
(iii) If q ∈ (O/m) is uniformly distributed in (O/m), then the probability that a = qb+(a−qb) is a Euclidean

division is at least pm.

Proof. (i): Let cp ∈ Sp. In the second and third case we have vp(a + bc) ≤ vp(b) while in the first case we
have vp(a + bc) = vp(a) < vp(b). Since b does not divide a there exists a prime divisor p of m such that
0 < vp(a) < vp(b) implying that N((a+ bc), pvp(m)) < N(b, pvp(m)). Thus we have ϕ(a+ bc) < ϕ(b).

(ii): It remains to show #Sp ≥ #(O/pvp(m))× in the case vp(a) = vp(b). If vp(b) ≥ vp(m), then Sp =
O/pvp(m) and we are done. Therefore let vp(b) < vp(m) and consider the natural map π : (O/pvp(m)) →
(O/pvp(b)+1). The set π(Sp) is the complement of the set of solutions a = −bx with x ∈ (O/pvp(b)+1). As this
equation has N((b), pvp(b)+1) = N(pvp(b)) solutions we have #π(Sp) = N(pvp(b)+1)−N(pvp(b)). It follows that
#Sp = N(p)vp(m)−(vp(b)+1)#π(Sp) = #(O/pvp(m))×.

(iii): This follows from (ii). �

Proposition 4.5. Algorithm 4.3 is correct. The expected number of basic operations in Z/NZ isO((1/pm)d3)).

Proof. We need to count the expected number of repetitions of Step 1. It is easy to see that for i ∈ Z≥1, with
probability pm(1−pm)i−1 the number of repetitions of Step 1 is i. Thus the expected number is pm

∑∞
i=1 i(1−

pm)i−1 = pm(1/pm + (1 − pm)/p2
m) = 1/pm. Now the claim follows as Step 1 needs O(d3) basic operations in

Z/NZ. �

Finding a generator of an ideal and computing the annihilator. Let a be an ideal of O. It is easy to
see that for an element c ∈ O the equation (c) = a holds if and only if for all prime divisors p of m we have
vp(c,m) = vp(a,m), that is, min(vp(c), vp(m)) = min(vp(a), vp(m)).

Algorithm 4.6. Let a be an integral ideal of O. The following steps return c ∈ (O/m) such that (c) = a.
(1) Compute (a,m).
(2) Choose c ∈ (a,m)/(N2) uniformly distributed.
(3) If (a,m) 6= (m, c) go to Step 2.
(4) Return c ∈ (O/m).

Lemma 4.7. Algorithm 4.6 is correct and the expected number of basic operations in Z/NZ is O((1/pm)d3).

Proof. We prove the following: If a is an integral ideal of O and c is chosen uniformly in (a,m)/(N2), then the
probability that (a,m) = (N, c) is pm. Let b = (a,m) and fix one prime divisor p of m. We want to count the
elements c ∈ b/(N2) such that vp(c) = vp(b). Note that vp(N2) > vp(b) and therefore c ∈ b\bp is equivalent
to c ∈ b/(N2)\bp/(N2). Counting the elements in these sets we see that the probability that an element
c ∈ b/(N2) satisfies vp(c) = vp(b) is (1− 1/N(p)).

Note that Step 1 needs O(d3) basic operations in Z/NZ. We have already shown that the expected number
of executions of Step 3 is 1/pm. As each execution consists of O(d3) basic operations in Z/NZ, the claim
follows. �

Lemma 4.8. Let b ∈ (O/m). Then we can compute c = Ann(b) with an expected number of O((1/pm)d3)
basic operations in Z/NZ.

Proof. After computing the annihilator as the kernel of Mb modulo N (as for (B2)) using O(d3) basic opera-
tions, we apply Algorithm 4.6 to obtain a generator. �

Extended GCD computation. We now turn to the xgcd problem. In case of the rational integers Z the
task is easy: If g is a greatest common divisor of two integers a, b ∈ Z we can compute s, t ∈ Z such that
g = sa+ tb. Then (

g 0
)

=
(
a b

)(s −b/g
t a/g

)
and we are done. While we can of course just use the normal Euclidean algorithm to find the cofactors, this
is, in our case, rather expensive as each Euclidean division requires a random search. On the other hand,
computing the GCD directly using ideals takes only one random search.

As the underlying idea is that dividing by a greatest common divisor produces coprime elements, the example
at the end of Section §1A shows that we cannot blindly adapt this in the presence of zero-divisors. Fortunately
Proposition 1.8 shows that there exist minimal quotients e, f with respect to the Euclidean function such that
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eg = a, fg = b and (e, f) = (O/m). In particular there exist u, v ∈ (O/m) such that eu + fv = 1. A quick
calculation shows that (

g 0
)

=
(
a b

)(u −f
v e

)
is a unimodular transformation implying that xgcd(a, b) = (g, u, v,−f, e) is valid.

In order to apply this we need to explain how to find minimal quotients and how to express a greatest
common divisor as a linear combination.

Lemma 4.9. (i) Let b be a divisor of a. An element c ∈ (O/m) with cb = a and ϕ(c) = ϕ(a)/ϕ(b) can be
computed using an expected number of O((1/pm)d3) basic operations in Z/NZ.

(ii) Let e, f ∈ (O/m) be such that (e, f) = (O/m). Then u, v with ue+vf = 1 can be computed using O(d3)
basic operations in Z/NZ.

(iii) Let a, b ∈ (O/m). Then xgcd(a, b) can be computed with an expected number of O((1/pm)d3) basic
operations.

Proof. (i): Using (B2) we can compute a fixed quotient c0. Moreover we have seen that at the same time we
obtain a basis of an ideal a of O with a = Ann(b). Invoking (B6) we can compute a generator of the ideal
a. Now we choose uniformly distributed elements q ∈ a until ϕ(c0 + q) = ϕ(a)/ϕ(b). If this is the case then
c0 + q is a quotient which is minimal with respect to the Euclidean function. Proposition 1.8 shows that if q is
uniformly distributed in Ann(b), then c0 + q is uniformly distributed in (a,m)(b,m)−1. Now the claim follows
from Lemma 1.3.

(ii): As in the case of division, we see that the set of tuples (x, y) ∈ (O/m)2 with xe+ yf = 1 is the set of
integer solutions of a system of d linear equations with 3d variables over Z. As in addition this system can
be solved modulo N , the task of finding a suitable tuple (x, y) can be solved using O(d3) basic operations in
Z/NZ.

(iii): Follows from (i) and (ii). �

Corollary 4.10. Any basic operation in (O/m) can be performed with an expected number of O((1/pm)d3)
basic operations in Z/NZ and with an expected complexity in Õ((1/pm)d3 log(N)).

§4B. Applications to matrix normal forms

The aim of this section is to introduce residual methods for the computation of normal forms of O-modules
by passing to a quotient ring (O/m) for some suitable integral ideal m and by lifting the result back to O.

Strong echelon form for principal ideal rings.

Definition 4.11. Let R be a commutative ring. Let M ⊆ Rm be an R-module. A matrix H = (hij) ∈
Matn×m(R), n ≥ m, is called strong echelon form of M if and only if
(S1) for 1 ≤ i ≤ m the i-th row of H is zero or i = max{1 ≤ j ≤ m |hij 6= 0}. For i > m the i-th row of H is

zero.
(S2) For 1 ≤ i ≤ m the rows 1, . . . , i generate spm−i(M).

To illustrate the definitions consider the following matrices over Z/6Z:

A =

(
0 0
1 3

)
, B =

(
2 0
5 3

)
, C =

0 0
2 0
5 3

 . D =

2 0
5 3
0 0

 .

It is easy to see that the rows have the same span M ⊆ (Z/6Z)2. While the matrix A has a minimal number
of nonzero rows the element (2, 0) ∈ sp(A) shows that A does not satisfy (S2). On the other hand the matrix
C violates (S1). Thus only B and D are strong echelon forms of M .

Remark 4.12. A few words on the relation between the strong echelon form and the Howell normal form:
(i) In contrast to the Howell normal form we now “order” the basis elements. This will be important in

Section §4B where we describe the combination of strong echelon forms.
(ii) Note that we will use the strong echelon form over (O/m) only as an auxiliary step to obtain normal

forms over O. Since this does not require the strong echelon form to be unique, this explains the absence
of appropriate restrictions in the definition. For working with (O/m)-modules themselves we can recover
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uniqueness easily by the following steps. We have to show how to find a fixed representative modulo
(O/m)× and modulo (d) for some d ∈ (O/m). The former problem can be solved by noting that if a
is an element of (O/m), then the coset of a modulo (O/m)× is equal to the set of all b ∈ (O/m) with
(b,m) = (a,m). Thus given an ideal a of O, we need a way to fix a generator of a. By replacing step (2)
of Algorithm 4.6 with a deterministic loop through all elemens of (a,m)/(N2) one obtains an algorithm
for computing a generator with the property that it yields the same result for ideals a, b with a = b.
Hence using this modified algorithm we can fix generators of ideals of O/m.
By reducing the off-diagonal elements modulo the unique Hermite normal form basis of (d,m), where d
is the corresponding diagonal entry, we obtain unique representatives for the off-diagonal elements.

Based on Howell’s approach, Storjohann and Mulders describe in [SM98] a simple algorithm for computing
the Howell normal form over Z/NZ, which easily generalizes to any ring supporting basic operations (Bi),
1 ≤ i ≤ 6. The following modified version yields a strong echelon form. Note that we assume that the matrix
has at least as many rows as columns, which can always be achieved by padding the matrix with zero rows.

Algorithm 4.13 (Strong echelon form over principal ideal rings). Let A ∈ Matn×m(R) be a matrix
with n ≥ m, where R is a ring supporting (B1)–(B6). The following steps return a strong echelon form of A.

(1) (This puts A into triangular form). For 1 ≤ i < j ≤ n compute (g, s, t, u, v) = xgcd(aj,i, aj,j) and set(
Aj
Ai

)
=

(
s t
u v

)(
Aj
Ai

)
.

(2) Augment A with one zero row.
(3) For 1 ≤ j ≤ m do the following:

(4) If aj,j 6= 0 compute c = Ann(aj,j) and set An+1 = cAj . If aj,j = 0 then set An+1 = Aj .
(5) For j + 1 ≤ i ≤ m compute (g, s, t, u, v) = xgcd(ai,i, an+1,i) and set(

Ai
An+1

)
=

(
s t
u v

)(
Ai
An+1

)
.

(6) Sort the rows of A such that (S1) is satisfied.
(7) Return A.

Theorem 4.14. Algorithm 4.13 is correct and requires O(m2 max(n,m)) basic operations in R.

Proof. See [SM98, Theorem 3]. �

Remark 4.15. If, in Algorithm 4.13, we perform only step (1) on a matrix A ∈ Matn×n(R), we end with a
lower triangular matrix B ∈ Matn×n(R), and there exists a matrix T ∈ Matm×m(R) with determinant 1 such
that B = TA. Thus in case m = n, that is, A is a square matrix, we can transform A into triangular form
using O(n3) basic operations in R.

Modular computation of a strong echelon form. One of the reasons why we have introduced the strong
echelon form is the important fact that it allows for efficient residual computations. To be more precise let R
be a principal ideal ring and a, b, e, f ∈ R elements such that ab = 0 and 1 = ea + fb. Denote by πa and πb
the canonical projections of R onto R/(a) and R/(b) respectively. By abuse of notation we denote the induced
projections Rm → (R/(a))m and Matn×n(R)→ Matn×n(R/(a)) also by πa; we do the same for πb. Then for
any R-module M ⊆ Rm the equation

M = 1M = eaM + fbM = ea(M + bRm) + fb(M + aRm) (2.4)

holds. As M + aRn = π−1
a (πa(M)) and M + bRn = π−1

b (πb(M)) we see that M can be obtained by lifting the
modules πa(M) and πb(M), which are now living over the (hopefully “smaller”) rings R/(a) and R/(b), back
to R. The following lemma shows that by using the strong echelon form the lifting procedure comes for free.

Lemma 4.16. Assume that A = (aij)i,j ∈ Matn×m(R) is a matrix such that πa(A) ∈ Matn×m(R/(a)) is a
strong echelon form of πa(M). Furthermore we assume that all diagonal elements aii, 1 ≤ i ≤ m, are divisors
of a and aij = 0 whenever j > i. Then A is a strong echelon form of M + aRm.
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2. Normal forms of modules over rings of integers

Proof. Property (S1) is clear. We prove property (S2) by induction on i and begin with i = 1. We need to
show that A1, the first row of A, generates spm−1(M + aRm).

Thus let v = (v1, 0, . . . , 0) ∈ spm−1(M + aRm). We have πa(v) ∈ spm−1(πa(M)), which is generated by
πa(A1). Thus we can find r ∈ R with πa(v1) = rπa(A1), that is, v1 − rA1 ∈ aRm. Because A1 is of the form
(a11, 0, . . . , 0) we have v1 − rA1 = (c, 0, . . . , 0) for some c ∈ aR. As a11 is a divisor of a, we can find r ∈ R
with c = r′a11. In particular v1 − rA1 − r′A1 = 0.

Now let 2 ≤ i ≤ m− 1 and assume (S2) holds for i− 1. Let v = (v1, v2, . . . , vi, 0, . . . , 0) ∈ spm−i(M + aRm).
If πa(v1) 6= 0, then πa(v) ∈ spm−1(πa(M)), and we can find r1, . . . , ri ∈ R such that πa(v) = r1πa(A1) + · · ·+
riπa(Ai), that is, v − r1A1 − · · · − riAi ∈ aRm. Because there are only zeros above the diagonal of A we have

v − r1A1 − · · · − riAi = (c1, . . . , ci, 0, . . . , 0) ∈ aRm.

As in the base case of the induction, we can find r ∈ R such that ci = raii, implying that

v′ = v − r1A1 − · · · − riAi − rAi = (c1, . . . , ci−1, 0, . . . ) ∈ spm−(i−1)(M).

Now the claim follows by applying the induction hypothesis to v′. �

Thus by computing strong echelon forms over R/(a) and R/(b) we can compute strong echelon forms of
M + aRn and M + bRn. We now turn to the recombination step. Let A and B be strong echelon forms of
M + aRn and M + bRn respectively. By padding A or B with zero rows we may assume that A and B have
the same number of rows.

Lemma 4.17. The matrix fbA+ eaB is a strong echelon form of M .

Proof. Firstly we show M = sp(fbA + eaB). Equation (2.4) implies that M is generated by fbAi, eaBi,
1 ≤ i ≤ n. Therefore it is sufficient to prove fbAi, eaBi ∈ sp(fbA + eaB). As fb is an idempotent, i.e.,
(fb)2 = fb, we have fbAi = (fb)2Ai + (fb)(ea)Bi = fb(fbAi + eaBi) ∈ sp(fbA + eaB) and analogously
eaBi ∈ sp(fbA+ eaB).

Since eaB and fbA have property (S1), so does the sum. Property (S2) follows by decomposing an element
v ∈M into v = fbv + eav and applying property (S2) of eaB and fbA. �

Now let m and n be coprime integral ideals of O. We want to apply the preceding discussion to the
computation of a strong echelon form of an (O/mn)-module M . Denote by a and b generators of the ideals m
and n in (O/mn). Then ab = 0, and (O/mn)/(a) and (O/mn)/(b) are isomorphic to O/m and O/n respectively.
We have canonical projections πa = πm : (O/mn) → (O/m) and πb = πn : (O/mn) → (O/n). As a and b are
coprime, we can compute e, f ∈ (O/mn) such that ea+fb = 1. Thus we are in a situation where we can apply
Lemma 4.16 and 4.17. The only missing step is the normalization of the diagonal elements in the assumption
of Lemma 4.17.

We assume that A′ is a matrix over (O/mn) such that πm(A′) is a strong echelon form of πm(M). We define
a new matrix A over (O/mn) by setting the i-th row Ai to be

Ai = bA′i + (aδi,j)1≤j≤n

for 1 ≤ i ≤ n, where δi,j denotes the Kronecker delta. As b is a unit modulo m and πm(a) = 0, the matrix
πm(A) is also a strong echelon form of πm(M). We claim that A satisfies the assumption of Lemma 4.16. To
prove this we show that for all d ∈ (O/mn) the element bd + a is a divisor of a in (O/mn). Note that this is
equivalent to min(vp(bd + a), vp(mn)) ≤ min(vp(a), vp(mn)) for all prime divisor p of mn. If d = 0 this holds
obviously. Therefore we may assume d 6= 0. But then the claim follows easily by noting that vp(a) = vp(m) if
p | m and vp(b) > 0 = vp(a) if p | n.

We now apply this to the pseudo-Hermite normal form computation.

Assumption. We assume that P = ((ai)i, A) is a pseudo-matrix of full rank with A ∈ Matn×m(K) and span
M = sp(P) ⊆ Om. By m we denote an admissible modulus of P, that is, mOm ⊆M .

Denote by πm the canonical projection O → O/m and the induced projections on Om and Matn×n(O).

Algorithm 4.18. The following steps return a matrix B ∈ Matm×m(O/m) such that sp(B) = πm(sp(P)).
(1) For 1 ≤ i ≤ n find elements ai ∈ K such that bi = aiai is integral and coprime to m, and divide row Ai

by ai.
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4. Residue techniques

(2) For 1 ≤ i, j ≤ m write Aij = aij/bij with aij , bij ∈ O and bij coprime to m.

(3) return B = (aijb
−1

ij )i,j .

A few remarks on the correctness. Step 1 does not change the span and the new coefficient ideals bi—being
coprime to m—satisfy πm(bi) = (O/m). Moreover the relation mOm ⊆M ⊆ Om implies that the denominators
of all matrix entries can be chosen to be coprime to m. Finding the elements ai in Step 1 is just an application
of the approximation theorem (see [Coh00, Corollary 1.3.9]).

Applying Algorithm 4.13 to the matrix B obtained in the preceding algorithm we arrive—after removing
zero rows—at a matrix C ∈ Matm×m(O) such that πm(C) is a strong echelon form of πm(M). The connection
to the original module M is given by the following lemma.

Lemma 4.19. Assume that C ∈ Matm×m(O) is a matrix such that πm(C) is a strong echelon form of πm(M).
Then the pseudo-matrix P ′ = (I,D) with I = (O, . . . ,O,m, . . . ,m) and D = (Ct|1m)t satisfies sp(P ′) = M .

Proof. Let v be an element of M . As πm(v) ∈ πm(M) = sp(πm(C)), there exist ai ∈ O such that v −∑n
i=1 aiCi ∈ mOm. Now the claim follows. �

Thus by computing a preimage C = (cij) of a strong echelon form over the ring (O/m), we arrive at
the following pseudo-matrix spanning the original module (we write the coefficient ideals in front of the
corresponding rows):

P ′ =

O
O
O
O
O
m
m
m
m
m



c1,1
∗ c2,2 0∗ ∗ . . .
∗ ∗ . . . . . .
∗ ∗ · · · ∗ cm,m
1

1 0
. . .

0 . . .
1


. (2.5)

We now apply the classical pseudo-Hermite normal form algorithm of Cohen to this pseudo-matrix. The
special shape allows us to skip most of the steps and we actually never have to work with all of P ′.

Algorithm 4.20 (Demodularization). Let C ∈ Matm×m(O) be a matrix such that πm(C) is a strong
echelon form of πm(M). The following steps return a pseudo-Hermite normal form with span equal to M .

(1) For i = m, . . . , 1 do the following:
(2) Let g = (ci,i,m) and compute x ∈ (ci,i)g

−1, y ∈ mg−1 such that 1 = x+ y.
(3) Set bi = g, Bi = xAi/ci,i and Bi,i = 1.
(4) return ((bi)1≤i≤m, B).

Theorem 4.21. Algorithm 4.20 is correct.

Proof. For the proof it is convenient to think of all operations applied to the pseudo-matrix P ′ in (5.2), which
actually spans the module M by Lemma 4.19. We now take a look at Step 2 and Step 3. For the sake of
convenience we consider only the case i = m. By [Coh96, Prop. 1.3] the pseudo-matrices

(cm,m)
m

(
cm,1/cm,m . . . cm,m−1/cm,m 1

0 · · · 0 1

)
and

g
mg−1

(
x(cm,1/cm,m) . . . x(cm,m−1/cm,m) 1
−cm,1 . . . −cm,m−1 0

)
span the same module. We need to show that the second row of the latter pseudo-matrix is superfluous. Let
v be in the span of the second row. In particular v ∈ sp(M) and πm(v) ∈ πm(M) = sp(πm(C)). As the last
entry is zero we have πm(v) ∈ sp1(πm(C)). As πm(C) is a strong echelon form this implies that there exists

rj ∈ O such that v −
∑m−1
j=1 rjCj ∈ sp1(mOm). Thus v =

∑m−1
j=1 rjCj +

∑m−1
j=1 sjej for some sj ∈ m and

ej = (δji)1≤i≤m. �
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2. Normal forms of modules over rings of integers

A few remarks on the complexity. While the inversion of ideals requires at most O(d3) operations using a
precomputed 2-element representation of the codifferent, the multiplication requires O(d4) operations if both
ideals are given by their Z-bases. Therefore a naive approach to Step 2 requires O(d4) operations. But we can
do better by noting that

mg−1 = (m(a)−1 ∩ O) and (a)g−1 = (m(a)−1 ∩ O)−1 ∩ O.

Now the ideal product involves a principal ideal and can be performed using at most O(d3) operations. Since
the artificially introduced inversions and intersections with O require at most O(d3) operations, the whole
step requires at most O(d3) operations. Note that the naive application of the pseudo-Hermite normal form
algorithm of Cohen would have required O(n2) operations similar to Step 2 involving growing ideals. Let us
summarize our algorithm.

Algorithm 4.22. Given an O-module M and a pseudo-matrix P with sp(P) = M , the following steps return
a pseudo-Hermite normal form of M .

(1) Find an ideal m such that mOm ⊆M (see Section 5).
(2) Compute C ∈ Matm×m(O) such that πm(C) is a strong echelon form of πm(M) using Algorithm 4.13

and Algorithm 4.24
(3) Return the result of Algorithm 4.20 applied to C.

Let P = ((ai), A) be a pseudo-matrix with A ∈ Matm×m(K) and span M ⊆ Om. Note that in order
for the modular algorithm to be applicable, it is crucial that there exists some integral ideal m such that
mOm ⊆ M ⊆ Om, which is equivalent to A being of rank m. As in the case O = Z without this assumption
this modular technique won’t work.

Remark 4.23. It is worthwhile to mention the special case O = Z, for which we can recover the classical
Hermite normal form over Z. Let M ⊆ Zm be a Z-module of rank m and A ∈ Matn×m(Z) a matrix with
sp(A) = M . Moreover let λ ∈ Z>0 be an element with λZm ⊆ M and C ∈ Matm×m(Z) such that C modulo
λZ is a strong echelon form of πλ(M) ⊆ (Z/λZ)m. Note that by multiplying the rows of C mod λZ with
suitable elements of (Z/λZ)× and by adding suitable elements, we can achieve that the diagonal elements
of C actually divide λ. Thus the whole demodularization step is superfluous and C is the Hermite normal
form of M . This is in total contrast to the classical modular Hermite normal form algorithms, where after a
computation in Z/λZ one has to compute again a non-modular Hermite normal form of a matrix similar to
(5.2) (see [HM91, Section 2.1]). Hence we obtain an algorithm, that given A together with λ computes the
Hermite normal form of A with complexity in Õ(nm log(|A|) + nm2 log(λ)).

§4C. Splitting the modulus

In order to speed up computations, we would like, if possible to split the modulus, the idea being that if
m = ab with a, b coprime, then, by the Chinese remainder theorem, (O/m) = (O/a) × (O/b) and thus
“everything” modulo m can be done more efficiently by computing in (O/a) and (O/b). If we allow for a
complete factorization, we of course achieve (O/m) =

∏
p(O/pvp(m)), however, for general m, a factorization

is prohibitively expensive. We observe that the complete factorization would result in the best complexity!
Furthermore, for any prime p of degree one we have

(O/pk) ∼= Z/pkZ

for p the rational prime with p ∩ Z = pO. Again, the Chinese remainder theorem, this time for Z, allows us
to combine any degree one prime ideals with distinct underlying rational primes into one, thus obtaining:

(O/m) ∼= (Z/mZ)× (O/m′)

with some potentially much smaller ideal m′ and a suitable integer m ∈ Z. Once such a decomposition is
obtained, much faster algorithms for Z/mZ can be applied for hopefully a large part of the ring.

Unfortunately, without the use of factorization such a complete splitting is difficult to achieve. We propose
the following simple algorithm which is aimed at computing a large portion of the “degree one part” while
still being fast.

Algorithm 4.24 (Z-split). Let m be an integral ideal. The following steps will produce coprime integral
ideals a, b with ab = m and a rational integer m ∈ Z such that (O/a) ∼= Z/mZ
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5. Computation of determinants over rings of integers

(1) Let m = min(Z≥1 ∩m) and b = N(m)/m.
(2) Repeat g ← gcd(m, b), m← m/g and b← b2 mod m until g = 1.
(3) Compute a = mO + m and b = (N(m)/m)O + m.
(4) Return a, b.

Note that this algorithm will not necessarily find the largest ideal a | m such that (O/a) ∼= Z/mZ and a,
ma−1 are coprime: Let m = p1p2q1q2 where pi, qi are primes of degree one lying above distinct rational primes
p and q respectively. Then min(m) = pq and N(m) = p2q2, so the algorithm will terminate with a = O.
However, a = p1q1 would be a correct result—but we need to actually factorize m to find this decomposition.

Proof (of correctness). For any integral ideal a the minimum min(a) = min(Z≥1∩a) is equal to exp(O/a) (the
exponent of the abelian group (O/a)): Clearly, min(a) ∈ a and ord(1) = min a where ord is the order of the
element. Thus if N(a) = |O/a| = min(a), then (O/a) ∼= Z/min(a)Z, generated by 1.

From the decomposition above we see that if N(a) 6= min(a), then we either have a prime q dividing a
of degree greater than one, we have at least two distinct prime ideals qi | a (i = 1, 2) lying above the same
rational prime or for some ramified prime q we have q2 | a. In the first case (O/q,+) is a non-cyclic group,
in the second case we have a product of 2 cyclic groups with non-coprime orders while in the last case clearly
min(q) = min(q2), but N(q) 6= N(q2). In all other cases a is composed of powers of degree one prime ideals
over distinct rational primes as well as ramified primes with exponent 1.

In the algorithm b initially contains all rational primes q such that either q | q for some prime of degree
greater than one, qi | q with i = 1, 2 or q2 | a for some ramified prime q | q. During the loop, we remove all
those rational primes from m and in the final step we then split m accordingly. The squaring of b ensures that
the total time is polynomially bounded in N = N(m). �

Remark 4.25. Let m = ab be the splitting obtained by this algorithm. Experimentally, we have N(b) �
N(a), in fact frequently, N(b) = 1, thus the effort to compute a pseudo-Hermite normal form over a number
field is mostly independent of it’s degree and depends almost only on the dimension of the matrix.

§4D. Experimental results

We have implemented both the Euclidean structure and the improved pseudo-Hermite normal form compu-
tation in the computer algebra system Magma [BCP97]. To illustrate the efficiency of our techniques, we
computed pseudo-Hermite normal forms for random matrices over a range of fields. We used K = Q[t]/(td−10)
for d = 2, 4, 8, and generated matrices of dimensions n up to 300, depending on d. More specifically, starting
at k = 1, we computed for two random matrices A of dimension n = 10 · k a pseudo-Hermite normal form of
the pseudo-matrix ((O)1≤i≤n, A) both using our method and Magma’s implementation of Cohen’s algorithm
(available through the command HermiteForm) until a single computation took more than one hour. By ran-
dom matrices we mean matrices over O, where the coefficients (with respect to a fixed integral basis) of the
matrix entries are chosen uniformly in {−2B , . . . , 2B} for the times t1, t2 and rounded normally distributed
with mean 0 and variance 22B for the times g1, g2. Table 2.1 shows the results for different choices of parame-
ters d, n and B, where t1 (resp. g1) denotes the running time (in seconds) using Algorithm 4.22 and t2 (resp.
g2) the running time (in seconds) using Magma’s implementation of Cohen’s algorithm. We briefly note that
the longer running times for the normal distributed matrix entries are a consequence of them being larger: By
Hadamard’s inequality, the size of the determinant depends mainly on the largest entry in each row or column
respectively. Using normal distributed entries, this maximum value will usually be larger than 2B , which is
reflected in the runtime.

While for very small parameters (d = 2, B = 10, n ≤ 40) Algorithm 4.22 is slower then HermiteForm, we see
that our algorithm clearly outperforms Magma’s algorithm for number fields of large degree.

§5. Computation of determinants over rings of integers

Assumption. Let K be an algebraic number field of degree d with ring of integers O.

As already noted, an important ingredient in our pseudo-Hermite normal form algorithms is an admissible
modulus of the module under consideration. The algorithms presented in this section describe how to obtain
such an ideal in case it is not known in advance. More precisely, we will show how to compute the deter-
minantal ideal of a square pseudo-matrix. For this we first describe a polynomial algorithm for computing
the determinant of a square matrix over O. Already for matrices over Z computing determinants is a rather
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Table 2.1.: Algorithm 4.22 versus Magma’s HermiteForm

d B n t1 t2 t2/t1 g1 g2 g2/g1

2 10 10 0.095 0.020 0.210 0.030 0.010 0.333
20 0.130 0.065 0.500 0.335 0.080 0.238
30 0.375 0.210 0.560 0.465 0.155 0.333
40 0.325 0.300 0.923 0.405 0.360 0.888
200 107.715 143.975 1.336 128.335 165.475 1.289
300 580.370 1031.430 1.777 842.675 1210.775 1.436

2 100 10 0.075 0.155 2.066 0.055 0.090 1.636
20 0.380 0.655 1.723 0.400 0.740 1.850
30 1.245 2.490 2.000 1.455 2.890 1.986
40 3.265 6.985 2.139 3.155 10.630 3.369
80 47.945 107.115 2.234 51.495 107.320 2.084
140 549.080 1194.445 2.175 540.660 1008.665 1.865

4 10 10 0.080 0.055 0.687 0.055 0.085 1.545
20 0.260 0.390 1.500 0.195 0.385 1.974
30 0.525 1.040 1.980 0.640 1.325 2.070
40 1.955 3.080 1.575 0.945 3.440 3.640
80 10.080 37.970 3.515 12.165 48.505 3.987
140 77.640 346.315 4.460 107.005 402.735 3.763

8 10 10 0.290 0.850 2.931 0.160 0.660 4.125
20 0.620 5.345 8.620 1.445 6.955 4.813
30 1.605 26.470 16.492 1.785 33.190 18.593
40 5.675 57.535 10.138 7.355 96.797 13.160
80 48.445 746.120 15.401 44.720 917.765 20.522

involved task, see [KV04] for a survey of different approaches and their complexity. Performing very well in
practice and being a deterministic polynomial algorithm we present a determinant algorithm for matrices over
O which is based on the small primes modular approach.

§5A. Bounding the size of the output

The underlying idea of a modular determinant algorithm is the possibility to bound the size of the result before
the actual computation. For a matrix A = (aij)i,j ∈ Matn×n(O) denote by |A| the number maxi,j{‖aij‖∞}.

Lemma 5.1. For a matrix A = (aij)i,j ∈ Matn×n(O) we have the inequality ‖det(A)‖∞ ≤ nnC1C
n
2 |A|n, that

is, log(‖det(A)‖∞) ∈ O(n log(n|A|) + nC). Here C1, C2 are the constants of §2B, page 12.

Proof. We have det(A) =
∑
σ∈Sn sgn(σ)

∏n
i=1 ai,σ(i) and therefore

‖det(A)‖∞ ≤ C1 ‖det(A)‖ ≤ n! max
i,j

(‖aij‖)n ≤ C1C
n
2 n

n|A|.
�

Lemma 5.2. Let α =
∑d
i=1 aiωi and β =

∑d
i=1 biωi be two algebraic integers in O. Assume there exists

B ∈ R>0 such that |ai|, |bj | < B/2 for all 1 ≤ i, j ≤ d and α ≡ β mod (B). Then α = β.

Proof. Since (ωi)i is a Z-basis of O, the family (Bωi)i is a Z-basis of the principal ideal (B). Hence α ≡ β
mod (B) is equivalent to the divisibility of ai−bi by B for all 1 ≤ i ≤ d. Using the coefficient bound we obtain

0 ≤ |ai − bi| ≤ |ai|+ |bi| < B.

We conclude that ai = bi for all 1 ≤ i ≤ d, that is, α = β. �

We now proceed as in the integer case. After computing the determinant modulo several rational primes
p we combine the results via the Chinese remainder theorem. As soon as the product of the rational primes
exceeds the a priori bound from Lemma 5.1 we can recover the actual value using Lemma 5.2. We will give
two different algorithms for this task. The first one computes directly in O/pO and uses the residue techniques
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introduced in the previous section. For this reason the result will be a Las Vegas algorithm with expected
polynomial complexity. For the sake of completeness we will also formulate a deterministic algorithm with
polynomial complexity. The idea is to decompose pO into prime ideals p of O allowing for computations in
the finite field O/p. Again the result modulo pO can be obtained invoking the Chinese remainder theorem.

§5B. Probabilistic determinant computation

In this section, for a rational prime p ∈ Z, we denote by πp the canonical projection O → O/pO. We first
consider the computation of the reductions.

Lemma 5.3. Let P ⊆ Z be a finite set of rational integers and β ∈ O.
(i) For β ∈ O, the computation of of πp(β) ∈ O/pO for all p ∈ P has complexity in Õ(d

∑
p∈P log(p) +

d log(‖β‖∞)).
(ii) For A ∈ Matn×n(O) the computation of πp(A) ∈ Matn×n(O/pO) for all p ∈ P has complexity in

Õ(n2d(#P ) maxp∈P log(p) + n2d log(|A|)).

Proof. (i): Using the remainder tree of Bernstein [Ber08, 18.7] the computation for each coefficient of β is in
Õ(
∑
p∈P log(p) + log(‖β‖∞)). �

Now let us turn to the determinant computation over rings of the form O/pO with p ∈ Z. Fortunately, in
Remark 4.15 we already described how to transform matrices over residue rings of O into triangular form. It
remains to analyze the complexity.

Corollary 5.4. Let p ∈ Z and B ∈ Matn×n(O/pO). Then we can compute det(B) ∈ O/pO with complexity
in Õ((1/ppO))n3d4 log(p)), where ppO =

∏
p|(p)(1− 1/N(p)).

Proof. Remark 4.15 shows that we can transform A into triangular form using O(n3) basic operations in O/pO.
As each basic operation has complexity Õ((1/ppO)d3 log(N(pO))) by Corollary 4.10, the result follows since
N(pO) = pd. �

Note that here—in contrast to the application of residue techniques in Section 4—we can actually choose
the quotient rings we work with. Thus we can choose p ∈ Z such that ppO is at least 1/2. More precisely let
p ∈ Z be a rational prime with p > 2d. Then we have

ppO =
∏
p|pO

(
1− 1

N(p)

)
≥
(

1− 1

p

)d
≥ 1− d

p
> 1/2

using Bernoulli’s inequality.
To find enough rational prime numbers we rely on the following classical result on the computation and size

of the first r primes. It is an application of the detailed analysis of Rosser and Schoenfeld [RS62] as well as
the sieve of Eratosthenes and can be found in [vzGG03, Theorem 18.10].

Proposition 5.5. Let r ∈ Z>0. The first r prime numbers p1, . . . , pr ∈ Z>0 can be computed with complexity
in O(r(log(r))2 log log(r)) and if r ≥ 2 each prime satisfies pi ≤ 2r ln(r), that is, log(pi) ∈ Õ(log(r)).

Finally we have to apply the Chinese remainder theorem.

Proposition 5.6. Let P ⊆ Z be a finite set of rational prime numbers with #P = r, maxp∈P p ≤ B and
αp ∈ O/pO for all p ∈ P . Then we can find α ∈ O such that πp(α) = αp for all p ∈ P with complexity in

Õ(r log(B)d).

Now we can state and analyze the probabilistic determinant algorithm.

Algorithm 5.7 (Probabilistic determinant computation over O). Given A ∈ Matn×n(O) the follow-
ing steps return det(A).

(1) Compute a bound B ∈ R>0 on ‖det(A)‖∞ as in Lemma 5.1 and set r = dlog(B)e ∈ Z>0.
(2) Compute the first dlog(B)e+ 2d primes 2 = pl < · · · < p1.
(3) Compute πpi(A) for 1 ≤ i ≤ r.
(4) Compute det(πpi(A)) for 1 ≤ i ≤ r.
(5) Compute δ ∈ O such that πpi(δ) = det(πpi(A)).
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2. Normal forms of modules over rings of integers

(6) Return δ.

Theorem 5.8. Algorithm 5.7 is correct and has expected complexity in Õ(d4n4 log(|A|) + n4d4C).

Proof. As δ is congruent to det(A) modulo
∏r
i=1 pi > B, correctness follows from Lemma 5.2. By Proposi-

tion 5.5, Step 2 has complexity in Õ(log(B) + d) and all primes satisfy log(pi) ∈ Õ(log(log(B) + d)) = Õ(1).
Thus Step 3 has complexity in Õ(n2d log(B) +n2d log(|A|)) by Lemma 5.3. Since pi > 2d for 1 ≤ i ≤ r, Step 4
has expected complexity in Õ(log(B)n3d4). Finally Step 5 has complexity Õ(rd) by Proposition 5.6. Now the
claim follows since log(B) ∈ Õ(n log(|A|) + nC). �

In case we fix the number field K, that is, we ignore the constants coming from field arithmetic, the expected
complexity of Algorithm 5.7 reduces to Õ(n4 log(|A|)), which is similar to the integer case: The determinant
of a matrix A ∈ Zn×n can be computed with complexity in Õ(n4 log(|A|)) (see [vzGG03]).

§5C. Deterministic determinant computation

While the algorithm presented in the previous section has a good complexity, it has the major flaw that it
is only probabilistic. Although from a practical point of view this is not a problem, to show that a pseudo-
Hermite normal form can be computed in deterministic polynomial time, we still need to give a deterministic
polynomial time determinant algorithm. To overcome the “randomness” of Algorithm 5.7, we will decompose
O/pO, p a rational prime, into rings, with which we can compute deterministically. The rings we have in mind
are precisely the residue fields O/p, where p is a prime ideal of O.

Let p ∈ Z be a rational prime and

pO =

g∏
i=1

peii

the factorization of pO into pairwise different prime ideals pi of O with exponents ei ∈ Z>0. The degrees of
the residue field extensions fi = dimFp O/pi, 1 ≤ i ≤ g satisfy

g∑
i=1

eifi = d.

The Chinese remainder theorem now implies

O/pO ∼=
g∏
i=1

O/peii .

Note that we are only interested in unramified primes p where all ei’s are equal to 1, or else we would
have to compute the determinant over O/pei , a ring containing zero-divisors. Thus we restrict ourselves to
the unramified case, where we have

∑g
i=1 fi = d. Note that there are only finitely many ramified primes,

since these are exactly the prime divisors of ∆K . Thus for almost all primes the problem of determinant
computations over O/pO is reduced to the equivalent problems over at most d residue fields O/p and the
prime ideal factorization of pO.

Let us now investigate the problem of computing in residue fields of O and the factorization of pO. Fortu-
nately, if we restrict ourselves to rational primes p not dividing the index [O : Z[α]] there is an elegant answer
to both problems due to the following beautiful theorem of Dedekind–Kummer, see [Coh93, Theorem 4.8.13.].
Recall that f is the defining polynomial of the number field K chosen as in Remark 2.10.

Proposition 5.9. Let p be a rational prime not dividing [O : Z[α]] and f =
∏g
i=1 f

ei
i the factorization of

f ∈ Fp[X] into irreducible polynomials. Then

O/pO ∼= Z[α]/pZ[α] ∼= Fp[X]/(f) ∼=
g∏
i=1

Fp[X]/(f i).

Computing the factorization of pO in O is therefore equivalent to the factorization of a polynomial over Fp.
We now describe the complexity of passing to the residue field and of working in them. Assume that p is a
fixed rational prime, unramified and not dividing [O : Z[α]]. The first task is the factorization of f modulo p
which can be achieved by the deterministic algorithm of Shoup [Sho90, Theorem 3.1].
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5. Computation of determinants over rings of integers

Proposition 5.10. Let p ∈ Z>0 be a rational prime. The number of Fp operations needed to compute the

factorization of f ∈ Fp[X] into irreducible polynomials is in Õ(p1/2 log(p)2d2). Thus this has complexity in

Õ(p1/2d2 log(p)3).

For each irreducible factor f i ∈ Fp[X] of f we obtain the diagram

O −−−−→ O/pO π−−−−→ Fp[X]/(f)
πi−−−−→ Fp[X]/(f i),

where π and πi are the corresponding projections. We now determine the complexity of passing from O to
Fp[X]/(f i). Let β =

∑d
i=1 biωi be an integral element. Since π is a ring homomorphism we obtain

π(β) =

d∑
j=1

biπ(ωj)

where denotes reduction Z→ Fp. Therefore we need to evaluate π only on the integral basis (ωj)j . Denote
by α the primitive element of K chosen as in Remark 2.10 with minimal polynomial f . We consider the
transformation matrix M = (mij)i,j ∈ Matd×d(Z) between the power basis (αj)1≤j≤d and the integral basis
Ω, which is defined by the equations

αj =

d∑
i=1

mijωi

for 1 ≤ j ≤ d. Then π(ωi) is just the i-th column of M
−1 ∈ Matd×d(Fp), where M ∈ Matd×d(Fp) is the matrix

obtained by reducing each entry of M modulo p. For the complexity analysis we need a bound on the size of
M . As α =

∑d
i=1 εiωi with εi ∈ {0, 1} we have sz(α) = d and therefore sz(αj) ≤ j sz(α) + jC ≤ d sz(α) + dC,

that is, log(
∥∥αj∥∥∞) ≤ d+ C. This implies log(|M |) ≤ C + d for the size of the entries of M .

Proposition 5.11. Let p, f1, . . . , fg, π, πi and β as in the preceding discussion.

(i) The d · g many images πi(ωj), 1 ≤ j ≤ d, 1 ≤ i ≤ g, can be computed with complexity in Õ(d3 log(p) +
d2C).

(ii) Let P be a finite set of primes. The reduction of the coefficient vector of β modulo all primes in P costs
Õ(d

∑
p∈P log(p) + sz(β)).

(iii) Assuming that πi(ωj), 1 ≤ j ≤ d, 1 ≤ i ≤ g as well as the reduction of the coefficient vector of β modulo

p is known, the computation of πi(β), 1 ≤ i ≤ g, has complexity in Õ(d2 log(p)).

Proof. (i): The reduction of M modulo p has complexity in Õ(d2(log(p) + C)) and inverting the reduced
matrix over the finite field Fp has complexity in Õ(d3(log(p))). Then for each 1 ≤ j ≤ d we have to reduce the

elements πi(ωj) modulo f i for 1 ≤ i ≤ g. By [Sho90, Lemma 3.2] this has complexity in dÕ(d log(g)) ⊆ Õ(d2).
(ii): Using the remainder tree of Bernstein [Ber08, 18.6] the computation for each coefficient has complexity

in Õ(
∑
p∈P log(p) + log(‖β‖∞)).

(iii): We just have to compute d products ajπi(ωj), 1 ≤ j ≤ d and d additions of elements in Fp[X]/(f i).

The last two steps have complexity in Õ(ddeg(f i) log(p)). Thus summing over all 1 ≤ i ≤ g we obtain a
complexity in Õ(d2 log(p)). �

Working in the residue fields is just polynomial arithmetic over Fp. For the sake of completeness we recall
the necessary complexity, see for example [Sho90, Lemma 3.2].

Remark 5.12. (i) Let a, b ∈ Fp and ? ∈ {+,−, ·,÷}. The complexity of computing a ? b (if defined) is in

Õ(log(p)).
(ii) Multiplication of two polynomials of degree ≤ d in Fp[X] can be performed using Õ(d) operations in Fp.

(iii) Let f, g ∈ Fp[X] be two polynomials of degree ≤ d. Then f mod g as well as gcd(f, g) can be computed

using Õ(d) operations in Fp.
(iv) Let h ∈ Fp[X] be a polynomial of degree bounded by d. Assume we have g, f ∈ Fp[X]/(h) and

? ∈ {+,−, ·,÷}. Then (if defined) g ? f can be computed using Õ(d) operations in Fp, that is, the

operation has complexity in Õ(d log(p)).

Finally we describe how to combine the computations in the finite fields to obtain a result in O/NO. Assume
that we have a finite set P of rational primes and N =

∏
p∈P p. For each prime p we have a factorization of f
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modulo p into irreducible factors f i ∈ Fp[X], 1 ≤ i ≤ g. Using the Chinese remainder theorem for polynomials
we can construct a preimage under the map

Fp[X]/(f)→
g∏
i=1

Fp[X]/(f i).

The next step is an application of the Chinese remainder theorem for rational integers for each coefficient
yielding a preimage under the map

Z[X]/(f,N) −→
∏
p∈P

Fp[X]/(f).

Finally we have to compute a preimage under the map O/NO → Z[X]/(f,N).

Proposition 5.13. Using the notation from the preceding paragraphs the following holds:
(i) Let hi ∈ Fp[X]/(f i) for 1 ≤ i ≤ d. Computing h ∈ Fp[X]/(f) such that πi(h) = hi, 1 ≤ i ≤ g has

complexity in Õ(d log(p)).
(ii) Assume we are given gp ∈ Fp[X]/(f) for p ∈ P . Then we can compute h ∈ Z[X]/(f,N) with h = gp in

Fp[X]/(f) for p ∈ P with complexity in Õ(d log(B)r) where B ∈ R≥0 is such that p ≤ B for all p ∈ P
and #P = r ≥ 2 is the number of involved primes.

(iii) Given g ∈ Z[X]/(f,N) the computation of a preimage under the map O/NO → Z[X]/(f,N) has
complexity in Õ(d2(d+ C + log(N))).

Proof. (i): This is Corollary 10.23 in [vzGG03].
(ii): Due to Bernstein [Ber08, §23] Chinese remaindering involving r moduli of size bounded by B has

complexity in Õ(log(B)r). Since we have d coefficients, the result follows.
(iii): This is just a matrix vector product between the coefficients of g and M . �

We still need to describe how many primes we need and of which size they are. By Lemma 5.1 the number
B = nnC1C

n
2 |A|n ∈ R>0 satisfies ‖det(A)‖∞ ≤ B. Choosing the first r′ = dlog(B)e primes we obtain∏r′

i=1 pi > 2B. As we have seen there is a finite number of bad primes we need to avoid. More precisely we
are only interested in primes not dividing ∆K and [O : Z[α]]. As ∆K and [O : Z[α]] have at most log(|∆K |) +
log([O : Z[α]]) prime factors we see that the set of first r = log(B) + log(|∆K |) + log(|disc(f)|)) primes P ′

contains a subset P such that
∏
p∈P p > B and no element of P divides ∆K or [O : Z[α]]. Here we have used

that [O : Z[α]] divides |disc(f)|.

Algorithm 5.14 (Determinstic determinant computation over O). Given A ∈ Matn×n(O), the fol-
lowing steps return det(A).

(1) Set B = nnC1C
n
2 |A|n ∈ R>0 and r = d(log(B) + log(∆K) + log(|disc(f)|)e ∈ Z>0.

(2) Compute the first r primes and choose r′ = dlog(B)e many P = {p1, . . . , pr′} among these not dividing
∆K and |disc(f)|.

(3) For p ∈ P do the following:
(4) Compute irreducible f1, . . . , fg ∈ Fp[X] such that f = f1 · · · fg.
(5) Compute πj(ωi) for 1 ≤ i ≤ d and 1 ≤ j ≤ g.
(6) Compute πj(A) ∈ (Fp[X]/(f j))

n×n for 1 ≤ j ≤ g.

(7) Compute dj = det(π(A)) ∈ Fp[X]/(f j) for 1 ≤ j ≤ g.

(8) Compute gp ∈ Fp[X]/(f) such that gp = dj in Fp[X]/(f j) for 1 ≤ j ≤ g.

(10) Compute g ∈ Z[X]/(f,N) such that g = gp in Fp[X]/(f) for all p ∈ P .
(11) Return the preimage of g under Z[X]/(f,N)→ O/NO where N =

∏
p∈P p.

Theorem 5.15. Algorithm 5.14 is correct and has complexity in Õ(d2r′r1/2 + r′(d2C + d3 + dn3 + d2n2)),
where r = n log(|A|) + log(|∆K)|) + nC and r′ = n log(|A|) + nC.

Proof. The correctness follows from the preceding paragraphs. By Proposition 5.5, Step 2 has costs in Õ(r) and
every p ∈ P satisfies p ≤ 2r ln(r). As log(p) ∈ Õ(log(r)) = Õ(1) we will ignore all polynomial terms in log(p).
Let us now consider the loop in Steps 3–8 excluding Step 5. As already noticed the factorization of f modulo p
has complexity in Õ(p1/2d2 + dC) ⊆ Õ(r1/2d2 + dC). By Proposition 5.11 computing the image of (ωi)i under
the various πj has complexity in Õ(d3 + d2C). Each determinant computation consists of O(n3) operations in
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Fp[X]/(f i) taking Õ(n3 deg(f i)) bit operations in total. Consequently by summing over all 1 ≤ i ≤ g we see

that Step 7 has complexity in Õ(dn3). By virtue of Proposition 5.13, Step 8 has complexity in Õ(d). Since
these steps are repeated r′ times we obtain a complexity in Õ(r′(d2r1/2 + d2C + d3 + dn3)). Now consider
the missing Step 5. Reducing the coefficients of all entries of A modulo all primes p ∈ P has complexity in
Õ(dn2

∑
p∈P log(p) + dn2 log(|A|)) ⊆ Õ(dn2r′ + dn2 log(|A|)) by Proposition 5.11 (ii). To compute πj(A) we

apply item (iii) of the same proposition and arrive at a complexity of Õ(d2n2r) since we have to do it r′ times.
In total the inner loop in Steps 3–8 has a complexity in

Õ(r′(d2r1/2 + d2C + d3 + dn3 + d2n2) + dn2 log(|A|)).

As Steps 10 and 11 have complexity in Õ(dr′) and Õ(d2(C + d+ log(N)) ⊆ Õ(d2(C + d+ r′)) respectively, we
get an overall complexity in

Õ(r′(d2r1/2 + d2C + d3 + dn3 + d2n2) + dn2 log(|A|) + d2C + d3 + d2r′).

Finally we use the fact that r ∈ O(log(B) + log(|disc(f)|) + log(|∆K |)) ⊆ Õ(n log(|A|) + nC + log(|∆K |)) and
r′ = dlog(B)e to conclude that the complexity of Algorithm 5.14 is in

Õ(d2r′r1/2 + r′(d2C + d3 + dn3 + d2n2)). �

Remark 5.16.
(i) In case we fix the number field K, that is, we ignore the constants coming from field arithmetic, the

complexity of Algorithm 5.14 reduces to Õ((n log(|A|))3/2 + n4 log(|A|)).
(ii) Note that in contrast to the integer case our algorithm is not softly linear in log(|A|) which can be

explained as follows: Recall that our small primes approach needs at least log(|A|) primes which are
roughly of the same order as log(|A|). As the deterministic factorization in Fp has costs in Õ(p1/2)
(ignoring the dependency on the degree), the complexity of all factorizations contains at least a factor of
log(|A|) log(|A|)1/2 = log(|A|)3/2. Consequently we see that the exponential factorization algorithm is the
bottleneck of our determinant algorithm. While there exist various probabilistic polynomial algorithms
for the factorization over Fp, they are unusable for us, since we are aiming at a deterministic polynomial
pseudo-Hermite normal form algorithm.

§5D. Determinantal ideals

We can now address the problem of computing the determinantal ideal. Since we already addressed the
problem of computing the determinant of a matrix over O, we just have to deal with the computation of an
ideal product.

Lemma 5.17. Let a1, . . . , an be fractional ideals of K. Then a1 · · · an can be computed with complexity in
Õ(d2nmaxi sz(ai) + d3nC).

Proof. We may assume that n is a power of 2. A divide and conquer approach shows that the product can be
computed with complexity in Õ(d2n log(n) maxi sz(ai) + d3nC). �

By combining this with Theorem 5.8 and Theorem 5.15 we obtain the following results.

Corollary 5.18. There exists a probabilistic algorithm which computes, given a pseudo-matrix A = (A, (ai))
with A ∈ Matn×n(O), the determinantal ideal det(A) with expected complexity in

Õ(d4n4 log(|A|) + d2nmax
i

sz(ai)).

Corollary 5.19. There exists a deterministic algorithm which computes, given a pseudo-matrix A = (A, (ai))
with A ∈ Matn×n(O), the determinantal ideal det(A) with expected complexity in

Õ(d2r′r1/2 + r′(d2C + d3 + dn3 + d2n2) + d2nB),

where r = n log(|A|) + log(|∆K |) + nC, r′ = n log(|A|) + nC and B = maxi sz(ai).
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CHAPTER 3

Orders and lattices

In this chapter we recall the basic theory of orders and lattices over Dedekind domains. The aim is to build
the theoretical foundations, on which the more algorithmic topics in the succeeding chapters will rest upon.
While Sections §6 and §7 deal with basic concepts found in the literature and contain no new material, in §8
we investigate the structure of sublattices. Probably all these statements are either folklore or straightforward
generalizations and do not qualify as original either. The same remark applies to Section §9, where we describe
the theory of zeta functions of lattices (over non-maximal orders). On the other hand, in Section §10 will give
a new constructive proof of the celebrated theorem of Jordan–Zassenhaus in case the field of fractions of the
ground ring is a global field.

§6. Generalities

In this section very basic facts about orders and lattices are introduced. We refer the reader to [RHD70, CR81,
Rei03] for a detailed exposition of the material.

Assumption 6.1. Let O be a Dedekind domain with field of fractions K and A a separable finite dimensional
K-algebra.

Definition 6.2 (Orders). An O-order of A is a subring Λ of A such that
(i) the center of Λ contains O,
(ii) Λ is a finitely generated O-module and

(iii) KΛ = A.
When there is no confusion about the underlying ring O, we just speak of orders instead of O-orders.

Let us give some examples to illustrate this definition.

Example 6.3.
(i) If K is an algebraic number field with ring of integers O, then O is a Z-order in the Q-algebra K.

Moreover for all integral elements α ∈ Q the ring Z[α] is a Z-order in the Q-algebra Q(α).
(ii) The ring of square matrices Matn(O) is an O-order in the K-algebra Matn(K).

(iii) Let G be a finite group and KG the group algebra of K over G. Then the group ring OG is an O-order
in the K-algebra KG.

Definition 6.4 (Lattices over orders). Let Λ be an O-order of A and V a finitely generated A-module.
A Λ-module M is called Λ-lattice, if M is a finitely generated projective O-module. A Λ-lattice M is called
Λ-lattice of V if M ⊆ V is a Λ-submodule and KM = V .

For Λ-lattices M and N , a morphism of Λ-modules ϕ : M → N is called a morphism of Λ-lattices.

Warning. Unfortunately, in mathematics the word “lattice” is overloaded with various different meanings.
While in most cases, the meaning can be derived from the context, the following alternative definition of a
lattice can cause severe confusion: Some authors (for example [GP00]) define a Λ-lattice to be Λ-module which
is a finitely generated free O-module. While for principal ideal domains both notions coincide, for arbitrary
Dedekind domains our definition of lattice is strictly weaker. In particular the following statement is just
wrong using the stronger definition.
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Lemma 6.5. Let Λ be an O-order of A and V a finite-dimensional A-module. Then there exists a Λ-lattice
of V .

Proof. [RHD70, IV, 1.12 Lemma] �

Example 6.6. In case of a group algebra A = KG, where G is a finite group, an OG-lattice can be found
as follows. Let V be a KG-module and (vi)1≤i≤n a K-basis of V . As M ′ =

∑n
i=1Ovi ⊆ V is torsion-free

and O is a Dedekind domain, the O-module M ′ is finitely generated and projective. Since M =
∑
g∈G gM

′ is
G-invariant, the set M is an OG-module contained in V . Moreover, M is again a finitely generated, projective
O-module and satisfies KM = V . Thus M is an OG-lattice of V .

Definition 6.7. An O-order of A is called maximal, if it is not properly contained in any other O-order of A.

Theorem 6.8. Any O-order of A is contained in a maximal O-order of A. In particular, there exists a
maximal O-order in A.

Proof. [RHD70, IV, 4.6 Theorem] �

Definition 6.9. Let p be a nonzero prime ideal of O, Λ an O-order of A and M a Λ-lattice of a finite
dimensional A-module V . We define Ap = Kp ⊗K A to be the p-adic completion of A, Λp to be the p-adic
completion of Λ, Mp to be the p-adic completion of M and Vp = Kp ⊗K V to be the p-adic completion of V .

There are natural isomorphism Mp
∼= Op⊗OM , Λp

∼= Op⊗O Λ, which we use to identify these objects. We
then have inclusions

M ⊆Mp ⊆ KpMp = KpM = Vp.

Lemma 6.10. Let p be a nonzero prime ideal of O, Λ an O-order of A and M a Λ-lattice of a finite dimensional
A-module V . Then the following hold:

(i) The ring Ap is a separable Kp-algebra.
(ii) The ring Λp is an Op-order of the Kp-algebra Ap.

(iii) The Λp-module Mp is a Λp-lattice of the Ap-module Vp.

Proof. (i): Follows from the fact that A is separable. (ii) and (iii): [RHD70, IV, 1.7 Lemma]. �

Theorem 6.11. Let Λ be an O-order of A and V an A-module. Then the following hold:
(i) If M is a Λ-lattice of V , then M =

⋂
p(Mp ∩ V ), where the intersection is over all nonzero prime ideals

of O.
(ii) If M and N are Λ-lattices of V , then Mp = Np for almost all prime ideals p of O.

(iii) Assume that (Mp)0 6=p∈Spec(O) is a family of Λp-lattices Mp of Vp. Assume that there exists a K-basis
v1, . . . , vn of V such that Mp = Opv1 + · · · Opvn for almost all prime ideals p of O. Then the Λ-lattice
M =

⋂
p(Mp ∩ V ) satisfies Mp = Mp for all nonzero prime ideals p of O.

(iv) If N ⊆M are Λ-lattices of V , then

M/N ∼=
⊕
p

Mp/Np as Λ-modules,

where the product runs over all nonzero prime ideals p of O.

Proof. (i), (ii) and (iii): [Tak59, Propositions 1.1, 1.2 and 1.3]. (iv): [RHD70, IV, 1.8 Theorem]. �

Corollary 6.12. Let Λ be an O-order of A and V an A-module. Assume that M is a Λ-lattice of V and for
prime ideals p1, . . . , pr we are given Λpi-lattices M (pi) of Vpi . Then there exists a unique Λ-lattice N of V
such that Np = Mp for all p 6∈ {p1, . . . , pr} and Npi = M (pi) for i = 1, . . . , r. Moreover if M (pi) ⊆ Mpi for
i = 1, . . . , r, then N satisfies N ⊆M .

Proof. Using Theorem 6.11 (iii) we can construct N and using (i) we can show the inclusion N ⊆M . �

Lemma 6.13 (Locality of maximality). Let Λ be an O-order of A. Then Λ is maximal if and only if Λp

is a maximal order of Ap for all nonzero prime ideals p of O.

Proof. [RHD70, IV, 4.8 Lemma] �
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Definition 6.14. Let Λ be an O-order of A. We define S(Λ) to be the set of all prime ideals p of O, such
that Λp is not a maximal order of Ap.

Remark 6.15. Based on the existence of maximal overorders and Lemma 6.13 it is easy to see that S(Λ) is
a finite set: Let Λ0 be a maximal overorder of Λ. As Λ and Λ0 span A over K, they have the same rank as
O-modules. Thus the order ideal (Λ0 : Λ) is defined and we have

(Λ0 : Λ)Λ0 ⊆ Λ ⊆ Λ0.

In particular for all prime ideals p not dividing (Λ0 : Λ) we have (Λ0)p = (Λ0 : Λ)p(Λ0)p ⊆ Λp ⊆ (Λ0)p, that
is Λp = (Λ0)p. Since (Λ0)p is maximal (locality of maximality) we conclude that S(Λ) is contained in the set
of all prime divisors of (Λ : Λ0) and therefore S(Λ) is finite.

Example 6.16. Consider the integral group ring Λ = OG ⊆ KG of a finite group G, such that char(K) does
not divide #G. As OG is maximal if and only if #G is a unit in O (see [CR81, (27.1) Proposition]), it follows
that S(OG) = {p ∈ Spec(O) |#G ∈ p}.

Definition 6.17. Let Λ be an O-order, M and N two Λ-lattices and p a nonzero prime ideal of O. We say
that M and N are p-isomorphic or locally isomorphic at p, if Mp

∼= Np as Λp-lattices. In this case we write
M ∼p N . We say that M and N lie in the same genus, if M ∼p N for all nonzero prime ideals p of O. In this
case we write M ∨ N . For a Λ-lattice M we denote by g(M) the set of all Λ-lattices with KM = KN and
M ∨N . The set g(M) is called the genus of M .

While the definition of the genus involves all nonzero prime ideals, it is actually a condition at only a finite
set of prime ideals. To see this, we need the following property of maximal orders.

Lemma 6.18. Let Λ an O-order and p a nonzero prime ideal of O such that Λp is maximal. Then the following
hold:

(i) Every Λp-lattice is projective.
(ii) Two Λp-lattices M and N are isomorphic if and only if KpM ∼= KpN as Ap-modules.

Proof. (i): An order with this property is called hereditary. As maximal orders are hereditary, see [RHD70,
IV, 4.19 Theorem], the claim follows. (ii): [CR81, Exercise 26.11]. �

Theorem 6.19. Let M and N be Λ-lattices and S ⊆ Spec(O) a superset of S(Λ). Then the following hold:
(i) The relation M ∨N implies KM ∼= KN as A-modules.
(ii) If Λp is maximal, then M ∼p N is equivalent to KM ∼= KN as A-modules.
(iii) We have M ∨N if and only if M ∼p N for all p ∈ S.

Proof. (i): Let p be a nonzero prime ideal of O. From Mp ∼p Np we conclude KpM = KpMp
∼= KpNp = KpN

as Ap-modules. The claim now follows from the theorem of Noether–Deuring (see [CR62, (29.12) Theorem]).
(ii) and (iii) follow from S(Λ) ⊆ S and Lemma 6.18. �

§7. Homomorphism rings

Assumption 7.1. Let O be a Dedekind domain with field of fractions K and A a separable K-algebra.

Warning. We will use the following (non-standard) notation for restricting the domain and codomain of a
map. Let X,Y be sets with subsets X ′ ⊆ X and Y ′ ⊆ Y . For a function f : X → Y with f(X ′) ⊆ Y ′ we
define f |Y ′X′ to be the function X ′ → Y ′ induced by f .

Lemma 7.2. Let Λ be an O-order of A and M , N two Λ-lattices. Then the following hold:
(i) The O-module HomΛ(M,N) is finitely generated and torsion-free.
(ii) We have HomΛ(M,N) = {ϕ|NM | ϕ ∈ HomA(KM,KN) such that ϕ(M) ⊆ N}.
(iii) If Γ is an O-order with Γ ⊆ Λ, then HomΓ(M,N) = HomΛ(M,N).

Proof. (i): Clear. (ii): This follows from the fact that every morphism in HomΛ(M,N) extends to a morphism
in HomA(KM,KN). (iii): Follows from (ii). �
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Now let R be a ring extension of O and Λ an O-order of A. For Λ-lattices M and N , extension of scalars
induces naturally an R-morphism R ⊗O HomΛ(M,N) −→ HomR⊗OΛ(R ⊗O M,R ⊗O N), which is in general
neither injective nor surjective. Nevertheless, in cases of most interest to us the map is an isomorphism due
to the following theorem.

Theorem 7.3. Assume that R is a flat ring extension of O. Then the natural map R ⊗O HomΛ(M,N) −→
HomR⊗OΛ(R⊗O M,R⊗O N) is an R-isomorphism.

Proof. As O is noetherian and Λ is finitely generated over O, the ring Λ is also noetherian. Thus M and
N—being finitely generated O-modules—are finitely presented and thus the result follows from [Rei03, (2.38)
Theorem]. �

Corollary 7.4. Let p be a nonzero prime ideal of O. Then the natural map Op ⊗O HomΛ(M,N) →
HomΛp

(Mp, Np) is an Op-isomorphism.

Proof. As O is noetherian, the completion at p is flat ([Rei03, (5.1) Theorem]). Now the result follows from
Theorem 7.3 �

Remark 7.5. In case O is a principal ideal domain, the above corollary also has a constructive interpretation:
Any O-basis of HomΛ(M,N) yields an Op-basis of HomΛp

(Mp, Np). As usual, in case O is merely a Dedekind
domain, the situation is not hopeless but requires pseudo-bases. If (ai, ϕi) is a pseudo-basis of HomΛ(M,N)
with ϕi ∈ HomΛp

(Mp, Np) for all i, then extensions of the ϕi to HomΛp
(Mp, Np) form an Op-basis.

Besides S(Λ), another important invariant of the lattice Λ is the annihilator ideal of the extension modules.
By this we mean an integral ideal h of O satisfying

h · Ext1
Λ(M,N) = 0

for all Λ-lattices M and N . Here Ext1
Λ(M,N) denotes the first extension module (see [CR81, §25]). Note that

an ideal h with the above property is readily available once we know a maximal overorder Λ0 of Λ: By [CR81,
(29.4) Theorem] we have (Λ0 : Λ) · Ext1

Λ(M,N) = 0 for all Λ-lattices M and N implying that h = (Λ0 : Λ) is
an admissible choice for h.

Example 7.6. Let Λ = OG be the group ring of a finite group G. Then [CR81, (25.12) Theorem] says that
#G · Ext1

Λ(M,N) = 0 for all OG-lattices M and N . Thus in this case h = #G · O is a valid choice. Another
possibility is the use of the so called central conductor, which for integral group rings can be computed using
Jacobinski’s formula, see [CR81, (27.8) Theorem].

§8. The lattice of sublattices

Assumption 8.1. Let O be a Dedekind domain with field of fractions K, Λ an O-order in a separable K-
algebra A and M a Λ-lattice.

Definition 8.2. A proper Λ-sublattice N of M is called maximal, if there is no Λ-lattice L with N ( L (M .
For a prime ideal p of O we call a Λ-sublattice N of M a p-sublattice, if (M : N) is a p-power. A maximal
p-sublattice is also called p-maximal.

Lemma 8.3. Let N be a maximal Λ-sublattice of M . Then there exists a (unique) prime ideal p of O such
that the index ideal (M : N) is a p-power, that is, N is p-maximal. Moreover we have pM ( N (M .

Proof. Since N is properly contained in M , the index ideal (M : N) is not trivial. Let p be a prime ideal
dividing (M : N). Then the sum N + pM is a Λ-module with N ⊆ N + pM ⊆ M . By the maximality of N
we have N = N + pM or M = N + pM . Since the former implies pM ⊆ N we will show that M = N + pM is
impossible. Therefore assume that M = N+pM . Localizing at p we obtain Mp = Np+ppMp and applying the
Lemma of Krull–Azumaya (aka Lemma of Nakayama) to these modules over the local ring Op yields Np = Mp.
Now the completion of the index ideal (M : N)p is just (Mp : Np) = Op. This contradicts the fact that p
divides (M : N).

Now assume that a prime ideal q 6= p of O divides (M : N). Then the same argument as in the first part of
the proof shows qM ⊆ N . Since p and q are coprime, that is, O = p+q, we conclude that M = qM +pM ⊆ N
holds, a contradiction. �
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8. The lattice of sublattices

The important ingredient for computing all p-maximal Λ-sublattices of M is the following lemma, which
describes the structure of these objects completely:

Lemma 8.4. Let p be nonzero prime ideal of O and π : M → M/pM the canonical projection. Then the
following hold:

(i) Assume that C is a simple Λ/pΛ-module and f ∈ HomΛ/pΛ(M/pM,C) is a nonzero morphism. Denote
by N the preimage of ker(f) under π. Then N is a p-maximal Λ-sublattice of M with (M : N) = ps,
where s is the kp-dimension of C.

(ii) Conversely, let N be a p-maximal Λ-sublattice of M with (M : N) = ps. Then there exists a simple
Λ/pΛ-module C of kp-dimension s and a nonzero morphism f ∈ HomΛ/pΛ(M/pM,C) such that N is the
preimage of ker(f) under π.

Proof. (i): Regard C as a Λ-module. Then by construction, f ◦ π is a Λ-morphism and the sequence

0 −→ N
ι−→M

f◦π−−→ C −→ 0

is exact, where ι is the inclusion. It follows that C ∼= M/N as Λ-modules and since C and therefore M/N are
annihilated by p, we obtain pM ⊆ N . This shows that M/N is a Λ/pΛ-module. Since M/N is O-isomorphic
to dimkp(C) many copies of O/p, the index ideal (M : N) is equal to ps, where s = dimkp(C). Finally, C
being simple implies that N is a maximal Λ-sublattice of M .

(ii): If N is such a p-maximal Λ-sublattice of M , it is easy to see that choosing f to be the projection
M/pM → (M/pM)/(N/pM) has the required properties. �

Remark 8.5. Let p be a nonzero prime ideal of O.
(i) In case M/pM itself is a simple Λ/pΛ-module, any nonzero element of HomΛ/pΛ(M/pM,C) has kernel

equal to {0}. In particular, the only p-maximal Λ-sublattice of M is pM .
(ii) Note that if C is a simple Λ/pΛ-module and HomΛ/pΛ(M/pM,C) 6= {0}, then C is necessarily isomorphic

to a composition factor of M/pM . It is therefore natural to ask whether all composition factors admit
non-trivial morphisms onto them or if not, which composition factors have this property. Denote by
rad(M/pM) the radical of M/pM , which is the intersection of all maximal Λ/pΛ-submodules of M/pM .
Then it is well known that for a simple Λ/pΛ-module C, the set HomΛ/pM (M/pM,C) is nonzero if and
only if C is isomorphic to a composition factor of the (semisimple) Λ/pΛ-module (M/pM)/rad(M/pM)
(the latter object is known as the head of M/pM). See also [NT89].

(iii) If M/pM is semisimple, then rad(M/pM) = 0 and M/pM is the direct sum of its simple submodules.
In particular, for a simple Λ/pΛ-module C we then have HomΛ/pM (M/pM,C) 6= {0} if and only if C is
isomorphic to a simple submodule of M/pM .

Definition 8.6. We denote by L(M) the set of all Λ-sublattices of M and by Lmax(M) the set of all maximal
Λ-sublattices of M . Let p be a nonzero prime ideal of O. Then we define Lp(M) = {N ⊆M a p-sublattice },
Lmax
p (M) = Lmax(L) ∩Lp(M) to be the set of p-maximal Λ-sublattices of M . Moreover we define radp(M) =⋂
N N , where N runs through all elements of Lmax

p (M), to be the p-radical of M . We define

Φp(M) = {L ∈ L(M) | radp(M) ⊆ L ⊆M},

and if N is any Λ-lattice we set Φp(M,N) = {L ∈ Φp(M) | M ∼p N}. Now assume that Lmax
p (M) =

{L1, . . . , Lh} is finite. For N ∈ Φp(M) we define µp(M,N) =
∑
J(−1)#J , where J runs through all subsets of

{1, . . . , h} with the property that
⋂
i∈J Li = N .

Lemma 8.7. The triple (Lp(M),+,∩) is a lattice (in the sense of posets).

Proof. Since (L(M),+,∩) is a lattice it is sufficient to show that Lp(M) is closed with respect to the binary
relations + and ∩. For this let N and L be two elements Lp(M). Then there exist n, l ∈ Z≥1 such that
pnM ⊆ N and plM ⊆ L. Thus we have pmax(n,l)M ⊆ N ∩ L and pmin(n,l)M ⊆ N + L, implying that N ∩ L,
as well as N + L, are elements of Lp(M). �

Lemma 8.8. Let M be a Λ-lattice. Then the following hold:
(i) The map Ψ: Lp(M)→ L(Mp), N 7→ Np is a lattice isomorphism.
(ii) The map Ψ: Lmax

p (M) → Lmax(Mp), N 7→ Np is a bijection with Ψ(N ∩ L) = Ψ(N) ∩ Ψ(L) for all
N,L ∈ Lmax

p (M).
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3. Orders and lattices

Proof. (i): It is sufficient to show that Ψ is an isomorphism of partially ordered sets. Now the inverse of Ψ is
given by N̂ 7−→ V ∩N̂ , where V = KM , and it is immediate that Ψ, as well as its inverse, are order preserving.

(ii): This follows from (i). �

Lemma 8.9. Let N be a Λ-lattice and p a nonzero prime ideal of O. Assume that Lmax
p (M) is finite. Then

the following hold:
(i) We have radp(M)p = rad(M)p.
(ii) The map Ψ: Φp(M)→ Φ(Mp), L 7→ Lp is a bijection.

(iii) The map Ψ: Φp(M,N)→ Φ(Mp, Np), L 7→ Lp is a bijection.
(iv) If N ∈ Φp(M), then µp(M,N) = µ(Mp, Np).

Proof. (i): We have

radp(M)p = Ψ
(⋂

N
)

N∈Lmax
p (M)

=
⋂

Ψ(N)
N∈Lmax

p (M)

=
⋂
N

N∈Ψ(Lmax
p (M))

=
⋂
N

N∈Lmax(Mp)

= rad(Mp).

(ii): Since Ψ: Lp(M) → L(Mp), N 7→ Np is a lattice isomorphism and Ψ(radp(M)) = rad(Ψ(M)) by (i),
the map Ψ induces a bijection from Φp(M) = {L ∈ Lp(M) | radp(M) ⊆ L ⊆M} onto the set

{L ∈ Ψ(L(Mp)) | Ψ(radp(M)) ⊆ L ⊆ Ψ(M)} = {L ∈ L(Mp) | rad(Mp) ⊆ L ⊆Mp} = Φ(Mp).

(iii): By (ii) we know that L ∈ Φp(M,N) is equivalent to Φ(L) ∈ Φ(Mp, Np). Moreover, by definition
N ∼p L is equivalent to Ψ(N) ∼= Ψ(L).

(iv): Follows from (i), (ii) and (iii). �

§9. Theory of Solomon zeta functions

The exposition basically follows [Sol77] with the appropriate generalizations introduced in [BR80a, BR80b].
Note that here we only scratch the surface of the theory of Solomon zeta functions. Since the work of
Solomon in [Sol77, Sol79], much more theoretical work has been done. Most notable is the series of papers
[BR80a, BR80b, BR84, BR86, BR87] by Bushnell and Reiner, where they prove Solomon’s first conjecture
and investigate analytic properties of zeta functions, and the proof of Solomon’s second conjecture by Iyama
in [Iya03].

Definition 9.1. Let K be either an algebraic number field or a p-adic field and O the ring of integers of K
or the valuation ring of K respectively. Let A be a semisimple K-algebra and Λ an O-order in A. Given a
Λ-lattice M , for n ∈ Z≥1 we set an = #{N ⊆ M Λ-sublattice | |M : N | = n} and define the formal Dirichlet
series

ζΛ(M, s) =
∑

n∈Z≥1

ann
−s, s ∈ C.

We call ζΛ(M, s) the Solomon zeta function of the Λ-lattice M .

Remark 9.2. Consider the case of K being an algebraic number field, A = K as well as M = Λ = O. Then
ζO(O, s) is equal to the Dedekind zeta function ζK(s) of the number field K. In particular we have an Euler
product

ζO(O, s) =
∏
p

(
1− 1

N(p)s

)−1

for Re(s) > 1, where the product extends over all nonzero prime ideals of O. Recall that for a nonzero prime
ideal p of O the set of ideals of the completion Op is just {pnOp |n ∈ Z≥0} and therefore

ζOp
(Op, s) =

∑
n∈Z≥0

1

N(p)ns
=

(
1− 1

N(p)s

)−1

for Re(s) > 1. This allows us to rewrite the Euler product in the form

ζO(O, s) =
∏

06=p∈Spec(O)

ζOp
(Op, s)
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for Re(s) > 1. This identity suggests that we should think of the Euler product as a product formula relating
local and global properties of O, which fortunately generalizes to our more general setting of noncommutative
orders.

Assumption 9.3. For the rest of the section we fix an algebraic number field K with ring of integers O, a
finite dimensional semisimple K-algebra A, an O-order Λ of A and a Λ-lattice M . Moreover we let V be the
semisimple A-module KM .

For each nonzero prime ideal p of O we obtain an associated Λp-lattice Mp with Solomon zeta function
ζΛp

(Mp, s).

Lemma 9.4 (Euler product for Solomon zeta functions). For Re(s) > dimK(V ) we have

ζΛ(M, s) =
∏
p

ζΛp
(Mp, s),

where the product extends over all nonzero prime ideals of O.

Proof. While this is proven in [Sol77, Lemma 6] only for the case K = Q, the generalization to arbitrary K is
immediate. �

Definition 9.5. For a nonzero prime ideal p of O the factor ζΛp
(Mp, s) is called the p-part or the Euler factor

at p of ζΛ(M, s).

One of the fundamental observations of Solomon was the fact that for almost all prime ideals p, the Euler
factor of ζΛ(M, s) at p depends only on the A-module V = KM and not on the particular Λ-lattice M of V .

Definition 9.6. Write A =
∏r
i=1Ai with simple K-algebras Ai and set Vi = AiV . Let Wi be the unique

simple Ai-module and ki ∈ Z>0 such that Vi ∼= W ki
i . By the Artin–Wedderburn theorem we can write

Ai = Matmi×mi(Di) for some division algebra Di with center Ki (which is a number field containing K).
Finally set e2

i = dimKi(Di). Then we define

ζV (s) =

r∏
i=1

kiei−1∏
j=0

ζKi(mieis− j)

to be the zeta function of V . If F is a number field containing K and p a nonzero prime ideal of O, we define

ζF,p(s) =
∏
P|p

(
1− 1

N(P)s

)−1

to be the p-part of ζF , where P runs through all prime ideals of OF lying above p. Moreover we define

ζV,p(s) =

r∏
i=1

kiei−1∏
j=0

ζKi,p(mieis− j)

to be the p-part of ζV (s).

Example 9.7. We use the same notation as in the preceding definition. Assume that V is an absolutely
irreducible A-module of dimension n. Then there exists a unique i with AiV = V 6= {0} and Ai ∼= Matn×n(K).
Thus ki = 1, Di = K, ei = 1 and therefore

ζV (s) = ζK(ns).

Using ζV (s) we can now write

ζΛ(M, s) = ζV (s)
∏
p

ζΛp
(Mp, s)

ζV,p(s)

for Re(s) > dimK(V ), expressing ζΛ(M, s) as a product of Dedekind zeta functions of extensions of K (coming
from ζV (s)) and potentially infinitely many nontrivial quotients of local factors.
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Lemma 9.8. Assume that p is a nonzero prime ideal of O such that Λp is a maximal Op-order of Ap and Ap

is a sum of full matrix algebras over fields. Then

ζΛp
(Mp, s)

ζV,p(s)
= 1

for Re(s) > dimK(V ).

Proof. See [BR80a]. �

Remark 9.9.
(i) To some extent, Lemma 9.8 explains the rather ad hoc definition of ζV . It actually emerges from a deep

understanding of zeta functions of maximal orders in semisimple K-algebras and is chosen in such a way
that for almost all primes the p-part of ζV and the p-part of the Solomon zeta function of the unique
lattice over the maximal order are equal. We don’t give any details here but refer the reader to [Sol77]
and [BR80a, BR80b].

(ii) The condition on Ap being the direct sum of full matrix algebras over fields is equivalent to p not dividing
the discriminant of A. The discriminant of Λ is defined to be the O-ideal (det(tr(xixj)i,j) |x1, . . . , xk ∈
Λ), where k is the dimension of A and tr : A → K is the reduced trace. The discriminant disc(A) is
defined to be disc(Λ0), where Λ0 is any maximal O-order of A. See also [Rei03, Section 25].

Corollary 9.10. Denote by B the set of prime ideals p of O which either divide disc(A) or for which Λp is
not maximal. Then we have

ζΛ(M, s) = ζV (s)
∏
p∈B

ζΛp
(Mp, s)

ζV,p(s)

for Re(s) > dimK(V ).

While this shows that in order to determine ζΛ(M, s) we have to compute only the Euler factors for a finite
set of prime ideals, we still do not know whether these factors have a reasonable form which we can actually
compute. Using ingenious combinatorial arguments, Solomon ([Sol77]) was able to give a constructive proof
of the following fact:

Theorem 9.11. Let p be a nonzero prime ideal and p the rational prime lying below p. Then there exists
ψp ∈ Q(X) such that

ζΛp
(Mp, s) = ψp(p−s).

As the same holds also for ζV,p(s) ([Sol77]), the theorem shows that there exists ϕp ∈ Q(X) such that

ζΛp
(Mp, s)

ζV,p(s)
= ϕp(p−s),

that is, the quotient is always a rational function in p−s. Using this theorem we can now formulate a well-
defined algorithmic problem concerning the computation of Solomon zeta functions: Does there exists an
algorithm for computing ϕp?

Moreover, based on numerical data, Solomon conjectured that the quotient is always a polynomial in p−s

with integer coefficients. The latter conjecture, also known as Solomon’s first conjecture, was proven by
Bushnell and Reiner using the theory of zeta integrals.

Theorem 9.12 (Solomon’s First Conjecture, Bushnell–Reiner). For each nonzero prime ideal p there
exists ϕp ∈ Z[X] such that

ζΛp
(Mp, s)

ζV,p(s)
= ϕp(p−s),

where p is the rational prime lying below p.

Proof. This is [BR80b, §4.2 Corollary], [BR80a, Theorem 2]. �

Let us now elaborate on the case of group algebras and the set of primes ideals one needs to take care of.
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Lemma 9.13. Let G be a finite group, A = KG and Λ = OG. Assume that p is a nonzero prime ideal of O
such that #G 6∈ p. Then the following hold:

(i) The prime ideal p does not divide disc(A).
(ii) We have

ζΛp
(Mp, s)

ζV,p(s)
= 1.

Proof. (i): Let Λ0 be a maximal order of KG containing OG. Since disc(OG) = disc(Λ0)(Λ0 : OG)2 =
disc(A)(Λ0 : OG)2, it is sufficient to show that p does not divide disc(OG). As KG = QG ⊗Q K and
OG = ZG ⊗Z O we have disc(OG) = disc(ZG)O. Now the claim follows since disc(ZG) divides #G#G (see
[Sol77, Section 4, Remark]). (ii): Since (OG)p is maximal by Lemma 6.13, the claim follows using (i) and
Lemma 9.8. �

Theorem 9.14. Let G be a finite group, A = KG and Λ = OG. Then for each prime ideal p of O with
#G ∈ p there exists a polynomial ϕp ∈ Z[X] such that

ζΛ(M, s) = ζV (s)
∏

p : #G∈p

ϕp(p−s)

for all Re(s) > dimK(V ), where p is the rational prime lying below p.

Proof. This follows from Lemma 9.4, 9.12 and Theorem 9.12. �

§10. An effective version of the theorem of Jordan–Zassenhaus

Let O be a Dedekind domain such that the field of fractions K is a global field, that is an algebraic number
field or a function field of transcendence degree 1 over a finite field, and Λ an O-order in a semisimple
finite-dimensional K-algebra A. Then the famous theorem of Jordan–Zassenhaus states—in its most general
setting—that given any A-module V , there are up to Λ-isomorphisms only finitely many Λ-lattices M such
that the A-module KM is isomorphic to V . To say that this theorem is important in the theory of orders
(that is, in noncommutative number theory) is a massive understatement as the countless applications show.
Among those is the finiteness of the class number of number fields (specialize A = K and Λ = O = OK the ring
of integers of K) and the finiteness of the locally free class group. However the applications are not limited to
the theory of orders alone, but also to seemingly unrelated topics. For example, Brauer’s original proof of the
class number relation for Galois number fields [Bra51] uses the theorem of Jordan–Zassenhaus applied to the
group ring of the Galois group. And in general applications can be found everywhere in the theory of Galois
modules. Lastly let us mention the classification of conjugacy classes of finite subgroups of GLn(Z), for which
the theorem of Jordan–Zassenhaus is the underlying theoretical foundation (see [PP77]).

The origins of this theorem date back to Jordan [Jor80]. In his paper Jordan uses the theory of reduced forms
to show that quadratic forms decompose into finitely many equivalence classes under integral transformations.
The result, which was later reproved by Minkowski in his famous paper [Min06], implies the theorem in the
case Λ = ZG, where G is a finite group. Motivated by the work on space groups, Bieberbach gave in [Bie12]
a streamlined proof of Jordan–Zassenhaus for Λ = ZG, still using the theory of quadratic forms. The special
cases where G is cyclic or V absolutely irreducible was proved—without appealing to quadratic forms—by
Speiser in his book [Spe23]. The goal of freeing Jordan–Zassenhaus from the shackles of quadratic forms was
completed by Zassenhaus in [Zas37] where he also extended the result to Λ = OG, where O is any order in an
algebraic number field. The final form we stated in the beginning was proven by Swan and Evans in [Swa70].
For a modified proof strategy of this result see also [Rei03]. We call it the final form since it is well known
that none of the assumptions can be weakened.

Gaschütz—unhappy about the state of the art proofs for the case Λ = ZG—gave in [Gas06] a conceptually
much easier proof based on Schur’s lemma and Minkowski’s theorem on linear forms. In addition, his proof
gave in the case of V being irreducible a fairly explicit bound on the index of a set of representatives for the
ZG-isomorphism classes relative to a fixed ZG-lattice of V . The aim of this section is the generalization of
Gaschütz’s ideas to the more general setting of group rings over Dedekind domains with field of fractions a
global field.

Assumption 10.1. We let G be a finite group, O a Dedekind domain such that the field of fractions K is a
global field and A = KG is semisimple.
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3. Orders and lattices

Note that the semisimplicity of KG forces #G to be a unit in K, that is, the characteristic of K does not
divide #G.

Definition 10.2. Let Λ be an O-order of A. For a Λ-lattice M and c ∈ R we say that Jordan–Zassenhaus
holds for M with constant c, if and only if for each Λ-lattice N with KM ∼= KN as A-modules there exists a
Λ-lattice L of M such that M ⊆ L, L ∼= N as Λ-lattices and |L : M | ≤ c.

Lemma 10.3. Let M,N be two OG-lattices of V and σ : V → V a K-linear map with Mσ ⊆ N as well as
Tr(σ) 6= 0. Then the element τ =

∑
g∈G gσg

−1 satisfies the following properties:
(i) Mτ ⊆ N ,
(ii) τh = hτ for all h ∈ G,

(iii) Tr(τ) = #G · Tr(σ) 6= 0.

Proof. (i) and (ii): Clear. (iii): This follows from the fact that conjugate linear transformations have the same
trace. We have #G 6= 0 in K since KG is semisimple. �

§10A. Algebraic number fields

Assumption 10.4. We now assume that O = OK is the ring of integers of a number field K of degree d.

As K|Q is separable, we have d embeddings K → C giving rise to Archimedean absolute values on K
denoted by | |1, | |2, . . . , | |d. Recall the following classical results from the geometry of numbers.

Lemma 10.5. The following hold:
(i) Let A ∈ Matn×n(R) be a real matrix and c1, . . . , cn ∈ R>0 such that c1c2 · · · cn ≥ |det(A)|. Then there

exist m1, . . . ,mn ∈ Z not all equal zero with∣∣∣∣∣∣
n∑
j=1

aijmj

∣∣∣∣∣∣ ≤ ci,
for all i = 1, . . . , n.

(ii) Let M be a free Z-module with basis a1, a2, . . . , an and N ⊆M a Z-submodule of the same rank. Then
there exist si ∈ Z, 1 ≤ i ≤ n, not all equal to zero with |si| ≤ n

√
|M : N | and

∑n
i=1 siai ⊆ N .

Proof. While claim (i) is Minkowski’s famous theorem on linear forms (proven for example in [PZ89, Theorem
(4.4)]), the second part follows from (i) by choosing A to be a basis matrix of N with respect to a1, . . . , an
and ci = n

√
|M : N | for i = 1, . . . , n. �

We now want to extend this result to modules over O.

Lemma 10.6. Let M be a finitely generated projective O-module of rank n and N a submodule of M of the
same rank. Assume that ((ai), (vi)) is a pseudo-basis of M and for each 1 ≤ i ≤ n the family (ωji )1≤j≤d is a
Z-basis of ai. Then for each 1 ≤ i ≤ n there exists αi ∈ ai such that (α1, . . . , αn) 6= 0,

∑n
i=1 αivi ∈ N and

|αi|k ≤ d · max
1≤j≤d

|ωji |k · |M : N | 1
dn for 1 ≤ i ≤ n, 1 ≤ k ≤ d.

Proof. Since O is a free Z-module of rank d, we can consider M and N as free Z-modules of rank nd. As

M =

n⊕
i=1

aivi =

n⊕
i=1

d⊕
j=1

Zωji vi,

the elements (ωji vi)i,j form a Z-basis of M . Now Lemma 10.5 asserts the existence of aij ∈ Z not all equal zero

with |aij | ≤ |M : N | 1
dn and

n∑
i=1

d∑
j=1

aijω
j
i vi ∈ N.

Thus the elements αi =
∑d
j=1 a

i
jω

j
i ∈ ai, 1 ≤ i ≤ n, satisfy

∑n
i=1 αivi ∈ N . The claim about the absolute

values follows immediately. �
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10. An effective version of the theorem of Jordan–Zassenhaus

Remark 10.7. In Lemma 10.6 the dependency on the absolute values of the ideal bases instead of the ideals
themselves should been seen as the price we have to pay for choosing an explicit isomorphism M → Zdn and
relying on the analogous result for Z-modules.

Theorem 10.8 (Jordan–Zassenhaus for number fields). Let V be an irreducible KG-module and M ⊆
V an OG-lattice with pseudo-basis ((ai), (vi)) with the property that all coefficient ideals ai are integral. For
each 1 ≤ i ≤ n let (ωji )1≤j≤d be a Z-basis of ai. Denote by ρ : G → GLn(K), g 7→ ρij(g) the representation
corresponding to V with respect to the K-basis (v1, . . . , vn) of V . Then Jordan–Zassenhaus holds for M with
constant

c = (#G · n2d · max
i,j,k,g

|ρij(g)|2k ·max
i,j,k
|ωij |k)dn ≤ (#G · n2d ·max

g
‖ρ(g)‖2 ·max

i,j
‖ωij‖′)dn,

where for α ∈ K we put ‖α‖′ = maxk|α|k and ‖ρ(g)‖ = maxi,j ‖ρij(g)‖′.

Proof. Note that since M is invariant under the action of G, we have ρij(g) ∈ a−1
i aj ([Coh00, Proposition

1.4.4]) and vig =
∑n
j=1 ρij(g)vj . Now let N be an OG-lattice of V . After replacing N with a suitable multiple

αN , α ∈ K, we can assume that N is contained in M . As V is an irreducible KG-module, the OG-lattice N
has the same rank as M and we can apply Lemma 10.6. Thus there exist α1, α2, . . . , αn ∈ K not all equal to
zero with

∑n
i=1 αivi ⊆ N , and |αi|k ≤ d ·max1≤j≤d|ωij |k|M : N | 1

dn for 1 ≤ i ≤ n, 1 ≤ k ≤ d. Let 1 ≤ m ≤ n
be an index such that αm 6= 0. Consider now the K-linear map

σ : V 7−→ V,

n∑
i=1

βivi 7−→ βm

( n∑
i=1

αivi

)
.

We claim that σ maps M to N . Let v =
∑n
i=1 βivi be an element of M , that is, βi ∈ ai ⊆ O for 1 ≤ i ≤ n.

Then vσ = βm
∑n
i=1 αivi ∈ βmN ⊆ ON ⊆ N and we conclude that Mσ ⊆ N .

With respect to the K-basis (vi)i of V the map σ is represented by the matrix obtained by replacing
the mth row of the zero matrix with (α1, . . . , αn). In particular σ satisfies Tr(σ) = αm 6= 0. Therefore
we can apply Lemma 10.3 which shows that the morphism τ =

∑
g∈G gσg

−1 is a G-equivariant, K-linear
morphism V → V with Mτ ⊆ N and τ 6= 0. Since V is irreducible, according to Schur’s Lemma all nonzero
elements of HomKG(V, V ) are invertible and in particular τ−1 ∈ HomKG(V, V ) exists. We now want to
bound |M : Mτ | = N(det(τ)) in terms of |M : N |. To this end we consider the matrix (τij)ij ∈ GLn(K)
corresponding to τ with respect to the K-basis (v1, . . . , vn) of V . Exploiting the fact that only the mth row
of the matrix corresponding to σ is nonzero, we obtain that with respect to the K-basis (vi)i of V , the map
gσg−1 is represented by the matrix(

ρi,m(g)

n∑
l=1

αl · ρlj(g−1)

)
i,j

which yields τij =

∑
g∈G

ρi,m(g)

n∑
l=1

αl · ρlj(g−1)


when summing over all g ∈ G. Therefore

|τij |k ≤ #G ·n ·max
u,v,g
|ρuv(g)|k ·max

u,v,g
|ρuv(g−1)|k · max

1≤u≤n
|αu|k ≤ #G ·n ·max

u,v,g
|ρuv(g)|2k · max

1≤u≤n
|αu|k for 1 ≤ k ≤ d.

Using Leibniz’s formula for the determinant we get |det(τ)|k ≤ nn maxi,j |τij |nk and combining this with our
estimates for the matrix entries and αi we finally obtain

|det(τ)|k ≤ (#G)n · n2n · dn ·max
i,j,g
|ρij(g)|2nk ·max

i,j
|ωij |nk · |M : N | 1d for 1 ≤ k ≤ d.

Thus for the norm we have

N(det(τ)) = |NK
Q(det(τ))| = |det(τ)|1 · |det(τ)|2 · · · |det(τ)|d

≤ (#G)dn · n2dn · ddn · max
i,j,k,g

|ρij(g)|2dnk ·max
i,j,k
|ωij |dn · |M : N | = c · |M : N |,

where c is as in the statement. Now the module L = Nτ−1 is isomorphic to N as OG-modules with L ⊇ M
and

|L : M | = |Nτ−1 : M | = |N : Mτ | = |M : Mτ |
|M : N |

=
N(det(τ))

|M : N |
≤ c,

proving the theorem. �
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§10B. Global function fields

We now turn to the proof of Jordan–Zassenhaus in positive characteristic.

Assumption 10.9. Let K be a finite separable extension of Fq(X), q a prime power, and O the integral
closure of Fq[X] in K.

By | |∞ : Fq(X)→ R>0, f 7−→ qdeg(f) we denote the unique representative for the non-Archimedean place
at infinity with |X|∞ = q and by Fq(X)∞ the completion of Fq(X) at | |∞. Now let | |1, . . . , | |s be the
non-Archimedean absolute values of K lying above | |∞ and Ki, 1 ≤ i ≤ s, the corresponding completions.

Note that since | |i extends | |∞ we necessarily have |f |i = |NKi
K (f)|1/[Ki:Fq(X)∞]

∞ for f ∈ Ki. For convenience
let us denote the local degree [Ki : Fq(X)∞] by di.

Lemma 10.10. For f ∈ K× we have N((f)) =
∏s
i=1|f |

di
i .

Proof. Since both sides are multiplicative in f it is sufficient to prove it for f ∈ O. Denote by µf the K-linear
map K → K, g 7→ fg. Then

N((f)) = |det(µf )|∞ = |NK
Fq(X)(f)|∞ =

s∏
i=1

|NKi
Fq(X)∞

(f)|∞ =

s∏
i=1

|f |dii .
�

In order to carry over the ideas of the characteristic 0 case, we need to invoke the following theorem of
Tornheim [Tor41], which is an analogue of Minkowski’s theorem on linear forms for polynomial rings.

Theorem 10.11 ([Tor41, Theorem 1]). Let k be a field, C = (cij)i,j ∈ Matn(k[X]) and u1, . . . , un ∈ Z>0

integers with deg(det(C)) <
∑n
i=1(ui + 1). Then there exist a1, . . . , an ∈ k[X] such that

deg
( n∑
j=1

ajcij

)
< ui for 1 ≤ i ≤ n.

We can now derive the analogous results of Lemmata 10.5 and 10.6.

Lemma 10.12. Let M be a free Fq[X]-module with basis (vi)1≤i≤n and N a submodule of the same rank.
Then there exist a1, . . . , an ∈ Fq[X] not all equal to zero with deg(ai) ≤ logq(|M : N |)/n (that is, |ai|∞ ≤
|M : N |1/n) and

∑n
i=1 aivi ∈ N .

Proof. We set ni = blogq(|M : N |)/nc for 1 ≤ i ≤ n and denote by C ∈ Fq[X] a basis matrix of N with
respect to (vi)i. Then

deg(det(C)) = logq(|M : N |) <
n∑
i=1

(ni + 1)

and by Theorem 10.11 there exist bi ∈ Fq[X], 1 ≤ i ≤ n, with deg(
∑n
j=1 cijbj) ≤ blogq(|M : N |)/nc ≤

logq(|M : N |)/n. Now the elements ai =
∑n
j=1 bjcij , 1 ≤ i ≤ n, satisfy the condition. �

Lemma 10.13. Let M be a finitely generated torsion-free O-module of rank n and N a submodule of M of
the same rank. Assume that ((ai), (vi)) is a pseudo-basis of M and (ωji )1≤j≤d, 1 ≤ i ≤ n are Fq[X]-bases of
ai for 1 ≤ i ≤ n. Then there exist f1, . . . , fn ∈ K not all equal to zero with

∑n
i=1 fivi ∈ N and

|fi|k ≤ max
1≤j≤d

|ωji |k · |M : N | 1
dn for 1 ≤ i ≤ n, 1 ≤ k ≤ s.

Proof. The proof is similar to the proof of Lemma 10.6. We have

M =

n⊕
i

aivi =

n⊕
i=1

d⊕
j=1

Fq[X]ωijαi

and consider M as a free Fq[X]-module of rank dn. Due to Theorem 10.12 there exist elements aij ∈ Fq[X],

1 ≤ i ≤ n, 1 ≤ j ≤ d, such that |aij |∞ ≤ |M/N | 1
dn . For 1 ≤ i ≤ n we now define fi =

∑n
j=1 a

i
jω

i
j . Then we

obtain
∑n
i=1 fivi ∈ N as well as

|fi|k ≤ max
j
|ωijaij |k ≤ max

u,v
|ωuv |k ·max

u,v
(qdeg(auv )) ≤ max

u,v
|ωuv |k · |M : N | 1

dn for 1 ≤ k ≤ s.
�
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10. An effective version of the theorem of Jordan–Zassenhaus

Theorem 10.14 (Jordan–Zassenhaus for global function fields). Let V be an irreducible KG-module
and M ⊆ V an OG-lattice with pseudo-basis ((ai), (vi)) such that ai is integral for 1 ≤ i ≤ n. For each
1 ≤ i ≤ n let (ωji )1≤j≤d be a Fq[X]-basis of ai. Denote by ρ : G → GLn(K), g 7→ ρij(g) the representation
corresponding to V with respect to the K-basis (v1, . . . , vn) of V . Then Jordan–Zassenhaus holds for M with
constant

c = ( max
i,j,k,g

|ρij(g)|2k ·max
i,j,k
|ωij |k)dn = (max

g
‖ρ(g)‖ ·max

i,j
‖ωij‖)dn.

Proof. We proceed as in the proof of Theorem 10.8 up to the point where we have to determine N(det(τ)).
Note that a big difference is the fact that all valuations are non-Archimedean, that is, the strong triangle
inequality holds. For 1 ≤ k ≤ s we have

|τij |k ≤ ( max
u,v,k,g

|ρuv(g)|k)2 max
u
|fu|k

and therefore
|det(τ)|k ≤ ( max

i,j,u,g
|ρij(g)|u)2n max

i
|fi|nu.

Now raising these inequalities to the power dk and multiplying them up gives us by Lemma 10.10:

N(det(τ)) ≤ ( max
i,j,k,g

|ρij(g)|k)2dn(max
i,j,k
|ωij |k)dn|M : N |.

�

Defining L = Nτ−1 and c = (maxi,j,k,g|ρij(g)|k)2dn · (maxi,j,k|ωij |k)dn we obtain L ∼= N as OG-modules and
|L : M | < c.

§10C. The general case

We come now back to the general case, whose proof will involve a known reduction trick due to Swan.

Lemma 10.15. Let O be a Dedekind domain with field of fractions K being a global field and S a multi-
plicatively closed subset of O with 0 6∈ S. Assume that V is an irreducible KG-module and M an (S−1O)G-
lattice of V , generated by m1, . . . ,ml as an S−1OG-module. If Jordan–Zassenhaus holds for the OG-lattice
MO = OGm1 + · · ·+OGml with constant c, then Jordan–Zassenhaus holds for M with constant c.

Proof. This is [Swa70, Lemma 3.7]. As we want to keep track of the constant c, we will reproduce it here.
First note that S−1(OG) = (S−1O)G and MO determines M as S−1MO = M . Now let N be another
(S−1O)G-lattice of V to which we associate an OG-lattice NO in the same way. As Jordan–Zassenhaus holds
for MO with constant c, there exists an OG-lattice L of V such that MO ⊆ L, NO ∼= L as OG-lattices and
|L : MO| < c. But then S−1L is an (S−1O)G-lattice with M = S−1MO ⊆ S−1L, N = S−1NO ∼= S−1L as
(S−1O)G-lattices and

|S−1L : S−1MO| = N((S−1L : S−1MO)) = N(S−1(L : MO)) ≤ N((L : MO)) = |L : MO| < c. �

Lemma 10.16. Let R be a Dedekind domain with field of fractions K being a global field.
(i) If char(K) = 0, then R = S−1O where O is the ring of integers of the number field K and S is a

multiplicatively closed subset.
(ii) If char(K) = p > 0, then there exists an element X ∈ K and a power q of p such that K|Fq(X) is

a finite separable extension and R = S−1O, where O is the integral closure of Fp[X] in K and S is a
multiplicatively closed subset of O.

Proof. This is [Swa70, Proposition A21 and A23]. �

Theorem 10.17. Let G be a finite group and O a Dedekind domain such that the field of fractions K is a
global field and KG is semisimple. Let V be an irreducible KG-module and M ⊆ V an OG-lattice. Then there
exists an explicitly computable constant c ∈ R>0, such that Jordan–Zassenhaus holds for M with constant c.

Proof. This now follows from Lemma 10.15 applied to Theorem 10.8 and 10.14. �

For completeness let us reformulate Jordan–Zassenhaus using sublattices instead of superlattices.
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Corollary 10.18. Let G be a finite group and O a Dedekind domain such that the field of fractions K is
a global field an KG is semisimple. Let V be an irreducible KG-module and M ⊆ V an OG-lattice. Then
there exists an explicitly computable constant c ∈ R>0 such that for all OG-lattices L of V there exists an
OG-lattice N ⊆M such that L ∼= N and |M : N | ≤ c.

Proof. Let c′ be the constant obtained by applying Theorem 10.17 to M , and L an OG-lattice of V . Then
there exists N ′ ⊇ M such that N ′ ∼= L and |N ′ : M | ≤ c′. Now set N = |N ′ : M | · N ′. Then N ∼= N ′ ∼= L
and N ⊆ M ⊆ N ′. Moreover we have |M : N | ≤ |N ′ : N | = |N ′ : M |dn ≤ (c′)dn. Thus c = (c′)dn is a valid
choice. �

§10D. On the number of lattices

Assumption 10.19. Let G be a finite group and O a Dedekind domain such that the field of fractions K is
a global field of characteristic 0.

As an application of the previous section, we want to derive bounds on the number of isomorphism classes of
lattices rationally equivalent to V . Let us denote by h(V ) the number of isomorphism classes of OG-lattices of
a KG-module V . We first start with the irreducible case and deal then with the general case using extensions
of lattices.

The irreducible case.

Lemma 10.20. Let M be a finitely-generated torsion-free O-module of rank n and B ∈ Z>0. Then
(i) M has at most Bdn

2

many submodules N with |M : N | = B,

(ii) M has at most Bdn
2+1 many submodules N with |M : N | ≤ B.

Proof. (i): The number of submodules N of M with |M : N | = B is bounded by the number of submodules of
M/BM . Now the latter module is isomorphic to the O/BO-module (O/BO)n. As O/BO is a finite euclidean

ring with cardinality N((B)), the Howell normal form shows that (O/BO)n has at most N((B))n
2

many
submodules. Since N((B)) ≤ Bd, the claim follows. For (ii) we just sum over B terms. �

Given an irreducible KG-module V and an OG-lattice M of V , using Corollary 10.18 and the previous
lemma we can now bound h(V ) in terms of data attached to M . Since the formulae won’t get prettier, we just
mention a special case which often occurs in applications.

Corollary 10.21. Let V be an irreducible QG-module with associated representation ρ : G → GLn(Z) and
B ∈ R>0 such that |ρ(g)|∞ ≤ B for all g ∈ G. Then

h(V ) ≤ (#G · n2B2)n
4+n2

.

Remark 10.22. To see that bounds on h(V ) we obtain in this way are in general way too large we consider
the symmetric group G = Sn+1 on n + 1 letters. Attached to the partition (2, 1n−1) of n + 1 we have the

corresponding Specht module V = S(2,1n−1), which is an irreducible QG-module of dimension n. We want to
bound h(V ) using Corollary 10.21 and compare the result with the actual value h(V ) = σ0(n + 1), where σ0

is the divisor counting function, obtained by Craig in [Cra76] and Plesken in [Ple74]. To this end we want

to show that there exists a representation ρ : Sn+1 → GLn(Z) associated to S(2,1n−1) such that |ρ(σ)|∞ = 1

for all σ ∈ Sn+1. Since S(2,1n−1) ∼= S(n,1) ⊗QG sgn, where sgn is the 1-dimensional signum representation, it
is sufficient to show that S(n,1) admits a representation where all matrix entries are in {0,±1}. Denote by
M (n,1) the natural permutation module of dimension n + 1 with basis ω1, . . . , ωn+1, on which Sn+1 acts via
σ(ωi) = ωσ(i) (σ ∈ G, 1 ≤ i ≤ n + 1). Then S(n,1) can be identified with the kernel of the augmentation
morphism, that is,

S(n,1) =
{n+1∑
i=1

aiωi

∣∣∣ n+1∑
i=1

ai = 0
}

=

n+1⊕
i=2

Q(ω1 − ωi).

For we have σ(ω1−ωi) = (ω1−ωσ(i))− (ω1−ωσ(1)), with respect to the Q-basis (ω1−ωi)i, the entries of the
representation matrices are in {0,±1}. Thus Corollary 10.21 implies that h(V ) is bounded by

((n+ 1)! · n2)n
4+n2

,

which is of magnitudes larger than h(V ) = σ0(n+ 1) < n+ 1.
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10. An effective version of the theorem of Jordan–Zassenhaus

The general case. Now let V be an arbitrary KG-module. Using the irreducible case we want to derive
bounds on the number h(V ) of isomorphism classes of OG-lattices in V . Assume that W ⊆ V is a non-trivial
KG-module. We then have an exact sequence

0 −→W −→ V −→ V/W −→ 0

of KG-modules. Any OG-lattice M of V induces an exact sequence

0 −→W ∩M −→M −→M/(W ∩M) −→ 0

of OG-modules. Moreover W ∩M and W/(W ∩M) respectively are OG-lattices of W and V/W respectively.
Thus any OG-lattice M gives rise to two OG-lattices of smaller rank. To what extent M is determined by
these pieces is exactly the well-understood theory of extensions.

We start with arbitrary OG-lattices M and N . Recall that an extension of M by N is an OG-exact sequence

0 −→M −→ X −→ N −→ 0.

(The OG-module X is then also an OG-lattice since the sequence is O-split). We call X the OG-lattice
corresponding to this extension. Two extensions

0 −→M −→ Xi −→ N −→ 0 (1 ≤ i ≤ 2)

are called equivalent, if there exists a morphism ϕ : X1 → X2 such that

0 −−−−→ M −−−−→ X1 −−−−→ N −−−−→ 0∥∥∥ ϕ

y ∥∥∥
0 −−−−→ M −−−−→ X2 −−−−→ N −−−−→ 0

commutes. Note that ϕ is necessarily an OG-isomorphism. The set of extensions of M by N modulo this
equivalence relation is naturally an O-module, denoted by ExtOG(M,N).

Lemma 10.23. Let

0 −−−−→ U
ι−−−−→ V

π−−−−→ W −−−−→ 0

be an exact sequence of KG-modules, {Xi}i∈I and {Yj}j∈J representatives of the isomorphism classes of
OG-lattices of U and W respectively. Then the following hold:

(i) For every OG-lattice M of V there exist i ∈ I, j ∈ J and an extension

0 −→ Xi −→M −→ Yj −→ 0

of Xi by Yj .
(ii) If I, J and ExtOG(Xi, Yj) (i ∈ I, j ∈ J) are finite, then

h(V ) ≤
∏
i∈I

∏
j∈J

# ExtOG(Xi, Yj).

In particular if # ExtOG(Xi, Yj) ≤ B for all i ∈ I, j ∈ J for some B ∈ R>0, then

h(V ) ≤ Bh(U)h(W ).

Proof. (1): The OG-modules ι−1(M) ⊆ U and π(M) ⊆W are OG-lattices of U and W respectively. Thus we
can find i ∈ I and j ∈ J such that ι−1(M) ∼= Xi and π(M) ∼= Yj as OG-lattices. Now the claim follows as the
sequence

0 −−−−→ ι−1(M)
ι−−−−→ M

π−−−−→ π(M) −−−−→ 0

is OG-exact.
(2): This follows from the fact that equivalent extensions have isomorphic corresponding OG-lattices. �

Thus once we know that ExtOG(M,N) is finite for all OG-lattices M and N we can inductively conclude
that V contains only finitely many OG-lattices up to OG-isomorphism. Moreover any bound on ExtOG(M,N)
will give us bounds on h(V ).
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Lemma 10.24. Let M and N be OG-lattices. Then the following hold:
(i) The O-module ExtOG(M,N) is finitely generated and #G · ExtOG(M,N) = 0.
(ii) We have

# ExtOG(M,N) ≤ N(#GO)#G dimK(KM) dimK(KN).

Proof. (1): This is (25.12) Theorem in [CR81].
(2): Assume that the O-module ExtOG(M,N) can be generated by s elements a1, . . . , as. Then (1) implies

that the kernel of the surjection π : Os → ExtOG(M,N), ei 7→ ai contains (#G · O)s ⊆ Os (here e1, . . . , es is
an O-basis of Os). Thus the canonical map

(O/#GO)s −→ O/ker(π) −→ ExtOG(M,N)

is surjective yielding # ExtOG(M,N) ≤ N(#G · O)s. Therefore it remains to show that ExtOG(M,N) can be
generated by at most #GdimK(KM) dimK(KN) elements. But this can be seen by appealing to the descrip-
tion of ExtOG(M,N) in terms of derivations: In [CR81, (25.10) Proposition] it is shown that ExtOG(M,N) is
O-isomorphic to a quotient of

Der(OG,HomO(M,N)) ⊆ HomO(OG,HomO(M,N)),

where Der denotes the O-module of derivations. As the rank of HomO(OG,HomO(M,N)) is

s = #GdimK(KM) dimK(KN),

the rank of Der(OG,HomO(M,N)) is bounded by s. The elementary divisor theorem for Dedekind domains
implies that every quotient of Der(OG,HomO(M,N)), which is torsion, can be generated by s elements. �

Theorem 10.25. Let V be a KG-module with composition series

0 = W1 ⊆W2 ⊆ · · · ⊆Wr+1 = V

and V1, . . . , Vr irreducible KG-submodules of V with Vi ∼= Wi+1/Wi for 1 ≤ i ≤ r. Then the numbers h(Wi)
of isomorphism classes of OG-lattices satisfy h(W1) = h(V1) and

h(Wi+1) ≤ N(#GO)dimK(Wi) dimK(Vi)#Gh(Wi)h(Vi) for 2 ≤ i ≤ r.

Proof. This follows from Lemma 10.23 and 10.24. �
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CHAPTER 4

Algorithmic aspects of lattices over
orders

Let K be an algebraic number field with ring of integers O and Λ an O-order in a semisimple K-algebra A.
In this chapter we will provide algorithms for the following problems:

(i) Given Λ-lattices M and N compute (pseudo-)bases of HomΛ(M,N), HomΛp
(Mp, Np)/pl HomΛp

(Mp, Np)
and HomΛp

(Mp, Np), where p is a nonzero prime ideal of O and l ∈ Z>0. (Recall that Mp denotes p-adic
completion.)

(ii) Given Λ-lattices M and N , p a nonzero prime ideal of O and ∼ ∈ {∼p,∨} decide whether M ∼ N .
(iii) Given a finite-dimensional A-module V , p a nonzero prime ideal of O and ∼ ∈ {∼p,∨}, compute a set

of representatives of L(V )/∼.
(iv) Given a Λ-lattice M , compute the local factors of the Solomon zeta function of M .

While for special cases algorithms and results can be found in the literature, in this generality the above
questions have not been dealt with before. Most notably is—in the context of crystallographic groups—the
case A = QG, Λ = ZG, G a finite group, where one can compute isomorphism classes of ZG-lattices using an
algorithm of Plesken [Ple74] (see also [OPS98]).

Assumption. Let K be an algebraic number field with ring of integers O and Λ an O-order in a semisimple
finite dimensional K-algebra A. Let M and N be Λ-lattices of A-modules V and W respectively with dimension
n and m respectively. We make the following assumptions:

(i) If M and N are K-bases of V and W respectively, we can compute a K-basis of MM
N (HomA(V,W )) ⊆

Matn×m(K). (The task of computing HomA(V,W ) is a common problem in algorithmic representation
theory. While Plesken and Souvignier [PS96] handled the case A = QG using the averaging operator
technique (see also [Sch02, 2.2]), Steel gave in [Ste12] an algorithm in case A is an arbitrary finite
dimensional semisimple algebra over a number field.)

(ii) We know a set of prime ideals S ⊆ Spec(O) such that Λp is maximal for all nonzero prime ideals p 6∈ S.
(This can be reduced to the computation of a maximal overorder, which is described in [Fri00]: If Λ0 is
a maximal overorder of Λ, then S can be chosen to be any finite set of prime ideals containing the prime
ideal divisors of the index ideal (Λ0 : Λ). See Remark 6.15 and also Example 6.16 for the case of group
rings and group algebras, where no computation of maximal orders is necessary.)

(iii) We know an ideal h of O, such that h ·Ext1
Λ(M ′, N ′) = 0 for all Λ-lattices M ′, N ′. (Similar to (ii), such

an ideal h can be deduced once a maximal overorder Λ0 is known. For in this case h can be chosen to be
any integral multiple of (Λ0 : Λ). See the comment following Remark 7.5 and also Example 7.6 for the
case of group rings and group algebras, where again no computation of maximal orders is necessary.)

§11. Computations with Homomorphisms

The key ingredient for computing the homomorphism ring is Lemma 7.2 (ii), which allows us to reduce the
problem to a saturation of O-modules. Recall that for a function f : X → Y and subsets X ′ ⊆ X, Y ′ ⊆ Y
with f(X ′) ⊆ Y ′ we denote by f |X′Y ′ the function X ′ → Y ′ induced by f .
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4. Algorithmic aspects of lattices over orders

Lemma 11.1. Assume that O is a principal ideal domain and that M and N are O-bases of M and N
respectively. Then the following hold:

(i) For ϕ ∈ HomK(V,W ) we have ϕ(M) ⊆ N if and only if MM
N (ϕ) ∈ Matn×m(O). Moreover in this case

we have MM
N (ϕ) = MM

N (ϕ|MN ).

(ii) We have MM
N (HomΛ(M,N)) = MM

N (HomA(V,W )) ∩Matn×m(O).
(iii) Let (Xi)1≤i≤l be a K-basis of MM

N (HomA(V,W )). Then

MM
N (HomΛ(M,N)) = 〈Xi | 1 ≤ i ≤ l〉K ∩Matn×m(O).

(iv) Let (Xi)1≤i≤l be a K-basis of MM
N (HomA(V,W )) such that Xi ∈ Matn×m(O) for all 1 ≤ i ≤ l. Then

MM
N (HomΛ(M,N)) is the saturation of 〈Xi | 1 ≤ i ≤ l〉O in Matn×m(O), that is,

MM
N (HomΛ(M,N)) = (K〈Xi | 1 ≤ i ≤ l〉O) ∩Matn×m(O).

Proof. (i): This is clear. (ii): By Lemma 7.2 we know that HomΛ(M,N) = {ϕ|MN | ϕ ∈ HomA(V,W ), ϕ(M) ⊆
N}. Thus using (i) we get

MM
N (HomΛ(M,N)) = {MM

N (ϕ|MN ) | ϕ ∈ HomA(V,W ), MM
N (ϕ) ∈ Matn×m(O)}

= MM
N (HomA(V,W )) ∩Matn×m(O).

(iii) and (iv): Follow from (ii). �

As expected, due to the presence of pseudo-bases, the general case is more involved.

Lemma 11.2. Assume that ((ai),M ) and ((bi),N ) are pseudo-bases of M and N respectively. We set
E =

⊕
1≤i≤n,1≤j≤m a−1

i bjeij . Then the following hold:

(i) For ϕ ∈ HomK(V,W ) we have ϕ(M) ⊆ N if and only if MM
N (ϕ) ∈ E. Moreover in this case we have

MM
N (ϕ) = MM

N (ϕ|MN ).

(ii) We have MM
N (HomΛ(M,N)) = MM

N (HomA(V,W )) ∩ E.
(iii) Let (Xi)1≤i≤l be a K-basis of MM

N (HomA(V,W )). Then

MM
N (HomΛ(M,N)) = 〈Xi | 1 ≤ i ≤ l〉K ∩ E.

(iv) Let (Xi)1≤i≤l be a K-basis of MM
N (HomA(V,W )) such that Xi ∈ E for all 1 ≤ i ≤ l. Then the module

MM
N (HomΛ(M,N)) is the saturation of 〈Xi | 1 ≤ i ≤ l〉O in E, that is,

MM
N (HomΛ(M,N)) = (K〈Xi | 1 ≤ i ≤ l〉O) ∩ E.

Proof. (i): This follows from the defining properties of a pseudo-basis. (ii), (iii) and (iv): Analogously to
Lemma 11.1. �

The lemma translates immediately into an algorithm for computing homomorphism rings.

Algorithm 11.3. Given Λ-lattices M and N with pseudo-bases ((ai),M ) and ((bi),N ) respectively, the
following procedure returns a pseudo-basis of MM

N (HomΛ(M,N)). Set E =
⊕

1≤i≤n,1≤j≤m aib
−1
j eij .

(1) Compute a K-basis (Xi)1≤i≤l of MM
N (HomA(V,W )). Scale Xi such that Xi ∈ E for all 1 ≤ i ≤ l.

(2) Return a pseudo-basis of the saturation of 〈Xi | 1 ≤ i ≤ l〉O in E, which can be computed using the
pseudo-Smith normal form (see Lemma 1.35).

Example 11.4. We consider the dicyclic group G of order 12, given by the presentation G = 〈a, b, c | a2b−1 =
b2 = c3 = cac−2 = 1〉. The group G admits a unique rational character of degree 2 with Schur index 2. Over
the quadratic field K = Q(α), α2 + 10 = 0, this character can be realized via the representation

G −→ GL2(K), a 7−→
(
−α+ 1 α/5
−α+ 5 α− 1

)
, b 7−→

(
−1 0
0 −1

)
, c 7−→

(
−3 (5− α)/5
−α− 5 2

)
.

We denote by V = K2 the associated KG-module with canonical basis M = (e1, e2). Furthermore we denote
by O the maximal order Z[α] of K and by p2 and p5 the unique prime ideals of O lying above 2 and 5
respectively. Let us now consider the two OG-lattices M and N of V , spanned by the pseudo-matrices

O
p−1

5

(
1 0
0 1

)
and

p2

p2p
−1
5

(
1 0
0 1

)
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11. Computations with Homomorphisms

respectively. Thus M has pseudo-basis ((O, p−1
5 ),M ) and N has pseudo-basis ((p2, p2p

−1
5 ),M ). As

MM
N (HomO(M,N)) =

(
p2 p2p5

p2p
−1
5 p2

)
and MM

N (HomKG(V, V )) = 〈
(

1 0
0 1

)
〉K ,

we conclude that

MM
N (HomOG(M,N)) = p2

(
1 0
0 1

)
.

Note that due to the simple structure of the involved homomorphism modules we could easily read off the
saturation and there was no need to involve the pseudo-Smith normal form.

Using Remark 7.5 we also obtain an algorithm to compute HomΛp
(Mp, Np) for some nonzero prime ideal p

of O.

Algorithm 11.5. Assume that p is a nonzero prime ideal of O. Let ((ai),M ) and ((bi),N ) be p-free pseudo-
bases ofM andN respectively. The following steps return anOp-basis H = (hi)1≤i≤r of MM

N (HomΛp
(Mp, Np))

with hi ∈ Matn×m(K).
(1) Use Algorithm 11.3 to compute a p-free pseudo-basis ((ci),H ) of MM

N (HomΛ(M,N))
(2) Return H .

Let p be a nonzero prime ideal of O and l > 0. We now discuss the computation of

HomΛp
(Mp, Np)/pl HomΛp

(Mp, Np),

which will be important in the next section. One possibility is to first compute generators for HomΛp
(Mp, Np)

via saturation and reduction afterwards. We will see that we can change the order of these operations: The
reduced homomorphism ring can be obtained by first reducing and then saturating.

Algorithm 11.6 (Computing reductions of p-adic homomorphism rings). Assume that p is a nonzero
prime ideal of O and l ∈ Z>0. Let ((ai),M ) and ((bi),N ) be p-free pseudo-bases of M and N respec-
tively. The following steps return an O/pl-generating set H = (hi)1≤i≤r with hi ∈ Matn×m(O/pl) of

MM
N (HomΛp

(Mp, Np))/pl MM
N (HomΛp

(Mp, Np)).

(1) Set E =
⊕

1≤i≤n,1≤j≤m a−1
i bjeij .

(2) Compute a K-basis (Xi)1≤i≤r of MM
N (HomA(V,W )) such that Xi ∈ E (⊆ Matn×m(Op)) for all 1 ≤ i ≤ l

and set
H = 〈Xi | 1 ≤ i ≤ r〉Op

⊆ Matn×m(Op).

(3) Denote by L the saturation of H in Matn×m(Op). Compute an O/pl-generating set H of L/plL using
Lemma 1.36.

(4) Return H .

Lemma 11.7. Algorithm 11.6 is correct.

Proof. We apply Lemma 1.36 to the Op-module H = 〈Xi | 1 ≤ i ≤ l〉Op
with basis matrix corresponding to

the basis (Xi)1≤i≤l. The saturation L is just MM
N (HomΛp

(Mp, Np)) and the reduction can be obtained by a
Smith normal form computation over Op/p

lOp
∼= O/pl. �

Example 11.8. Consider the finite group G = SL2(F3) of order 24, which is generated by a = ( 1 1
0 1 ) and

b = ( 0 1
2 1 ). Let ζ ∈ C be a primitive 3rd root of unity and K = Q(ζ) the 3rd cyclotomic field with ring of

integers O = Z[ζ]. There exists an irreducible 2-dimensional KG-module V2 = K2, where the action of G is
given by

a 7−→
(
ζ −ζ − 1
0 1

)
and b 7−→

(
ζ ζ + 1

ζ + 1 ζ

)
.

Denote by V1 = K the non-trivial 1-dimensional KG-module with action

a 7−→ ζ and b 7−→ 1.

We now consider the reducible KG-module V = V1 ⊕ V2 and the OG-lattices

M = Oe1 ⊕Oe2 ⊕Oe3, N = Oe1 ⊕Oe2 ⊕O(1− ζ)e3,
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4. Algorithmic aspects of lattices over orders

where M = (e1, e2, e3) is the canonical basis of V . Let us set α = 1 − ζ, e′3 = αe3 and N = (e1, e2, e
′
3).

Then the OG-modules M and N are O-free with bases M and N . The endomorphism ring EndKG(V ) is of
K-dimension 2 and a basis of MM

N (EndKG(V )) is given for example by the matrices

A =

1 0 0
0 1 0
0 0 0

 , B =

0 0 0
0 0 0
0 0 α

 ∈ Mat3×3(K).

We now consider the prime ideal p = (3, 1− ζ) of norm 3 and for l ∈ Z≥2 we want to compute

MM
N (HomOpG(Mp, Np))/pl MM

N (HomOpG(Mp, Np))

using only A and B. To compute this reduced homomorphism ring we have to compute the Smith normal
form of the matrix (

1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 α

)
modulo plOp = (αl). As

(
1 0
0 1

)(
1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 α

)


1 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 −1 0 0 0 0 0 0 0


≡
(

1 0 0 0 0 0 0 0 0
0 α 0 0 0 0 0 0 0

)
mod (αl)

we conclude that the rows of (
1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1

)
form a generating set of the saturation modulo (αl) and therefore

MM
N (HomOpG(Mp, Np))/pl MM

N (HomOpG(Mp, Np)) = 〈

1 0 0
0 1 0
0 0 0

,
0 0 0

0 0 0
0 0 1

〉O/pl .
We now turn to the final problem related to the computation of homomorphism rings. More precisely for a

nonzero prime ideal p of O and an integer l ∈ Z>0 we want to describe the computation of (a generating set
of)

HomΛ/plΛ(M/plM,N/plN) ∼= HomΛp/plΛp
(Mp/p

lMp, Np/p
lNp).

After fixing (O/pk)-bases of Mk = M/pkM and Nk = N/pkN , the action of Λ is given by

ρM : Λ −→ AutO/pk(Mk) ∼= GLn(O/pk) and ρN : Λ −→ AutO/pk(Nk) ∼= GLn(O/pk)

respectively. Moreover the homomorphism space HomΛ/pkΛ(M/pkM,N/pkN) is isomorphic to

{X ∈ Matn×n(O/pk) | for all g ∈ G we have ρM (g)X = XρN (g)},

as Λk-modules, where G ⊆ Λ is an O-generating set of Λ. By introducing n2 many indeterminates, it is easy
to see that there exists a matrix M ∈ Matn2×#G(O/pk) such that

ker(M) ∼= HomΛ/pkΛ(M/pkM,N/pkN).

Thus the problem of finding an (O/pk)-generating set of HomΛ/pkΛ(M/pkM,N/pkN) is reduced to computing

the kernel of a matrix over (O/pk). As (O/pk) is an Euclidean ring, this can be done using the Howell normal
form.

64



12. Testing for p-equivalence

Example 11.9. We consider the quaternion group G = Q8 of order 8 with presentation 〈x, y, z |x2 = z, y2 =
z, x−1yx = yz〉 and the absolutely irreducible representation

ρ : G −→ GL2(Q(i)), x 7−→
(
−i 0
0 i

)
, z 7−→

(
0 −i
−i 0

)
,

over the imaginary quadratic field K = Q(i), where i2 + 1 = 0. In the ring of integers O = Z[i] of Q(i) we
have the decomposition (2) = p2 with p = (1 − i) the prime ideal of norm 2. We denote by e1, e2 ∈ Q(i)2

the canonical basis and consider the two OG-lattices M = Oe1 ⊕Oe2 and N = Oe1 ⊕ p(e1 + e2). Our aim is
to determine Hom(O/p7O)G(M/p7M,N/p7N). For the sake of readability, in the following discussion we will
omit when denoting elements of O/p7. Since O/p7 is the only ring we are dealing with, no confusion will
arise. Reducing M and N modulo p7, we obtain the two representations

ρM : G −→ GL2(O/p7), x 7−→
(
−i 0
0 i

)
, z 7−→

(
0 −i
−i 0

)
,

ρN : G −→ GL2(O/p7), x 7−→
(
−i 0
−1− i i

)
, z 7−→

(
i 1− i
0 −i

)
.

Since

Hom(O/p7O)G(M/p7M,N/p7N) = {X ∈ Mat2×2(O/p7) | ρM (x)X = XρN (x) and ρM (z)X = XρN (z)},

we see that X = (X1 X2

X3 X4
) ∈ Mat2×2(O/p7) is an (O/p7)G-morphism if and only if(

−iX1 −iX2

iX3 iX4

)
=

(
−iX3−1− iX2 iX2

−iX3−1− iX4 iX4

)
and

(
−iX3 −iX4

−iX1 −iX2

)
=

(
iX1 1− iX1−iX2

iX3 1− iX3−iX4

)
,

which is equivalent to (X1X2X3X4) ∈ ker(A), where A ∈ Mat4×8(O/p7) is given by

A =


0 0 0 0 −i −1 + i −i 0

1 + i −2i 0 0 0 i 0 −i
0 0 2i 0 −i 0 −i −1 + i
0 0 1 + i 0 0 −i 0 i

 .

Using the normal form techniques, we can find the following generating set for ker(A):

〈(1 0 −1 1 + i), (0 8 0 8)〉O/p7 = ker(A)

which in turn implies

Hom(O/p7)G(M/p7M,N/p7N) = 〈
(

1 0
−1 1 + i

)
,

(
0 8
0 8

)
〉O/p7 .

§12. Testing for p-equivalence

Assumption. For the rest of this section, let p be a nonzero prime ideal of O.

Recall that M and N are p-equivalent (written M ∼p N) if and only if Mp and Np are isomorphic Λp-lattices.
In terms of the homomorphism rings this is equivalent to HomΛp

(Mp, Np) containing an invertible element.
While this theoretically sounds easy, testing whether this free Op-module contains an invertible element in
practice is not obvious at all. Fortunately we are in the local case, where we have full control over the unit
group O×p . In addition, Mp and Np are—Op being a principal ideal domain—Op-free, allowing us to involve
the determinant det : HomOp

(Mp, Np) −→ Op. Both facts will allow us to formulate p-equivalence tests.

Lemma 12.1. The following hold:
(i) The lattices M and N are p-equivalent if and only if there exists ϕ ∈ HomΛp

(Mp, Np) such that det(ϕ) 6≡
0 mod pOp.

(ii) Let ϕ1, . . . , ϕs ∈ HomΛ/pΛ(M/pM,N/pN) be morphisms such that (ϕ1, . . . , ϕs) is a kp-generating set
of HomΛp

(Mp, Np)/pHomΛp
(Mp, Np). Then M and N are p-equivalent if and only if there exists

(a1, . . . , as) ∈ ksp such that det(a1ϕ1 + · · ·+ asϕs) 6= 0.
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4. Algorithmic aspects of lattices over orders

Proof. (i): An element ϕ of HomΛp
(Mp, Np) is invertible if and only if det(ϕ) ∈ O×p . The claim follows from

O×p = O\pOp. (ii): As

HomOp
(Mp, Np) Op

Homkp(M/pM,N/pN) kp

⊗Op/pOp

det

det

commutes, the result follows from (i). �

§12A. Deterministic p-equivalence test

Algorithm 12.2 (Deterministic p-equivalence test I). Given two Λ-lattices M and N in L(V ) the fol-
lowing procedure decides whether M and N are p-equivalent.

(1) Use Algorithm 11.6 with l = 1 to obtain ϕ1, . . . , ϕs ∈ Homkp(M/pM,N/pN) such that ϕ1, . . . , ϕs is a
kp-generating system of HomΛp

(Mp, Np)/pHomΛp
(Mp, Np).

(2) For all tuples (a1, . . . , as) ∈ ksp test whether det(a1ϕ1 + · · ·+ asϕs) = 0. If this is the case, return false.
Else return true.

Example 12.3. We pick up on Example 11.8. We now want to test whether M and N are p-equivalent. We
have already seen that the matrices

X1 =

1 0 0
0 1 0
0 0 0

 , X2 =

0 0 0
0 0 0
0 0 1

 ∈ Mat3×3(kp)

form a kp-generating set of HomΛp
(Mp, Np)/pHomΛp

(Mp, Np). (We proved this result for HomΛ(Mp, Np)
modulo pl Homλ(Mp, Np) for l > 1. But then the same holds for l = 1 by projecting down). As det(X1 +X2) =
1 6= 0 we conclude that M and N are p-equivalent.

A second deterministic p-equivalence test can be read off from the following theorem. This statement is
originally due to Maranda [Mar53], was independently discovered by Takahashi [Tak59] and generalized by
Higman in [Hig60]. Recall that h denotes an integral ideal of O such that h ·Ext1

Λ(M ′, N ′) = 0 for all Λ-lattices
M ′ and N ′.

Theorem 12.4. The following hold:
(i) Let l ≥ vp(h) + 1 and assume that ϕ : M/plM → N/plN is an isomorphism of Λ/plΛ-modules. Then

there exists an Λp-isomorphism ψ : Mp → Np such that ϕ = ψ. Here by abuse of notation denotes
the canonical map HomΛ/plΛ(M/plM,N/plN)→ HomΛ/pΛ(M/pM,N/pN) as well as the canonical map
HomΛp

(Mp, Np)→ HomΛ/pΛ(M/pM,N/pN).

(ii) The modules Mp and Np are isomorphic Λp-lattices if and only if M/pkM and N/pkN are isomorphic
Λ/pkΛ-modules for some k ≥ vp(h) + 1.

Proof. This is [Hig60, Theorem 3], see also [CR81, (30.14) Theorem] for a more modern treatment. �

Algorithm 12.5 (Deterministic p-equivalence test II). Given two Λ-lattices M and N in L(V ) the fol-
lowing procedure decides whether M and N are p-equivalent.

(1) Set k = vp(h) + 1.
(2) Compute morphisms ϕ1, . . . , ϕs ∈ HomO/pk(M/pkM,N/pkN) such that ϕ1, . . . , ϕs is anO/pk generating

set of HomΛ/pkΛ(M/pkM,N/pkN).
(3) Reduce each ϕi to a kp-morphism ψi ∈ Homkp(M/pM,N/pN).
(4) For all tuples (a1, . . . , as) ∈ ksp test whether det(a1ψ1 + · · ·+ asψs) = 0. If this is the case, return false.

Else return true.

Example 12.6. We consider again the two OG-modules of Example 11.9. Since p = (1 − i) is ramified and
h = #G = (23) we take k = 6 + 1 = 7. We fortunately know already that

Hom(O/p7)G(M/p7M,N/p7N) = 〈
(

1 0
−1 1 + i

)
,

(
0 8
0 8

)
〉O/p7 .

Reducing both matrices modulo p we get ( 1 0
1 0 ), ( 0 0

0 0 ) ∈ Mat2×2(F2). Since no F2-linear combination of these
matrices results in an invertible matrix, we conclude that M and N are not p-equivalent.
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12. Testing for p-equivalence

Remark 12.7. In Examples 12.3 and 12.6 we were really lucky since eventually we could just read off whether
or not there exists some invertible linear combination. If M and N are not p-equivalent, that is, if Mp

and Np are not isomorphic as Λp-modules, and the number s of nonzero generators in Algorithm 12.2 and
Algorithm 12.5 respectively is greater than 1, then Step 2 and 4 respectively require N(p)s many determinant
computations over the residue field kp. Thus an increasing field degree or an increasing number of generators
will tremendously slow down the algorithm. On the other hand, if HomA(V,W ) has dimension 1, then one
needs only one determinant computation.

§12B. Probabilistic p-equivalence test

As already remarked in the last section, if the number s of generators of the reduced homomorphism ring
(or of the homomorphism ring of the reduced modules) or the cardinality of the residue field gets large, the
number of determinant computations will get very large. By introducing probabilistic techniques we will see
how Algorithms 12.2, 12.5 can be modified to allow much larger parameters.

Assume that the morphisms ϕ1, . . . , ϕs ∈ Homkp(M/pM,N/pN) have the property that M and N are
p-equivalent if and only if there exists (a1, . . . , as) ∈ ksp such that det(a1ϕ1 + · · · + asϕs) 6= 0. Instead of
computing all determinants we consider the polynomial

f = det(X1ϕ1 + · · ·+Xsϕs) ∈ kp[X1, . . . , Xs],

which is of total degree at most n. Then we know that M and N are p-equivalent if and only if f is not
identitcally zero on ksp. Thus we have condensed all the information we have into a single polynomial f whose
structure—being zero or not—answers whether the two lattices are p-equivalent. It is tempting to just compute
this polynomial using classical methods. The following example shows that this is not a good idea.

Example 12.8. We consider the K-space V = Kn, which is viewed as an A-module with trivial action. For all
Λ-lattices M and N of V the Λp-module HomΛp

(Mp, Np) is isomorphic to the full matrix algebra Matn×n(Op)
and therefore

f = det((Xij)1≤i,j≤n) ∈ kp[Xij |1 ≤ i, j ≤ n].

Using the Leibniz formula for determinants we conclude that f is the sum of n! ∼ nn distinct monomials,
which is an object we cannot compute efficiently for large n.

While we cannot compute the coefficients of f directly, it is no problem for us to evaluate f at points in
ksp (this is just one determinant computation of a matrix over a finite field). The natural question is therefor:
Can we decide whether f is the zero-polynomial by just evaluating it at some (small number of) points?
Fortunately this is exactly the topic of polynomial identity testing in complexity theory (see [Sax09]) and as a
matter of fact there exist efficient probabilistic algorithms based on the following theorem (see [Sch80, Zip79]).
In the following we use the notation pr to denote the probability measure of the appropriate (finite) probability
space.

Theorem 12.9 (Schwartz–Zippel–Lemma). Let F be a finite field and g ∈ F[X1, . . . , Xs] a nonzero poly-
nomial of total degree d < #F. Then

pr({(a1, . . . , as) ∈ Fs | g(a1, . . . , as) = 0}) ≤ d

#F
.

In particular if f ∈ F[X1, . . . , Xs] is a polynomial of total degree d < #F, then the following hold: If
v1, . . . ,vl ∈ Fs are chosen random independently and uniformly and f(vi) = 0 for 1 ≤ i ≤ l, then the
probability that f is nonzero is at most (d/#F)l.

Since f = 0 over F is equivalent to f = 0 over F′ for every extension F′ of F, the condition on the total
degree is not really a restriction. If necessary we just have to extend scalars. We can now formulate a Monte
Carlo version of Algorithm 12.2.

Algorithm 12.10. Let M and N be Λ-lattices of L(V ), p a prime ideal of O and ε ∈ ]0, 1[. The following
procedure is a true-biased Monte Carlo algorithm for deciding whether M and N are p-equivalent and if it
terminates with false, then the probability that the output is false is less than ε.

(1) Use one of the techniques from Section 11 to find morphisms ϕ1, . . . , ϕs ∈ Homkp(M/pM,N/pN) such
that M ∼p N if and only if there exists (a1, . . . , as) ∈ ksp such that det(a1ϕ1 + · · · + asϕs) 6= 0. Define
f = det(X1ϕ1 + · · ·+Xsϕs) ∈ kp[X1, . . . , Xs].
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(2) Choose l,m ∈ Z>0 such that N(p)l > n and (n/N(p)l)m < ε.
(3) Let F be the degree l extension of kp. Choose v1, . . . ,vm ∈ Fs uniformly distributed.
(4) If f(vi) 6= 0 for some 1 ≤ i ≤ m, then return true. If this is not the case return false.

Proposition 12.11. Algorithm 12.10 is correct.

Proof. This is evident from the preceding discussion. Note that the Schwartz–Zippel–Lemma can be applied
since #F = N(p)l > n ≥ deg(f). �

§13. Genera computation

While the p-equivalence tests are interesting in their own right, we now turn to the main application: computing
the different genera of Λ-lattices in a given finite dimensional A-module V . This will be done for each relevant
prime ideal p separately and then put together. Before describing the technique, we make a general remark
on the location of representatives of equivalence classes for equivalence relations on L(V ). For a Λ-lattice M
of L(V ) let us denote by L(M) the Λ-sublattices of M contained in L(V ).

Lemma 13.1. Let ∼ be an equivalence relation on L(V ) which is weaker than Λ-isomorphism, that is, for
isomorphic Λ-lattices M,N ∈ L(V ) we have M ∼ N . Then

(L(M)/∼) −→ (L(V )/∼), [M ] 7−→ [M ]

is a bijection. In particular for ∼ ∈ {∼p,∨} any set of representatives of L(M)/∼ is a set of representatives
for L(V )/∼.

Proof. Given a Λ-lattice N we can find α ∈ K such that αN ⊆M . Since αN and N are isomorphic Λ-lattices,
the result follows. �

This lemma justifies that in the following we can restrict our search for the different genera or p-equivalence
classes to the sublattices of a fixed Λ-lattice M of L(V ).

Computing p-maximal sublattices. Using Lemma 8.4 it is easy to describe an algorithm for computing
the p-maximal sublattices of M .

Algorithm 13.2 (p-maximal sublattice computation). Let p be a nonzero prime ideal of O. The follow-
ing steps return the set of p-maximal sublattices of M .

(1) Compute a set C of composition factors of the Λ/pΛ-module M/pM .
(2) Return the preimages of all kernels of nonzero elements of HomΛ/pΛ(M/pM,C) under the projection

M →M/pM , where C runs through the elements of C.

Remark 13.3. The computation of the composition factors and the homomorphism rings can both be done
using the Meataxe algorithm. The Meataxe was initially described and used by Parker in [Par84] as a tool for
modular representation theory of finite groups. It was later improved by Holt and Rees in [HR94], see also
[HEO05, Chapter 7] and [Ste12].

For a fixed nonzero prime ideal p of O we now turn to the computation of the L(M)/∼p. By this we mean
the computation of a subset S = {M1, . . . ,Mr} of L(M) such that no two elements of S are p-equivalent and
every element of L(M) is p-equivalent to an element of S. The basic idea is that given a p-equivalence class in
L(V ) there exists a representative N in this class such that the composition series of M/N is of special type.
One important tool will be the transition

L(V ) −→ L(Vp), M 7−→Mp,

between Λ-lattices of V and Λp-lattices of Vp.

Lemma 13.4. Let p be a nonzero prime ideal of O. The map

{N ∈ L(M) | N p-maximal}/∼p −→ {N̂ ∈ L(Mp) | N̂ maximal }/∼=
[N ] 7−→ [Np]

is a bijection.
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Proof. First note that this map is well-defined. For if N ⊆M is a p-maximal Λ-lattice, then M/N is a simple
Λ/pΛ-module. Since M/N is isomorphic to Mp/Np, the Λp-lattice Np is a maximal sublattice of Mp.

By definition of ∼p the map is injective. Thus it remains to show surjectivity. Let N̂ ⊆ Mp be a maximal

sublattice. Now apply Corollary 6.12 to construct a Λ-lattice N ⊆ M with Np = N̂ and Nq = Mq for all
primes q 6= p. Since the index (M : N) is a p-power, it remains to show that N is a maximal sublattice of
M . Let L be Λ-lattice of V with N ⊆ L ⊆ M . Then Lq = Nq = Mq for all prime ideals q 6= p and by the
maximality of Np in Mp we either have Lp = Np or Lp = Mp. As

L′ =
⋂
p

(V ∩ L′p)

for any O-module L′ of V it follows that L = N or L = M . �

Lemma 13.5. Let M and N be Λ-lattices of V . If M and N are p-equivalent, then the p-equivalence classes
of the p-maximal sublattices of M and N coincide.

Proof. This follows immediately from Lemma 13.4 �

Proposition 13.6. Let N be a lattice in L(M). Then there exist N1, . . . , Nj ∈ L(M) such that N is p-
equivalent to Nj , N1 = M and Ni ⊆ Ni−1 is p-maximal for i = 2, . . . , j.

Proof. Consider the situation Np ⊆ Mp over Λp. By lifting a composition series of Mp/Np we obtain Λp-

modules N
(p)
1 , . . . , N

(p)
j with Mp = N

(p)
1 , Np = N

(p)
j such that N

(p)
i ⊆ N

(p)
i−1 is maximal for i = 2, . . . , j. For

each i = 1, . . . , j we apply Corollary 6.12 to the module M and the Λp-lattice N
(p)
i to obtain a Λ-lattice Ni

of V satisfying (Ni)p = N
(p)
i and (Ni)q = Mq for all prime ideals q 6= p. The p-maximality follows as in the

proof of Lemma 13.4. �

We can now formulate the algorithm for computing L(M)/∼p. The basic idea of repeatedly adding sublat-
tices until no new class is found, is due to Plesken [Ple74].

Algorithm 13.7 (Computation of p-equivalence classes). Let p be a nonzero prime ideal of O. The
following algorithm returns a set M of representatives for the p-equivalence classes in L(M).

(1) Set M = N = {M}.
(2) While N 6= ∅ repeat the following steps:

(3) Use Algorithm 13.2 to compute T =
⋃
N∈N {L | L ⊆ N a p-maximal Λ-sublattice of N}.

(4) Use Algorithm 12.5 to remove elements of T in such a way that no two elements of T are p-equivalent
and no element of T is p-equivalent to some lattice in M.

(5) Set N = T and M =M∪ T .
(6) Return M.

Theorem 13.8. Algorithm 13.7 terminates and is correct. Moreover the output M satisfies the following
property. For each lattice N ∈M and every prime ideal q 6= p we have M ∼q N .

Proof. The termination is a consequence of the theorem of Jordan–Zassenhaus (see [Rei03, (26.4) Theorem]).
Let us turn to the correctness. We temporarily say that a Λ-lattice N ∈ L(M) appears in the j-th layer of
M , if there exists modules N1, . . . , Nj ∈ L(M) such that N1 = M , Nj = N and Ni ⊆ Ni−1 is p-maximal for
i = 2, . . . , j. Note that by Proposition 13.6 any element of L(M) appears in the j-th layer of M for some j.
For j ∈ Z>0 let Mj be M of Algorithm 13.7 before the j-th execution of the while loop (e.g. M =M1). We
will show, by induction on j, that any N appearing in the j-th layer of M is p-equivalent to an element inMj .
The case j = 1 being trivial, we now assume that the statement holds for j. Let N occur in the (j+1)-th layer
of M , say N ∼p Nj+1 ⊆ · · · ⊆ N1 = M . Thus Nj appears in the j-th layer of M and there exists L ∈Mj such
that Nj ∼p L. By Lemma 13.5 we conclude that Nj+1—and therefore also N—is p-equivalent to a p-maximal
sublattice L′ of L. Now by construction a Λ-lattice which is p-equivalent to L′ is contained inMj+1, finishing
the proof. �

Remark 13.9. In Step 2 of Algorithm 13.7 we use the deterministic p-equivalence test developed in the
previous section. One might ask what happens if we instead use the probabilistic version Algorithm 12.10 for
all p-equivalence tests, which is of magnitudes faster then the deterministic one. It may happen that then
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Algorithm 13.7 will not terminate, due to the fact that it always finds new lattices in each execution of the
while loop. By choosing the initial value for ε small enough, in practice such an infinite loop can be avoided. So
assume that Algorithm 13.7—using the probabilistic p-equivalence test—finishes and returns a set M. Then
M will always contain a set of representatives for the p-equivalence class of elements of L(V ) but by the nature
of the probabilistic test it may happen that the result is not correct in the sense that two elements of M are
p-equivalent and we did not notice. At this point we don’t know that probability such that our result is not
correct. To get the correct result with a bounded error probability we can proceed as follows.

Algorithm 13.10. Let p be a nonzero prime ideal of O and ε ∈ ]0, 1[. The following steps return a set M
containing a set of representatives for the p-equivalence classes in L(M). The probability that the two lattices
in M are p-equivalent is less then ε:

(1) Run Algorithm 13.7 with probabilistic p-equivalence test and parameter ε, and denote the result byM.
(2) For all q = #M(#M + 1)/2 unordered pairs (L,N) of elements of M we apply Algorithm 12.10 with

error ε1/q to test M ∼p N . In case we find two p-equivalent lattices L and N , we remove N from M.
(3) Return M.

Computation of genera. Using the algorithm for computing L(M)/∼p, we can now derive a method for
computing the different genera in L(M). Recall that by S we denote a finite set of prime ideals such that Λp

is maximal for all prime ideals p not in S. In particular we know that two Λ-lattices M,N ∈ L(V ) lie in the
same genus if and only if M and N are p-equivalent for all p ∈ S.

Definition 13.11. For a nonzero prime ideal p of O we denote by hp(V ) the number of p-equivalence classes
of Λ-lattices in L(V ). By h(V ) we denote the number of different genera of Λ-lattices in L(V ), that is
h(V ) = #L(V )/∨.

Lemma 13.12. We have
h(V ) =

∏
p∈S

hp(V ).

Proof. This follows from the definition of lying in the same genus, the defining property of S and Corol-
lary 6.12. �

Using the discussion about p-equivalence classes, we can turn this result into an algorithm for computing
h(V ).

Algorithm 13.13. Given a finite-dimensional A-module V , the following steps return h(V ).
(1) Find a Λ-lattice M ∈ L(V ).
(2) For each p ∈ S use Algorithm 13.7 to compute a set Mp of representatives for the p-equivalence classes

in L(M).
(3) Return

∏
p∈S #Mp.

We can use the same idea to compute a set of representatives for the different genera in L(V ).

Algorithm 13.14. Given a finite-dimensional A-module V , the following steps return a set of representatives
of L(V )/∨.

(1) Find a Λ-lattice M ∈ L(V ).
(2) For each p ∈ S use Algorithm 13.7 to compute a set Mp of representatives for the p-equivalence classes

in L(M).
(3) Return

M =
{⋂
p∈S

N (p)
∣∣∣ (N (p))p∈S ∈

∏
p∈S
Mp

}
.

Theorem 13.15. Algorithm 13.14 is correct.

Proof. Obviously the outputM of Algorithm 13.14 satisfies #M =
∏

p∈S hp(V ), which is exactly the number
of different genera in L(V ) by Lemma 13.12. As no two elements ofM lie in the same genus we conclude that
M is indeed a complete set of representatives. �

Remark 13.16.
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(i) Note that all the lattices involved in Algorithm 13.14 are finitely generated O-modules, which are repre-
sented using pseudo-bases and pseudo-matrices. Using the pseudo-Hermite normal form we can compute
intersections, see [Coh00, Algorithm 1.5.1].

(ii) Note that concerning the use probabilistic algorithms for the p-equivalence, the discussion of Remark 13.9
also applies here. Using the randomized algorithms we can find a set containing a complete set of
representatives of the different genera in L(V ). Moreover, given any ε ∈ ]0, 1[ we can modify this set
such that the probability that it is not a complete set of representatives is at most ε.

§14. Computing Solomon Zeta Functions of Lattices

In this section show how the algorithms introduced in the previous sections can be applied to the computation
of Solomon zeta functions.

§14A. Solomon’s original algorithm

Interestingly enough, Solomon’s proof of the rationality of local factors of the zeta function of lattices applies
not only to groups rings but in a much more general setting and is at the same time constructive. Since this
is also the basis for our approach, we outline the arguments without proofs. We refer the reader to [Sol77].

Assumption. Throughout the section Λ denotes a unitary ring, M a left Λ-module and

∆(M) = {N ⊆M Λ-submodule | |M : N | finite}

the set of all submodules of M with finite index. Furthermore we assume that M satisfies the following
conditions:

(i) There are only finitely many Λ-submodules of M of any given finite index n ∈ Z≥1, that is,

{N ∈ ∆(M) | |M : N | = n}

is finite.
(ii) The set ∆(M) contains only finitely many isomorphism classes of Λ-modules.

(iii) There exists an integer q ∈ Z≥1, such that |M : N | is a power of q for all N ∈ ∆(M).
(iv) Every element of ∆(M) has only finitely many maximal Λ-submodules, which are all contained in ∆(M).

Property (i) ensures that the formal Dirichlet series

ζΛ(M, s) =
∑

N∈∆(M)

|M : N |−s, s ∈ C

is well-defined. We call ζΛ(M, s) the zeta function of M . Denoting by an the number of elements N of ∆(M)
with |M : N | = qn, n ∈ Z≥0, using (iii) the zeta function of M can be rewritten as

ζΛ(M, s) =
∑

n∈Z≥0

anq
−sn.

It is now evident how to transform this into the setting of formal power series: Introducing

Z(M) =
∑

n∈Z≥0

anX
n ∈ Z[[X]],

we now have Z(M)(q−s) = ζΛ(M, s). For convenience it is useful to introduce [M : N ] = X logq(|M :N |) ∈ Z[[X]],
so that Z(M) can be rewritten as

Z(M) =
∑

N∈∆(M)

[M : N ].

Solomon’s first idea was to split Z(M) according to isomorphism classes of Λ-modules in ∆(M). Let {M =
M1, . . . ,Mh} be a set of representatives for the isomorphism classes of Λ-lattices in ∆(M) (this is finite by
(ii)). For each 1 ≤ i ≤ h define the partial zeta function Z(M,Mi) ∈ Z[[X]] as

Z(M,Mi) =
∑

N∈∆(M)
N∼=Mi

[M : N ],
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so that we have the decomposition Z(M) =
∑h
i=1 Z(M,Mi). Determining Z(M) is therefore “reduced” to

computing Z(M,Mi) for all 1 ≤ i ≤ h. Instead of looking only at (Z(M1,Mi))1≤i≤h Solomon had the ingenious
idea of working with the whole matrix

B = (Z(Mi,Mj))1≤i,j≤h ∈ Math×h(Z[[X]])

and explicitly computing the inverse of this matrix using combinatorial methods.
We need a little more notation. Denote by max(M) the—according to (iv)—finite set of maximal Λ-

submodules of M and by rad(M) =
⋂
N∈max(M)N ∈ ∆(M) the radical of M . Let

Φ(M) = {N ∈ ∆(M) | rad(M) ⊆ N ⊆M}

and for N ∈ ∆(M) define
Φ(M,N) = {L ∈ Φ(M) | L ∼= N}.

For N ⊆ max(M) define

MN =
⋂
N∈N

N.

Finally for N ∈ ∆(M) define

µ(N,M) =
∑

N⊆max(M)
MN=N

(−1)#N .

Lemma 14.1. For N ∈ ∆(M) we have

∑
N∈Φ(M)

µ(N,M)(M : N)Z(N,M) =

{
1, if M ∼= N

0, else

Proof. This is proven in [Sol77, Lemma 2]. �

Let us now define the matrix A = (Aij)1≤i,j≤h ∈ Math×h(Z[X]) via

Aij =
∑

N∈Φ(Mi,Mj)

µ(N,Mi)[Mi : N ].

Lemma 14.2. The matrix A is the inverse of B. In particular Z(Mi,Mj) as well as Z(Mi) are rational
functions, that is, they are elements of Q(X).

Proof. This is proven in [Sol77, Lemma 3]. �

Remark 14.3. While the definition of the involved objects, for example µ, look ad hoc, they arise naturally
when looking at this as a combinatorial problem. The pair (∆(L),⊆) is by assumption a locally finite poset
and therefore gives rise to a Möbius function which turns out to be equal to µ. This combinatorial point of
view is picked up by Solomon in [Sol79], where the above situation is generalized in the context of “posets
with colors”. In this thesis we do not include a presentation of the more general combinatorial setting, since
we will only deal with modules over rings and the related counting-problem, for which the abstract setting
does not yield new insight.

§14B. A variation of Solomon’s algorithm

We now come back to zeta functions of lattices, as described in Section §9.

Assumption 14.4. Let K be a number field with ring of integers O, A a semisimple K-algebra, Λ an O-order
of A and M a Λ-lattice. Moreover we set V = KM . We assume that the following data is given:

(i) The set B (or a finite superset thereof) of prime ideals p of O which either divide disc(A) or for which
Λ is not a full matrix algebra over a field.

(ii) The zeta function ζV in terms of zeta functions of number fields.

As seen in 9.10, to compute ζΛ(M, s) it is sufficient to determine ζ(Mp, s) for all prime ideals p ∈ B.
Let p ∈ Z>0 be the prime lying under p and consider the set L(Mp) of Λp-sublattices of Mp (note that
∆(Mp) = L(Mp), where ∆(Mp) denotes the set of Λp-sublattices of Mp with finite index):
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(i) Let n ∈ Z≥1 and N ∈ L(Mp) with |Mp : N | = n. Then nMp ⊆ N ⊆Mp and therefore N is the preimage
of a submodule of Mp/nMp under the natural projection Mp → Mp/nMp. Since Mp/nMp is finite, we
conclude that there are only finitely many elements of L(Mp) with index n.

(ii) By the theorem of Jordan–Zassenhaus, ∆(Mp) contains only finitely many isomorphism classes of Λp-
lattices.

(iii) For N ∈ ∆(Mp) the Op-module Mp/N is torsion. In particular, by the theorem on elementary divisors,
it is isomorphic to a sum of modules of the form Op/p

iOp, whose cardinality is a power of N(p). Since
N(p) itself is a power of p, we see that for all N ∈ ∆(Mp), the index |Mp : N | is a power of p.

(iv) The module Mp has only finitely many maximal sublattices.
Thus all assumptions of §14A are satisfied and in principle we know how to compute the rational function
Z(Mp) ∈ Q(X) such that ζ(Mp, s) = Z(Mp)(p−s). Of course applying Solomon’s original algorithm directly
has the major drawback, that we need to compute with objects defined over p-adic fields and their valuation
rings respectively. One possibility to overcome this obstacle is to work with localizations instead of completions:
Solomon successfully used this approach to compute the zeta function of M = Λ = ZG and A = QG, where
G is a finite cyclic group of prime order (see [Sol77, Section 5]). The aim of this section is to show that
even localizations are not necessary to compute the Euler factors of the global Solomon zeta function. Our
main ingredient will be the lattice isomorphism from Lemma 8.8, which relates the poset of sublattices in the
complete setting with the lattice of sublattices with index a prime ideal power. Recall that

Lp(M) = {N ∈ L(M) | (M : N) is a p-power} and Lmax
p (M) = Lp(M) ∩ Lmax(M).

Now let {M = M1, . . . ,Mh} be a set of representatives for Lp(M)/∼p. Then the set {(M1)p, . . . , (Mh)p} is
a set of representatives for the isomorphism classes of Λp-lattices in L(Mp). Let

B = (Z((Mi)p), Z((Mj)p))1≤i,j≤h ∈ Math×h(Z[[X]])

be the matrix encoding all the partial zeta functions of these Λp-lattices. Note that by Lemma 14.2 we know
that the inverse matrix A = (Aij)1≤i,j≤h of B is an element of Math×h(Z[X]) and is explicitly given by

Aij =
∑

N∈Φ((Mi)p,(Nj)p)

µ(N, (Mi)p)[(Mi)p : N ].

The reward of our careful investigation of the poset of p-sublattices—and its connection to the local setting
at p—is the following theorem. It basically tells us that when M is a Λ-lattice, then the zeta function of the
Λp-lattice Mp can be derived from information about the sublattices of M itself. For a p-sublattice N of M
let us set [M : N ] = Xvp((M :N)).

Theorem 14.5. Let {M = M1,M2, . . . ,Mh} be a set of representatives for Lp(M)/∼p and A the inverse of
B = (Z((Mi)p), Z((Mj)p))1≤i,j≤h ∈ Math×h(Z[[X]]). Then

Aij =
∑

N∈Φp(Mi,Mj)

µp(N,Mi)[Mi : N ] ∈ Z[X]

Proof. By Lemma 14.2 we have

Aij =
∑

N∈Φ((Mi)p,(Mj)p)

µ(N, (Mi)p)[(Mi)p : N ].

Since Φ((Mi)p, (Mj)p) = Φp(Mi,Mj) by Lemma 8.9 (iii) and for all N ∈ Φp(Mi,Mj) we have

µ(Np, (Mi)p) · [(Mi)p : Np] = µp(N,Mi) · [Mi : N ]

by Lemma 8.9 (iv), the claim follows. �

Algorithm 14.6 (Euler factor of zeta functions). Given a Λ-lattice M and a prime ideal p of O, the
following steps return Z(Mp) ∈ Q(X), such that

ζΛp
(Mp, s) = Z(Mp)(p−s).

(1) Compute a set of representatives {M = M1, . . . ,Mh} for Lp(M)/∼p using Algorithm 13.7.
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(2) For each 1 ≤ i ≤ h use Algorithm 13.2 to compute the set Lmax
p (Mi) of p-maximal sublattices of Mi.

Finally compute the p-radical radp(Mi) of Mi, as well as Φ(Mi,Mj) for all 1 ≤ j ≤ h.
(3) For each 1 ≤ i, j ≤ h compute

Aij =
∑

N∈Φp(Mi,Mj)

µp(N,Mi)[Mi : N ] ∈ Z[X].

(4) Compute B = A−1 and return
∑h
i=1 B1i.

Theorem 14.7. Algorithm 14.6 is correct.

Proof. This follows from Theorem 14.5. �

Remark 14.8. While this algorithm is easy to state, in practice it has only a limited range of applicability
due to the following reasons:

(i) For the computation of µp in Step 3 we need to loop through all 2r subsets of {1, . . . , r}, where r is the
number of maximal sublattices. Clearly this is unfeasible as soon as r gets large.

(ii) Through the determination of Φp(−,−), there is a large amount of isomorphism tests contained in
this algorithm. We have seen in Section §12 that this leads to a tremendous slowdown as soon as
dimK(EndA(V )) or the size of kp gets large, where V = KM . By employing probabilistic isomorphism
tests this can be overcome. Of course we then have a result which is only correct with some probability
< 1.

(iii) The algorithm is also sensitive to the number h of p-isomorphism classes of Λ-lattices in L(M), since in
step 14.6 we have to invert an h× h matrix with entries in Z[X].

Algorithm 14.9 (Computation of Solomon zeta function). The following steps return ϕp ∈ Z[X], p ∈
B, such that

ζΛ(M, s) = ζV (s)
∏
p∈B

ϕp(p−s),

where p ∈ Z is the prime lying under p:
(1) For each p ∈ B do the following:

(2) Compute Z(Mp) ∈ Q(X) using Algorithm 14.6.
(3) Compute fp ∈ Q(X) such that ζV,p = fp(p−s), where p ∈ Z is the prime lying under p.
(4) Set

ϕp =
Z(Mp)

fp
.

(5) Return (ϕp)p∈B .

§14C. Computational results

Known results. The case where Λ = ZG for some finite group G (which was the motivation for Solomon in
the first place) is—due to its connection to the representation theory of finite groups—of particular interest.
While the machinery of J. Bushnell and Reiner reveal the beauty and rich structure of the associated zeta
functions, the actual computation for non-trivial groups G and ZG-lattices M seems like a hard task. In the
past the case M = Λ = ZG has gained the most attention, resulting in the computation of ζZG(ZG, s) for

• G cyclic of prime order ([Sol77, Rei80, BR80b]),

• G cyclic of order p2 for p a prime ([Rei80]),

• G cyclic of order p3 for p a prime ([Wit04]),

• G ∈ {C2 × C2, C3 × C3} ([Tak87]),

• G dihedral of order 2p for p an odd prime ([BR81]),

• G metacyclic ([Hir81, Hir85]).

In addition, in [VH09, VH12], Villa-Hernandez determines the Solomon zeta functions of Burnside rings B(G),
for G ∈ {Cp, Cp2} with p ∈ Z>0 a prime, and G ∈ {S3,A4,A5}.
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The natural lattice of a Specht module. In this section, we present the results obtained by applying
Algorithm 14.6 to a (finite) family of lattices associated to symmetric groups.

More precisely let n ∈ Z≥2 be a fixed integer and G = Sn+1 the symmetric group of degree n + 1.
Corresponding to the hook partition λ = (2, 1n−1) of n + 1 there exists the Specht module V = Sλ, an
absolutely irreducible QG-module of dimension n. The Specht module V has a distinguished basis (eT )T , the
Specht basis, labeled by the standard Young tableaux of shape λ. It is well known that with respect to this
basis, the representation matrices have only integral entries, turning the Z-module

Lλ =
⊕
T

ZeT

into a ZG-module, which we refer to as the Specht lattice corresponding to λ.
It is well known that the number of isomorphism classes of ZG-lattices in L(V ) is σ(n+ 1), where σ denotes

the divisor counting function. This was worked out independently by Wilhelm Plesken in [Ple74], Maurice
Graig in [Cra76], and was later reproven using entirely different techniques by Walter Feit in [Fei98]. As V
is absolutely irreducible, we have ζV (s) = ζQ(sn) and ζV,p(s) = (1 − p−sn)−1. We have used Algorithm 14.6
to compute ϕp ∈ Z[X] such that ϕp(p

−s) = ζ(Lλp , s)/ζV,p(s) for all rational primes p dividing #G = (n + 1)!
(these are exactly the rational primes less or equal then n+ 1). The results are presented in Table 4.1.

n ϕp 6= 1 n ϕp 6= 1
3 ϕ3 = 1 +X 28 ϕ2 = 1 +X +X2, ϕ7 = 1 +X
4 ϕ2 = 1 +X +X2 29 ϕ29 = 1 +X
5 ϕ5 = 1 +X 30 ϕ2 = ϕ3 = ϕ5 = 1 +X
6 ϕ2 = ϕ3 = 1 +X 31 ϕ31 = 1 +X
7 ϕ7 = 1 +X 32 ϕ2 = 1 +X +X2 +X3 +X4 +X5

8 ϕ2 = 1 +X +X2 +X3 33 ϕ3 = ϕ11 = 1 +X
9 ϕ3 = 1 +X +X2 34 ϕ2 = 1 +X, ϕ17 = 1 +X
10 ϕ2 = ϕ5 = 1 +X 35 ϕ5 = ϕ7 = 1 +X
11 ϕ11 = 1 +X 36 ϕ2 = ϕ3 = 1 +X +X2

12 ϕ2 = 1 +X +X2, ϕ3 = 1 +X 37 ϕ37 = 1 +X
13 ϕ13 = 1 +X 38 ϕ2 = ϕ19 = 1 +X
14 ϕ2 = 1 +X, ϕ7 = 1 +X 39 ϕ3 = ϕ13 = 1 +X
15 ϕ3 = 1 +X, ϕ5 = 1 +X 40 ϕ2 = 1 +X +X2 +X3, ϕ5 = 1 +X
16 ϕ2 = 1 +X +X2 +X3 +X4 41 ϕ41 = 1 +X
17 ϕ17 = 1 +X 42 ϕ2 = ϕ3 = ϕ7 = 1 +X
18 ϕ2 = 1 +X, ϕ3 = 1 +X +X2 43 ϕ43 = 1 +X
19 ϕ19 = 1 +X 44 ϕ2 = 1 +X +X2, ϕ11 = 1 +X
20 ϕ2 = 1 +X +X2, ϕ5 = 1 +X 45 ϕ3 = 1 +X +X2, ϕ5 = 1 +X
21 ϕ3 = ϕ7 = 1 +X 46 ϕ2 = ϕ23 = 1 +X
22 ϕ2 = ϕ11 = 1 +X 47 ϕ47 = 1 +X
23 ϕ23 = 1 +X 48 ϕ2 = 1 +X +X2 +X3 +X4, ϕ3 = 1 +X
24 ϕ2 = 1 +X +X2 +X3, ϕ3 = 1 +X 49 ϕ7 = 1 +X +X2

25 ϕ5 = 1 +X +X2 50 ϕ2 = 1 +X, ϕ5 = 1 +X +X2

26 ϕ2 = ϕ13 = 1 +X 51 ϕ3 = ϕ17 = 1 +X
27 ϕ3 = ϕ7 = 1 +X 52 ϕ2 = 1 +X +X2, ϕ13 = 1 +X

Table 4.1.: Result of Algorithm 14.6 applied to the Specht lattice L(2,1n−1) for 3 ≤ n ≤ 53 and all primes p
dividing n.

The result of the computation can be summarized in the following lemma.

Lemma 14.10. Let 3 ≤ n ≤ 100 and p a rational prime. Then

ϕp =

vp(n)∑
i=0

Xi ∈ Z[X].

In particular, if p does not divide n, then ϕp = 1.

75
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§14D. A family of Solomon zeta functions

We now want to show that the algorithm given in the previous section can also be applied for computing
Solomon zeta functions for families of lattices. We will need a considerable amount of representation theory
of the symmetric group. The result of this section appeared as [Hof16]. The reference for all unexplained
material is [Jam78].

Assumption 14.11. Let n ≥ 3, G = Sn+1 and V the Specht module corresponding to the partition λ =
(2, 1n−1).

In this section we will determine the Solomon zeta functions of all ZG-lattices rationally equivalent to V . In
particular, we will show that Lemma 14.10 holds for all n ≥ 3. As already mentioned in §14C, the ZG-lattices
rationally equivalent to V have been determined by Plesken, Craig and Feit. Here we will use the lattices
as constructed by Craig. Due to [Cra76] we know that we can choose a Q-basis (e1, . . . , en) of V such that
for 1 ≤ k ≤ n the action of the adjacent transposition (k k + 1) is given by multiplication with the matrix
Ek,k−1 + 2Ek,k + Ek,k+1 − Ik. Here for 1 ≤ i, j ≤ n we denote by Ei,j the matrix (δikδjl)1≤k,l,≤n and set
Ei,j = 0 whenever i or j are not in {1, . . . , n}.

With respect to this chosen representation, in [Cra76] representatives for the isomorphism classes of ZG-
lattices rationally equivalent to V are explicitly constructed.

Definition 14.12. Denote by v the element en +
∑n−1
i=1 (−1)n+1−iiei ∈ V . For every integer d ∈ Z>0 define

the Z-module L(d) via

L(d) =
(n−1⊕
i=1

Zdei

)
⊕ Zv,

that is, with respect to (e1, . . . , en) the basis matrix of L(d) is
d 0 0 . . . (−1)n · 1
0 d 0 . . . (−1)n−1 · 2
...

...
...

...
...

0 . . . 0 d n− 1
0 . . . 0 0 1

 ∈ Matn×n(Z).

The main result of [Cra76] is the following classification.

Theorem 14.13 (Craig). If d is a divisor of n + 1, then the Z-module L(d) is a ZG-lattice of V . More-
over {L(d) | d divides n + 1} is a set of representatives for the isomorphism classes of ZG-lattices rationally
equivalent to V .

The lattice of p-sublattices and Euler factors. In order to apply the techniques introduced in §14C,
for each prime divisor p of #G and each ZG-lattice L rationally equivalent to V , we need to determine the
sublattice structure of the p-sublattices of L.

Assumption. Let us fix a rational prime p ∈ Z>0. For X ∈ {Φ,L,Lmax, rad, µ} we write Xp instead of XpZ.

Lemma 14.14. Let L ⊆ L(1) be a ZG-sublattice and assume there exists an exponent c ∈ Z≥1 such that
pcL(1) ⊆ L. Then there exist a, b ∈ Z≥0 with a+ b ≤ c, pb | n+ 1 (i.e. b ≤ vp(n+ 1)) and L = paL(pb).

Proof. Choose some basis matrix B ∈ Matn×n(Z) of L with respect to (e1, . . . , en) and denote by t the GCD
of the entries of B. We write B = tB′ with B′ = (b′ij)ij an element of Mn(Z) satisfying gcd(b′ij | i, j) = 1.
Denote by L′ the lattice spanned by the columns of B′. By assumption the index |L(1) : L| = det(B) is a
p-power. Thus the same is true for t and there exists a ∈ Z≥0 such that t = pa implying pc−aL(1) ⊆ L′.
Now [Cra76, Lemma 9], applied to L′ with basis matrix B′, shows that there exists an integer b ∈ Z≥0 with
b ≤ c− a, pb | n+ 1 and L′ = L(pb). �

Lemma 14.15. Let a, b, a′, b′ ∈ Z≥0 be integers. Then the following hold:

(i) We have paL(pb) ∩ pa′L(pb
′
) = pmax(a,a′)L(pmax(a+b,a′+b′)−max(a,a′)).

(ii) The inclusion paL(pb) ⊆ pa
′
L(pb

′
) holds if and only if a ≥ a′ and a + b ≥ a′ + b′. In this case we have

|pa′L(pb
′
) : paL(pb| = p(a−a′)n+(b−b′)(n−1).
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Proof. We have

paL(pb) =
(n−1⊕
i=1

Zpa+bei

)
⊕ Zpav and pa

′
L(pb

′
) =

(n−1⊕
i=1

Zpa
′+b′ei

)
⊕ Zpa

′
v.

By comparing the coefficients in front of v and the ei, the claims follow. �

Lemma 14.16. Let 0 ≤ i ≤ vp(n + 1) and assume that L is a proper ZG-sublattice of L(pi) with index a
p-power. Then the following hold:

(i) If i = 0, then L is contained in L(p).
(ii) If 0 < i < vp(n+ 1), then L is contained in L(pi+1) or pL(pi−1).

(iii) If i = vp(n+ 1), then L is contained in pL(pvp(n+1)−1).

Proof. Write L = paL(pb) with a, b ∈ Z≥0 and b ≤ vp(n+ 1).
(i): Assume that L is a proper ZG-sublattice of L(1). Then (a, b) 6= (0, 0) and therefore a + b ≥ 1. By
Lemma 14.15 we have L ⊆ L(p).
(ii): Assume that L is a proper ZG-sublattice of L(pi). Then (a, b) 6= (0, i). If a 6= 0, then a ≥ 1 and
a+ b ≥ i = 1 + (i− 1). Thus by Lemma 14.15 we have L ⊆ pL(pi−1). If a = 0, then we necessarily have b > i
and therefore L = L(pb) ⊆ L(pi+1).
(iii): Assume that L is a proper ZG-sublattice of L(pvp(n+1)). Then (a, b) 6= (0, vp(n+ 1)). Since we also have
b ≤ vp(n+ 1), we conclude that a ≥ 1. Thus by Lemma 14.15 we obtain L ⊆ pL(pvp(n+1)−1). �

As a consequence we obtain:

Lemma 14.17. For 0 ≤ i ≤ vp(n+ 1) we have

Lmax
p (L(pi)) =


{L(p)}, if i = 0,

{L(pi+1), pL(pi−1)}, if 0 < i < vp(n+ 1),

{pL(pi−1)}, if i = vp(n+ 1).

Remark 14.18. Let M and N be sublattices of L(1) with index a p-power and L ∈ Φp(M,N). Then the
condition Lp ∼= Np as ZpG-lattices is equivalent to L ∼= N as ZG-lattices. This can be seen as follows. Assume
that Lp ∼= Np as ZpG-lattices. If q 6= p is a rational prime, we have—the indices |L(1) : M |, |L(1) : N | and
|L(1) : L| being p-powers—L(1)q = Mq = Nq = Lq. Thus L and N lie in the same genus. As V is absolutely
irreducible this implies L ∼= N as ZG-lattices (see [CR81, 31.26 Theorem]). Thus

Φp(M,N) = {L ∈ Φp(M) | N ∼= L as ZG-lattices }.

Lemma 14.19. For 0 ≤ i ≤ vp(n+ 1) we have

radp(L) =


L(p), if i = 0,

pL(pi), if 0 < i < vp(n+ 1),

pL(pi−1), if i = vp(n+ 1).

Proof. This follows from Lemma 14.15 and 14.17. �

Lemma 14.20. For 0 ≤ i ≤ vp(n+ 1) the following hold:

Φp(L(pi)) =


{L(1), L(p)}, if i = 0,

{pL(pi−1), L(pi), pL(pi), L(pi+1)}, if 0 < i < vp(n+ 1),

{pL(pi−1), L(pi)}, if i = vp(n+ 1)

Proof. By Lemma 14.19 we know the p-radical of L(pi). The result follows by applying Lemma 14.15. �

We can now determine Φp(L(pi), L(pj)) for all 0 ≤ i, j ≤ vp(n+ 1).

Lemma 14.21. The following hold:
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(i) We have

Φp(L(1), L(pj)) =


{L(1)}, if j = 0,

{L(p)}, if j = 1,

∅, otherwise.

(ii) For 0 < i < vp(n+ 1) we have

Φp(L(pi), L(pj)) =


{pL(pi−1)}, if j = i− 1,

{L(pi), pL(pi)}, if j = i,

{L(pi+1)}, if j = i+ 1,

∅, otherwise.

(iii) We have

Φp(L(pvp(n+1)), L(pj)) =


{pL(pvp(n+1)−1)}, if j = vp(n+ 1)− 1,

{L(pvp(n+1))}, if j = vp(n+ 1),

∅, otherwise.

Proof. Note that by the classification of Craig we know that for 0 ≤ i, j ≤ vp(n+ 1) the ZG-lattices L(pi) and
L(pj) are isomorphic if and only if i = j. Since for any ZG-lattice M and integer m ∈ Z\{0} the ZG-lattices
M and mM are isomorphic, it follows, by Remark 14.18, that (paL(pi))p ∼= (pbL(pj))p as ZpG-lattices if and
only if i = j. �

We have now gathered enough information to compute the Euler factor of the lattices L(pi) at p. First
of all note that {L(pi)p | 0 ≤ i ≤ vp(n + 1)} is a complete set of representatives for isomorphism classes of
ZpG-lattices in L(1)p. Let B = (Z(L(pi)p), Z(L(pj)p))0≤i,j≤vp(n+1) ∈ Mat(vp(n+1)+1)×(vp(n+1)+1)(Z[[X]]) and
denote by A its inverse.

Proposition 14.22. The matrix A = (Aij)0≤i,j≤vp(n+1) is a tridiagonal matrix with Aij = 0 if |i − j| > 1
and

Aij =


1, if i = j = 0 or i = j = vp(n+ 1),

1 +Xn, if 0 < i = j < vp(n+ 1),

−X, if j = i− 1,

−Xn−1, if j = i+ 1,

that is,

A =



1 −Xn−1 0 0 0 . . . 0
−X 1 +Xn −Xn−1 0 0 · · · 0

0 −X 1 +Xn −Xn−1 0 . . . 0
...

...
...

...
...

...
...

0 . . . 0 −X 1 +Xn −Xn−1 0
0 . . . 0 0 −X 1 +Xn −Xn−1

0 . . . 0 0 0 −X 1


.

Proof. By Theorem 14.5 we have

Aij =
∑

M∈Φp(L(pi),L(pj))

µp(M,L(pi))[L(pi) : M ].

Now apply Lemma 14.21. �

Proposition 14.23. The matrix B = (Bij)0≤i,j≤vp(n+1) ∈ Mat(vp(n+1)+1)×(vp(n+1)+1)(Q[X]) with Bij =

Z(L(pi)p, L(pj)p) is given by

Bij =
1

1−Xn


1, if i = j,

X(i−j)(n−1), if i < j,

Xj−i, if i > j,
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that is,

B =
1

1−Xn



1 Xn−1 X2(n−1) X3(n−1) X4(n−1) · · · X(vp(n+1))(n−1)

X 1 Xn−1 X2(n−1) X3(n−1) · · · X(vp(n+1)−1)(n−1)

X2 X 1 Xn−1 X2(n−1) · · · X(vp(n+1)−2)(n−1)

...
...

...
...

...
...

...
Xvp(n+1)−2 Xvp(n+1)−3 · · · X 1 Xn−1 X2(n−1)

Xvp(n+1)−1 Xvp(n+1)−2 Xvp(n+1)−3 · · · X 1 Xn−1

Xvp(n+1) Xvp(n+1)−1 Xvp(n+1)−2 · · · X2 X 1


.

Proof. This is a straightforward calculation. For 0 ≤ i ≤ vp(n + 1) denote by Ai the ith row of A and by
Bi the ith column of B. We need to show that AiBj = δij for 0 ≤ i, j ≤ vp(n + 1). As an example let us
verify the case 1 ≤ i, j ≤ vp(n + 1) − 1, for which we have AiBj = Ai,i−1Bj,i−1 + Ai,iBj,i + Ai,i+1Bj,i+1 =
−XBj,i−1 + (1 +Xn)Bj,i −Xn−1Bj,i+1. Now

(Bj,i−1,Bj,i,Bj,i+1) =


(X(j−i+1)(n−1), X(j−i)(n−1), X(j−i−1)(n−1)), if i < j

(Xn−1, 1, X), if i = j

(Xi−j−1, Xi−j , Xi−j+1), if i > j.

and we easily conclude that AiBj = δij . �

Corollary 14.24. For 0 ≤ i ≤ vp(n+ 1) we have ζZpG(L(pi)p, s) = ϕp,i(p
−s), where

ϕp,i =
1

1−Xn

(
i∑

j=0

Xj +

vp(n+1)∑
j=i+1

X(j−i)(n−1)

)
.

Proof. The claim follows from Z(L(pi)p, X) =
∑vp(n+1)
j=0 Bij and ζZpG(L(pi)p, s) = Z(L(pi)p, p

−s). �

Computation of the Solomon zeta function. We now return to the global Solomon zeta function. Since
V is absolutely irreducible of dimension n, we have

ζV (s) = ζQ(ns)

and for every prime ideal p = pZ the Euler factor ζV,p is given by

ζV,p(s) =
1

1 + p−ns
.

Now if M is a ZG-lattice of V , by Theorem 9.14 we have

ζZG(M, s) = ζV (s)
∏
p|#G

ζZpG(Mp, s)

ζV,p(s)
.

As #G = (n+ 1)! we have

ζZG(M, s) = ζV (s)
∏

p prime
p≤n+1

ζZpG(Mp, s)

ζV,p(s)

and it remains to determine the local factors for all rational primes p ≤ n+ 1.

Proposition 14.25. Let M be a ZG-lattice of V . Then for all rational primes p ∈ Z not dividing n + 1 we
have

ζZpG(Mp, s)

ζV,p(s)
= 1.

Proof. If p does not divide n + 1, then by [Jam78, 23.7 Theorem] the quotient M/pM is an irreducible
FpG-module. In particular M/pM ∼= Mp/pMp is irreducible. This implies that pMp is the only maximal
ZpG-sublattice of Mp and therefore {piMp | i ∈ Z≥0} is the set of all ZpG-sublattices of Mp. Hence

ζZpG(Mp, s) =

∞∑
i=0

(pin)−s =
1

1 + p−ns
= ζV,p(s).

�
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Theorem 14.26. For a divisor d of n+ 1 the Solomon zeta function of the ZG-lattice L(d) is given by

ζZG(L(d), s) = ζQ(ns)
∏
p|n+1

ϕp,d(p
−s),

where p runs over all prime divisors of n+ 1, ζQ denotes the classical Riemann zeta function and

ϕp,d =

vp(d)∑
j=0

Xj +

vp(n+1)∑
j=vp(d)+1

X(j−vp(d))(n−1).

Proof. Let m = (n+ 1)!/n. The proof of [Cra76, Lemma 10] and its corollary show that

L(d) =
∑
p|n+1

mpL(pvp(d)),

where mp = m/pvp(m). While (mpL(pvp(d)))p = L(pvp(d))p, for a prime q 6= p we have (mqL(qvq(d)))p =
pvp(m)L(1)p. Since pvp(m)L(1) ⊆ pvp(d)L(1) ⊆ L(pvp(d)) we conclude that

L(d)p = L(pvp(d))p.

Together with Proposition 14.25 we obtain

ζZG(L(d), s) = ζQ(ns)
∏
p|n+1

ζZpG(L(d)p, s)

ζV,p(s)
= ζQ(ns)

∏
p|n+1

ζZpG(L(pvp(d))p, s)

ζV,p(s)
.

Since ζV,p(s)
−1 = g(p−s), where g = 1−Xn, the claim follows from Corollary 14.24. �

To compute the Solomon zeta function of the Specht lattice Lλ, it is sufficient to locate it in the classification
of Craig.

Lemma 14.27. If the rational prime p is a divisor of n+1, the module Lλ has a unique p-maximal sublattice.
This sublattice has index p in Lλ.

Proof. It is sufficient to prove that the FpG-module Lλ/pLλ has a unique maximal submodule and that this
submodule has index p. Let Sλ be the Specht module over Fp corresponding to λ. Then Lλ/pLλ is isomorphic
to Sλ and we can use the rich theory of Specht modules. Let µ be the conjugate partition of λ, that is,
µ = (n, 1). Then by [Jam78, Theorem 8.15] we have

(Sλ)∗ ∼= Sµ ⊗ S(1n+1),

where (Sλ)∗ = HomFp(Sλ,Fp) is the dual of Sλ. As n ≥ 2 the partition µ is p-regular and by [Jam78,
Corollary 12.2] the module Sµ has the unique composition series

Sµ ⊇ S ⊇ {0}.

where S is isomorphic to the trivial FpG-module. Thus Sµ has a unique 1-dimensional minimal submodule. As

S(1n+1) is 1-dimensional, also the tensor product Sµ⊗S(1n+1) has a unique 1-dimensional minimal submodule.
Since

N 7−→ N⊥ = {f ∈ (Sλ)∗ | f(n) = 0 for all n ∈ N}

is an anti-isomorphism between the lattice of submodules of Sλ and the lattice of submodules of (Sλ)∗ with
dimFp(N⊥) = dimFp(Sλ)−dimFp(N) (see [HGK07, Proposition 4.1.1]), the module Sλ has a unique maximal
submodule of dimension n− 1. �

Proposition 14.28. We have Lλ ∼= L(n+ 1) as ZG-modules.

Proof. Assume that they are not isomorphic. Then there exists a prime divisor p of n+ 1 such that (Lλ)p and
(L(n+1))p are not isomorphic as ZpG-modules. Since (L(n+1))p = (Lvp(n+1))p there exists 0 ≤ i < vp(n+1)
such that (Lλ)p ∼= L(pi)p. By Lemma 14.17 this implies that Lλ has a p-maximal submodule of index > p,
contradicting Lemma 14.27. �
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This proves the following corollary.

Corollary 14.29. The Solomon zeta function of the Specht lattice L(2,1n−1) is given by

ζZG(L(2,1n−1)) = ζQ(ns)
∏
p|n+1

ϕp(p
−s), where ϕp =

Xvp(n+1) − 1

X − 1
,

and p runs over all prime divisors of n+ 1.
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CHAPTER 5

Integrality of representations of finite
groups

In this chapter we come to the problem to which all the theory and algorithms in the previous chapters were
built toward to: Integrality of representations of finite groups. We begin by introducing the problem and
by linking it to the theory of lattices developed in the previous chapter. To give an algorithm for deciding
integrality, we have to investigate the reduction of lattices modulo (infinitely many) prime ideals. We finish this
topic by generalizing a theoretical result of Serre on the existence and non-existence of integral representations
realizing a given character. Combined with extensive numerical results this leads to various conjectures.

§15. The question of integrality

Assumption. Let G be a finite group, K a number field with ring of integers O and ρ : G → GLn(K) an
irreducible representation of G. We denote by V the associated irreducible KG-module.

Definition 15.1. The representation ρ : G → GLn(K) is called integral, if and only if ρ(g) ∈ GLn(O) for all
g ∈ G. We say that ρ can be made integral, if and only if there exists an integral representation G→ GLn(O)
which is equivalent to ρ. We call V integral if ρ can be made integral.

In other words, ρ can be made integral if and only if we can apply a base change such that all matrices have
integral entries. Recall that Burnside [Bur08] asked the question whether every representation over a number
field can be made integral. To investigate this question, let us translate integrality into the setting of lattices.
We have the following well-known result.

Lemma 15.2. The following are equivalent:
(i) The representation ρ can be made integral.
(ii) There exists a G-invariant finitely generated O-free O-module M ⊆ V .

(iii) There exists M ∈ L(V ) such that M is O-free.
(iv) For all M ∈ L(V ) we have 1 ∈ cl(L(M)).
(v) There exists M ∈ L(V ) such that 1 ∈ cl(L(M)).

(vi) We have cl(L(V )) ∩ im(fn) 6= ∅, where fn : ClK → ClK , [a] 7→ [a]n is the nth power map.

Proof. (i)⇒(ii): Let ρ′ : G→ GLn(K) be integral and equivalent to ρ. Then On is a free O-module, invariant
under ρ′(G). Let A ∈ GLn(K) be such that ρ(g)A = Aρ′(g) for all g ∈ G. Then if M denotes the image of
On under A : Kn → Kn, M is G-invariant and O-free.
(ii)⇒(iii)⇒(iv)⇒(v)⇒(vi): Clear.
(vi)⇒(i): Let M ∈ L(V ) such that cl(M)—and therefor also cl(M)−1—is an nth power. Thus we can find an
integral ideal a of K such that [a]n = cl(M)−1. Then aM ∈ L(V ) and cl(aM) = [a]n cl(M) = 1. Thus aM is
O-free and the representation obtained by choosing any O-basis of aM is integral and equivalent to ρ. �

Using this characterization it is easy to derive sufficient criteria for integrality. Note that they were obtained
already by Schur in [Sch11]:
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5. Integrality of representations of finite groups

Corollary 15.3. Assume that one of the conditions hold:
(i) We have K = Q.
(ii) We have hK = 1.

(iii) We have gcd(hK , n) = 1.
Then the representation ρ can be made integral.

Proof. (iii): If the class number is coprime to n, then the nth power map fn : ClK → ClK from the previous
lemma is a bijection. Thus the result follows from Lemma 15.2. Since (i) or (ii) imply (iii), we are done. �

Note that Corollary 15.3 provides us with a large amount of representations which can be made integral. In
sharp contrast, we are rather ignorant when it comes to representations which cannot be made integral. Since
Burnside raised the question in 1908, we only know of the following examples.

Example 15.4.
(i) Let Q8 be the quaternion group and ρ : Q8 → GLn(Q(

√
−35)) an absolutely irreducible representation

affording the unique irreducible C-character of Q8 of degree 2. Then in 1974, in a letter to Serre (see
[Ser08]), Feit showed that ρ cannot be made integral. The same example was independently discovered
by Cliff–Ritter–Weiss in [CRW92].

(ii) In [CRW92], it is shown that the metacyclic group G = 〈x, y | x9 = y19 = 1, yx = y7〉 admits an
absolutely irreducible representation G → GL3(K) which cannot be made integral, where K is the
unique subfield of Q(ζ57) of degree 12.

(iii) In response to Feit, in 1997 Serre extended (i) in the following way (see [Ser08]). Let Q(
√
−n) be a

imaginary quadratic field such that the irreducible C-character of the quaternion group Q8 of degree 2
can be realized by a representation ρn : Q8 → GL2(Q(

√
−n)). Serre showed that ρ can be made integral

if and only if n can be written as x2 + 2y2 with x, y ∈ Z. In particular for infinitely many values of n,
the representation ρn cannot be made integral.

Now let M be an OG-lattice of V and assume that we know the Steinitz class cl(M) of M . In Lemma 15.2 we
have seen that the integrality of ρ is intimately linked to the set cl(L(M)) of Steinitz classes of all sublattices
of M . Since for a sublattice N ⊆ M we have cl(N) = [(M : N)] · cl(M), it is therefore sufficient to study
[(M : N)], as N ranges through all sublattices of M . As a first step in this direction, we will now describe all
occurring index ideals (M : N), as N ∈ Lmax(M) ranges through the maximal sublattices of M . By Lemma 8.4
it is sufficient to understand the dimension of the composition factors of (the head of) M/pM for all nonzero
prime ideals p of O.

§16. Reduction theory

Assumption. Let G be a finite group, K a number field with ring of integers O and ρ : G → GLn(K) a
representation of G. We denote by V the associated KG-module.

The study of the reduced lattices M/pM in case K is a splitting field of G (and therefore V absolutely
irreducible) is a very old topic in representation theory and can be found in many textbooks, for example
[CR81]. The more general situation we will now discuss has not been studied before. Nevertheless we will use
the same language: Grothendieck groups and decomposition maps.

Definition 16.1. Let A be a ring and W an A-module of finite length, that is, W has a composition series.
An A-module S is called a composition factor of W , if S is isomorphic to a composition factor of W .

Lemma 16.2. Let M and N be OG-lattices of V and p a nonzero prime ideal of O. Then M/pM and N/pN
have the same composition factors as kpG-modules (up to isomorphism and counted with multiplicities).

Proof. This is proven in [CR81, (16.16) Proposition] in the setting of p-modular systems. It is easy to see that
it also holds in the present situation. �

Definition 16.3. Let A be a ring. We define the Grothendieck group G0(A) to be the group generated by
the isomorphism classes [X] of finitely generated A-modules X, with relations of the form

[X] = [Y ] + [Z],

for every exact sequence
0 −→ Y −→ X −→ Z −→ 0

of finitely generated A-modules.
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16. Reduction theory

Remark 16.4. The definition of G0 actually boils down to the following important fact: Two finitely gener-
ated A-modules U and W of finite length satisfy [U ] = [W ] in G0(A) if and only if U and W have the same
composition factors counted with multiplicities. In particular, if A is semisimple, then [U ] = [W ] if and only
if U and W are isomorphic as A-modules.

Definition 16.5. Let A be a ring and [X] ∈ G0(A), where X has finite length. We define the composition
factors of [X] to be the composition factors of X. In case A is a finite-dimensional K-module, we also define
dimK([X]) = dimK(X). We call [X] irreducible if [X] has only one composition factor. (These notions are
well-defined by the previous remark.)

Definition 16.6. Let p be a nonzero prime ideal of O. We define

dp : G0(KG) −→ G0(kpG), [W ] 7−→ [N/pN ],

where N is an OG-lattice of W , to be the decomposition map at p (this map is well-defined by Lemma 16.2).
We call dp([W ]) the reduction of W at p. Moreover we set

DW (p) = {dimkp(S) | S is a composition factor of dp([W ])}.

Our aim will now be an explicit description of
⋃

p DV (p), where p runs through all nonzero prime ideals of
O. While a single set DV (p) can be computed in finite time, it is not clear that the same holds for

⋃
p DV (p).

Actually we only need a description of
⋃

p6∈S DV (p), for some finite set S, since we can compute
⋃

p∈S DV (p)
in finite time.

Remark 16.7. In case V is absolutely irreducible, for every nonzero prime ideal p not dividing the group order
we know by a theorem of Brauer and Nesbitt ([BN41, Theorem 1]) that dp([V ]) is irreducible and therefore
DV (p) = {n}. Thus in this case we have

DV (p) = {n} ∪
⋃

p|#G

DV (p).

If V is merely irreducible, the situation gets much more involved as the reduction dp([V ]) will not be
irreducible in general, even if the prime ideal p does not divide the group order. We illustrate this with a
simple but highly instructive example.

Example 16.8. Consider the cyclic group G = C` of prime order ` with rational group algebra isomorphic
to Q[X]/(X` − 1) ∼= Q[X]/(Φ`) ×Q[X]/(X − 1), where Φ` ∈ Z[X] denotes the `-th cyclotomic polynomial.
Let V be Q[X]/(Φ`), which is an irreducible (but not absolutely irreducible) QG-module with ZG-lattice
M = Z[X]/(Φ`). We wish to determine dpZ([V ]) and DV (pZ) for all primes p 6= `. (Here S = {`} is the set of
primes which need special treatment). This is done by reducing the ZG-lattice M modulo pZ yielding

M/pM ∼= Fp[X]/(Φ`) ∼=
g∏
i=1

Fp[X]/(f
ni
i ),

where Φ` =
∏g
i=1 f

ni
i is the decomposition into irreducible pairwise non-associated polynomials f i ∈ Fp[X].

In particular d(p)([V ]) depends only on the factorization of Φ` modulo p. But we know that Φ` is equal to
the product of (`− 1)/f distinct irreducible polynomials of Fp[X] of degree f , where f denotes the order of p
modulo `. (This is just the decomposition law of primes in the cyclotomic extension Q(ζ`)|Q.) In particular
we obtain

DV (pZ) = {order of p modulo `} = {fQ(ζ`)|Q(p)},

where fQ(ζ`)|Q(p) is the inertia degree of p in the abelian extension Q(ζ`)|Q. For example, if ` = 7, then

DV (pZ) =


{1}, p ≡ 1 mod 7,

{3}, p ≡ 2, 4 mod 7,

{6}, p ≡ 3, 5 mod 7,

{2}, p ≡ 6 mod 7.

(By appealing to Chebotarev’s density theorem, we could even quantify for how many primes which type of
decomposition occurs asymptotically.)
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5. Integrality of representations of finite groups

We see that for this particular representation, the decomposition modulo p can be characterized purely by
congruence conditions. In this situation the corresponding simple component of the group algebra is an abelian
extension of Q and therefore decomposition modulo p is closely related to decomposition of prime ideals in
this abelian extension. In general the simple component is neither an abelian extension nor a field extension
of the ground field, but merely some matrix algebra over a division ring. Yet we will see that there exists
a closed formula for DV (p) in terms of basic invariants of V and p for almost all p. To obtain this formula,
we need more representation theory. In particular we need the theory of splitting fields and Schur indices as
described for example in [Isa06].

Definition 16.9.
(i) If k is a field and W a kG-module, we denote by χW : G→ k the k-character of G associated to W and

by mk(χ) the Schur index of χ over k. We denote by Irrk(G) the set of all irreducible k-characters of G.
If char(k) = 0, L|k is a field extension and θ ∈ IrrL(G) an irreducible character of G over L, we call θ a
constituent of χ, if θ is a constituent of χ considered as a character of G over L.

(ii) If L|k is a field extension and f : X → L a map, we define

k(f) = k(f(x) |x ∈ X) ⊆ L.

(In case χ : G→ L is a character, the field k(χ) is the usual character field.)

(iii) If R ⊆ R̃ is an extension of commutative rings, A an R-algebra and W an A-module, we denote by W R̃

the R̃⊗RA-module R̃⊗RW . Thus, in our setting, if L|K is a field extension, then V L is the LG-module
obtained by extending scalars from K to L.

A key ingredient for computing DV will be the extension of scalars to a splitting field and the following
lemma, which will allow us to pass down again and to get information in our original situation. This statement
can be found in [Isa06, Corollary 9.23]. We formulate it in the language of modules.

Lemma 16.10. Let k be a field of prime characteristic and L|k a field extension. Let U be an irreducible
LG-module. Let W be an irreducible kG-module, such that U is a constituent of WL. Then

dimk(W ) = [k(χU ) : k] · dimL(U).

Hence in prime characteristic, as soon as we know the dimension of an irreducible constituent in a larger
field and the character (field) thereof, we can compute the dimension. We begin with a general statement on
DV (p), which will be refined step by step.

Theorem 16.11. Let χ ∈ IrrC(G) be an irreducible constituent of χV : G→ C. Then the following hold:
(i) If mK(χ) > 1, then for all nonzero prime ideals p of O the following hold: For all x ∈ DV (p) we have

x < dimK(V ).
(ii) If mK(χ) = 1, then for all nonzero prime ideals p of O the following hold: For all x ∈ DV (p) we have

x ≤
fK(χ)|K(p)

[K(χ) : K]
dimK(V ),

where K(χ) is the character field of χ and fK(χ)|K(p) the inertia degree of p in the abelian extension
K(χ)|K.

Proof. Let L ⊇ K be a splitting field of χ with [L : K(χ)] = mK(χ). We set m = mK(χ). By the theory of the
Schur index, we know that χV = m(χ1 + · · ·+χl), where χ = χ1, χ2, . . . , χl are the distinct Galois conjugates
of χ over K so that l = [K(χ) : K]. On the module side this implies V L ∼=

⊕l
i=1 V

⊕m
i , for (absolutely)

irreducible LG-modules V1, . . . , Vl. We order the modules such that χVi = χi for all i = 1, . . . , l. Now let P
be a prime ideal of OL lying above p with associated residue field kP = OL/P and canonical surjection

πP : OL −→ kP.

We have a residue field extension kp ⊆ kP of degree fL|K(P|p) and the following commutative diagram:

G0(LG) G0(kPG)

G0(KG) G0(kpG)

dP

(−)L

dp

(−)kP
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16. Reduction theory

Let dp([V ]) =
∑r
i=1[Si] with irreducible kpG-modules Si and dP([V L]) =

∑t
j=1[Tj ] with irreducible kPG-

modules Tj . Then in G0(kPG) we have the following equality:

r∑
i=1

[S
kP
i ] = dp([V ])kP = dP([V L]) =

t∑
j=1

[Tj ] = m

l∑
i=1

dP([Vi]).

We want to use Lemma 16.10 to compute the dimensions of the Si. To do this, let us fix a composition factor
Si of dp([V ]). Then by the above consideration, we know that there exists Vj such that dP([Vj ]) and [S

kP
i ] have

a common composition factor. (Since P is an arbitrary nonzero prime ideal, the reductions of the absolutely
irreducible LG-modules Vj need not be irreducible.)
(i): Assume that dP([Vj ]) is not irreducible and let Tk be a common composition factor of dp([Vj ]) and S

kP
i .

Then using Lemma 16.10 we have

dimkp(Si) = [kp(χTk) : kp] · dimkP(Tk)

≤ [kP : kp] · dimkP(Tk)

< fL|K(P|p) · dimkP(dP([Vj ]))

= fL|K(P|p) · dimL(Vj)

≤ [L : K] · dimK(V )

[K(χ) : K] · [L : K(χ)]

= dimK(V ).

Now assume that dP([Vj ]) is irreducible and let q = P∩K(χ) be the prime ideal of OK(χ) lying below P and
above p. Then the character of dP([Vj ]) is just the composition

G OK(χ) kq,
χj πq

with πq the canonical projection πq : OK(χ) → kq. In particular kp(χdP([Vj ])) ⊆ kq. As dP([Vj ]) is a composition
factor of S

kP
i , by using Lemma 16.10 we obtain

dimkp(Si) = [kp(χdP([Vj ])) : kp] · dimkP(dP([Vi]))

≤ [kq : kp] · dimL(Vi)

= fK(χ)|K)(p) · dimK(V )

m · [K(χ) : K]

≤ dimK(V )

m
< dimK(V ).

(ii): Assume that the kpG-module Tk is a composition factor of dP([Vj ]) and S
kP
i . Then by Lemma 16.10 we

obtain

dimkp(Si) = [kp(χTk) : kp] · dimkP(Tk)

≤ [kP : kp] · dimkP(dP([Vj ])

= fL|K(P|p) · dimK(V )

[L : K]
.

Since mK(χ) = 1 we have L = K(χ) and the claim follows. �

Lemma 16.12. Let χ ∈ IrrC(G) be an irreducible constituent of χV . For each nonzero prime ideal p of O
with #G 6∈ p and every prime ideal q of OK(χ) lying above p we have

DV (p) =

{
[kp(πq ◦ χσ) : kp]

[K(χ) : K] ·mK(χ)
· dimK(V )

∣∣∣∣σ ∈ Gal(K(χ)|K)

}
,

where for σ ∈ Gal(K(χ)|K) we denote by χσ the associated Galois conjugate of χ.
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5. Integrality of representations of finite groups

Proof. We use the same notation as in the previous proof. In particular q is the prime ideal of OK(χ) lying
between p and P. Since #G 6∈ P, we know that dP([Vi]) is irreducible for i = 1, . . . , l. Thus if the kpG-module
S is a composition factor of dp([V ]), we know that there exists Vi such that dP([Vi]) is a composition factor of
SkP . Vice versa for every Vi there exists a composition factor S of dp([V ]) such that dP([Vi]) is a composition
factor of SkP . Since in this case we have (as in the proof of Theorem 16.11)

dimkp(S) = [kp(πq ◦ χi) : kp] · dimkP(dP([Vi])) =
[kp(πq ◦ χi) : kp]

[K(χ) : K] ·mK(χ)
· dimK(V ),

the claim follows by noting that {χ1, . . . , χl} = {χσ | σ ∈ Gal(K(χ)|K)}. �

Let p be a prime ideal of O and q a prime ideal of OK(χ) lying above p. Recall that for each σ ∈ Gal(K(χ)|K)
the ideal σ(q) is also a prime ideal of OK(χ) lying above p and we have an induced isomorphism of kp-algebras

σq : kq −→ kσ(q),

making the diagram

OK(χ) kq

OK(χ) kσ(q)

πq

σ σq

πσ(q)

commute.

Lemma 16.13. Let χ ∈ IrrC(G) be an irreducible constituent of χV . Let p be a nonzero prime ideal of O
with #G 6∈ p and q a prime ideal of OK(χ) lying above p. Then the following hold:

(i) For all τ, σ ∈ Gal(K(χ)|K) we have

[kp(πq ◦ χσ) : kp] = [kp(πτ(q) ◦ χτσ) : kp].

(ii) We have

DV (p) =

{
[kp(πσ(q) ◦ χ) : kp]

[K(χ) : K] ·mK(χ)
· dimK(V )

∣∣∣∣σ ∈ Gal(K(χ)|K)

}
.

Proof. (i): We have

τq(kp(πq ◦ χσ)) = kp(τq ◦ πq ◦ χσ) = kp(πτ(q) ◦ τ ◦ χσ) = kp(πτ(q) ◦ χτσ).

Since τq is an isomorphism of kp-algebras, the claim follows.
(ii): By (i) we have

[kp(πσ(q) ◦ χ) : kp] = [kp(πq ◦ χσ
−1

) : kp]

and therefore

{[kp(πσ(q) ◦ χ) : kp] | σ ∈ Gal(K(χ)|K)} = {[kp(πq ◦ χσ
−1

) : kp] | σ ∈ Gal(K(χ)|K)}
= {[kp(πq ◦ χσ) : kp] | σ ∈ Gal(K(χ)|K)}.

Now the claim follows from Lemma 16.12 �

The next lemma will help us to simplify the terms [kp(πσ(q) ◦ χ) : kp].

Lemma 16.14. Let E|K be a finite abelian extension and α1, . . . , αr ∈ OE integral elements such that
E = K(α1, . . . , αr). Then there exists an explicitly computable set S ⊆ Spec(O) such that for all nonzero
prime ideals p 6∈ S the following hold: For all prime ideals q of OE lying above p we have

[kp(πq(α1), . . . , πq(αr)) : kp] = fE|K(p).
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Proof. The theorem of Sonn–Zassenhaus ([SZ67]) shows that there exist µ1, . . . , µr ∈ {0, 1} such that the
element β = µ1α1 + · · ·+µrαr ∈ E is a primitive element of the extension E|K. In particular we may assume
that µi ∈ OE for all 1 ≤ i ≤ r, implying that

O[β] ⊆ O[α1, . . . , αr] ⊆ OE .

Let p be a nonzero prime ideal of O not dividing the index m = |OE : O[β]|, and q a prime ideal of OE lying
above p. According to the theorem of Kummer–Dedekind, we know that

[kp(πq(β)) : kp] = fE|K(p).

Thus it is sufficient to show that kp(πq(β)) = kp(πq(α1), . . . , πq(αr)). One of the inclusions being trivial, we
have to show that πq(αi) ∈ kp(πq(β)) for all 1 ≤ i ≤ r. But this follows from mO[α1, . . . , αr] ⊆ mOE ⊆ O[β]
and the fact that πq(m) ∈ k×p . �

Theorem 16.15. There exists an explicitly computable finite set S of prime ideals of p of O, such that for
all prime ideals p 6∈ S we have #G 6∈ p and

DV (p) =

{
fK(χ)|K(p)

[K(χ) : K] ·mK(χ)
· dimK(V )

}
,

Proof. By applying Lemma 16.14 to E = K(χ) = K(χ(g) | g ∈ G) (with {α1, . . . , αr} = {χ(g) | g ∈ G})
we obtain a finite set S0 of nonzero prime ideals such that [kp(πq ◦ χ) : kp] = [kp(πq(χ(g)) | g ∈ G) : kp] =
fK(χ)|K(p) for p 6∈ S0 and all nonzero prime ideals q of OK(χ) lying above p. Setting S = S0 ∪ {p ∈ Spec(O) |
#G 6∈ p}, the theorem now follows from Lemma 16.13. �

We end this section by answering the following basic question: Given an irreducible KG-module V , does
there exist a prime ideal p such that dp([V ]) is irreducible? And if this is the case, how many prime ideals are
there with this property?

Corollary 16.16. Let V be an absolutely irreducible KG-module. Then for almost all prime ideals p of O
the reduction dp([V ]) is irreducible.

Proof. This is a well known consequence of the theorem of Brauer–Nesbitt. �

Corollary 16.17. Let V be an irreducible KG-module which is not absolutely irreducible. Assume that
χ ∈ IrrC(G) is an irreducible constituent of χV . If mK(χ) > 1, then dp(V ) is reducible for all nonzero prime
ideals p of O.

Proof. This is Theorem 16.11 (i). �

Corollary 16.18. Let V be an irreducible KG-module which is not absolutely irreducible. Assume that
χ ∈ IrrC(G) is an irreducible constituent of χV . If mK(χ) = 1, then the following are equivalent:

(i) There exists a prime ideal p of O such that dp([V ]) is irreducible.
(ii) There are infinitely many prime ideals p of O such that dp([V ]) is irreducible.

(iii) The abelian extension K(χ)|K is cyclic.

Proof. (i)⇒(iii): Assume that dp([V ]) is irreducible at p. Then by Theorem 16.11 (ii) we know that fK(χ)|K(p) =
[K(χ) : K], that is, p is inert in K(χ). This implies that the Frobenius automorphism corresponding to p—
which is an element of Gal(K(χ)|K)—has order fK(χ)|K(p) = [K(χ) : K] = |Gal(K(χ)|K)|.
(iii)⇒(ii): Let S be a set as in Theorem 16.15. Since K(χ)|K is cyclic, the Galois group contains an element
of order [K(χ) : K]. By the Chebotarev density theorem this implies, that there are infinitely many prime
ideals p of O with p 6∈ S and fK(χ)|K(p) = [K(χ) : K] (since S is finite). Now (ii) follows from Theorem 16.15.
(ii)⇒(i): Trivial. �

Corollary 16.19. Let χ be an irreducible constituent of χV . Then there exists an explicitly computable finite
set S ⊆ Spec(O) such that

DV (Spec(O)\S) = {ord(σ) · deg(χ) | σ ∈ Gal(K(χ)|K)}.

Moreover, for each σ ∈ Gal(K(χ)|K), the fiber D−1
V ({ord(σ) · deg(χ)}) is infinite.

Proof. Let S be as in Theorem 16.15, enlarged to contain the zero ideal and the prime ideals of O which ramify
in K(χ)|K. For all p 6∈ S we have ord(FrobK(χ)|K(p)) = fK(χ)|K(p) and for a given σ ∈ Gal(K(χ)|K) there
are infinitely many p ∈ Spec(O) with FrobK(χ)|K(p) = σ. As deg(χ) = dimK(V )/([K(χ) : K] ·mK(χ)) the
claim follows. �
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5. Integrality of representations of finite groups

Reduction at prime ideals in ideal classes. In the previous section we have seen that there exists an
explicitly computable finite set of prime ideals S, such that DV (Spec(O)\S) can be described purely in terms
of the invariants of an irreducible constituent χ ∈ IrrC(G) of χV and the local behavior of the abelian extension
K(χ)|K. In particular this allows us to algorithmically determine DV (Spec(O)) = DV (Spec(O)\S) ∪DV (S).

For our application to the question of integrality, this is not enough. Although we now know in principle

DV (Spec(O)) = {n ∈ Z | (M : N) = pn for some N ∈ Lmax(M) and p ∈ Spec(O) },

that is, we know the exponents of the index ideals with respect to the particular p, this is not sufficient. We
need to understand the Steinitz classes of the index ideals [(M : N)] as N ranges through Lmax(M), the set
of all maximal sublattices of M . What we really need are the exponents of the index ideals of p-maximal
sublattices, where p is restricted to lie in an fixed ideal class of O. Thus we want to describe DV (C∩Spec(O)),
where C is an ideal class of O. Using this and Lemma 8.4 we then have

{Cn | n ∈ DV (C ∩ Spec(O))} = { [(M : N)] | N ∈ Lmax
p (M) for some p ∈ C }

and consequently using Lemma 8.3 we obtain

cl(Lmax(M)) = cl(M) ·
⋃

p∈Spec(O)
{ [(M : N)] | N ∈ Lmax

p (M)}

= cl(M) ·
⋃

C∈ClK
{ [(M : N)] | N ∈ Lmax

p (M) for some p ∈ C }

= cl(M) ·
⋃

C∈ClK
{Cn | n ∈ DV (C ∩ Spec(O)) }.

To get the refined information DV (C∩Spec(O)), we make the following observation: Apart from a contribu-
tion from an irreducible complex constituent of χV , for almost all prime ideals p the value of DV (p) depends
only on fK(χ)|K(p) = ord(FrobK(χ)|K(p)), where FrobK(χ)|K(p) is the Frobenius automorphism of K(χ)|K at
p. Fortunately, a similar result holds for the condition p ∈ C: Denote by H the Hilbert class field of K and
by τ ∈ Gal(H|K) the element FrobH|K(q) for some q ∈ C. Then p ∈ C if and only if FrobH|K(p) = τ . Thus
DV (C ∩ Spec(O)) can be obtained from the set

{(FrobH|K(p),FrobK(χ)|K(p)) | p ∈ Spec(O)\S} ⊆ Gal(H|K)×Gal(K(χ)|K),

by intersecting with {τ} ×Gal(K(χ)|K), where S is a finite set of prime ideals. To ease the notation we now
treat this problem for two arbitrary finite abelian extensions.

Assumption 16.20. For the rest of this section assume that L1|K, L2|K, are abelian extensions of K in a
fixed algebraic closure of K with associated Frobenius automorphism FrobLi|K . For i = 1, 2 we denote by
Si ⊆ Spec(O) the set of ramified prime ideals of Li|K and set S0 = S1 ∪ S2.

We now want to describe the “diagonal” ∆ of the Frobenius automorphisms defined as

∆ = {(FrobL1|K(p),FrobL2|K(p)) | p ∈ Spec(O)\S0} ⊆ Gal(L1|K)×Gal(L2|K).

Lemma 16.21. Let E = L1L2 be the compositum, F = L1 ∩ L2 the intersection and

ι : Gal(E|K) −→ Gal(L1|K)×Gal(L2|K), σ 7−→ (σ|L1 , σ|L2)

the canonical inclusion. Then the following hold:
(i) We have ∆ = im(ι).
(ii) We have

∆ = {(σ1, σ2) ∈ Gal(L1|K)×Gal(L2|K)) | σ1|F = σ2|F }.
(iii) We have

∆ = {(FrobE|K(p)|L1
,FrobE|K(p)|L2

) | p ∈ Spec(O)\S0}.

Proof. First note that since E is the compositum of the fields L1, L2 the set S0 is the set of ramified primes
of E|K. (i), (iii): Using Chebotarev’s density theorem we have

im(ι) = ι(Gal(E|K)) = ι({FrobE|K(p) | p ∈ Spec(O)\S0}).

As FrobE|K(p)|Li = FrobLi|K(p), both claims follow.
(ii): Follows from (i) and Galois theory. �
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Lemma 16.22. Let E = L1L2 be the compositum. Assume that B ∈ R>0 has the following property: For
each σ ∈ Gal(E|K) there exists p with N(p) ≤ B and FrobE|K(p) = σ. Then

∆ = {(FrobL1|K(p),FrobL2|K(p)) | p ∈ Spec(O)\S0, N(p) ≤ B}.

Proof. This follows from Lemma 16.21 (iii). �

Remark 16.23. Let E|K be any abelian extension. While the Chebotarev density theorem (and the finiteness
of Gal(E|K)) guarantees the existence of a number BE ∈ R>0 such that

Gal(E|K) = {FrobE|K(p) | p ∈ Spec(O)\S0, N(p) ≤ BE},

this does not give us any clue on how to find such a BE given E. A solution to the problem of finding a
suitable BE is usually referred to as the “effective Chebotarev density theorem” and was given by Lagarias,
Montgomery and Odlyzko in [LMO79]. They show that there exist explicitly computable constants A1, b ∈ R>0

such that we can take

BE =

{
b(log(|dE |))2, if GRH is true,

2|dE |A1 , else,

where dE is the absolute discriminant of E and GRH is the generalized Riemann hypothesis. Note that in
[LMO79] a more general statement is proven with E|K any normal extension and elements of Gal(E|K) being
replaced by conjugacy classes.

This easily turns into an algorithm for computing ∆.

Algorithm 16.24. The following steps return ∆.
(i) Compute a bound for dE , the absolute discriminant of E, and BE as in Remark 16.23. Denote by S0

the set of ramified primes of E|K.
(ii) Return

{(FrobL1|K(p),FrobL2|K(p)) | p ∈ Spec(O)\S0, N(p) ≤ BE}.

We now want to describe a second method for computing ∆, which is based on Lemma 16.21 (iii) and
(constructive) class field theory. Let us recall some basic facts about class field theory using the classical
pre-second world war formulation with moduli and congruence subgroups. We refer the reader to [Jan96] for
a complete treatment of this subject.

Recall that ΣR is the set of real infinite places of K. A modulus of K is a pair (m0,m∞) where m0 is an
integral ideal of K and m∞ ⊆ ΣR is a set of real places. For an element α ∈ K we set

α ≡∗ 1 mod m if and only if vp(x− 1) ≥ vp(m0) for all p | m0 and i(α) > 0 for all i ∈ m∞.

The ray modulo m is defined to be Km = {α ∈ K | α ≡∗ 1 mod m} and the ray class group modulo m is
defined to be Clm = Im/ι(Km), where Im is the set of fractional ideals with trivial valuations at all prime
ideals dividing m0 and ι(x) is the principal ideal generated by x ∈ K. A congruence subgroup modulo m is
a subgroup U of Clm. The main theorem of class field theory asserts that—among other things—the abelian
extensions of K can be parametrized by pairs (m, U) consisting of a modulus m and a congruence subgroup U
modulo m, modulo an equivalence relation we will not describe here. Moreover, if L|K corresponds to (m, U),
then there exists an isomorphism

ϕL|K,m : Clm/U −→ Gal(L|K),

(the Artin map), such that for all prime ideals p not dividing m, the element ϕL|K([p]) is equal to FrobL|K(p).

Lemma 16.25. Assume that for L1, L2 we are given moduli m1, m2 and congruence subgroups Ui ⊆ Clmi ,
i = 1, 2, and the Artin maps ϕLi|K,mi : Clmi/U → Gal(Li|K). Let m = lcm(m1,m2) and for i = 1, 2 denote by
ϕi the natural map ϕi : Clm → Clmi/Ui. Denote by F the intersection L1 ∩ L2. Then the following hold:

(i) For i = 1, 2 the diagram

Clm/ker(ϕi) Clmi/Ui Gal(Li|K)

Clm/〈ker(ϕ1), ker(ϕ2)〉 Gal(F |K)

ϕLi|K,m

πi (−)|F
ϕF |K,m

commutes.
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(ii) We have

∆ =
{

(ϕL1|K,m(C1), ϕL2|K,m(C2))
∣∣ (C1,C2) ∈ (Clm/ker(ϕ1))× (Clm/ker(ϕ2)), π1(C1) = π2(C2)

}
.

Proof. (i): The upper part of the diagram uses the well known fact, that we can always increase the modulus
while adjusting the congruence subgroup. Proceeding in this way, for i = 1, 2 the abelian extension Li|K
is parametrized by (m, ker(ϕi)). But then class field theory tells us that F = L1 ∩ L2 is parametrized by
(m, ker(ϕ1)∩ ker(ϕ2)). By class field theory, the restriction on the Galois group side corresponds to projection
on the ray class group side, thus (−)|F ◦ ϕLi|K,m = ϕF |K,m ◦ πi.
(ii): Follows immediately from (i) and Lemma 16.21 (ii). �

Remark 16.26. While class field theory itself dates back to the end of the 19th century, computational class
field theory is a rather young topic, which emerged in the 1990s. We won’t give any details here, but refer
the reader to the survey articles [Coh99, CS08] as well as [Coh00]. Note that class field theory is fully under
control from an algorithmic point of view. For example, [Fie06] describes how class field theory can be used
within the computer algebra system Magma.

Let us now come back to the computation of DV (C ∩ Spec(O)), where C ∈ ClK is a fixed ideal class of K.
We view C as a subset of IK , the set of fractional ideals of K.

Algorithm 16.27. Let C ∈ ClK be an ideal class and χ ∈ IrrC(G) an irreducible constituent of χV . The
following steps return a finite set S ⊆ Spec(O) and DV (C ∩ (Spec(O)\S)).

(i) Let S ⊆ Spec(O) be as in Theorem 16.15.
(ii) Determine a modulus m of K and a congruence subgroup U ⊆ Clm such that K(χ)|K is parametrized

by (m, U) and compute the Artin map ϕK(χ)|K,m : Clm/U −→ Gal(K(χ)|K).
(iii) Let n be the trivial modulus of K and H the Hilbert class field (which is parametrized by (n, 1)).

Determine the Artin map ϕH|K,n : ClK −→ Gal(H|K) and τ = ϕH|K,n(C).
(iv) Use Lemma 16.25 to determine

∆ = {(FrobK(χ)|K(p),FrobH|K(p)) | p ∈ Spec(O)\S}.

(v) Compute
T = {σ1 | (σ1, σ2) ∈ ∆, σ2 = τ} = ∆ ∩ (Gal(K(χ)|K)× {τ}).

(vi) Return S and {
ord(σ)

[K(χ) : K] ·mK(χ)
dimK(V )

∣∣∣∣σ ∈ T} .
Theorem 16.28. Algorithm 16.27 is correct.

Proof. First note that FrobH|K(p) = τ if and only if p ∈ C. Together with Theorem 16.15 it follows that

DV (C ∩ (Spec(O)\S)) =

{
fK(χ)|K(p)

[K(χ) : K] ·mK(χ)
· dimK(V )

∣∣∣∣ p ∈ C ∩ (Spec(O)\S)

}
=

{
ord(FrobK(χ)|K(p))

[K(χ) : K] ·mK(χ)
· dimK(V )

∣∣∣∣ p ∈ (Spec(O)\S), FrobH|K(p) = τ

}
=

{
ord(σ)

[K(χ) : K] ·mK(χ)
· dimK(V )

∣∣∣∣σ ∈ T } . �

Remark 16.29. To compute a parametrization of K(χ)|K one can proceed as follows. One first computes a
parametrization (m′, U ′) of the abelian extension Q(χ)|Q. Note that using the fact that Q(χ) ⊆ Q(ζexp(G))
this essentially boils down to finding Gal(Q(ζexp(G))|Q(χ)), for which there exist algorithms. By extending
the modulus m′ of Q to a modulus m of K, we get the following diagram

Clm Gal(K(χ)|K)

Clm′/U
′ Gal(Q(χ)|Q)

N (−)|Q(χ)

ϕQ(χ)|Q,m′

where N is the map induced by the ideal norm from K to Q. Now the translation theorem tells us that
(m, ker(N)) is the parametrization of K(χ)|K.
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§17. Testing integrality

We will now put everything together and present algorithms for testing integrality.

Using the Eichler condition. When studying the theory of algebras over number fields, one encounters
a dichotomy which penetrates large parts of the theory: Algebras which satisfy the Eichler condition and
algebras which do not satisfy this condition. The same applies in our case. Under the Eichler condition we
are able to provide much better algorithms for testing integrality.

Definition 17.1. A central simple K-algebra A is called a totally definite quaternion algebra if
(i) dimK(A) = 4,
(ii) every infinite place of K is real, that is, K is totally real,

(iii) we have Av ∼= H for every infinite place v of K, where H are the Hamilton quaternions (the unique real
division algebra of dimension 4).

A central simple K-algebra A satisfies the Eichler condition, if and only if A is not a totally definite quaternion
algebra. Now let A be a semisimple K-algebra with simple components Ai. Denote by Ki the center of Ai.
We say that A satisfies the Eichler condition, if and only if the central simple Ki-algebra Ai satisfy the Eichler
condition for all i. Finally, if V is an A-module we say that V satisfies the Eichler condition, if and only if
all Ai with AiV 6= {0} satisfy the Eichler condition (which is equivalent to EndA(V ) satisfying the Eichler
condition).

Remark 17.2. There are well known instances when the Eichler condition is satisfied.
(i) Assume that V is an absolutely irreducible A-module. Then V satisfies the Eichler condition.
(ii) Assume that KG is does not satisfy the Eichler condition. Then one of the following groups is a

homomorphic image of G (see [Rei03, (38.1)]):
(a) Generalized quaternion group of order 4n, n ≥ 2,
(b) binary tetrahedral group |2, 3, 3| of order 24,
(c) binary octahedral group |2, 3, 4| or order 48,
(d) binary icosahedral group |2, 3, 5| of order 120.

For us the most important property of algebras satisfying the Eichler condition is the following embedding
theorem, which is due to Jacobinski [Jac70].

Theorem 17.3. Assume that V is irreducible, satisfies the Eichler condition and M is an OG-lattice of V .
Fix a finite set of prime ideals S ⊆ Spec(O). Then every OG-lattice in the genus of M is isomorphic to an
OG-lattice N ⊆ M such that N ∈ Lmax

p (M) for some prime ideal p 6∈ S. That is, every OG-lattice in the
genus of M is isomorphic to a maximal sublattice N of M such that (M : N) is not divisible by a prime ideal
in S.

Using this theorem, it is now easy to describe the classes of all lattices in a fixed genus. Recall that
g(M) = {N ∈ L(M) | N ∨M} is the set of sublattices which lie in the same genus as M .

Lemma 17.4. Assume that V satisfies the Eichler condition. Let S be a finite set of prime ideals of O
containing the prime ideal divisors of #G. Then the following hold:

(i) We have

cl(g(M)) =
⋃

p∈Spec(O)\S
cl(Lmax

p (M)).

(ii) For p 6∈ S we have
cl(Lmax

p (M)) = cl(M) · {[p]l | l ∈ DV (p)}.

Proof. (i): One of the inclusions is Theorem 17.3. Now assume that N ∈ Lmax
p (M) for some p 6∈ S. Then

Nq = Mq for all q 6= p. In particular Nq = Mq for all q ∈ S by Theorem 6.19. Thus N ∨M .
(ii): By Lemma 8.4 and Remark 8.5 we know that

{(M : N) | N ∈ Lmax
p (M)} = {pdimkp (C) | C is a composition factor of (M/pM)/ rad(M/pM)}.

As #G 6∈ p, the kpG-module M/pM is semisimple and therefor the radical satisfies rad(M/pM) = 0. Hence
using Theorem 1.21 (vii) we obtain

cl(Lmax
p (M)) = cl(M) · {[(M : N)] | N ∈ Lmax

p (M)} = cl(M) · {[p]l | l ∈ DV (p)}. �
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Lemma 17.5. Assume that V satisfies the Eichler condition. Let S ⊆ Spec(O) be as in Lemma 17.4. Then
the following hold:

(i) We have

cl(g(M)) = cl(M) ·
⋃

C∈ClK
{Cl | l ∈ DV (C ∩ (Spec(O)\S))}.

(ii) Let M1, . . . ,Mr ∈ L(M) be sublattices of M such that any element of L(M) lies in the same genus as
one of the Mi. Then

cl(L(M)) =
⋃r

i=1
cl(Mi) ·

⋃
C∈ClK

{Cl | l ∈ DV (C ∩ (Spec(O)\S))}.

Proof. (i): We use Lemma 17.4. The claim follows by decomposing Spec(O)\S =
⋃

C∈ClK
C ∩ (Spec(O)\S).

(ii): Clear. �

Corollary 17.6. Assume that V is absolutely irreducible. Then we have

cl(g(M)) = cl(M) · ClnK .

Proof. Since V is absolutely irreducible, it satisfies the Eichler condition. We now use Lemma 17.5 (i). Since
for C ∈ ClK no prime ideal in C∩ (Spec(O)\S) is a prime ideal divisor of #G, we have DV (C∩ (Spec(O)\S)) =
{n}. �

As a consequence we have the following algorithms for testing integrality:

Algorithm 17.7 (Integrality test for irreducible representations). Assume that V satisfies the Eichler
condition. The following steps decide whether V is integral:

(i) Compute a Λ-lattice M ∈ L(V ).
(ii) Compute a set containing representatives M1, . . . ,Mr for the different genera in L(M) using Algo-

rithm 13.14 or a Monte-Carlo version thereof.
(iii) Use Algorithm 16.27 to compute a finite set S ⊆ Spec(O) and DV (C ∩ (Spec(O)\S)) for all C ∈ ClK .
(iv) Compute

C =
⋃r

i=1
cl(Mi) ·

⋃
C∈ClK

{Cd | d ∈ DV (C ∩ (Spec(O)\S))}.

(v) If 1 ∈ C return true, else return false.

Since in the absolutely irreducible case, Step (iv) has a very simple form, we formulate it as a separate
algorithm.

Algorithm 17.8 (Integrality test for absolutely irreducible representations). Assume that V is ab-
solutely irreducible. The following steps decide whether V is integral or not:

(i) Compute a Λ-lattice M ∈ L(V ).
(ii) Compute a set containing representatives M1, . . . ,Mr for the different genera in L(V ) using Algo-

rithm 13.14 or a Monte-Carlo version thereof.
(iii) Compute

C =
⋃r

i=1
cl(Mi) · ClnK .

(iv) If 1 ∈ C return true, else return false.

Without Eichler condition. Let us now assume that V is a KG-module not necessarily satisfying the
Eichler condition. By appealing to the constructive version of Jordan–Zassenhaus, we can still show that
testing whether V is integral or not can be done in finite time.

Algorithm 17.9. The following steps determine whether V is integral or not.
(i) Compute an OG-lattice M ∈ L(V ).
(ii) Let c be a an explicit constant of the theorem of Jordan–Zassenhaus, as in Corollary 10.18.

(iii) By iteratively constructing maximal submodules, compute the set

M = {N ∈ L(M) | N((M : N)) < c}.

(iv) Check if one of the OG-modules in M is O-free. If so, return true, else return false.

Theorem 17.10. Algorithm 17.9 is correct.

Proof. This follows from the fact that M contains—by the choice of c—a set of representatives for the iso-
morphism classes of OG-lattices in V . �
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§18. Existence of integral and nonintegral representations

As already mentioned in §15, it is very easy to come up with integral representations. For example, any
representation over Q will do. On the other hand, our knowledge of representations which cannot be made
integral is very limited, see Example 15.4. In this section, we will deal with the existence problem of non-
integral and integral representations realizing a given character of a finite group. Building on the work of
Serre, we will show that for characters of degree 2, rational character field and Schur index 2, there exist
non-integral representations realizing this character. This theoretical result is followed by experimental data
obtained by applying the techniques of §17 to a large set of characters. Eventually we formulate various
conjectures explaining the experimental and generalizing the theoretical result.

§18A. Theoretical results

We will need a considerable amount of the theory of Schur indices, in particular its connection to the theory
of algebras. Moreover we will have to investigate quaternion algebras in more detail. We refer the reader to
[Vig80, Lor08] for all unexplained material.

Splitting fields of characters.

Definition 18.1. Let G be a finite group and χ ∈ IrrC(G) an irreducible character. A number field K|Q is
called a splitting field of χ, if there exists a representation of G over K affording χ. A splitting field K is called
(degree-)minimal, if there is no splitting field of χ with degree smaller than K.

A splitting field K of χ is called integral, if a(ny) representation of G over K affording χ can be made
integral. Otherwise, the splitting field K is called nonintegral.

Let χ be an irreducible complex character of a finite group. Recall that the theory of minimal splitting fields
is closely connected to the theory of Schur indices. Since χ is just the trace of a representation affording χ, all
splitting fields of χ contain the character field Q(χ). All minimal splitting fields of χ have the same relative
degree over Q(χ), which is called the Schur index χ over Q and is denoted by mQ(χ)(χ). For each place v of
Q(χ), there is an associated local Schur index of χ at v, denoted by mQ(χ)v (χ). We have

mQ(χ)(χ) = lcm
v∈ΣQ(χ)

mQ(χ)v (χ)

and a field Q(χ) ⊆ K is a splitting field of χ, if and only if mQ(χ)v (χ) divides [Kw : Q(χ)v] for all places v of
Q(χ) and all places w of K lying above v.

A consequence of the previous discussion (and class field theory) is the fact that if mQ(χ) = 1, then Q(χ)
is the unique minimal splitting field of χ, and if mQ(χ) > 1, then there are infinitely many minimal splitting
fields of χ. In connection with integrality we now ask: Do there exist integral and nonintegral minimal splitting
fields of a given character? If so, how many are there?

Remark 18.2. Let us consider the case of trivial Schur index. In this case Q(χ) is the only minimal splitting
field of χ. Example 15.4 (ii) (see also [CRW92, Proposition 2.1]) shows that it can be nonintegral. On the
other hand, for a character χ with Q(χ) = Q the minimal splitting field of χ is integral. Thus in general both
cases will occur.

We will now concentrate on the case mQ(χ) > 1, more precisely on the case mQ(χ) = 2, Q(χ) = Q and
deg(χ) = 2. Before doing so, let us recall the interpretation of the theory of splitting fields of characters in
terms of splittings of simple algebras. For a field K, a central simple K-algebra A is said to be split by L,
where L is an extension of K, if A⊗ L is isomorphic to a full matrix algebra over L. By the theory of central
simple algebras, in case K is a number field this happens if and only if Lw splits Av = A ⊗Kv for all places
v of K and all places w of L lying above v. The connection to the splitting field of characters is given by
specializing K to be Q(χ) and A to be the simple component of the semisimple algebra Q(χ)G corresponding
to χ. Then L|K is a splitting field of χ if and only if L splits A.

A special situation. We will now concentrate on a special situation, originally treated by Serre in [Ser08],
for which the existence of integral and nonintegral minimal splitting fields is closely connected to the theory
of quaternion algebras and Hilbert symbols.

Assumption. Let G be a finite group and χ ∈ IrrC(G) an irreducible character with Q(χ) = Q, mQ(χ) = 2
and deg(χ) = 2.
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Thus, the simple component of QG corresponding to χ is a non-split quaternion algebra over Q, which we
denote by D. Recall that a quaternion algebra is just a 4-dimensional Q-algebra with center Q. We have the
following equivalence:

(i) A quadratic field K is a splitting field of χ,
(ii) all places v of Q with mQv

(χ) = 2 do not split in K|Q,
(iii) the field K can be embedded as a maximal subfield of D.
(iv) For all places v of Q at which D is ramified, the field Kw splits Dv for all places w of K lying above v.

(The algebra D is called ramified at a place v of Q, if and only if Dv = Qv ⊗D is a division algebra). Denote
by dD the product of all ramified primes of D including the factor −1, if D is ramified at ∞. For a, b ∈ Q we
denote by (a, b) the quaternion algebra over Q constructed as follows: On the 4-dimensional Q-vector space
with basis {1, i, j, k} we define multiplication using the rules i2 = a, j2 = b, ij = k and ji = −k. Note that
by abuse of notation we will view (a, b) also as the Hilbert symbol (a, b) over Q and for a place v of Q denote
by (a, b)v the corresponding local Hilbert symbol over Qv. By Br2(Q) we denote the subgroup of the Brauer
group of Q generated by quaternion algebras.

Definition 18.3. Let K be an imaginary quadratic number field with discriminant −d, d > 0. We define the
map

eK : ClK/Cl2K −→ Br2(Q), [a] 7−→ (N(a),−d).

Remark 18.4. Since we will interpret elements of Br2(Q) very often as Hilbert symbols, we will use multi-
plicative notation for the group operation in Br2(Q). Note that this is in contrast to the additive notation of
[Ser08].

Proposition 18.5. Let K be an imaginary quadratic number field with discriminant −d, which splits D and
which we consequently view as a subfield of D. Then the following hold:

(i) The map eK is well-defined and injective.
(ii) Let R be a maximal order of D containing O. Then the O-module R is G-invariant. In particular R is

an OG-lattice.
(iii) If R and R′ are two maximal orders of D containing O, then cl(R) = cl(R′) in ClK/Cl2K .
(iv) Let R be a maximal order of D containing O. Then we have eK(cl(R)) = (D) · (dD,−d), where (D) is

the class of D in Br2(Q).

Proof. This is all contained in [Ser08]. �

At this point, Serre turns to the special case D = (−1,−1) arising from the irreducible character of degree
2 of the quaternion group. In this special case, he is able to derive a simple characterization of all integral
minimal splitting fields.

Let K be an imaginary quadratic field which splits D. Then we can view D as a KG-module, which we
denote by VK , and we have seen that a maximal order R of D is an OG-lattice of VK . To determine integrality,
it is now sufficient to consider the set cl(L(R)) of classes of sublattices of R or—as eK is injective—the set
eK(cl(L(R))). As the possible classes of sublattices are closely connected to the decomposition of VK at prime
ideals p of K, we need to understand how the decomposition behaves for different splitting fields.

Definition 18.6. For a minimal splitting field K of χ we define SK = {p ⊆ O prime | dp([VK ]) is reducible}
and SK,Q = {p ∈ Z | (p) = Z ∩ p for some p ∈ SK}.

Remark 18.7. In general, SK1
6= SK2

for different splitting fields K1 and K2 of χ. Consider for example
G = C7 nC4, where the generator of C7 acts on the generator of C4 by inversion. This group has a character
χ ∈ IrrC(G) with deg(χ) = 2, mQ(χ) = 2 and Q(χ) = Q(α), where α3− 2α−α+ 1 = 0. The only prime with
non-trivial Schur index is 7. Consider the two splitting fields K1 = Q(χ,

√
−46) and K2 = Q(χ,

√
−7) of χ

and KiG-modules Vi realizing χ. For i = 1, 2 let pi be a prime ideal of Ki lying above 7. Then kp1
∼= F72 and

kp2
∼= F7. By computing the decomposition maps dpi([Vi]), we find that for p1 the reduction of V1 decomposes

into two one-dimensional representations, while for p2 the reduction of V2 stays irreducible. Thus 7 ∈ SK1,Q

while 7 6∈ SK2,Q.

Lemma 18.8. Let R be a maximal order of D containing O. Then

cl(L(VK)) = cl(R) ·
{∏

p∈S
[p] | S ⊆ SK

}
in ClK/Cl2K .
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18. Existence of integral and nonintegral representations

Proof. This is an easy application of Lemma 8.4. The class of a sublattice of R can only change by a square
or [p], where p is a prime ideal for which dp([VK ]) is reducible. �

Now define Sχ =
⋂
K SK,Q, where the intersection is over all minimal splitting fields K of D. In addition

we set e(D,K) = eK(cl(R)), where R is any maximal order of D containing O.

Proposition 18.9. We have

eK(cl(L(VK))) = e(D,K) ·
{∏

p∈S
(pfK|Q(p),−d) | S ⊆ Sχ

}
.

Proof. By applying the map eK to the equation obtained in the previous lemma, we obtain

eK(cl(L(VK))) = e(D,K) ·
{∏

p∈S
(pfK|Q(p),−d) | S ⊆ SK,Q

}
.

Assume that p ∈ SK,Q\Sχ and p is a prime ideal of K above p. Then there exists a minimal splitting field L
and a prime ideal q of L lying above p such that dp([VK ]) is reducible, while dq([VL]) is irreducible. This is
only possible if kp is strictly larger then kq. Thus N(p) = pfK|Q(p) = p2 and therefore (pfK|Q(p),−d) = 1. �

Proposition 18.10. We have

eK(cl(L(VK))) ⊆ e(D,K) ·
{∏

p∈S
(p,−d) | S ⊆ Sχ

}
.

Proof. This is clear. �

To construct nonintegral splitting fields we proceed as follows. The right hand side of Proposition 18.10 is
just a set of quaternion algebras over Q, which depends on the field K (remember that −d is the discriminant
of K). If we can show that for some splitting field K of χ, none of the quaternion algebras split, then we
are done. Since being a splitting field of an algebra is a local condition, we will carefully choose K such that
each quaternion algebra on the right hand side will be non-split at some place. At the same time we have to
ensure that K is a splitting field of χ, which is also a local condition but should not interfere with the splitting
of the quaternion algebras on the right hand side. Eventually everything boils down to finding integers with
prescribed Hilbert symbol (which is well understood).

In the following, for an odd integer n we will set ε(n) = (n − 1)/2 and ω(n) = (n2 − 1)/8. Now let p be a
prime and a, b ∈ Z. We write a = pvp(a)a′, b = pvp(b)b′ with a′, b′ ∈ Z. If p is odd, the Hilbert symbol at p can
be rewritten as

(a, b)p = (−1)vp(a)vp(b)ε(q)

(
a′

p

)vp(b)(
b′

p

)vp(a)

.

For the case p = 2 we have

(a, b)2 = (−1)ε(a
′)ε(b′)+vp(a)ω(b′)+vp(b)ω(a′).

Lemma 18.11. Let d ∈ Z be a square-free integer and q a prime.
(i) If q is odd, then (q, d)q = (−1)1+ε(q) implies (−dq ) = −1 or q | d, that is, q is not split in Q(

√
−d).

(ii) If q is 2, then (2, d)2 = −1 implies that 2 is not split in Q(
√
−d).

Proof. (i): If ε(q) ≡ 1 mod 2 and (q, d)q = 1, then 1 = (q, d)q = (−1)vq(d)(d′/q), where d = qvq(d)d′. Thus
vq(d) ≥ 1 (and d′ satisfies some condition), that is q | d, or vq(d) = 0 and 1 = (d′/q) = (d/q). As (d/q) = 1
is equivalent to (−d/q) = −1, that is, q is inert in Q(

√
−d), the claim follows. Now if ε(q) ≡ 0 mod 2 and

(q, d)q = −1, then −1 = (q, d)q = (d/q). Thus q | d or (d/q) = −1. As the latter is equivalent to (−d/q) = −1,
the claim follows.
(ii): If −1 = (2, d)2 = (−1)ω(d′), then either 2 | d or ω(d) ≡ 1 mod 4. As the later implies d ≡ 5 mod 8 (2 is
inert in Q(

√
−d)) or d ≡ 3 mod 4 (2 is ramified in Q(

√
−d)), the claim follows. �

The following theorem shows that integers with prescribed local Hilbert symbols exist in case all the obvious
necessary conditions are satisfied. We will use only the following rational version which can be found in [Ser73,
Chapter III, Theorem 4]. Note that the theorem holds in more general settings, see [Gra03, 7.3.2 Exercise]
and [Par13].
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5. Integrality of representations of finite groups

Theorem 18.12. Let (ai)i∈I be a finite family of elements of Q×, Σ ⊆ ΣQ a finite set of places of Q and
let (εi,v)i∈I,v∈Σ be a family with εi,v ∈ {±1}. Assume that for all v ∈ Σ there exists xv ∈ Q×v such that
(ai, xv)v = εi,v for all i ∈ I. Then there are infinitely many x ∈ Q×/(Q×)2 such that (ai, x)v = εi,v for all
i ∈ I and v ∈ Σ.

Proof. This is one of the directions of [Ser73, Chapter III, Theorem 4]. While Serre states the existence of
only one solution, the statement about the infinitely many follows readily (the proof involves Dirichlet’s result
on primes in arithmetic progression). �

To get the necessary existence in the assumption of the previous theorem, we will make use of the following
proposition.

Proposition 18.13. Let (pi)i∈I be a finite family of pairwise different elements of P ∪ {−1} and (εi)i∈I a
family with ε ∈ {±1}. Then there exist infinitely many primes q and integers x ∈ Z such that (pi, x)q = εi for
all i ∈ I.

Proof. Let q be an odd prime different from pi, i ∈ I and x ∈ Z with vq(x) = 1 (e.g. x = q). If p = −1, then

(p, x)q =

(
−1

q

)
= (−1)ε(q),

where ε(q) = (q − 1)/2. If p = 2, then

(p, x)q =

(
2

q

)
= (−1)ω(q),

where ω(q) = (q2 − 1)/8. Note that

if q ≡ 1 mod 8, then (2, x)q = 1 and (−1, x)q = 1,

if q ≡ 3 mod 8, then (2, x)q = −1 and (−1, x)q = −1,

if q ≡ 5 mod 8, then (2, x)q = −1 and (−1, x)q = 1,

if q ≡ 7 mod 8, then (2, x)q = 1 and (−1, x)q = −1.

Thus by choosing the residue class of q modulo 8 appropriately, we can obtain q and x with suitable behavior
of (pi, x)q in case pi ∈ {−1, 2}. Moreover, the value ε(q) is fixed. If pi is different from 2 and −1, then any
odd prime q with ( qpi ) = (−1)ε(pi)ε(q)εi will satisfy

(pi, x)q =

(
pi
q

)
= (−1)ε(pi)ε(q)

(
q

pi

)
= εi.

We see that for q and x to satisfy the condition of the statement, it is sufficient that q satisfies certain
congruence conditions modulo the numbers 8 and all odd primes among the pi. Thus the claim follows from
Dirichlet’s theorem on primes in arithmetic progression. �

We now come back to the existence of integral and nonintegral minimal splitting fields.

Theorem 18.14. Let χ be an irreducible character of a finite group with deg(χ) = 2, Q(χ) = Q and
mQ(χ) = 2. Then there exist infinitely many nonintegral minimal splitting fields of χ.

Proof. By Proposition 18.10 it is sufficient to show that there are infinitely many splitting fields K = Q(
√
−d),

d < 0, of D such that

1 6∈ e(D,K) ·
{∏

p∈S
(p,−d) | S ⊆ Sχ

}
.

Let Ram0(D) be the set of finite primes p at which D is ramified. Moreover define

Ram(D) =

{
Ram0(D) ∪ {−1}, D is ramified at ∞,

Ram0(D), else.
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18. Existence of integral and nonintegral representations

By Lemma 18.11 for K = Q(
√
−d), d < 0, to be a splitting field of D it is sufficient that for all q ∈ Ram0(D)

we have (q, d)q = (−1)1+ε(q) or (q, d)q = 1 for q = 2 respectively (the possible condition at the infinite place
is automatically satisfied as K is imaginary). For each S ⊆ Sχ we can write

e(D,K) ·
∏

p∈S
(p,−d) = (D) · (dD,−d) ·

∏
p∈S

(p,−d) = (D) ·
∏

p∈Ram(D)

(p,−d) ·
∏
p∈S

(p,−d) = (D) ·
∏
p∈TS

(p,−d)

for a suitable set TS ⊆ Sχ ∪ Ram(D). Thus it remains to show that there are infinitely many d such that

1 6∈
{

(D) ·
∏

p∈TS
(p,−d) | S ⊆ Sχ

}
.

As 1 6= (D) (D is a non-split algebra), we will from now on assume that all TS are non-empty.
For each S ⊆ Sχ choose a family of elements (εp,S)p∈Ram0(D)∪Sχ of {±1} with

∏
p∈TS εp,S = −1. For fixed S,

by Proposition 18.13 there exists a prime qS 6∈ Sχ ∪Ram(D) and x ∈ Z such that (DS)qS = 1 (the quaternion
algebra DS is non-split only at finitely many places) and (p, x)qS = εS,p for all p ∈ Ram0(D) ∪ Sχ. Thus we
have (D) ·

∏
p∈TS

(p,−x)


qS

= (D)qS ·
∏
p∈TS

(p,−x)qS =
∏
p∈TS

(p, x)qS = −1.

(As qS 6∈ TS we have (p,−1)qS = 1.) We can also assume that qS 6= qS′ for S 6= S′. We are now in the
situation of Theorem 18.12 with I = Sχ ∪ Ram(D), (ai)i∈I = (p)p∈Sχ∪Ram(D), Σ = (qS)S⊆Sχ and εi,v = εp,S .

After taking into account the condition for Q(
√
−d) to be a splitting field, Theorem 18.12 is still applicable

as the additional conditions only affect the places Ram(D) and Ram(D)∩Σ = ∅. The claim now follows from
Theorem 18.12 with (ai)i∈I = (p)p∈Ram0(D)∪Sχ and ε appropriately. �

We will now show that there are also infinitely many integral minimal splitting fields. Note that this is much
easier, since it is sufficient to show that ClK/Cl2K vanishes for infinitely many minimal splitting fields K of χ.

Proposition 18.15. Let p1, . . . , pl be distinct rational primes. Then there exist infinitely many imaginary
quadratic number fields K|Q such that pi is inert in K for 1 ≤ i ≤ l and ClK/Cl2K = 1.

Proof. From genus theory we know that ClK/Cl2K = 1 for all fields K = Q(
√
−p) where p is a prime with

p ≡ −1 (mod 4) ([FT93, V.1, Corollary 2]). Hence we are done if we can show that among the primes p with
p ≡ −1 (mod 4) there are infinitely many primes such that p1, . . . , pl are inert in Q(

√
−p). Let now be p a

prime with p ≡ −1 (mod 4). Since there are infinitely many primes p with p ≡ −1 (mod 4) we can assume
that p 6∈ {p1, . . . , pl}. Note that in particular we have dK = −p for the discriminant of K.

Consider first the case pi = 2 for some 1 ≤ i ≤ l. Then pi is inert in K if and only if dK ≡ 1 (mod 8) which
is equivalent to p ≡ −1 (mod 8). Thus we have the congruence condition p ≡ −1 (mod 8) at 8 which also
implies p ≡ −1 (mod 4).

Now let pi 6= 2. Then pi is inert in K if and only if the Legendre symbol (dK/pi) is equal to −1. Since
dK = −p this is equivalent to (

p

pi

)
= (−1)(−1)

pi−1

2 = (−1)
pi+1

2 .

Using Dirichlet’s theorem on primes in arithmetic progression we conclude that there are infinitely many p
satisfying the above congruence conditions for all pi. �

Theorem 18.16. Let χ be an irreducible character of a finite group with deg(χ) = 2, Q(χ) = Q and
mQ(χ) = 2. Then there exist infinitely integral minimal splitting fields of χ.

Proof. Let (sp)p∈S , S a finite set of places of Q, be the collection of local Schur indices with sp > 1, i.e., sp = 2
since mQ(χ) = 2. Then an extension K of the character field Q is a splitting field of χ if all places of K above
the p ∈ S have inertia degree divisible by 2. If K is quadratic this just means that all p ∈ S are inert. We now
apply Proposition 18.15 to the set of finite places of S. Note that since Proposition 18.15 yields imaginary
quadratic fields the possible condition at the infinite place is also satisfied. �

Corollary 18.17. Let χ be an irreducible character of a finite group with deg(χ) = 2, Q(χ) = Q and
mQ(χ) = 2. Then there exist infinitely many integral and nonintegral minimal splitting fields of χ.
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5. Integrality of representations of finite groups

§18B. Computational results

To test whether Corollary 18.17 holds in a more general setting, we have tried to find minimal integral and
nonintegral splitting fields for a large number of characters of various groups. Assume that χ is an irreducible
character of G with mQ(χ) > 1. To find these minimal splitting fields we proceeded as follows.

(i) Find some representation ρ : G→ GLn(L) affording χ over some minimal splitting field L of χ. We refer
the reader to the PhD thesis of Steel [Ste12] for details on this highly nontrivial problem.

(ii) Find an extension K of Q(χ) such that χ can be afforded by a representation over K and K is minimal.
Note that this can easily be checked using the local Schur indices of χ and the prime decomposition of
the corresponding prime ideals in K.

(iii) Extend ρ to a representation G→ GLn(KL) of the compositum KL.
(iv) Using the descent algorithm of Fieker [Fie09], it is now possible to find a representation ρK : G→ GLn(K)

affording χ. This is the costly step, since it involves a Galois cohomology computation in the extension
KL|Q.

(v) Check if ρK can be made integral using Algorithm 17.8.
(vi) Repeat steps (ii)-(v) until we have found an integral and a nonintegral minimal splitting field of χ.

Note that most of the time is spent during the construction of the representation in (i) and the descent
in (iv). Once this is done, the integrality test takes only a fraction of the overall time. Consequently, the
limiting factor of this approach is the degree of KL over Q. As K and L have degree mQ(χ) over Q(χ), the
compositum KL can have degree mQ(χ)2 over Q(χ). As Q(χ) always contains the mQ(χ)-th roots of unity,
we have [Q(χ) : Q] ≥ ϕ(mQ(χ)), where ϕ is Euler’s totient function. Thus it can (and will) happen that KL
has degree mQ(χ)2 · ϕ(mQ(χ)) over Q. Consequently, we cannot hope to get results for mQ(χ) ≥ 5. In our
computations, we have therefore only considered the case mQ(χ) ∈ {2, 3}.

To find these characters, we relied on the table of small groups up to order 2000 by Besche, Eick and O’Brien
([BEO02]). For each of the groups with order bounded by 127 we have computed the character table, the Schur
indices, the degrees of the character fields and singled out the characters with reasonable parameters. While
the quantitative results are captured by Table A.1, the qualitative results are summarized in the following
theorem.

Theorem 18.18. Let G be a finite group with #G ≤ 127 and χ a character with mQ(χ) ∈ {2, 3} and
mQ(χ) · [Q(χ) : Q] ≤ 8. Then χ has an integral minimal splitting field. Assuming that the generalized
Riemann hypothesis holds, every χ also has a nonintegral minimal splitting field.

§18C. Two conjectures

The previous results of this section indicate that in case the Schur index is non-trivial, there should exist
integral and nonintegral minimal splitting fields.

Conjecture 18.19. Let χ be an irreducible character of a finite group with Schur index mQ(χ) > 1. Then
the following hold:

(i) There exists an integral minimal splitting field of χ.
(ii) There exists a nonintegral minimal splitting field of χ.

Corollary 18.17 gives evidence that also a stronger conjecture could hold.

Conjecture 18.20. Let χ be an irreducible character of a finite group with Schur index mQ(χ) > 1. Then
the following hold:

(i) There exist infinitely many integral minimal splitting fields of χ.
(ii) There exist infinitely many nonintegral minimal splitting fields of χ.
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APPENDIX A

Numerical results

Description of the table. The data in Table A.1 is to be read as follows. Each row corresponds to an
isomorphism class of a finite group G. The column headed “(k, l)” contains the ID of the group in the table
of Besche, Eick and O’Brien, which is isomorphic to G. Here k = #G. The column headed “#{χ}” denotes
the number of irreducible complex characters χ of G with mQ(χ) ∈ {2, 3} and mQ(χ) · [Q(χ) : Q] ≤ 8. The
third column contains a set of number fields or defining equations for number fields respectively, such that
every character χ of G with mQ(χ) ∈ {2, 3} and mQ(χ) · [Q(χ) : Q] ≤ 8 has a minimal integral splitting field
contained in this set. Finally, the last column contains a set of number fields or defining equations for number
fields respectively, such that every character χ with mQ(χ) ∈ {2, 3} and mQ(χ) · [Q(χ) : Q] ≤ 8 has a minimal
nonintegral splitting field contained in this set. If for a group G there is no corresponding row in Table A.1,
then G does not have a character χ with mQ(χ) ∈ {2, 3} and mQ(χ) · [Q(χ) : Q] ≤ 8.

Reliability of the data. The correctness of the results given by the fourth column depends on the generalized
Riemann hypothesis (GRH): To test whether the classes of lattices are not principal, we computed the class
group of the number field assuming GRH and then used this class group to prove that something is not
principal. On the other hand, the results given by the third column are unconditional. Once a generator of a
class of a sublattice is found, this proves that the ideal is a principal ideal and the representation can be made
integral.

Table A.1.: Groups G with #G ≤ 127 and characters χ with mQ(χ) ∈ {2, 3} and mQ(χ) · [Q(χ) : Q] ≤ 8

Defining equations for minimal

(k, l) #{χ} integral splitting fields nonintegral splitting fields

(8, 4) 1 X2 −X + 1 X2 −X + 9

(12, 1) 1 X2 + 1 X2 + 10

(16, 4) 1 X2 −X + 1 X2 −X + 9

(16, 9) 2 X4 + 1 X4 + 20X2 + 121

(16, 12) 2 X2 −X + 1 X2 −X + 9

(20, 1) 2 X4 + 6X2 + 4 X4 + 7X2 + 36

(24, 1) 1 X2 + 1 X2 + 10

(24, 3) 1 X2 −X + 1 X2 −X + 9

(24, 4) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(24, 7) 2 X2 + 1 X2 + 10

(24, 11) 1 X2 −X + 1 X2 −X + 9

(28, 1) 3 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(32, 2) 1 X2 −X + 1 X2 −X + 9

(32, 8) 1 X2 −X + 1 X2 −X + 39

(32, 10) 2 X4 + 1 X4 + 20X2 + 121

(32, 12) 1 X2 −X + 1 X2 −X + 9

Continued
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A. Numerical results

Defining equations for minimal

(k, l) #{χ} integral splitting fields nonintegral splitting fields

(32, 13) 1 X2 −X + 1 X2 −X + 9

(32, 14) 3 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(32, 15) 1 X2 −X + 1 X2 −X + 9

(32, 20) 4 X8 + 1 X8 + 60X6 + 1218X4 + 7680X2 + 16384

(32, 23) 2 X2 −X + 1 X2 −X + 9

(32, 26) 2 X2 −X + 1 X2 −X + 9

(32, 29) 2 X2 −X + 1 X2 −X + 9

(32, 32) 2 X2 −X + 1 X2 −X + 9

(32, 35) 4 X2 −X + 1 X2 −X + 9

(32, 41) 4 X4 + 1 X4 + 20X2 + 121

(32, 44) 1 X2 −X + 1 X2 −X + 39

(32, 47) 4 X2 −X + 1 X2 −X + 9

(32, 50) 1 X2 −X + 1 X2 −X + 39

(36, 1) 4 X2 + 1
X6 + 6X4 + 9X2 + 1

X2 + 10
X6−6X5+39X4−118X3+474X2−660X+1961

(36, 6) 1 X2 + 1 X2 + 10

(36, 7) 4 X2 + 1 X2 + 10

(40, 1) 6 X4 + 6X2 + 4
X8 + 7X4 + 1

X4 + 7X2 + 36
X8 + 4X7 − 24X6 − 86X5 + 357X4 + 862X3 −

3054X2 − 3500X + 12164
(40, 3) 1 X2 + 2 X2 + 17

(40, 4) 5 X2 −X + 1
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(40, 7) 4 X4 + 6X2 + 4 X4 + 7X2 + 36

(40, 11) 1 X2 −X + 1 X2 −X + 9

(44, 1) 5 X10 −X9 + 5X8 − 2X7 + 16X6 − 7X5 + 20X4 +
X3 + 12X2 − 3X + 1

X10 − 8X9 + 90X8 − 454X7 + 2928X6 −
10186X5 + 46169X4 − 106648X3 + 359878X2 −

441108X + 1116809

(48, 1) 5 X2 + 1
X8 + 1

X2 + 10
X8 − 192X6 + 272X5 + 14800X4 − 22328X3 −

439416X2 + 1040240X + 8797729
X8 + 4X7 − 148X6 − 320X5 + 8906X4 +

12688X3 − 236588X2 − 440160X + 4654850
X8 + 4X7 − 18X6 − 112X5 − 97X4 + 552X3 +

1882X2 + 3332X + 4337

(48, 8) 6 X4 + 1
X8 −X4 + 1

X4 + 20X2 + 121
X8 + 4X7 + 46X6 + 124X5 + 903X4 + 1604X3 +

8986X2 + 8204X + 36622
(48, 9) 2 X2 + 1 X2 + 10

(48, 10) 2 X2 + 1 X2 + 10

(48, 11) 2 X2 + 1 X2 + 10

(48, 12) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(48, 13) 5
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 10
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78
(48, 15) 1 X2 −X − 1 X2 −X − 4423

(48, 16) 1 X2 −X + 1 X2 −X + 75

(48, 18) 3 X2 + 1
X4 + 1

X2 + 514
X4 + 20X2 + 121

(48, 19) 2 X2 + 1 X2 + 10

(48, 22) 1 X2 −X + 1 X2 −X + 9

(48, 27) 2 X4 + 1 X4 + 20X2 + 121

(48, 28) 3 X2 + 1
X4 + 1

X2 + 514
X4 + 6X2 + 16

(48, 30) 1 X2 + 1 X2 + 10

(48, 32) 2 X2 −X + 1 X2 −X + 9

(48, 34) 6 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(48, 39) 1 X2 + 1 X2 + 274

Continued

102



Defining equations for minimal

(k, l) #{χ} integral splitting fields nonintegral splitting fields

(48, 40) 3 X2 −X + 1
X2 −X + 75
X2 −X + 9

(48, 41) 1 X2 −X − 1 X2 −X − 4423

(48, 42) 4 X2 + 1 X2 + 10

(48, 46) 2 X2 −X + 1 X2 −X + 9

(56, 1) 3 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(56, 3) 1 X2 −X + 1 X2 −X + 9

(56, 6) 6 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(56, 10) 1 X2 −X + 1 X2 −X + 9

(60, 1) 1 X2 + 1 X2 + 10

(60, 2) 2 X4 + 6X2 + 4 X4 + 7X2 + 36

(60, 3) 7
X2 + 1

X4 + 6X2 + 4
X8 −X7 +X5 −X4 +X3 −X + 1

X2 + 10
X4 + 7X2 + 36

X8 − 6X7 + 2603X6 − 11670X5 + 2543416X4 −
7581630X3 + 1105646142X2 − 1645203312X +

180426088701
(60, 7) 1 X2 + 1 X2 + 10

(64, 5) 1 X2 −X + 1 X2 −X + 39

(64, 7) 2 X4 + 1 X4 + 20X2 + 121

(64, 9) 2 X4 + 1 X4 + 20X2 + 121

(64, 11) 1 X2 −X + 1 X2 −X + 39

(64, 13) 3 X2 −X + 1
X4 + 1

X2 −X + 39
X4 + 20X2 + 121

(64, 14) 4 X4 + 1 X4 + 20X2 + 121

(64, 15) 1 X2 −X + 1 X2 −X + 9

(64, 16) 3 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 17) 1 X2 −X + 1 X2 −X + 9

(64, 18) 1 X2 −X + 1 X2 −X + 9

(64, 19) 1 X2 −X + 1 X2 −X + 9

(64, 20) 1 X2 −X + 1 X2 −X + 9

(64, 21) 3 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 22) 1 X2 −X + 1 X2 −X + 9

(64, 23) 1 X2 −X + 1 X2 −X + 9

(64, 24) 2 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 25) 1 X2 −X + 1 X2 −X + 9

(64, 37) 2 X2 −X + 1 X2 −X + 39

(64, 39) 4 X8 + 1 X8 + 60X6 + 1218X4 + 7680X2 + 16384

(64, 43) 2 X4 + 1 X4 + 68X2 + 1225

(64, 44) 1 X2 −X + 1 X2 −X + 9

(64, 45) 1 X2 −X + 1 X2 −X + 9

(64, 46) 1 X2 −X + 1 X2 −X + 9

(64, 47) 7
X2 −X + 1

X4 + 1
X8 + 1

X2 −X + 9
X4 + 20X2 + 121

X8 + 60X6 + 1218X4 + 7680X2 + 16384

(64, 48) 3 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 49) 3 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 56) 2 X2 −X + 1 X2 −X + 9

(64, 59) 2 X2 −X + 1 X2 −X + 9

(64, 61) 2 X2 −X + 1 X2 −X + 9

(64, 63) 2 X2 −X + 1 X2 −X + 9

(64, 65) 6 X2 −X + 1 X2 −X + 9

(64, 66) 2 X2 −X + 1 X2 −X + 9

(64, 68) 2 X2 −X + 1 X2 −X + 9
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(64, 70) 4 X2 −X + 1 X2 −X + 9

(64, 72) 4 X2 −X + 1 X2 −X + 9

(64, 74) 2 X2 −X + 1 X2 −X + 9

(64, 76) 6 X2 −X + 1 X2 −X + 9

(64, 77) 2 X2 −X + 1 X2 −X + 9

(64, 79) 4 X2 −X + 1 X2 −X + 9

(64, 80) 2 X2 −X + 1 X2 −X + 9

(64, 81) 2 X2 −X + 1 X2 −X + 9

(64, 93) 2 X2 −X + 1 X2 −X + 39

(64, 96) 4 X4 + 1 X4 + 20X2 + 121

(64, 98) 1 X2 −X + 1 X2 −X + 39

(64, 100) 2 X2 −X + 1 X2 −X + 39

(64, 103) 2 X2 −X + 1 X2 −X + 9

(64, 104) 2 X2 −X + 1 X2 −X + 9

(64, 105) 2 X2 −X + 1 X2 −X + 9

(64, 106) 2 X2 −X + 1 X2 −X + 9

(64, 107) 6 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 108) 2 X2 −X + 1 X2 −X + 9

(64, 109) 3 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 110) 2 X2 −X + 1 X2 −X + 9

(64, 111) 2 X2 −X + 1 X2 −X + 9

(64, 120) 4 X4 + 1 X4 + 20X2 + 121

(64, 121) 1 X2 −X + 1 X2 −X + 39

(64, 122) 2 X2 −X + 1 X2 −X + 39

(64, 126) 2 X2 −X + 1 X2 −X + 9

(64, 127) 2 X2 −X + 1 X2 −X + 9

(64, 129) 1 X2 −X + 1 X2 −X + 39

(64, 132) 5 X2 −X + 1
X4 + 1

X2 −X + 39
X4 + 20X2 + 121

(64, 133) 1 X2 −X + 1 X2 −X + 39

(64, 137) 2 X2 −X + 1 X2 −X + 39

(64, 142) 1 X2 −X + 1 X2 −X + 39

(64, 143) 5 X2 −X + 1
X4 + 1

X2 −X + 39
X4 + 20X2 + 121

(64, 145) 1 X2 −X + 1 X2 −X + 39

(64, 148) 4 X4 + 1 X4 + 20X2 + 121

(64, 149) 1 X2 −X + 1 X2 −X + 39

(64, 151) 2 X2 −X + 1 X2 −X + 39

(64, 154) 2 X4 + 1 X4 + 68X2 + 1225

(64, 155) 3 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 156) 3 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 157) 2 X2 −X + 1 X2 −X + 9

(64, 158) 6 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 159) 2 X2 −X + 1 X2 −X + 9

(64, 160) 3 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 161) 1 X2 −X + 1 X2 −X + 39

(64, 164) 1 X2 −X + 1 X2 −X + 39

(64, 165) 4 X4 + 1 X4 + 20X2 + 121

(64, 166) 1 X2 −X + 1 X2 −X + 39

(64, 168) 4 X4 + 1 X4 + 20X2 + 121

(64, 170) 1 X2 −X + 1 X2 −X + 39
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(64, 172) 2 X2 −X + 1 X2 −X + 39

(64, 175) 8 X4 + 1 X4 + 20X2 + 121

(64, 178) 2 X2 −X + 1 X2 −X + 39

(64, 179) 4 X2 −X + 1 X2 −X + 9

(64, 180) 4 X2 −X + 1 X2 −X + 9

(64, 181) 8 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(64, 182) 5 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 188) 8 X8 + 1 X8 + 60X6 + 1218X4 + 7680X2 + 16384

(64, 191) 2 X4 + 1 X4 + 68X2 + 1225

(64, 194) 4 X2 −X + 1 X2 −X + 9

(64, 197) 4 X2 −X + 1 X2 −X + 9

(64, 200) 2 X2 −X + 1 X2 −X + 39

(64, 201) 1 X2 −X + 1 X2 −X + 39

(64, 204) 4 X2 −X + 1 X2 −X + 9

(64, 208) 4 X2 −X + 1 X2 −X + 9

(64, 212) 8 X2 −X + 1 X2 −X + 9

(64, 214) 4 X2 −X + 1 X2 −X + 9

(64, 217) 2 X2 −X + 1 X2 −X + 39

(64, 218) 1 X2 −X + 1 X2 −X + 39

(64, 220) 1 X2 −X + 1 X2 −X + 39

(64, 222) 2 X2 −X + 1 X2 −X + 39

(64, 223) 1 X2 −X + 1 X2 −X + 39

(64, 224) 4 X2 −X + 1 X2 −X + 9

(64, 225) 5 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 228) 1 X2 −X + 1 X2 −X + 39

(64, 229) 1 X2 −X + 1 X2 −X + 39

(64, 230) 5 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 233) 1 X2 −X + 1 X2 −X + 39

(64, 235) 4 X2 −X + 1 X2 −X + 9

(64, 237) 1 X2 −X + 1 X2 −X + 39

(64, 238) 5 X2 −X + 1
X2 −X + 39
X2 −X + 9

(64, 239) 8 X2 −X + 1 X2 −X + 9

(64, 243) 1 X2 −X + 1 X2 −X + 39

(64, 244) 2 X2 −X + 1 X2 −X + 39

(64, 245) 3 X2 −X + 1 X2 −X + 39

(64, 252) 8 X4 + 1 X4 + 20X2 + 121

(64, 255) 2 X2 −X + 1 X2 −X + 39

(64, 259) 2 X4 + 1 X4 + 68X2 + 1225

(64, 262) 8 X2 −X + 1 X2 −X + 9

(64, 265) 2 X2 −X + 1 X2 −X + 39

(72, 1) 4 X2 + 1
X6 + 6X4 + 9X2 + 1

X2 + 10
X6−6X5+39X4−118X3+474X2−660X+1961

(72, 3) 1 X2 −X + 1 X2 −X + 9

(72, 4) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(72, 7) 8 X2 + 1
X6 + 6X4 + 9X2 + 1

X2 + 10
X6−6X5+39X4−118X3+474X2−660X+1961

(72, 11) 1 X2 −X + 1 X2 −X + 9

(72, 12) 1 X2 + 1 X2 + 10

(72, 13) 4 X2 + 1 X2 + 10

(72, 19) 2 X2 + 1 X2 + 34
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(72, 20) 3 X2 + 1
X2 + 10
X2 + 34

(72, 22) 1 X2 + 1 X2 + 94

(72, 24) 6
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 94
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78
(72, 25) 1 X2 −X + 1 X2 −X + 9

(72, 26) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(72, 29) 2 X2 + 1 X2 + 10

(72, 31) 9 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(72, 34) 8 X2 + 1 X2 + 10

(72, 38) 1 X2 −X + 1 X2 −X + 9

(72, 41) 1 X2 −X + 1 X2 −X + 9

(80, 1) 6 X4 + 6X2 + 4
X8 + 7X4 + 1

X4 + 7X2 + 36
X8 + 4X7 − 24X6 − 86X5 + 357X4 + 862X3 −

3054X2 − 3500X + 12164
(80, 3) 1 X2 + 2 X2 + 17

(80, 8) 2 X4 + 1 X4 + 20X2 + 121

(80, 9) 12 X4 + 6X2 + 4
X8 + 7X4 + 1

X4 + 7X2 + 36
X8 + 4X7 − 24X6 − 86X5 + 357X4 + 862X3 −

3054X2 − 3500X + 12164
(80, 10) 4 X4 + 6X2 + 4 X4 + 7X2 + 36

(80, 11) 4 X4 + 6X2 + 4 X4 + 7X2 + 36

(80, 12) 5 X2 −X + 1
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(80, 13) 9
X2 −X + 1

X4 + 6X2 + 4
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X4 + 7X2 + 36

X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(80, 15) 2 X4 − 2X3 − 2X2 + 3X + 1
X4 − 6X2 + 49

X4 − 2X3 + 270X2 − 269X + 15559
X4 −X3 + 245X2 − 113X + 15109

(80, 16) 2 X4 +X3 +X2 +X + 1 X4 −X3 + 245X2 − 113X + 15109

(80, 17) 2 X4 − 2X3 +X − 1
X4 − 6X2 + 49

X4 − 2X3 + 270X2 − 269X + 15559

(80, 18) 4 X4 + 1
X4 − 6X2 + 49

X4 + 20X2 + 121
X4 − 2X3 + 270X2 − 269X + 15559

(80, 19) 4 X4 + 6X2 + 4 X4 + 7X2 + 36

(80, 22) 1 X2 −X + 1 X2 −X + 9

(80, 27) 2 X4 + 1 X4 + 20X2 + 121

(80, 28) 2 X4 + 1 X4 + 57X2 + 784

(80, 31) 1 X2 −X + 1 X2 −X + 9

(80, 32) 2 X2 + 2 X2 + 17

(80, 33) 2 X4 + 6X2 + 4 X4 − 4X3 + 13X2 − 18X + 44

(80, 35) 10 X2 −X + 1
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(80, 40) 2 X4 + 6X2 + 4 X4 + 117X2 + 3721

(80, 41) 4 X2 −X + 1
X4 + 6X2 + 4

X2 −X + 9
X4 + 117X2 + 3721

(80, 43) 8 X4 + 6X2 + 4 X4 + 7X2 + 36

(80, 47) 2 X2 −X + 1 X2 −X + 9

(84, 1) 1 X2 + 2 X2 −X + 4

(84, 3) 1 X2 + 1 X2 + 10

(84, 4) 3 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(84, 5) 4 X2 + 1
X6 + 10X4 + 24X2 + 8

X2 + 10
X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(88, 1) 5 X10 −X9 + 5X8 − 2X7 + 16X6 − 7X5 + 20X4 +
X3 + 12X2 − 3X + 1

X10 − 8X9 + 90X8 − 454X7 + 2928X6 −
10186X5 + 46169X4 − 106648X3 + 359878X2 −

441108X + 1116809
(88, 3) 1 X2 −X + 1 X2 −X + 39

(88, 6) 10 X10 −X9 + 5X8 − 2X7 + 16X6 − 7X5 + 20X4 +
X3 + 12X2 − 3X + 1

X10 − 8X9 + 90X8 − 454X7 + 2928X6 −
10186X5 + 46169X4 − 106648X3 + 359878X2 −

441108X + 1116809
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(88, 10) 1 X2 −X + 1 X2 −X + 39

(96, 1) 5 X2 + 1
X8 + 12X6 + 56X4 + 72X2 + 100

X2 + 10
X8 − 1660X6 + 1510448X4 − 694691220X2 +

117434419425
(96, 3) 1 X2 −X + 1 X2 −X + 9

(96, 8) 4 X8 + 1 X8 + 60X6 + 1218X4 + 7680X2 + 16384

(96, 9) 2 X2 + 1 X2 + 10

(96, 10) 2 X2 + 1 X2 + 10

(96, 11) 5
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 10
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 14) 7

X2 + 1
X2 −X − 1
X2 −X + 1

X4 + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 514
X2 −X − 4423
X2 −X + 9

X4 + 20X2 + 121
X4 − 2X3 + 7X2 − 6X + 78

(96, 15) 4 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 75
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78
(96, 16) 1 X2 −X − 1 X2 −X − 4423

(96, 17) 4
X2 + 1

X2 −X + 1
X4 + 1

X2 + 514
X2 −X + 75

X4 + 20X2 + 121

(96, 18) 10 X2 + 1
X8 + 12X6 + 56X4 + 72X2 + 100

X2 + 10
X8 + 1604X6 + 3504X5 + 1231696X4 +

2510928X3 + 577854404X2 + 581218680X +
149508673825

(96, 19) 2 X2 + 1 X2 + 10

(96, 20) 2 X2 + 1 X2 + 10

(96, 21) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 22) 2 X2 + 1 X2 + 10

(96, 23) 6 X4 + 1
X8 −X4 + 1

X4 + 20X2 + 121
X8 + 4X7 + 46X6 + 124X5 + 903X4 + 1604X3 +

8986X2 + 8204X + 36622

(96, 24) 5
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 10
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 25) 11

X2 + 1
X2 −X + 1

X4 + 1
X4 + 2X3 + 5X2 + 4X + 1

X8 −X4 + 1

X2 + 10
X2 −X + 9

X4 + 20X2 + 121
X4 − 2X3 + 7X2 − 6X + 78

X8 + 4X7 + 46X6 + 124X5 + 903X4 + 1604X3 +
8986X2 + 8204X + 36622

(96, 26) 5
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 10
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 29) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 31) 3 X2 −X + 1
X4 −X2 + 1

X2 −X + 39
X4 − 2X3 + 79X2 − 78X + 2022

(96, 33) 3 X2 −X − 1
X4 − 4X3 + 8X2 − 8X + 28

X2 −X − 4423
X4 − 2X3 + 227X2 − 226X + 6719

(96, 34) 3 X2 −X − 1
X4 − 4X3 + 8X2 − 8X + 28

X2 −X − 4423
X4 − 2X3 + 227X2 − 226X + 6719

(96, 35) 3 X2 + 1
X4 − 4X3 + 8X2 − 8X + 28

X2 − 17693
X4 − 2X3 + 227X2 − 226X + 6719

(96, 36) 7
X2 −X − 1

X4 − 4X3 + 8X2 − 8X + 28
X8 + 1

X2 −X − 4423
X4 − 2X3 + 227X2 − 226X + 6719

X8 + 60X6 + 1218X4 + 7680X2 + 16384
(96, 37) 2 X2 + 1 X2 + 10

(96, 38) 5
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 10
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 39) 4
X2 + 1

X2 −X − 1
X2 −X + 1

X2 + 10
X2 −X − 4423
X2 −X + 75
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(96, 40) 2 X2 + 1 X2 + 10

(96, 41) 2 X2 + 1 X2 + 10

(96, 42) 5 X2 + 1
X4 + 1

X2 + 10
X2 + 274

X4 + 20X2 + 121

(96, 43) 3 X2 + 1
X2 −X + 1

X2 + 10
X2 −X + 39

(96, 44) 2 X2 + 1 X2 + 10

(96, 45) 1 X2 −X + 1 X2 −X + 9

(96, 51) 1 X2 −X + 1 X2 −X + 39

(96, 53) 2 X4 + 1 X4 + 20X2 + 121

(96, 55) 1 X2 −X + 1 X2 −X + 9

(96, 56) 1 X2 −X + 1 X2 −X + 9

(96, 57) 3 X2 −X + 1
X4 + 1

X2 −X + 9
X4 + 20X2 + 121

(96, 58) 1 X2 −X + 1 X2 −X + 9

(96, 63) 4 X8 + 1 X8 + 60X6 + 1218X4 + 7680X2 + 16384

(96, 65) 1 X2 + 1 X2 + 10

(96, 66) 4 X2 + 1
X4 + 1

X2 + 10
X2 + 514

X4 + 6X2 + 16
(96, 67) 1 X2 + 1 X2 + 10

(96, 69) 2 X2 −X + 1 X2 −X + 9

(96, 75) 6 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 76) 12 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 77) 6 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 84) 2 X2 + 1 X2 + 514

(96, 85) 7
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 514
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 86) 2 X2 + 1
X2 + 274
X2 + 514

(96, 88) 1 X2 + 1 X2 + 514

(96, 90) 1 X2 + 1 X2 + 514

(96, 92) 1 X2 + 1 X2 + 334

(96, 93) 2 X2 + 1
X2 + 274
X2 + 514

(96, 94) 4 X2 + 1
X2 −X + 1

X2 + 274
X2 −X + 75
X2 −X + 9

(96, 95) 9 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 75
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 96) 4 X2 + 1
X2 −X + 1

X2 + 514
X2 −X + 75
X2 −X + 9

(96, 97) 8

X2 + 1
X2 −X − 1
X2 −X + 1

X4 + 2X3 + 5X2 + 4X + 1

X2 + 514
X2 −X − 4423
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 98) 3 X2 −X + 1
X2 −X + 75
X2 −X + 9

(96, 99) 2 X2 + 1
X2 −X − 1

X2 + 274
X2 −X − 4423

(96, 100) 1 X2 −X − 1 X2 −X − 4423

(96, 101) 1 X2 −X − 1 X2 −X − 4423

(96, 102) 1 X2 −X − 1 X2 −X − 4423

(96, 103) 3 X2 −X + 1
X2 −X + 75
X2 −X + 9
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(96, 104) 4 X2 + 1
X2 −X + 1

X2 + 334
X2 −X + 75
X2 −X + 9

(96, 105) 2 X2 + 1
X2 −X − 1

X2 + 514
X2 −X − 4423

(96, 112) 12 X4 + 1
X8 −X4 + 1

X4 + 20X2 + 121
X8 + 4X7 + 46X6 + 124X5 + 903X4 + 1604X3 +

8986X2 + 8204X + 36622

(96, 116) 3 X2 −X + 1
X4 −X2 + 1

X2 −X + 39
X4 − 2X3 + 79X2 − 78X + 2022

(96, 119) 2 X4 + 1 X4 + 68X2 + 1225

(96, 122) 3 X2 −X + 1
X4 − 2X3 +X2 + 6X + 3

X2 −X + 39
X4 − 2X3 + 73X2 − 72X + 2298

(96, 123) 2 X4 + 1 X4 + 1098X2 + 300304

(96, 124) 6 X4 + 1
X4 + 20X2 + 121
X4 + 68X2 + 1225

(96, 125) 1 X2 −X + 1 X2 −X + 39

(96, 127) 4 X2 + 1 X2 + 10

(96, 128) 4 X2 + 1 X2 + 10

(96, 129) 4 X2 + 1 X2 + 10

(96, 130) 6 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 131) 6 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 132) 10
X2 + 1

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 + 10
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78
(96, 133) 4 X2 + 1 X2 + 10

(96, 138) 2 X2 −X − 1 X2 −X − 4423

(96, 140) 2 X2 −X + 1 X2 −X + 75

(96, 141) 5 X2 + 1
X2 + 10
X2 + 274

(96, 142) 2 X2 + 1
X2 + 274
X2 + 514

(96, 143) 2 X2 + 1 X2 + 514

(96, 145) 1 X2 + 1 X2 + 514

(96, 146) 1 X2 + 1 X2 + 334

(96, 149) 1 X2 −X + 1 X2 −X + 39

(96, 150) 6 X2 + 1
X4 + 1

X2 + 514
X4 + 20X2 + 121

(96, 151) 6 X2 −X + 1
X2 −X + 75
X2 −X + 9

(96, 152) 8
X2 + 1

X2 −X − 1
X2 −X + 1

X2 + 10
X2 −X − 4423
X2 −X + 75
X2 −X + 9

(96, 153) 4 X2 −X − 1
X2 −X + 1

X2 −X − 4423
X2 −X + 75
X2 −X + 9

(96, 154) 2 X2 −X − 1 X2 −X − 4423

(96, 155) 4 X2 + 1 X2 + 10

(96, 158) 3 X2 −X + 1
X4 −X2 + 1

X2 −X + 39
X4 − 2X3 + 79X2 − 78X + 2022

(96, 159) 4 X2 + 1 X2 + 10

(96, 163) 2 X2 −X + 1 X2 −X + 9

(96, 166) 2 X2 −X + 1 X2 −X + 9

(96, 169) 2 X2 −X + 1 X2 −X + 9

(96, 172) 2 X2 −X + 1 X2 −X + 9

(96, 175) 4 X2 −X + 1 X2 −X + 9

(96, 181) 4 X4 + 1 X4 + 20X2 + 121

(96, 184) 1 X2 −X + 1 X2 −X + 39
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(96, 185) 4 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 39
X2 −X + 9

X4 − 2X3 + 7X2 − 6X + 78

(96, 188) 6 X2 + 1
X4 + 1

X2 + 94
X4 + 6X2 + 16

(96, 190) 1 X2 −X + 1 X2 −X + 75

(96, 191) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 75
X4 − 2X3 + 79X2 − 78X + 2022

(96, 194) 2 X2 + 1 X2 + 10

(96, 198) 4 X2 −X + 1 X2 −X + 9

(96, 199) 2 X2 −X + 1 X2 −X + 9

(96, 202) 1 X2 −X + 1 X2 −X + 39

(96, 203) 2 X2 −X + 1 X2 −X + 9

(96, 205) 12 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(96, 210) 2 X2 + 1 X2 + 334

(96, 212) 6 X2 −X + 1
X2 −X + 75
X2 −X + 9

(96, 213) 2 X2 −X − 1 X2 −X − 4423

(96, 214) 1 X2 −X + 1 X2 −X + 39

(96, 217) 3 X2 −X + 1
X4 −X2 + 1

X2 −X + 39
X4 − 2X3 + 79X2 − 78X + 2022

(96, 218) 8 X2 + 1 X2 + 10

(96, 222) 4 X2 −X + 1 X2 −X + 9

(96, 225) 1 X2 −X + 1 X2 −X + 39

(100, 1) 2 X4 + 6X2 + 4 X4 + 7X2 + 36

(100, 6) 2 X4 + 6X2 + 4 X4 + 7X2 + 36

(100, 7) 12 X4 + 6X2 + 4 X4 + 7X2 + 36

(100, 10) 2 X4 + 6X2 + 4 X4 + 7X2 + 36

(104, 3) 3 X6 + 20X4 + 116X2 + 200
X6 − 4X5 + 121X4 − 306X3 + 5360X2 −

7492X + 86945
(104, 4) 1 X2 −X + 1 X2 −X + 9

(104, 11) 1 X2 −X + 1 X2 −X + 9

(108, 1) 4 X2 + 1
X6 + 6X4 + 9X2 + 1

X2 + 10
X6−6X5+39X4−118X3+474X2−660X+1961

(108, 6) 4 X2 + 1
X6 + 6X4 + 9X2 + 1

X2 + 10
X6−6X5+39X4−118X3+474X2−660X+1961

(108, 7) 1 X2 + 1 X2 + 10

(108, 8) 2 X2 + 1 X2 + 10

(108, 9) 2 X2 + 1 X2 + 10

(108, 10) 13 X2 + 1
X6 + 6X4 + 9X2 + 1

X2 + 10
X6−6X5+39X4−118X3+474X2−660X+1961

(108, 11) 4 X2 + 1 X2 + 10

(108, 32) 1 X2 + 1 X2 + 10

(108, 33) 4 X2 + 1 X2 + 10

(108, 34) 13 X2 + 1 X2 + 10

(108, 37) 1 X2 + 1 X2 + 10

(112, 1) 3 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 7) 2 X4 + 1 X4 + 20X2 + 121

(112, 8) 6 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 9) 6 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 10) 6 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 11) 1 X2 −X + 1 X2 −X + 9

(112, 12) 7 X2 −X + 1
X6 + 10X4 + 24X2 + 8

X2 −X + 9
X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 15) 3 X6 + 10X4 + 24X2 + 8
X6 − 2X5 + 420X4 − 558X3 + 59927X2 −

40048X + 2903473

(112, 16) 3 X6 −X5 − 7X4 + 2X3 + 7X2 − 2X − 1
X6 + 3X5 − 20720X4 − 41459X3 +

142933525X2 + 142664420X − 328270991399
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(112, 17) 5 X4 + 1
X6 −X5 + 3X4 + 5X2 − 2X + 1

X4 + 20X2 + 121
X6 −X5 + 190X4 − 190X3 + 10396X2 −

10396X + 148177
X6−X5+64X4−64X3+1198X2−1198X+6301

(112, 18) 6 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 21) 1 X2 −X + 1 X2 −X + 9

(112, 26) 2 X4 + 1 X4 + 20X2 + 121

(112, 27) 2 X2 −X + 1 X2 −X + 9

(112, 32) 3 X6 + 10X4 + 24X2 + 8
X6 − 2X5 + 420X4 − 558X3 + 59927X2 −

40048X + 2903473

(112, 33) 5 X2 −X + 1
X6 −X5 + 3X4 + 5X2 − 2X + 1

X2 −X + 9
X6−X5+64X4−64X3+1198X2−1198X+6301

(112, 34) 3 X6 −X5 − 7X4 + 2X3 + 7X2 − 2X − 1
X6 + 5X5 − 17206X4 − 57377X3 +

98676389X2 + 164531422X − 188625400223
(112, 35) 12 X6 + 10X4 + 24X2 + 8 X6 +X5 + 7X4 + 5X3 + 49X2 + 9X + 139

(112, 39) 2 X2 −X + 1 X2 −X + 9

(120, 1) 1 X2 + 1 X2 + 10

(120, 2) 6 X4 + 6X2 + 4
X8 + 7X4 + 1

X4 + 7X2 + 36
X8 + 4X7 − 24X6 − 86X5 + 357X4 + 862X3 −

3054X2 − 3500X + 12164

(120, 3) 11

X2 + 1
X4 + 6X2 + 4
X8 + 7X4 + 1

X8 −X7 +X5 −X4 +X3 −X + 1

X2 + 10
X4 + 7X2 + 36

X8 + 4X7 − 24X6 − 86X5 + 357X4 + 862X3 −
3054X2 − 3500X + 12164

X8 − 6X7 + 2603X6 − 11670X5 + 2543416X4 −
7581630X3 + 1105646142X2 − 1645203312X +

180426088701
X8 − 6X7 + 3311X6 − 14856X5 + 4114291X4 −
12280980X3 + 2274017655X2 − 3389537250X +

471714036795

(120, 5) 4
X2 + 1

X2 −X + 1
X4 + 6X2 + 4

X2 + 94
X2 −X + 39

X4 − 2X3 + 113X2 − 112X + 3421
X4 − 2X3 + 75X2 − 74X + 1559

(120, 6) 1 X2 + 2 X2 + 17

(120, 7) 2 X2 + 1
X2 + 2

X2 + 10
X2 + 17

(120, 8) 4 X2 + 1
X4 + 6X2 + 4

X2 + 10
X4 − 4X3 + 183X2 − 358X + 8459

(120, 9) 6 X4 + 6X2 + 4
X4 − 2X3 + 851X2 − 850X + 182755

X4 + 7X2 + 36
(120, 11) 2 X4 − 2X3 + 5X2 − 4X + 19 X4 + 659X2 + 107039

(120, 12) 2 X4 − 2X3 + 5X2 − 4X + 19 X4 + 296X2 + 19484

(120, 13) 2 X4 − 2X3 + 5X2 − 4X + 19
X4 + 296X2 + 19484

X4 − 2X3 − 57X2 − 1962X − 202309

(120, 14) 9

X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1
X4 − 2X3 + 5X2 − 4X + 19
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

X4 + 659X2 + 107039
X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(120, 15) 1 X2 −X + 1 X2 −X + 9

(120, 16) 5 X2 −X + 1
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(120, 19) 4 X4 + 6X2 + 4 X4 + 7X2 + 36

(120, 21) 3 X2 −X + 1
X4 + 2X3 + 5X2 + 4X + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

(120, 24) 2 X2 + 1 X2 + 10

(120, 26) 7
X2 −X + 1

X4 + 2X3 + 5X2 + 4X + 1
X8 −X6 +X4 −X2 + 1

X2 −X + 9
X4 − 2X3 + 7X2 − 6X + 78

X8 + 195X6 + 13605X4 + 390000X2 + 4000000

(120, 29) 14
X2 + 1

X4 + 6X2 + 4
X8 −X7 +X5 −X4 +X3 −X + 1

X2 + 10
X4 + 7X2 + 36

X8 − 6X7 + 2603X6 − 11670X5 + 2543416X4 −
7581630X3 + 1105646142X2 − 1645203312X +

180426088701
(120, 33) 1 X2 −X + 1 X2 −X + 9
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(120, 41) 2 X2 + 1 X2 + 10

(126, 1) 2 X6 − 3X5 + 5X3 − 3X + 1 X6 +5X5 +56X4 +125X3 +572X2 +65X +403

112



Bibliography

[AF95] A. Göksel Ağargün and Colin R. Fletcher, Euclidean rings, Turkish J. Math. 19 (1995), no. 3,
291–299.

[BCP97] Wieb Bosma, John Cannon, and Catherine Playoust, The Magma algebra system. I. The user
language, J. Symbolic Comput. 24 (1997), no. 3-4, 235–265.

[Bel04] Karim Belabas, Topics in computational algebraic number theory, J. Théor. Nombres Bordeaux 16
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