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Abstract We compare different notions of differentiability of a measure along a vector field on 

a locally convex space. We consider in the L 2 -space of a differentiable measure the analoga of 

the classical concepts of gradient, divergence and Laplacian (which coincides with the Ornstein­

Uhlenbeck operator in the Gaussian case). We use these operators for the extension of .the ba.sic 

results of Malliavin and Stroock on the smoothness of finite dimensional image measures under 

certain nonsmooth mappings to the case of non-Gaussian measures. The proof of this extension is 

quite direct and does not use any Chaos-decomposition. Finally, the role of this Laplacian in the 

procedure of quantization of anharmonic oscillators is discussed. 

1 Introd uction 

This paper is devoted to the foundations of the 'calculus of differentiable meas­
ures'. The recent years have seen a certain revival of the theory of differentiable 
measures in particular because this concept allows to understand some basic 
constructions of stochastic calculus in a new and simple way. · 
However there are several ways to make the idea of differentiation of a measure 
precise. Thus the first aim of this paper is to study the connections between 
of some of these notions. In particular it turns out that the most widely used 
and most flexible definition based on the formula of integration by parts is 
equivalent under suitable regularity assumptions to the direct definitions (like 
those of Fomin and Skorokhod) which in turn are particular cases of more gen­
eral notions of differentiability for curves in a space of measures on abstract 
spaces (cf. [SW93]). In finite dimensional spaces a particular differentiability 
along all constant directions is equivalent to the assumption of the socalled 
'Malliavin-Lemma' (cf. Proposition 4). As is well known, thus the absolute 
continuity of measures with respect to Lebesgue measure can be established 
by showing their differentiability. This observation contains a very short proof 
of the Malliavin Lemma itself. These result are discussed in section 2. 
In section 3 we fix a nonnegative measure on a locally convex space E which 
is differentiable along a Hilbert subspace of E. We introduce the operator D 
as the closure in L2(E, v) of the gradient operator. In the case of Gaussian 
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measures this operator often is called Malliavin derivative. We extend some 
elementary properties of the gradient to the operator D. The adjoint of D is 
the divergence operator liv associated with v. The definition of differentiability 
of a measure via integration by parts essentially implies that for a vector field 
h : E -+ H the function livh is the negative of the logarithmic derivative of the 
measure v along this vector field. Finally the Laplacian Lv corresponding to 
the measure v is defined as the composition -8vD. In the Gaussian case this 
operator is the Ornstein-Uhlenbeck operator. We give a simple rule how this 
operator changes if one passes from one measure to an equivalent one. Among 
many other uses of this operator and the transformation rule they are closely 
related to the procedure of the canonical quantization of classical Hamilto­
nian systems whose Hamiltonian function has the form HAp,p) + V(q). This 
connection is explained in more detail in the last section where we also use 
the concept of genereralized densities of differentiable measures introduced in 
[Kir94J and [SW95]. 
Section 4 is concerned with the differentiability of an image measure of v under 
some nonlinear map u : E -+ F. In the case of differentiable maps u this ques­
tion has been studied by Daletski-Steblowskaja [DF92]. In the case of Wiener 
measure, finite dimensional image space and functions u whose components 
are in the domain of Lv this question played the central role in Malliavin's 
approach [Mal76] to the smoothness results of Hörmander type. We show that 
these result in the form given by Stroock [Str81) can be extended to general 
differentiable measures. The proof in this more general case looks simpler than 
the original proof for Wiener measure. 

2 Notions of differentiability of measures 

The main purpose of this section is to put the (usual) definition (see Definition 
1 below) of the derivative and the logarithmic derivative of a measure along a 
vector field into a broader context. 
Below all vector spaces are real. We call a mapping from a locally convex space 
(LCS) E into another LCS G smooth with respect to a subspace H C E if it is 
Gateaux differentiable in the directions in H infinitely many times and if both 
the mapping and all its derivatives are continuous on E where the spaces of 
linear mappings from H into suitable spaces in which the derivatives take their 
values are equipped inductively with the topology of uniform convergence on 
compact subsets of H. A vector field in a LCS Eisa mapping h : E -+ E; one 
denotes by vect(E) the vector space of all vector fields on E. The derivative 
of a function u ( on E) along the vector field h E vect( E) is the function de­
noted by u'h and defined by (u'h)(x) = u'(x)(h(x)). If Fis a function of two 
variables we denote by F{ resp. F~ the partial derivatives with respect to the 
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first resp. second variable. 

We need sorne notions of differentiability of measures. If (n, B) is a rneas­
urable space let M(O) be the vector space of all signed a-additive rneasures 
on B. Every topological space E will be equipped with its Borel a-algebra 
B(E). We call a space C of bounded Borel functions norm-defining for M(E) 
if llµlli = sup{ f u dµ : u E C, llulloo :::; 1} where II · lli is the total variation 
norrn and 11 · lloo is the sup-norrn. If µ E M(f!) and u E L1(µ) we denote by 
uµ the rneasure A i--+ JA udµ. 
If E is a LCS a rneasure 11 E M ( E) is called Fomin-differentiable along a vec­
tor h E E [ASF71] if for every set A E B(E) the rnapping ft"·h : IR1 3 t f-t 

11(A + th) is differentiable at 0 (and consequently everywhere). Then the map 
11~: A f-t (f~·h)'(O) turns out tobe a (signed) measure on B(E) which is called 
the (Fomin) derivative of 11 along h; rnoreover, it is absolutely continuous with 
respect to 11 (see [1] or Proposition 1 below). The Radon-Nikodyrn derivative 
of 11h with respect to 11 is denoted by ß"( h, ·) and called logarithmic derivative 
0/11 in the direction h. Thus 11h = ß"(h,·)11. 
These definitions can be extended quite naturally in various ways. The fol­
lowing definition was introduced in [SW93]. Denote by T a topology on 
M ( n). A function J : t f-t llt frorn an open interval I in IR into the space 
M(E) is called T-differentiable at t E I if there exists a rneasure 11: such that 
T - lims ...... o(lls+t - llt)/ s = 11:. If 11: is absolutely continuous with respect to 
llt then the Radon-Nikodyrn derivative :::.tddv' is denoted by p(t, !) and is called 

llt 

logarithmic derivative of f at the point t. 
In particular let 11 be a fixed rneasure, let c > 0 and let T = (Tt)-e<t<e be a 
farnily of B-rneasurable (not necessarily invertible) transforrnations of the set n 
with T0 = id. We call 11 E M(f!) T-differentiable along the family T iff the rnap 
f: t f-t llt = 11 0 rt-l is T-differentiable at t = 0. The derivative f'(O) E M(n) 
is denoted by 117. The logarithrnic derivative of f at the point 0 (if it exists) 
is called the ( T-) l.d. of 11 along T and is denoted by ß!J-. If T is the topology 
Ts of setwise convergence on M(O) we speak of Fomin-differentiability along 
T. (Sirnilarly, if C is the space of bounded continuous functions on n for sorne 
underlying topology on n and T is the topology Tc = a(M(O), C) then one 
speaks of Skorokhod-differentiability.) The following proposition irnplies that 
in the case of Fornin-differentiablility along a farnily T the logarithrnic deriv­
ative always exists. The proposition does not hold for general T5 -differentiable 
functions f : ( -c:, c) --+ M ( n) ( see [SW93]) nor does it extend to weaker 
topologies than T 5 • 

Proposition 1: Let 11 E M(f!) be Fomin-differentiable along a family T = 
(Tt)-e<t<e of measurable transformations with To = id . Then 
( a) 117 ~ 11, i. e. the logarithmic derivative of 11 along T exists. 
(b) Let 11 = 11+ - 11- be the Hahn- Jordan decomposition of 11 and /et S E B 
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be such that v+(A) = v(A n S) for every A E ß. Then v+ and v- are also 
Fomin-diff erentiable along v7 and ( v+ Yr = vT( · n S). 

Proof: The proof is very close to the proof of the particular case given in 
[ASF71] for the shifts by a constant vector field. As before let J#,v denote the 
map t t-+ v(Tt-1 A). 
We first prove part (b). For each function lR1 3 t t-+ B(t) E B one has 

and 

v ((rt-1 s \ S) n B(t)) 
-------- -+ 0 as t -+ 0 

t 

v ((s \ rt- 1s) n B(t)) 
-------- -+ 0 as t -+ 0 

t 

(1) 

(2) 

In fact, the function Jf,„ has a maximum at t = 0. Therefore vT(S) = 0 and 
hence 

v(Tt- 1S \ S) (-v(S \ Tt-1S)) 
t + t 

v(Tt-1S \ S) - v(S \ Tt- 1S) = v(Tt-1S) - v(S) -+ 
0 as t-+ 0. 

t t 

But for every B E ß one has v(Tt-1 S \ S) n B::; 0 and -v(S \ Tt- 1 S) n B::; 0. 
This implies the formulae ( 1) and (2). 
Now we prove that for every A E B the derivative of J4 „+ at t = 0 exists. As 

' S = ((Tt-1 S) u (S \ Tt- 1 S)) \ (T1-
1 S \ S), the following identities are true: 

v+(rt-1 A) - v+(A) v((T1-
1 A) n S) - v(A n S) 

t t 
v((T1-

1 A) n T1-
1 S) - v(A n S) 
t 

v(T1-
1 An ( S \ T1-

1 S)) - v(Tt-1 A n (Tt-1 S \ S)) 
t 

The relations (1) and (2) imply that the latter term at the right-hand side 
converges to 0; the first term converges to (Jz1)'(0)(AnS). This means that !~+ 
(and hence f~-) is differentiable at t and that (!~+ )'(O)(A) = (!~ )'(O)(A n S). 
This proves ( b). For part ( a) we see that it is enough to prove it for v+ and 
for v- . But if A E B and v+(A) = 0, then the function !~+ has a minimum 
at t = O; hence (!~+ )'(O)(A) = 0. The case of v- can be considered similarly. 
The proposition is proved. • 

Part (bl) of the following observation gives a partial converse to Proposition 
1. Part ( a) is a sort of mean value theorem for the transport of a measure 
along a fiow . 
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Proposition 2: Let v be Tc-differentiable along a measurable ftow T = (Tt) 
of bijiections on f2 where C is normdefining for M(f2) and T-invariant, i.e. 
C = { v o Tt : v E C} for all t E JR. 
( a) Then the map f : t 1-----t V 0 rt-l is e.ven Tc-differentiable for all t and 
Lipschitz-continuous for the norm II · 11 1 : 

( b) v is even diff erentiable along T for the norm topology TIHli if either 
(bl) v!z- ~ v or 

(3) 

(b2) v is twice Tc-differentiable, i.e. if v!z- is also Tc-differentiable along T. 

Proof: ( a ). The map f : t 1-----t Vt = V 0 rt-l is Tc-differentiable at t = 0 
by assumption. Since each Tt is a bijection and C is !-invariant this implies 
that f is everywhere Tc-differentiable. Therefore for s < t by the mean value 
theorem the vector J(tt;(s) is in the Tc-closed convex hull of the set M = 
{f'(O) : s ~ () ~ t}. Since C is normdefining for M(f2) this is equal to the 
11 · lli closed convex hull of M. On the other hand the T-invariance of the space 
C implies that f'(O) = f'(O) o T8-

1 = v!z- o T8-
1 and hence llf'(O)lli = llv!z-11 for 

all fJ . Thus 

which yields the assertion. 
( b) In the case (b 1) VT ~ v this is part of the theorem in section 5 of [SW93]. 
If (b2) v!z- itself is Tc-differentiable along T then the following argument is an 
adaption of the proof of [SW93], Prop. 2.5 (d): According to part (a) the map 
t t-----t f' ( t) = v!z- o Tt-l is continuous for the norm topology and hence as above 
by the meanvalue theorem and the fact that C is normdefining 

ll
f(t)- f(O) , II <II ' r-111 ' t - V7 1 - V7 0 (} 1 - V7 

which tends to 0 as t ~ 0. • 
Next we discuss differentiation of measures along vector fields. If E is a LCS 
and v E M(E) one can call v T- (resp. Fomin)-differentiable along the vector 
field h E vect(E) if it is T- (resp. Fomin)-differentiable along the family Th 
given by 

(4) 

In particular, if h( x) = h0 then this definition coincides with the defini­
tion of differentiability of v along the vector h0 given above. In this case 
ß7J·) = ß"(ho, ·). 

However the most flexible concept of differentiability of a measure along a 
vector field is based on a formula of integration by parts: 
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Definition 1: Let C be a vector space of smooth scalar functions on E which 
together with their derivatives are bounded. Suppose moreover that C is norm­
defining f or M ( E). The measure v E M ( E) is called C-differentiable along 
the vector field h E vect(E) if there is a measure vh E M(E) such that for 
every u E C the following formula of integration by parts holds: 

j u' h dv = - j u dv~. (5) 

lf v~ ~ v the corresponding Radon-Nikodym derivative is called logarithmic 
derivative of v along h and is denoted by ßh.. 

The connection between these various definitions is partially described in the 
next Proposition. The reader may think of the family (Tt) either as given by 
Ttx = x-th(x) or as the integral flow of the vector field -h (if this flow exists ). 

Proposition 3: Let h be a vector field on E and let T = (Tt)teR ~e a Jamily of 
vector fields such that T0 = id and the map F : ( t, x) 1--+ Ttx is differentiable in 
t with F'(O, x) = -h(x) for all x E E and suppose that {F{(t, x) : t E lR, x E 
E} is bounded. Let Tc be the topology O"(M(E), C). Consider the following 
conditions: 
( a) The measure v is Fomin-differentiable along h. 
(a') The measure v is Fomin-differentiable along (Tt)· 
(b) The measure v is Tc-differentiable along (Tt)· 
( c) The measure v is C -diff erentiable along h. 
Then (a) ===? (b) ~ (c). Moreover (a') ===? (b) . The derivatives vh and (if 
they exist) the corresponding logarithmic derivatives coincide in all Jour cases. 
lf ( b) and ( c) hold Jor one family T with the above properties then they hold 
also for all other such families T. lf (Tt) is a measurable flow of bijections of 
E and vh ~ v then (b) =====:> (a'). 

Proof: (a) =====:> (b). The existence of the logarithmic derivative ßh. follows 
from proposition 1. Then for every bounded measurable function u the map 
ff: : t 1--+ J uoTth dv is differentiable at t = 0 with derivative (JJ:)'(O) = J ußh,dv. 
This follows via approximation of u by step functions. In particular ( b) holds 
wi th ß'h = p( 0, h) and the special family Tt = Tth defined in ( 4). For the other 
families see below. 
(b) {==> (c). Let u E C. Then 

1 j j j u(Ttx) - u(x) j , lim -( udv1 - udv) = lim dv = - u (x)h(x)dv 
t-o t t-o t 

where we have used the change of variable formula, the mean value theorem, 
the boundedness of u' and F{ and dominated convergence. Now (b) holds iff the 
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left hand side equals f up( 0, h )dv and ( c) holds iff the right hand side equals 
f ußJ:dv. This proves (b) ~ (c). On the other hand (c) depends only on h 
and not on the farnily T. Therefore the sarne-is true for (b). This cornpletes 
also the proof of the sirnplication ( a) ===}(b ). The last statement is a particular 
case of Proposition 2 (b). • 

The irnplications ( b) ===} ( a) and ( c) ===} ( a) do not hold in general even if 
v~ ~ v. Moreover, (a) and (a') are not equivalent. The following exarnple 
illustrates these statements: 

Example 1: Let E = lR2 and let v0 be the surface measure on the set G = 
{(t, t 2

) : t E lR1
} C lR2

, generated by the usual Lebesgue measure on lR2
, 

and let v be the Borel measure on lR2
, defined by v(A) = fanA e-(x,x)v0(dx). 

Let h be any smooth vector field on lR2 such that h(x) is a tangent vector to 
G at x of unit norm, for all x E G. Then v is rc-differentiable along h ( and 
ßi:(x) = -2(x, h(x))) but v is not Fomin-differentiable along h. On the other 
hand for h there is a C 00-flow Ton lR2 which satisfies the assumptions of the 
proposition. For this flow ( a') holds by the proposition. 

Note also that the proposition does not give any sufficient condition for ( a) or 
(a') if the family T is not a measurable flow. In such cases it is therefore more 
convenient to work with conditions (b) or (c). 

Higher derivatives of a measure are introduced as follows. 

Definition 2: Let n ~ 2 and let h1 , · · ·, hn be a finite sequence of vector 
fields. We define inductively: v is n-times differentiable along hi, · · ·, hn if the 
measure v is n - 1-times differentiable along h1 , · · · , hn-l and the derivative 

vt~-~~-i is differentiable along hn, and in this case we define the derivative of 
n-th order by 

v(n) _ (v(n-1) )' 
hi ···hn - h1 ···hn-1 hn · 

IJ this measure is absolutely continuous with respect to v then the corresponding 
logarithmic derivative of n-th order is defined by 

If H is any set of vector fields we call v n-times differentiable along H if it is 
n-times differentiable along h1 , · · ·, hn for every choice of the h1 , • • ·, hn in H . 

. Note that as with derivatives of functions along vector fields in general vi~)h2 -=f=. 

Vh~)hi. On a more technical level, note that in the definition of the logarithrnic 
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derivative of, say, second order ß~2 ) h it is left open whether necessarily the 
l• 2 

logarithrnic derivative of the derivative vh
1 

exists. We do not know whether 
this irnplication holds in general. 

We conclude this section with a few rernarks about the finite dimensional 
situation. If E = lRd let C':° be the space of srnooth functions with cornpact 
support. The fact that the condition (6) in the following proposition irnplies 
the existence of a Lebesgue density often is called 'Malliavin lernrna'. 

Proposition 4: A measure v E M (JRd) is Tcgo -differentiable in all directions 
if and only if it satisfies for some constant K < oo 

J äv 
1 Öxi dvl ~ Kllvll= (6) 

for all i E { 1, · · · , d} and all v E C':° . In this. case v has a Lebesgue density. 

Proof: Suppose first that v is Tcgo-differentiable. Then for all y E lRn and 
v E c= c 

j v'y(x) v(dx) = - j v(x) v~(dx) (7) 

follows by differentiation under the integral sign and clearly (7) irnplies (6) 
since %;; = v' ei ~here ei is the i-th uni t vector. 
Conversely (6) irnplies for every y E nr that the left hand side of (7) can 
be extended to a bounded linear functional on the space Co of continuous 
functions vanishing at infinity and hence by Riesz' representation theorem this 
functional is induced by a rneasure v~ E M (JRd). Thus v is rcgo-differentiable 
along every vector . 
Now let us prove the existence of the Lebesgue density, following an idea in 
[ASF71]. This proof is based on the classical result of Saks that a rneasure 
v E M(IR~) has a Lebesgue density if (and only if) for every Borel set A 
the function y f-t v( A + y) is continuous on lRd. (This is easily reduced to 
nonnegative rneasures and in this case a very short proof can be found in 
[Hew79], p. 278). 
Fro each i E { 1, · · ·} we apply Proposition 2 to C = Ce;' and the flow T where 
Ttx = x - tei . Then the estirnate 3 irnplies that lv(A + tei) - v(A + sei)I ~ 
II v~i 11 lt - s 1 and hence 

d 

lv(A+y)-v(A+z)I ~ KLIYi-zi\ 
i=l 

for all Borel sets A where I< = max; Ilz{ II· Thus Saks ' theorern irnplies the 
assertion. • 
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The Lebesgue density J of v is what is called (cf. e.g. [Zie89]) a function of 
bounded variation on JRd i.e. a function whose partial derivatives in the distri­
butional sense are bounded measures. The density f is absolutely continuous, 
i.e. the distributional partial derivatives of f are Lebesgue integrable functions 
if the measure v is even Fomin-differentiable (cf. [ASF71) or apply Proposition 
1 ). 
In the case d = 1 one has for Lebesgue-a.a. a E IR the representation 

f(a) = v'((-oo, a]) (8) 

In fact for each n let 9n be a smooth probability density with support [O, ~] 
and let Gn be the corresponding distribution function. Then we have for a < b 

v'((a, b]) li;n j Gn(z - a) - Gn(z - b) v'(dz) 

li;n j 9n(z - b) - gn(z - a) v(dz) 

li;n j(gn(z - b) - gn(z - a))f(z) dz = J(b) - J(a). 

The last equality holds in L1(A) but since the lirnit on the left hand side exists 
everywhere the equality holds a.e.. Thus both sides of (8) differ only by a 
constant a.e .. Due to the integrability of J the only possible limit value of f 
at -oo is 0 and hence (8) is proved. 
In higher dimensions we need higher derivatives for a similar representation. 
Suppose v E M{IRd) is d-times rcgo-differentiable along all directions (i.e. 
along the space of constant vector fields). Then for any orthonormal system 
of coordinates and Lebesgue-a.a. vectors a = ( ai, · · · , ad) we have 

(9) 

The proof is completely analogous to the proof of (8), replacing gn(z - b) by 
nt=l 9n(Zi-bi) etc .. As a consequence we get a Version of the result of [ASF71], 
Lemma 3.2.5: 

Proposition 5: lf n 2 d and v E M(IRd) is n-times Fomin-differentiable or 
n + l-times rege -differentiable along (the set of) all constant directions in IRd 
then v has a Lebesgue-density for which all derivatives up to order n - d are 
continuous and integrable over JRd. 

~n fact from Propositicn 2(b2) applied to the shifts Tl( x) = x -ty with y E IRd 
we conclude inductively that if the measure v is n + 1-times rcoo -differentiable 

c 

along all constant directions then it is n-times r11.11i-differentiable, in particular 
in the sense of Fornin. Assume n = d. Since the measure Ve 1 ... ed in (9) is a 
Fornin derivative it is absolutely continuous with respect to v and hence with 
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respect to Lebesgue measure. Hence the right-hand side in (9) is continuous 
in a, i.e. 11 has a continuous density. In the case n > d the same applies to the 
partial derivatives of J up to order n - d since we can simply differentiate the 
identity (9) n - d times to get the result. 
lt is possible to improve this number n - d using more subtle arguments con­
nected to Sobolev's Lemma, see e.g. the proofs in [Yos78], p. 174 and [Nua95], 
p. 88. 

3 Logarithmic derivative as a negative diver­
gence and the associated Lapalacian 

Let H be a Hilbert subspace of E, i.e. H is a vector subspace, equipped 
with the structure of Hilbert space and such that the canonical embedding 
H--+ Eis continuous. We suppose that the measure 11 E M+(E) is (Fomin-) 
differentiable along every y E H and that the logarithmic derivatives ßv(y, ·) 
are even in L 2 (v) for each y E H. In contrast to the previous section we 
assume that v is nonnegative in order to ensure that the bilinear operation 
( u, v) t-t J uv dv which appears in the formula of integration by parts defines 
a Hilbert space. 
We introduce the spaces L~(v) of all Borel vector fields h: E--+ H for which 

1 

llhllL~(v) = (h llh(x)ll~v(dx)) ii < oo. 

Let C be the space of all smooth cylindrical functions on E which together 
with their derivatives are bounded. We define an unbounded linear operator 
D0 : L2 (v) :J C-+ Lk(v) by dom(Do) = C and the equation 

(D0v(x),z) = v'(x)z v - a.e .. (10) 

Thus D0 is the gradient operator with respect to H. Since every v E C is 
bounded with a bounded derivative the measurable functions x t-t v'(x)z are 
indeed uniformly bounded if z varies in the unit ball of H and hence D0v is in 
L 2(v). 

Proposition 6: The operator D0 is densely defined and closable. 

Proof: That the space Cis dense in L 2(v) is clear. Thus we need to prove only 
the closability. Let ( vn)nEN be a sequence in the domain C which converges 
in L2 (v) to some v and such that the sequence (Dovn)nEN converges in L'k(v) 
to some w. We have to show that the limit vector w is uniquely determined 
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by v. For this consider an arbitrary element u of C and a vector z E H. Then 
integration by parts gives 

j u(x)(w(x),z) v(dx) (11) 

Ji..~ j u(x )(Dovn(x ), z) v(dx) = Ji..~ j u(x )v~(x )z v(dx) 

Ji..~f ((uvn)'(x) - vn(x)u'(x))z v(dx) 

nli_.~ - j(uvn)(x)ß"(z,x) + vn(x)(u'(x),z) v(dx) 

- j(uv)(x)ß"(z,x) + v(x)(u'(x),z) v(dx). 

Here we have used the fact that u and u' are bounded and ß(z, ·) E L 2 (v). 
This final expression depends only on v which proves the desired uniqueness 
property. • 

Definition 3: We call the closure of the operator D0 the extended derivative 
and denote it by D. 

Remark 1: (a). This extended derivative can be considered as the non­
Gaussian analogue of the Malliavin derivative. 
(b ). Note that the domain of this operator depends of course on the measure 
v. So we could write D„ instead of D. However if v and µ are equivalent 
measures and some function v is in dom(D„) n dom(Dµ.) then D„v = Dµ.v a.e. 
and therefore usually no ambiguity arises if we do not indicate the measure. 

The following criterion for a function v to belang to domp(D) sometimes is 
useful. 

Lemma 4: Let 2 :S p < oo and let v be the LP(v)-limit of a sequence (vn)n>l 
in dom(D). IJ the sequence (Dvn)n?.l is bounded in LP(v) then v E domp(D) 
and Dvn converges weakly in LP(v) to Dv. 

Proof: Let w E LP(v) be a weak limit point of the sequence (Dvn)n>l· lt 
exists by weak compactness of the unit ball of LP(v). Then by Hahn-Banach 
for each n the function w is also in the norm closure of the convex hull of the 
set { Dvm : m 2: n}. Thus there are coefficients af 2: 0, n :S i :S mn such that 
:L~~ af = 1 and for Vn = :L~'i af vi we have 

mn 

llDvn - wllv =II La~Dvi - wllv ~ 0. 
i=n 
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Since Vn converges to v we know also that Vn converges to v in LP(v). Thus 
v E domp(D) and Dv = w. In particular w is the only weak limit point of 
(Dvn) which proves weak convergence. • 

In the following proposition we give several versions of the chain rule. We do 
not need part ( c) in the sequel. 

Proposition 7: Let c.p : JRd -t lR and u = ( u 1 , · · ·, ud) with Ui E dom(D) be 
gzven. 
(a) Jf c.p E C1 (lRd) is bounded with a bunded derivative then c.p o u E dom(D) 
and 

d ac.p . 
D(c.p o u) = ~(aei o u)Du

1

• 
(12) . 

(b) Let U C JRd and /et c.p be differentiable at every point of U. Suppose 
that there is a sequence (c.pkk::i of bounded C1(JRd)-functions with bounded 
derivatives which together with their derivatives converge pointwise on U to 
c.p and \lc.p respectively in such a way that l'Pk(x)I :S lc.p(x)I and ll\lc.pk(x)ll :S 
llVc.p(x)ll for all k and x E U. Moreover let p,q be in the (closed) interval 
[2,oo] such that ~ + ~ = t· 

a . 
IJ u(x) E U v-a.e., 8~ o u E LP(v) and Du1 E Lq(v) Jor i = 1, · · · , d then 
c.p o u E dom(D) and (12) holds. 
(c) Let c.p be a Lipschitz Junction with Lipschitz constant I< with respect to some 
norm 11 ·II· Then c.p o u E dom(D) with 

ID(c.p o u)I :S Kl!Dul!. (13) 

Proof: Part ( a) is just the usual chain rule if the components of u are smooth 
cylindrical functions. lf ( un) is a sequence of smooth cylindrical vector func­
tions such that Un -t u and u~ -t Du in each component in L2 (v) then the 
corresponding expressions on the right hand side of (7) converge in measure 
and by the boundedness of c.p' even in L 2 

( v). Moreov~r for a similar reason 
c.p o un -t c.p o u in L2(v). This implies (12 in this case. 
Under the assumption of (b) the 'Pk satisfy ~he chain rule according to (a), i.e. 

(14) 

Moreover 'Pk o u -t c.p o u in L2 (v) and (\lc.pk) o u -t (Vc.p) o u in LP(v) by 
dominated convergence. Thus the left-hand side of ( 14) converges to the left­
hand side of (12) in L2 (v) and together with the assumption Dui E Lq(v) 
and Hölder's inequality the second cenvergence allows the same passage to the 
limit on the right-hand side. 
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2. Part (c) is proved using Lemma 4 in exactly the same way as it is done for 
Wiener measure e.g. in [Nua95], p.33. The idea is to mollify <p by convolutions . 

• 

Corollary 1: (a) (Leibniz rule) Let u, v be two elements of dom(D) . Then 
D( uv) = uDv + vDu under either of the two conditions: 
( i) The three functions u 2 , v 2 , uv are also in dom( D). 
(ii) The integrability conditions u, v E L4 (v) and Du, Dv E L~(v) are satisfied. 
(b) Let w E dom(D) satisfy v{w = O} = 0. Jf Dw E L4 (v) and ~ E L8 (v) 
then .!. E dom(D) and Dl. = -Dw. 

w w w2 

Proof: In (a), case (i) andin (b) we ·apply Proposition 7 (b) with p = q = 4. 
We define the function <p in the first case by c.p(s, t) = st Oll u = m? and 
in the case (b) by c.p(t) = 1/t on U = Ill - {O}. Our integrability conditions 
imply those in the Proposition. The approximation of <p by functions 'Pk as 
required there is straightforward in the first case. In the second case 'Pk can 
be obtained by replacing <p on the interval [-1/k, 1/k] by an anti-symmetric 
smooth function which vanishes at 0 and which is concave on the right part of 
this interval. 
lt remains to prove that the Leibniz rule also holds if we only know that u2

, v2 

and uv are in dom(D). For this let us first consider the case u = v. We choose 
a sequence (1/;k)k?.1 of bounded smooth functions on Ill such that 0::; 'lf;k(x) j 1 
and 'l/Jk(x) -t x for all x. We apply the chain rule of Proposition 7 (a) in two 
ways. lf u2 E dom(D) then 'l/Jk(u2

) E dom(D) and iJ'l/;k(u2
) = 'lf;k(u2 )Du2 

-t 

Du2
. On the other hand we can write 'l/Jk(u2

) in the form (tJ;k(u)) 2 where · 

tJ;k(z) = )'l/Jk(z2 ). With the usual chain rule we compute the derivatives of the 

functions tJ;k and get 

D[(~k(u))2] = 2~k(u)D~k(u) 
21/;~(u)uDu -t 2uDu. 

Comparing we arrive at Du2 = 2uDu. Now let v be another function such 
that also v2 and uv are in dom(D). Then ( u + v )2 E dom(D) as well and 
substracting the quadratic terms we arrive at the Leibniz formula. • 

Moreover the rule of integration by parts can be extended from smooth test 
functions to elements of dom(D). 

Lemma 5: (a) Jf v is differentiable along h E Lk(v) with logarithmic deriv­
ative ß'/. E L2 (v) then J wß'f. dv = - J(Dw, h)H dv Jor every w E dom(D). 
(b) Let v be m-times differentiable along the vector fields h1 , · · · , hm in Lk( v). 
Assume the existence of the two highest logarithmic derivatives ßt~;~_1 E 
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LP(v) and ßt~-hm E L2(v). lf 2 :S p, q :S oo satisfy ~ + ~ = ~ and hm E Vif(v) 
then for every w E dom(D) one has 

(15) 

Proof: Part (a) is the special case of (b) where m = l,p = 2,q = oo and 
ß(o) = 1. Thus it suffices to prove (b). Let (wn) be a sequence of smooth 
functions such that Wn-+ w in L2 (v) and Dwn-+ Dw in L'k(v). Then on the 
right-hand side of (15) one can pass from Wn to w. Similarly, on the left-hand 
side we can pass to the limit using the fact that by Hölder's inequality the 
product llhmllßt::-.~L- 1 is in L 2(v). • 

This integration by parts formula has a canonical functional analytic interpret­
ation. Proposition 6 implies that the associated adjoint operator from L'k(v) 
into L2(v) exists and is densely defined. For reasons connected to the theory 
of differential forms and in analogy to the tradition in the context of Wiener 
measure we denote this adjoint operator by 811 rather than D*. However in 
~ontrast to D the values of this operator depend strongly on the measure and 
therefore we keep the index v. 

Definition 6 The symbol 8v denotes the closed operator whose domain dom( 8v) 
consists of all elements h of L'k(v) for which there is some constant K such 
that for every v E C we have 

1 j v'(x)h(x) v(dx)I :S K II v llL2(11)1 (16) 

and such that 811 h is the unique element of L 2 
( v) satisfying for all v E C 

j v'(x)h(x) v(dx) = j v(x)811 h(x) v(dx) (17) 

and hence for all v E dom(D) 

j (Dv(x),h(x)) v(dx) = j v(x)811 h(x) v(dx). (18) 

Comparing (17) with the relation (5) we see that 

(19) 

Thus the set of square integrable vector fields along which the measure v is 
differentiable with a square integrable logarithmic derivative coincides with 
the domain of Öv and on this domain the equation (19) holds. 
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Remark 2 In the context of Wiener measure it was discovered by Gaveau 
and Trauber [GT82] that the Skorokhod integral is just the adjoint of the 
Malliavin derivative. On the other hand among others Daletskii [DM85] noted 
that the logarithmic derivative of a Gaussian measure along a vector field 
coincides with the negative of the stochastic (Ito- or even Skorokhod-) integral. 
The objects on both sides of (19) thus can be considered as non-Gaussian 
versions of the Skorokhod integral. However for fixed h as a function of the 
elements x of the underlying 'path sp(l.ce' E the random variable 8„h is not 
v-a.s. additive as in the Gaussian case. Thus on the first glance it does not 
seem have the typical bilinear structure of an integral. Nevertheless we could 
write symbolically 8„h = J hdßH to indicate that 8„h can be considered as a 
kind of stochastic integral of the vector field h with respect to the integrating 
process (ß (y, ·) : y E H) on the measure space ( E, B ( E), 11). The reader will 
easily verify that this is accordance to the notation for the Wiener-lto integral. 

Remark 3 If in the above construction the space C of test functions is re­
placed by another space C1 of bounded smooth functions then the resulting 
operators D and 8„ will not change as long as the two spaces C and C1 have the 
same completion with respect to the 'graph-norm' II · 11 1,2 , i.e. if the resulting 
domains dom(D) coincide. For the proof let v E C1 be given. For the vect~r 
field w = v' the first and the last member of relation ( 11) are equal. The same 
holds for the vector field w = Dv and hence Dv = v' for all v E C1 . Thus D is 
also the closed extension of the restriction of the gradient to C1 . Therefore the 
corresponding adjoint operators coincide and the relation (19) implies that if 
11 is C-differentiable along a vector field h E L'k( 11) nith a square integrable 
logarithmic derivative then 11 is also C1-differentiable along h. 

Remark 4 We have considered the operator 8„ on the space Lk(v) but sim­
ilarly one could change the corresponding Banach spaces. For example one 
could consider the closure D~ in Lk(v) X L1(v) of D·. We have chosen the 
Hilbert space setting mainly for simplicity. 

Sometimes one wants to change a vector field along which 11 is differentiable 
by a scalar function. For this and many other purposes it is interesting to 
study 8„h in the particular case where the vector field h is of 'gradient type' 
i.e. h = Du for some u E dom(D). This leads to the following definition. 

Definition 7: We call Laplace operator associated to 11 the operator composi­
tion L„ = -8„D whose domain dom(L„) consists of all u E dom(D) for which 
Du E dom(8„) . 

Since in the classical space L2 (IRd) the negative adjoint of the gradient is the 
divergence operator one can consider L„ indeed as the natural analogue of the 
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Laplace operator. 
In the case of Wiener measure v this operator is called number or Ornstein­
Uhlenbeck operator (see e.g. [Nua95), p. 54 f.). In this case it is closely linked 
to the Wiener Chaos decomposition of L 2(v). lt is the generator of the semi­
group describing the infinite-dimensional Ornstein-Uhlenbeck process. Since 
the use of this operator for Wiener measure is so intimately linked to these two 
interpretations it is somewhat surprising that for our purposes we do not need 
reference to any underlying stochastic process or any other additional struc­
t ure of the space L 2 ( v). Of course such a probabilistic interpretation would 
give interesting additional insights. 

The following observation describes the role of Lv for the scalar modification of 
vector fields of differentiability and for the differentiability of measures which 
are absolutely continuous with respect to v. Note that we cannot expect in 
general that the new logarithmic derivative again is square integrable. 

Proposition 8: Let v E dom(D) and u E dom(Lv) · Then the measure v is 
differentiable along the vector field vDu with logarithmic derivative 

ß~Du = vLvu + (Dv, Du). (20) 

Moreover the measure vv which has the Radon-Nikodym density v with respect 
to v is also differentiable along the vector field Du with logarithmic derivative 

ß
vv L (Du , Dv) 
u = vU + l{lvl>O} . 

V 
(21) 

Proof: For every smooth test function w we have by definition of 8v as the 
adjoint operator of D 

- j(w',vDu)H dv - j (vw', Du)H dv = j (wDv - D(vw), Du)H dv 

j w(Dv , Du)H dv - j vw 8vDu dv 

j w(vLvu + (Dv,Du)H) dv. 

Since v, Lvu are in L 2(v) and Dv , Du are in L'k(v) the function ß = vLvu + 
(Dv, Du) is in L 1 (v). Thus the measure whose v-density is this function is 
equal to v~Du . This proves the first assertion. 
Similarly this measure has the vv-density ~ l{lvl>O} and the first integral in this 
calculation can also be read as J w' Du d( v v) and thus this new measure is also 
the derivative of v v along the vector field Du. • 
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Remark 5: If the function v is strictly positive v-a.e.one can rewrite (21) on 
a symbolic level as 

Lvvu = Lvu + (Dv, Du). 
V 

(22) 

However the domain of these operators are quite different. Nevertheless (22) 
holds if u belongs to the common domain of the two operators. 

A second useful fact is that like in L2 (IRd) the canonical bilinear operation 
which is defined by D can be also expressed in terms of the operator Lv. 

Proposition 9: If u, v, u2
, v2 and uv are in dom(Lv) we have the following 

identity of elements of L1(v) 

2(Du,Dv)H = Lv(uv)- vLv(u) - uLv(v). 

Proof: Let again w be a smooth scalar test function. Then we get 

j w(Lv(vu) - vLv(u) - uLv(v)) dv 

~ j w 8vD(vu) - wv 8vDu - wu 8vDv dv 

- j DwD(vu) - (D(wv)Du + D(wu)Dv) dv 

j 2wDvDu dv 

(23) 

since DwD( vu) = Dw( vDu + uDv) = D( wv )Du + D( wu )Dv - 2wDvDu. • 

4 Images of non-Gaussian differentiable meas­
ures · 

Smoothness results for images of non-Gaussian measures under smooth maps 
have been obtained among others by Uglanov [Ugl81] and Daletskii and Steblow­
skaya [DF92]. Here we give similar results, but also for non-smooth maps, in 
particular we extend the Malliavin-Stroock theorem [Str81] to non-Gaussian 
measures. 
The main idea of the results of this section can already be seen in the following 
simple result for the 011e-dimensional case. In the Gaussian case this presum­
ably is due to Bismut [Bis81]. See also Nualart [Nua95], p. 78 . 
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Proposition 10: Let u : E ---+ IR be a function in dom(D). Consider any 
vector field h : E ---+ H such that (Du(x), h(x)) = 1 a.e., e.g. h = 11tuj1~. 
If 11 is differentiable along h with logarithmic derivative ßh. then µ = 11 o u-1 

is differentiable with logarithmic derivative b where b o u = E(ßh. Ju) and the 
Lebesgue density of µ is given by . 

J(z) = f ßi: d11. 
l{u<z} 

(24) 

Proof: Let v : IR ---+ IR be a smooth one-dimensional test function. Let 
b : IR ---+ IR be a measurable function such that b o u = E(ßi: Ju). Then 

JR v(e)b(e) dµ = j(v o u)E(ßhJu) d11 = j(v o u)ßh d11 

- j D(v o u)h d11 = - j (v' o u)(Du, h) d11 

- j v' o u d11 = - j v' dµ . 

This shows that the function b E L1(µ) is the logarithmic derivative of the 
measure µ. Moreover according to (8) the Lebesgue density of µ is given by 

J(a) µ'((-oo, a)) = j_a= b(z) dµ 

f ßh d11. 
J{u<x} 

(25) 

• 

Remark 6: Of course one can go at this point into the theory of surface 
measures. They have been constructed for smooth measures and functions by 
U glanov [U gl81] and in the framework of infinite dimensional Sobolev spaces for 
Wiener measure by Airault and Malliavin [AM96]. Such a surface measure 113 

will satisfy for all sufficiently smooth vector fields h the Stokes-Green formula 

f (h, n) d113 = f ßh d11 
l{u=a} J{u<x} 

(26) 

where n is the normalised normal vector fi.eld of the surface. This formula 
has been given (without proof) in [Smo86]. In our case n = 1 $~11 and hence 

choosing h = 11g:i12 as in the proposition and applying (24) we have the relation 

f ( a) = f vs ( dx) 
J{u=a} llDull . 
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Integrating over a we get 

v(E) = µ(lR) = /
00 

J(a) da= /
00 

{ ~ls~d~f da. 
-oo -oo J{u=a} U 

Applying this formula to the measures gv instead of v where g runs through 
the set of smooth cylindrical functions and using a monotone dass argument 
we get for every Borel subset A of E the formula 

v(A) = joo r Vs(dx) da 
-oo J{u=a}nA llDull . 

(27) 

We would like to mention without going into details that by an induction 
argument for codimension larger than 1 the coarea formula 

V ( A) = r r Vs ( dx) 1 da 
JRd l{u=a}nA 1 det Du(Du)*l2 

(28) 

can be connected in a similar way to the Stokes formula of finite codimension, 
provided the latter is also available on the manifolds given by the level sets of 
u. 

We now extend the idea of Proposition 10 to infinite dimensional image spaces. 
The following theorem is an extension of a result in Daletskii-Steblowskaya 
(DF92]. The main point is to map a vector field to the image space via the 
differential of the underlying function. But since the function u is typically not 
injective we take an average of these images with respect to the conditional 
law on the fibers of u. In other words we use conditional expectations also for 
the definition of the vector field in the image space. 

Theorem 2: Let F be a LCS and Let u : E -+ F be a Borel function for which 
there is a map DFu : E-+ L(H, F) which satisfies the chain rule 

(D(( o u)(x),y)H = ((DFu(x)y) v - a.e. (29) 

for every y E H and every ( in the dual space F'. Let g F -+ G and 
h : E -+ H be two vector fields such that 

g o u = E(DFu hlu) 11 - a.e . (30) 

· where (DFu h): E-+ Fis defined by (DFu h)(x) = DFu(x)h(x) and the vector 
valued conditional expectation is understood via composition with elements of 
the dual space F'. IJ 11 is differentiable along h then the image measure µ = 
v o u-1 is differentiable along g and the corresponding logarithmic derivative 
ß: is given by the relation 
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Proof: First let us extend the chain rule (29). lt implies v o u E dom(D) and 

(D(v o u)(x),Y)H = v'(u(x))(Du(x)y) v - a.e. (31) 

whenever v : F ---t IR is a smooth bounded cylindrical function with bounded 
derivative. In fact we can write 

(32) 

and then (31) follows from Proposition 7 (a). From (31) one gets the chain 
rule for differentiation along vector fields, i.e. 

(D(v o u)(x), h(x))H = v'(u(x))(Du(x)h(x)) (33) 

v-a.e. for every measurable vector field h : E ---t H. In fact by straightforward 
approximation one can reduce the proof to the case where h takes its values 
in a finite set. 
Now we use the representation (32) once more, writing ( = ( (i, · · · , (d) . By 
definition of the vector valued conditional expectation in (30) we can apply 
(33) as follows: 

- j v(z) d(v~ ou-
1

) = - j vou dv~ 

j (D(v o u)(x), h(x))H dv = j v'(u(x))((Du(x)h(x))) dv 

d f Lai'P(((u(x)))(i(Du(x)h(x))) dv 
i=l 

d f Laicp(((z))(i(g(z)) dµ = j v'(z)g(z) dµ. 
i=~ 

This shows that the measure µ is differentiable along the vector field g with 
derivative µ~ = v~ o u- 1

. The statement about the logarithmic derivative 
follows from 

j v o u dv~ = - j v o u ßh dv = - j ( v o u )E(ßh
9 
lu) dv. 

• 
Remark 7: Let u be as in Theorem 2. Let G be a Hilbert subspace of F such 
that for v-a.e. x E E the operator Dpu(x) maps H continuously onto G. Then 
the adjoint operator Dpu(x )* : G ---t [ker Dpu(x )].l is an linear isomorphism. 
In this case for every vector field g : F ---t G one can find a particular vector 
field h9 which satisfies (30) by setting 

h9 (x) = Dpu(x)*(Dpu(x) o Dpu(x)*)-
1

g(u(x)) . (34) 
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Let us study the particular case F = IRd. The theorem implies the following 
criteria for the absolute continuity of the image measure with respect to Le­
besgue measure. Similar results in the special case of Gaussian measures have 
been given by various authors starting with P. Malliavin [Mal76]. 

Corollary 3: Let u = ( u 1 , · · ·, ud) : E -t IRd such that Ui E dom(Lv) for each 
i E {1, · · · ,d}. Define the matrix u(x) 

(35) 

Suppose that a( x) is invertible v-a. e.. Then each of the following three . condi­
tions implies that the image measure µ = v o u-1 has a Lebesgue density. 
(a) For each i the measure v is differentiable along the vector field hi where 
hi(x) = Lj=1 Pii(x)Dui(x) where Pii denotes the i,j-th entry of the inverse 
matrix u-1 . 

(b) For all i,j the function Pii belongs to dom(D). 
(c) All entries of a are in dom(D) and 6. E L1(v). Here a(x) denotes the 
cofactor matrix of a(x) and 6-(x) is the determinant det a(x). 

Proof: The main point of the proof consists in the observation that the matrix 
a( x) represents the change of coordinates induced by the operator Du( x) o 
Du(x)* where the operator Du(x) is defined by 

. Du(x)y = (((Du 1 (x),y),· ··,(Dun(x),y)) 

for all y E H. Indeed we have 

(36) 

and hence 
Du(x)Du(x)*ei = a(x)ei 

for each i . 
( a ). In particular these two relations together with the symmetry of the 
matrices a( x) and p( x) show that the vector field hi can be written as hi( x) = 

Du(x)*L,jpjiCj = Du(x)*a(x)-1ei = he;(x)wherethevectorfieldhe; isformed 
with the constant vector g = ei according to the equation (34). Thus this vec­
tor field hi satisfies the assumption of Theorem 2 and we conclude from the 
theorem that the rneasure v o u- 1 is differentiable along ei for all i = 1, · · ·, d 
and hence along all vectors in IRd. The rest follows from Proposition 5. 
(b). From Proposition 8 it follows that v is differentiable along the vector fields 
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hi of part ( a) So the same argument as in the proof of ( a) applies. 
(c). By Cramer's rule 0-ij(x) = Pii(x)ß(x). We define a vector field hi by 

d 

hi(x) = Eaij(x)Duj(x) = ß(x)hi(x). 
j=l 

By our assumption on the coefficients and by Proposition 8 the measure v is 
differentiable along hi and 

Du(x)hi(x) = ß(x)Du(x)hi(x) = ß(x)ei. 

Now since ß E L1(v) there is a Borel function / on IRd such that 1 o u 
E(ßju). Because the matrix a(x) is nonnegative definite and v-a.e. invertible 
the function ß is positive v-a.e. and hence / > 0 µ-a.e .. According to Theorem 
2 the image measure µ is differentiable along /ei for every i. This implies that 
the measure "fµ is differentiable along e; for every i. Hence 1µ is absolutely 
continuous with respect to Lebesgue measure. Since / is strictly positive µ 
-a.e. the same is true for the measure µ. • 

We now extend these ideas to higher derivatives. 

Theorem 4: Let u be as in Theorem 2. Let 91, · · · , 9n and h1, · · · , hn E L 1I-( v) 
be vector fields in F resp. E such that E(Du hilu) = 9iou v-a.e .. Suppose that 
v is n-times differentiable alon9 h1, · · · , hn such that all hi9her lo9arithmic de­
rivatives ßi? ... h; (1 :=; i :=; n) exist and are in L4(v). Then µ = vou-1 is n-times 
differentiable alon9 91, · · · , 9n and the correspondin9 lo9arithmic derivatives of 
n-th order are related to each other by 

ßµ o u - E(ß" iu) 
91 ···gn - h1 ···hn · 

Proof: The proof proceeds by induction using a similar calculation as before. 
Here are the main steps: lf v is a smooth test function on F then by induction 
hypothesis and (33) 

j v'(z)(9n(z)) µ~7:-:.;~_ 1 (dz) 

j v'(u(x))(9n(u(x))) ß:
1 

.•. 9n-i (u(x)) v(dx) 

j (D(v o u)(x), hn(x)) ß'fi
1 

•.• hn-i (x) v(dx) 

- j v o u(x) ß'fi
1 

•. • hJx) v(dx). 

In the last equation the integration by parts is possible due to Lemma 5. As 
before it is now sufficient to take conditional expectations. • 
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The füst part of the following result extends the corresponding theorem of 
Stroock [Str81] to non-Gaussian measures. The statement about smooth ver­
sions of the conditional expectations shows once more the advantage of con­
sidering several measures at the same time. 

Theorem 5: Let n be a subset of dom( L) n np>l LP( V) which is closed under 
the operator L and under multiplication. Let ;; : E -+ IRd be a map whose 
components be/ong to 'R and such that the matrix O"( X) defined in (35) is V-a. e. 
invertible. If ß( x) = det u( x) satisfies 

1 
- E n LP(v) 
ß >1 p_ 

(37) 

then µ=V 0 u-1 has a Lebesgue density f E c=(JRd). 
Moreover for every function t/J = u/w with u, w E n and ~ E np~l LP(v) there 
is a function cp on IRd which is C00 on the open set {f > O} such that 

E(t/Jlu) = cp o u. (38) 

Proof: Without loss of generality we may assume that 'R is a linear space and 
that 'R contains the constant function 1. The relation 11Dull 2 = (Du, Du) 
uL(u) - ~L(u2 ) follows from (23). lt implies that 

Du E n L~(v) (39) 
p>l 

for all u E n. Similarly (23) implies that (Du, Dv) E n for all u, V E n. 
Therefore ß = det O" is a linear combination of products of elements of n and 
hence ß E 'R. Now by Cramer's rule the entries of the inverse matrix p = u-1 

can be computed as p;j = ~ where one gets the entries of the matrix & from 
u by deleting a row and a column, taking the determinant and multiplying 
with the approriate sign. Thus the numerator again is in 'R: together with our 
assumption (37) we see that the vector field hij = p;jDUj can be written in the 
form -;;;Dv where u , v, w are in n and 1/w E n LP(v). Then Lemma 8 below 
implies that v is infinitely differentiable along the linear space generated by 
these vector fields. So by Theorem 4 the image measure v is infinitely often 
differentiable and thus it has a C00 density f by Proposi!ion 5. 
Now let 'l/J be of the indicated form, i.e. 'l/J E n where 'R is defined as in the 
following lemma. We want to prove the existence of a smooth factorization of 
E('l/Jlu). With the polarization 'ljJ = H(l + 'l/J) 2 

- (1 - 'l/J) 2
] we can reduce the 

Statement to the case 'l/J ~ 0. Then by Proposition 8 the space n is also closed 
under L„"' for the nonnegative measure v,µ = 'l/Jv. Thus according to Lemma 8 
this measure as well is infinitely often differentiable along the vector fields Du1 
and PijDUj . Thus its image measure µ,µ = ( t/J v) o u-1 has also a C 00 density 
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f ,µ. Then r.p = ~ = 1f l{f>O} is C 00 on {f > O} and on the other hand this 
function by definition satisfies r.p o u = E(lfJiu). • 

Lemma 8: Let R be a linear subspace of dom( L) which contains the constant 
1 and is closed both under the Operator Lv and under multiplication. Let n be 
the space of functions u/w with u, w ER and t E nLP(11). Let M(11, R) be 
the space of signed measures which are absolutely continuous with respect to 11 
with a Radon-Nikodym density in n. Then the set M(11, R) is ciosed under 

differentiation along the set of vector fields 

'Hn = { ~Dv: u, v, w ER,_!_ E n LP(11)}. 
w w 

In particular 11 and every other measure in M(11, R) is infinitely differenti­
able along 'Hn. The space n is again closed under the Operator Lv and under 
multiplication. Moreover n and are ' contained in np2'.l LP( II) and np2'.l L~( II) 
respectively. 

Proof:. The space ft is a linear space as well since R is closed under multiplic­
ation. The space R is clearly contained in np>l LP( II) since all integer powers 
of all of its elements are in the domain of D and hence square integrable. The 
same argument then applies to R. That 'Hn is contained in np>t L1l-I(11) follows 
from (39). -
From Proposition 1 we conclude that a function u/w E ft is in dom(D) with 

1 
D(u/w) = (wDu - uDw)2 E n L~(11). 

w >l p_ 

( 40) 

Let now h = (u/w)Dv E 'Hn with u/w E ft be given. By Proposition 8 the 
measure 11 is differentiable along h with logarithmic derivative 

u u 
-Lv - (D-, Dv) 
w w 
uLv (Du,Dv) u(Dw,Dv) -- + . 

w w w 2 

Since all three denumerators are in R and ft is a linear space this logarithmic 
derivative is again in ft. 
Thus 11 is differentiable along the linear hull of 'Hn . Together with the equation 
(40) this shows in particular that 11 is differentiable along D(u/w) for every 
u/w E ft. Because of the relation L 11 h = -ß'h this proves that ft is closed 
under the operator L 11 • 
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Let now a measure .\ E M(v, R) be given with ddA = ~. We want to differen-
v W>. 

tiate ,\ along the same vector field h = ( u/w )Dv E 1-{ 

h
• U UA 

= --Dv E 1-ln. 
WW.>. 

Let s be a smooth test function. We get 

j(s', h) d.\ J(s', :!:_Dv) uA dv = j(s', h*) dv 
W WA 

-J sß/;. dv :::; llslloollß/;~+ 1 lli.v· 

This show that the measure ,\ is differentiable along h and the measure .\li has 
the v-density ß/:. which again is in R. So .\li E M(v, R). This completes the 
proof of the lemma and of the theorem. • 

5 Remarks on the Laplacian in the context of 
canonical quantization 

In this section we describe some physical interpretations of the mathematical 
objects in this paper. 
Let us recall the following: lf v is a Gaussian measure the operator Lv in the 
space L2(v)) can be considered as the Hamiltonian of an infinite-dimensional 
(if dim E = oo) harmonic oscillator; in the frame of this interpretation v de­
scribes the so called ground state of the oscillator, i.e. the state of minimal 
energy. Such an oscillator describes the "free quantum field"; the operator Lv 
has a discrete positive spectrum. The order number of an eigenvalue is inter­
preted as the number of particles in all state which correspond to elements of 
the eigenspace (this is why the operator Lv is called the nurriber operator). 
Wiener chaos decomposition is just the decomposition of L 2(v) in the Hilbert 
sum of the eigenspaces of Lv. This sum is isomorphic to the Hilbert sum of the 
collection { ®j=1 Hj : n = 1, 2, . .. } each element of which is the symmetrized 
Hilbert tensor product of some finite number of copies of H; each such tensor 
product is the space of n-particle states. This is actually a main point of the 
particle-wave dualism for quantum mechanical fields . 

Now in the case of a nongaussian measure v the Laplace operator Lv can be 
considered as the Hamiltonian in the corresponding space L 2 (v) of an unhar­
monic oscillator which describes a field with selfinteraction (the measure v 
depends on the potential of the interaction). So the theory of the Laplacian 
Lv is related to the so called nonperturbative quantum field theory. 
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These ideas can be explained in more detail on a formal ( = informal, omitting 
precise analytical assumptions) level as follows (see [SW96] 1 

). 

First we discuss the notion of generalized density of a differentiable measure 
(cf. [SW95], for a different approach see [Kir94]). Let E be a LC S, let H 
be a ( dense) Hilbert subspace of Eand v E M+(E) be (Fomin-) differentiable 
along every h E H. Actually the assumption of the following Proposition typ­
ically will be satisfied only if the Hilbert space H is strictly smaller than the 
'space of differentiability', i.e. the space of directions along which the measure 
is differentiable. In the Gaussian case it is possible to take for H the image 
of the correlation operator of v. The result follows from the Frobenius theorem. 

Proposition 11: IJ the mapping ßv: H x H----+ R1,(h,x) 1--+ ßv(h,x) 
is continuously differentiable then there exists a function u v : H ----+ R1 for 
which u:(x)h = ßv(h,x) for each h,x EH. 

The function Fv : H 3 x 1--+ exp u v( x) is called a generalized density of v and 
u v is called a logarithmic density of v. Hence the generalized density of v is a 
function on H whose (usual) logarithmic derivative (lnFv)'(= u~): H----+ H' 
coincides with the function 

H 3 X 1--+ [H 3 h 1--+ ßv(h, X)] 

Roughly speaking, a generalized density of v is a function on H whose logar­
ithmic derivative coincides with the logarithmic derivative of v. 

Remark 8 The function u v is defined on H, but if dim H = oo ( and as usual 
v is u-additive) then Uv cannot be extended in natural way to the whole space 
E. Nevertheless, in some interesting cases the function 

Av: H X H----+ IR,(h,x) 1--+ Uv(x + h)- Uv(x) 

can be extended to the space H x E by continuity. If such an extension exists 
we may call it logarithmic quasiinvariant density. This terminology is justified 
by the following statement which was proved in [SW95]. 

Proposition 12: If Av is continuous on H x E and if ~ is a map from IR x E 
into E such that ~(O, x) = x satisfying some regularity conditions) then 

Av(~(l,x)- x,x) = fo1 

ßv((~)~(r,x),~(r,x))dr 
and moreover the image measure of v under the map ~(1, ·) can be written as 

1 In [SW96] unfortunately there are some of misprints . The corrected version can be 
gathered from the following formulas. 
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Example 2 lf dimE < oo, E =Hand f is the (usual) density of 11, J(x) > O 
Jor all x, then one can pose a „ = In f and F„ = f. In this case eA„(~(I,x)-x,x) = 
f(~(l ,x)) 

f(x) 

Example 3 If 11 is a Gaussian measure on E with correlation operator B(: 
E' --+ E) and zero mean value and if I mB :J H, then Jor all x E H and some 
constant C > 0 

F„(x) = C · e-t{B-ix,x} . 

Example 4 lf E = JR,N and 11(dx) = @p(xi)dxi with an even probability dens­
ity p satisfying JR(p'( s )2 /p( s) )ds < oo. In this case the subspace of differenti­
ability is the sequence space f2 {see e.g. {SW93]). Then the generalized density 
F„ is given by F„( x) = TI p( Xi) Jor those elements of f 2 for which this product 
converges. In the particular case of a doubly exponential distribution, i.e. 
g( s) = e-lsl /2 this means that F„ is defined on H whenever the Hilbert space 
H is contiunuously embedded in the sequence space f 1

. Note that in this case 
the usual logarithmic derivative is given by the series ßh. ( x) = - "L, sgn( Xi) hi 
which converges in L 2 (11) for all h E f 2 • 

Using this notion of generalized density one can try to define a non.linear func­
tion of a. measure. N amely, if c.p : (0, oo) --+ (0, oo) is a function and if F„ is a 
generalized density of 11 then we denote by c.p( 11) any measure whose generalized 
density is the function c.p o F„. Of course, only for very special measures and 
functions the measure c.p( 11) exists: since the generalized density is determined 
at most up to a multiplicative constant the uniqueness of the measure c.p( 11) can 
be hoped for only in the dass of probability measures. Even this uniqueness 
typically is a delicate question. 

Example 5 Let c.p( t) = t 2
. Then we will denote the measure c.p( 11) by 112 . Jf 

this measure exists then ß"2 
( ·, ·) = 2ß" ( ·, ·). The latter equation can also be 

used to define the measure 11 2
• If now 11 is the Gaussian measure from Example 

2, then 112 is again the Gaussian measure whose correlation operator is B /2; 
similarly one can define the measure 11L 

Let now Q and P be two copies of a Hilbert space with a scalar product (·, ·). 
Let G = Q x P and let 'His a (real) function (Hamilton function) on G defined 
by 

1 
'H(q,p) = 2"(Ap,p) + V(q), 

where A is a self-adjoint positive trace dass operator in P. If I is defined by 
J : P x Q --+ Q x P, (p, q) f---+ (q, -p) the collection (Q x P, I, 'H) is an 
(generally infinite-dimensional ) dassical Hamiltonian system. 
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If dim Q( = dim P) = d < oo then one can apply to this system the standard 
procedure of canonical quantization. According to this procedure one assigns 
to the function 1i the operator H in L 2(Q, _Ad) (_Ad is the d-dimensional Le­
besgue measure) given by 

(41) 

where ~A is the Laplace operator corresponding to the quadratic form A, i.e. 
~A9 = tr Ag". Actually corresponding to the physical statement that the po­
tential and thus the total energy is determined only up to an additive constant 
one can also add a term Cr.p on the right hand side of ( 41) where the constant 
will be determined later. 

Now instead of the space L 2 ( Q, _Ad) one can consider the space L 2 ( Q, 1J ), where 1J 

is a probability measure with strictly positive smooth density F JT/. Then, using 

the natural isomorphism W: L2 (Q,11) --t L2(Q,vL) defined by t/Jg = g · (!T/)t 
one can define the isomorphic image HT/ in L 2 

( Q, 1J) of the operator H in 

L 2 (Q, vL) by (HT/g)(!T/)t = H(g · (!T/)t). 

If dim Q( = dim P) = oo Lebesgue measure does not exist (by a classical the­
orem of A. Weil), but the space L2 (Q,11) can be defined. Moreover, the defin­
ition of HT/ can be suitably modified. One just needs to define the operatot H 
first in a space of sufficiently smooth functions on Q without reference to any 
measure, rather than in the space L 2

( Q, ,A= which does not exist. Instead of 
the density JT/ of 1J one can use the generalized density FT/. Afterwards one can 
actually use the same definition of the operator fJT/ in the space L 2 

( Q, T/) : Let 

Then one can calculate that 

Let US remark that if one defi!1es - in a natural way - the Operator ?{ to the 

space M(E)) then function ~T/ is just the Radon-Nikodym density of the 
T/ 

measure HT/ with respect to TJ. 

l A 

Now assume that FT/2 is an eigenfunction of 1i for the lowest eigenvalue. Then 
1 

the measure TJ'i can be called a 'ground state' of the operator and the constant 
A l 

above can be chosen in such a way that 'HF;f = 0. Then 

(HT/g)(x) = -~(trAg"(x)'- tr AßT/(· ,x) ® g'(x)). 
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The difference of the two traces may exist even if they do not exist separately. 
So the domain of if.T/ can be extended if one rewrites the operator as: 

(H71g)(x) = -~tr A((g"(x) + ß71
(-, x) 0 g'(x))). 

In the Gaussian case assume that A 
self-adjoint trace dass operator. Then 

A5 where Ao is a positive definite 

(x,x) 
V(x) = -

2
- - trA0 

and T/ is the measure whose correlation operator is A0 and ß71 ( h, x) = -(A01 h, x ). 
So the Gaussian case corresponds to the harmonic oscillator and the Hamilto-

. nian function 1-i(q,p) = (A~,p) + (q~q) ): the more general function 1-i(q,p) = 
(A~,p) + V(q) can be considered as describing an "unharmonic oscillator" (of 
course such an interpretation is very wide). In this frame the difference between 
a free field and the field with selfinteraction is just the difference between har­
monic and unharmonic oscillators. 

The connection of these objects to the Laplacian and the divergence operators 
introduced in the previous sections is given by the following observation: 

Proposition 13: if.71 = 811 AD; if A = Id then if.11 = ~871D =-~Lw 

So the Laplace operator LT/ can describe ( after a suitable choice of T/) a wide 
dass of quantum systems. The rule in Proposition 8 can be considered as a 
way how to change from one system to the other. 

Proposition 14: Let if.; be the operator in the spaces of measures which is 

adjoint to the operator if.71 with respect to the natural duality between the spaces 
of functions and of measures. Then 

and hence H;T/ = 0. 

A l 
We conjecture that H;v=O iff 1i71 F,} = 0. In any case it would be interesting 
to know under which conditions this equivalence holds. 
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Remark 9 A measure v satisfying the equation H;v = 0 is an invariant 
measure for the following stochastic differential equation (in Q) 

1 
dx = 2ß'1(·, x)dt + dw 

where w is Q-valued Wiener process generated by the Gaussian measure with 
the correlation operator A. 

This means that the following problems are closely related ( actually almost 
equivalent ); the problem of finding a ground state for a quantum mechanical 
system; the problem of finding an invariant measure for a diffusion process 
and the problem of reconstructing a measure given its generalized density. As 
it was shown in Proposition 12, The generalized densities arise in Girsanov­
Maruyama type formulae. These densities can be used also in a martingale 
approach to Feynman-KaG type formulae. 

Hence on can expect that logarithmic densities of measures can play, in the 
calculus of smooth measures, an even more important role than the logarithmic 
derivatives. 
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