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#### Abstract

Using valuation theory we associate to a one-dimensional equidimensional semilocal CohenMacaulay ring $R$ its semigroup of values, and to a fractional ideal of $R$ we associate its value semigroup ideal. For a class of curve singularities (here called admissible rings) including algebroid curves the semigroups of values, respectively the value semigroup ideals, satisfy combinatorial properties defining good semigroups, respectively good semigroup ideals. Notably, the class of good semigroups strictly contains the class of value semigroups of admissible rings. On good semigroups we establish combinatorial versions of algebraic concepts on admissible rings which are compatible with their prototypes under taking values. We give a definition for canonical semigroup ideals of good semigroups which characterizes canonical fractional ideals of an admissible ring in terms of their value semigroup ideals. Moreover, a canonical semigroup ideal induces a duality on the set of good semigroup ideals of a good semigroup. This duality is compatible with the Cohen-Macaulay duality on fractional ideals under taking values.

The properties of the semigroup of values of a quasihomogeneous curve singularity lead to a notion of quasihomogeneity on good semigroups which is compatible with its algebraic prototype. We give a combinatorial criterion which allows to construct from a quasihomogeneous semigroup $S$ a quasihomogeneous curve singularity having $S$ as semigroup of values. Using the semigroup of values we compute endomorphism rings of maximal ideals of algebroid curves. This yields an explicit description of the intermediate steps in an algorithmic normalization of plane arrangements of smooth curves based on a criterion by Grauert and Remmert. Applying this result to hyperplane arrangements we determine the number of steps needed to compute the normalization of a the arrangement in terms of its Möbius function.
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## Overview

Chapter 2 In this chapter we introduce basic concepts for this thesis: fractional ideals, discrete valuation( ring)s, and fibre products.

Chapter 3 We use valuation theory on one-dimensional Cohen-Macaulay rings to associate to a class of so-called admissible rings including algebroid curves the semigroup of values. We prove the compatibility of the semigroup of values with localization as well as its invariance under completion.

Chapter 4 Based on the properties of the semigroup of values we introduce good semigroups as a combinatorial counterpart of admissible rings. We study the properties of good semigroups in particular in relation with the corresponding algebraic concepts.

Chapter 5 On good semigroups we establish a combinatorial counterpart of the CohenMacaulay duality on fractional ideals. We relate the dualities by taking values. In particular, we characterize canonical fractional ideals in terms of their value semigroup ideals.

Chapter 6 Extending a result by Kunz and Ruppert we want to describe quasihomogeneous curves in terms of their semigroups of values. An irreducible quasihomogeneous curve is determined by the semigroup ring of its semigroup of values. A quasihomogeneous curve with two branches can be reconstructed from its branches as a fibre product of their branches over their intersection. In general, however, this construction yields only an inclusion.

Chapter 7 Considering the properties of the semigroup of values of a quasihomogeneous curve derived in the previous section we establish a notion of quasihomogeneity on good semigroups which is compatible with its algebraic prototype. We introduce a closedness property on quasihomogeneous semigroups which characterizes those quasihomogeneous curves that can be reconstructed as a fibre product. Moreover, any good semigroup satisfying this property is the semigroup of values of a quasihomogeneous curve.

Chapter 8 Using the semigroup of values we compute explicitly the intermediate steps in a normalization algorithm based on a criterion by Grauert and Remmert for two kinds of arrangements: plane arrangements of smooth curves and hyperplane arrangements.

## Notations

In this thesis, all rings under consideration will be commutative and unitary. We use the following notations.

| $\ell_{R}(M)$ | the length of a module $M$ over a ring $R$ |
| :---: | :---: |
| $\mathbf{e}_{i}$ | the $i$ th unit generator of a free module |
| Spec (R) | the set of prime ideals of a ring $R$ |
| $\operatorname{Min}(R)$ | the set of minimal prime ideals of a ring $R$ |
| $\operatorname{Max}(R)$ | the set of maximal ideals of a ring $R$ |
| $\widehat{R}$ | the $\mathfrak{i}$-adic completion of a ring $R$ at an ideal $\mathfrak{i}$ of $R$, where $\mathfrak{i}$ is the Jacobson radical of $R$ if not specified otherwise |
| $R^{*}$ | the set of units of a ring $R$ |
| $R^{\text {reg }}$ | the set of regular elements (non-zerodivisors) of a ring $R$ |
| $Q_{R}$ | the total ring of fractions of a ring $R$ (see Section A.2) |
| $\bar{R}$ | integral closure of $R$ in $Q_{R}$ (see Definition B.1) |
| $\mathfrak{I}^{\text {reg }}$ | $\mathfrak{I}^{\text {reg }}=\mathfrak{I} \cap Q_{R}^{\mathrm{reg}}$ for an $R$-submodule $\mathfrak{I}$ of the total ring of fractions $Q_{R}$ of a ring $R$ |
| $\mathcal{R}_{R}$ | the set of regular fractional ideals of a ring $R$ (see Definition 2.5) |
| $\mathfrak{C}_{\mathfrak{I}}$ | the conductor of a fractional ideal $\mathfrak{I}$ of a ring $R$ (see Definition B.22) |
| $\mathcal{V}_{R}$ | the set of valuation rings of $Q_{R}$ containing $R$ (see Definition D.1.(3)) |
| $\mathfrak{m}_{V}$ | the regular maximal ideal of a valuation ring $V$ (see Remark D.5) |
| $I_{V}$ | the infinite prime ideal of a valuation ring $V$ (see Remark D.5) |
| $\mathfrak{q}_{V}$ | see Proposition 3.13.(1) |
| $\mu_{V}$ | the valuation of a valuation ring (see Definition D.10) |
| $V_{\nu}$ | the ring of a valuation $\nu$ (see Definition D.23) |
| $\mathfrak{Q}^{\alpha}, \mathfrak{I}^{\alpha}$ | see Definition 3.6 |
| $\Gamma_{R}$ | the semigroup of values of a one-dimensional equidimensional CohenMacaulay ring (see Definition 3.14) |
| $\Gamma_{\mathfrak{I}}$ | the value semigroup ideal of a regular fractional ideal $\mathfrak{I} \in \mathcal{R}_{R}$ of a one-dimensional equidimensional Cohen-Macaulay ring (see Definition 3.14) |
| (E0), (E1), (E2) | see Definition 3.19 |
| $\mathcal{G}_{S}$ | the set of good semigroup ideals of a good semigroup $S$ |
| $M_{S}$ | the maximal ideal of a local good semigroup $S$ |
| $E_{J}^{J^{\prime}}$ | see Definition 4.60 |
| Fib (F) | see Definition 2.29 |
| $\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ | see Theorem 6.2.(4) and Lemma 6.13 |
| $\operatorname{Fib}(S, w, \zeta)$, | see Definition 7.10 |
| $\operatorname{Fib}(S, w)$ |  |

## 1. Introduction

The parametrization of a curve singularity allows for the definition of the semigroup of values associated to the singularity by taking the (multi)orders of regular elements.


For a curve singularity $C$ the normalization splits into a finite product of discrete valuation rings, i.e.

$$
\widehat{\mathcal{O}_{C}} \hookrightarrow \overline{\overline{\mathcal{O}_{C}}} \cong \prod_{i=1}^{s} \overline{\overline{\mathcal{O}_{C}} / \mathfrak{p}_{i}} \cong \prod_{i=1}^{s} \mathbb{C}\left[\left[t_{i}\right]\right]
$$

where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are the minimal prime ideals of $\widehat{\mathcal{O}_{C}}$. Then on the total ring of fractions $Q_{\widehat{\mathcal{O}_{C}}}$ of $\widehat{\mathcal{O}_{C}}$ we have the order

$$
\operatorname{ord}_{t}: Q_{\widehat{\mathcal{O}_{C}}} \cong \prod_{i=1}^{s} \rightarrow(\mathbb{Z} \cup\{\infty\})^{s}
$$

and the multiplicative group $Q_{\widehat{\mathcal{O}_{C}}}^{\text {reg }}$ of non-zerodivisors of $Q_{\widehat{\mathcal{O}_{C}}}$ maps onto the additive group $\mathbb{Z}^{s}$.

The semigroup of values of the curve is then a submonoid of $\mathbb{N}^{s}$. More generally, a semigroup of values as a submonoid of $\mathbb{N}^{s}$ for some $s$ can be associated to a one-dimensional equidimensional semilocal Cohen-Macaulay ring $R$ considering the (finitely many) discrete valuations of its total ring of fractions containing $R$.

In the last decades semigroups of values have been studied most intensively in the cases of irreducible or plane complex algebroid curves. For an irreducible plane curve singularity the semigroup of values is a numerical semigroup which is equivalent to other classical invariants like the characteristic exponents, the multiplicity sequence, or the resolution graph [1, 2]. Moreover, the semigroup of values can be interpreted as the set of intersection multiplicities of the curve singularity with all other plane curve singularities. Waldi showed that any plane algebroid curve is determined by its value semigroup up to equivalence
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in the sense of Zariski [3, 4]. More recently, the semigroup of values played a central role in the analytic classification of plane curve singularities with two branches by Hefez, Hernandes, and Hernandes [5].

Kunz characterized irreducible Gorenstein curve singularities by having a symmetric semigroup of values [6]. Later Delgado extended the notion of symmetry to non-numerical semigroups of values. This allowed for a generalization of Kunz' result to arbitrary curve singularities [7]. Using Delgado's symmetry condition D'Anna was able to characterize (suitably normalized) canonical ideals of a curve singularity by having a certain set of values [8].

The semigroup of values yields particularly strong constraints for quasihomogeneous curve singularities. Kunz and Ruppert showed that an irreducible quasihomogeneous complex curve singularity is determined completely by its semigroup of values. Moreover, they reconstructed a quasihomogeneous complex curve singularity with two branches from the semigroups of values of its branches and a certain coefficient map [9].

## Semigroup of Values and Good Semigroups

The semigroup of values associated to a complex algebroid curve is a submonoid $S$ of $\mathbb{N}^{s}$, where $s$ is the number of branches of the curve. Delgado [7] described further combinatorial properties of the semigroup of values $S$ of a complex algebroid curve:
(E0) There is an $\alpha \in S$ such that $\alpha+\mathbb{N}^{s} \subset S$.
(E1) For any $\alpha, \beta \in S$, also $\inf \{\alpha, \beta\}=\left(\min \left\{\alpha_{1}, \beta_{1}\right\}, \ldots, \min \left\{\alpha_{s}, \beta_{s}\right\}\right) \in S$.
(E2) If $\alpha, \beta \in S$ with $\alpha_{i}=\beta_{i}$ for some $i \in\{1, \ldots, s\}$, then there is a $\delta \in S$ with

$$
\begin{aligned}
& \delta_{j}>\alpha_{i}=\beta_{i} \\
& \delta_{j} \geq \min \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j=1, \ldots, s, \\
& \delta_{k}=\min \left\{\alpha_{k}, \beta_{k}\right\} \text { for every } k \in\{1, \ldots, s\} \text { with } \alpha_{k} \neq \beta_{k}
\end{aligned}
$$

Consider the curve singularity defined by $\left(x^{5}-y^{2}\right) y=0$. Embedding the ring

$$
\widehat{\mathcal{O}_{C}}=\mathbb{C}[[x, y]] /\left\langle\left(x^{5}-y^{2}\right) y\right\rangle
$$

into its normalization

$$
\overline{\overline{\mathcal{O}_{C}}} \cong \mathbb{C}\left[\left[t_{1}\right]\right] \times \mathbb{C}\left[\left[t_{2}\right]\right]
$$

it can be described by

$$
\widehat{\mathcal{O}_{C}} \cong \mathbb{C}\left[\left[\left(t_{1}^{2}, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right] .
$$

Then properties (E0), (E1), and (E2) can be understood in the following way:
(E0) Since the normalization $\overline{\hat{\mathcal{O}_{C}}}$ is finite over $\widehat{\mathcal{O}_{C}}$, there is an $x \in \widehat{\mathcal{O}_{C}}$ such that $x \overline{\overline{\mathcal{O}_{C}}} \subset \widehat{\mathcal{O}_{C}}$, for example

$$
\left(t_{1}^{9}, t_{2}^{5}\right)\left(\mathbb{C}\left[\left[t_{1}\right]\right] \times \mathbb{C}\left[\left[t_{2}\right]\right]\right) \subset \mathbb{C}\left[\left[\left(t_{1}^{2}, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right]
$$

Taking orders this yields

$$
(9,5)+\mathbb{N}^{s} \subset S
$$

(E1) Property (E1) is the result of generic linear combinations of power series, where generic means that in no component a term of least order is cancelled. For example, the power series $\left(t_{1}^{5}+t_{1}^{15}, t_{2}^{7}\right)$ and $\left(t_{1}^{8}, t_{2}^{4}\right)$ correspond to the semigroup elements ( 5,7 ) and $(8,4)$, and the sum

$$
\left(t_{1}^{5}+t_{1}^{15}, t_{2}^{7}\right)+\left(t_{1}^{8}, t_{2}^{4}\right)=\left(t_{1}^{5}+t_{1}^{8}+t_{1}^{15}, t_{2}^{4}+t_{2}^{7}\right)
$$

corresponds to the semigroup element

$$
(5,4)=\inf \{(5,7),(8,4)\} .
$$

(E2) Considering special linear combinations of power series which cause cancellations of terms of least order leads to an "inverse" of property (E1) which we denote by (E2). For example, taking now the power series $\left(t_{1}^{5}+t_{1}^{15}, t_{2}^{7}\right)$ and $\left(t_{1}^{5}+t_{1}^{8}+t_{1}^{15}, t_{2}^{4}+t_{2}^{7}\right)$ which have the values $(5,7)$ and $(5,4)$, the difference

$$
\left(t_{1}^{5}+t_{1}^{8}+t_{1}^{15}, t_{2}^{4}+t_{2}^{7}\right)-\left(t_{1}^{5}+t_{1}^{15}, t_{2}^{7}\right)=\left(t_{1}^{8}, t_{2}^{4}\right)
$$

has value

The first aim of Chapter 3 is to find general algebraic hypotheses leading to value semigroups and value semigroup ideals having these properties. We start with onedimensional equidimensional semilocal Cohen-Macaulay rings. For such a ring $R$ there are only finitely many valuations of the total ring of fractions containing $R$, and all of them are discrete. This allows for the definition of a semigroup of values. If $\widehat{R}$ is reduced, the normalization $\widehat{R}$ is finite, and hence $R$ satisfies (E0). As illustrated above, for property (E1) we need "sufficiently large" residue fields. Finally, for the cancellation of terms of least order in (E2) we need the ring to be residually rational. This leads to the notion of admissible rings.

As an abstract version of value semigroups D'Anna introduced the class of good semigroups [8]. A good semigroup is a submonoid of $\mathbb{N}^{s}$ for some $s$ satisfying (E0), (E1), and (E2). Then by definition the semigroup of values of an admissible ring is a good semigroup. However, Barucci, D'Anna, and Fröberg showed that these properties do not characterize semigroups of values; in fact, they gave an explicit example of a good semigroup which is not the semigroup of values of a ring [10]. Nevertheless, good semigroups can be regarded as combinatorial counterparts of admissible rings in many respects. It is a main motivation for this thesis to establish combinatorial versions of algebraic concepts on admissible rings which are compatible with their prototypes under taking values. In particular, we deal with localization, conductors, the length of a module, duality, and quasihomogeneity.

## 1. Introduction

## Ideals

A fractional ideal of an admissible ring $R$ is an $R$-submodule $\mathfrak{I}$ of the total ring of fractions $Q_{R}$ of $R$ such that $x \mathfrak{I} \subset R$ for some non-zerodivisor $x \in R$. Analogously we define a semigroup ideal of a good semigroup $S \subset \mathbb{Z}^{s}$ to be a non-empty subset $E$ of $\mathbb{Z}^{s}$ such that $E+S \subset E$ and $\alpha+E \subset R$ for some $\alpha \in S$. Moreover, we call $E$ good if it satisfies (E1) and (E2). Then the value semigroup ideal of a fractional ideal of $R$ (defined by taking the values of the elements of $\mathfrak{I}$ which are non-zerodivisors in $Q_{R}$ ) is a good semigroup ideal of $\Gamma_{R}$.

A drawback of this construction is that taking values does in general not relate compatibly the product and quotient of fractional ideals with their combinatorial counterparts, the sum and difference of good semigroup ideals. In fact, the set of good semigroup ideals of a good semigroup is in general not even closed under these operations. However, for example in the case of conductors or canonical ideals, taking the difference is a operation on the set of good semigroup ideals, and it is also compatible with the ideal quotient under taking values.

## Dualities

A canonical module $\omega_{R}$ of a Cohen-Macaulay ring $R$ induces a duality

$$
M \mapsto \operatorname{Ext}_{R}^{\operatorname{dim} R-\operatorname{dim} M}\left(M, \omega_{R}\right)
$$

If, for example, $R$ is generically Gorenstein, the canonical module can be chosen to be a fractional ideal $\mathfrak{K}$, and on the fractional ideals of $R$ the duality can be expressed in terms of the ideal quotient as

$$
\mathfrak{I} \mapsto \mathfrak{K}: \mathfrak{I} .
$$

This leads to the definition of a canonical ideal of a one-dimensional Cohen-Macaulay ring $R$ as a fractional ideal of $R$ satisfying $\mathfrak{I}=\mathfrak{K}:(\mathfrak{K}: \mathfrak{I})$ for all fractional ideals $\mathfrak{I}$ of $R$. Then a canonical ideal of $R$ is a canonical module of $R$.

So a one-dimensional Cohen-Macaulay ring $R$ is Gorenstein if it is a canonical ideal of itself. Kunz showed that an analytically irreducible and residually rational one-dimensional local ring $R$ is Gorenstein if and only if its (numerical) semigroup of values $\Gamma_{R}$ is symmetric [6]. Jäger used this symmetry condition to define a semigroup ideal $K$ such that (suitably normalized) canonical ideals $\mathfrak{K}$ of $R$ are characterized by having value semigroup ideal $\Gamma_{\mathfrak{K}}=K[11]$.

Waldi was the first to describe a symmetry property of the semigroup of values of a plane algebroid curve with two branches [3]. In analogy to Kunz' result, Delgado then characterized general Gorenstein algebroid curves in terms of a symmetry of their semigroups of values [12, 7]. Later Campillo, Delgado, and Kiyek extended Delgado's result to include analytically reduced and residually rational local rings with infinite residue field [13].

In the spirit of Jäger's approach, D'Anna turned Delgado's symmetry condition into an explicit formula for a canonical semigroup ideal $K^{0}$. He showed that any (suitably
normalized) fractional ideal $\mathfrak{K}$ of an analytically reduced and residually rational onedimensional local ring with infinite residue field is canonical if and only if $\Gamma_{\mathfrak{K}}=K^{0}[8]$. More recently Pol computed explicitly the value semigroup ideal $\Gamma_{R: \mathfrak{J}}$ of the dual $R: \mathfrak{I}$ of any fractional ideal $\mathfrak{I}$ of a Gorenstein algebroid curve $R$ as $\Gamma_{R: \mathfrak{J}}=\Gamma_{R}-\Gamma_{\mathfrak{J}}[14]$.

In Chapter 5 we unify and extend D'Anna's and Pol's results. In particular, we work in the more general class of admissible rings. First, however, we introduce a purely combinatorial version of duality.

Statement (See Theorem 5.14). Any good semigroup $S$ admits a canonical semigroup ideal, that is a good semigroup ideal $K$ of $S$ inducing a duality $E \mapsto K-E$ on the good semigroup ideals of $S$. In particular, the set of good semigroup ideals is closed under taking duals, and

$$
K-(K-E)=E
$$

for every good semigroup ideal $E$ of $S$.
It turns out that our canonical semigroup ideals are exactly the translations of D'Anna's $K^{0}$. Moreover, using combinatorial properties we can relate the duality on fractional ideals to the duality on good semigroup ideals in the following way.

Statement (See Theorems 5.31 and 5.34). Let $R$ be an analytically reduced one-dimensional equidimensional semilocal Cohen-Macaulay ring with sufficiently large residue fields and trivial residue field extensions. A fractional ideal $\mathfrak{K}$ of $R$ is canonical if and only if its value semigroup ideal is a canonical semigroup ideal of the semigroup of values of $R$. Moreover, if $\mathfrak{K}$ is a canonical ideal of $R$, then there is a commutative diagram

where $\Gamma_{\mathfrak{I}}$ denotes the value semigroup ideal of a fractional ideal $\mathfrak{I}$.

## Algorithmic Normalization

Endomorphism rings occur in the construction of blow ups [15] or non-commutative resolutions $[16,17]$. A non-commutative crepant resolution of a curve can be computed [18] considering the intermediate steps of a normalization algorithm [19] which is based on a characterization of normality in terms of the endomorphism ring of a so-called test ideal [20]: a reduced Noetherian ring $R$ is normal if and only if $R=\operatorname{End}_{R}(\mathfrak{i})$ for a test ideal $\mathfrak{i}$ of $R$. If $R$ is a reduced one-dimensional Noetherian local ring, then the maximal ideal $\mathfrak{m}$ is the unique test ideal for $R$.

## 1. Introduction

The above criterion by Grauert and Remmert can be turned into an algorithm for normalization computing successively endomorphism rings of test ideals. Following an idea by Böhm, Decker, and Schulze [21] we use the semigroup of values to determine the intermediate steps explicitly. In general, not much is known about the properties of sequences obtained by the Grauert-Remmert algorithm. As a step towards a more fundamental understanding, we prove in Chapter 5 the following result on Gorenstein algebroid curves.

Statement (See Theorems 5.42 and 5.56). Let $R$ be a Gorenstein complex algebroid curve with maximal ideal $\mathfrak{m}$. Then $\operatorname{End}_{R}(\mathfrak{m})$ is Gorenstein if and only if $R$ is of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$ (see [22]).

In Chapter 8 we apply the Grauert-Remmert algorithm to two kinds of arrangements. First we study plane arrangements of smooth curves.

Statement (See Theorems 8.1 and 8.2). Let $C$ be a reduced plane curve. Suppose that $C$ has only finitely many singular points, and assume that the analytic branches at the singular points of $C$ are smooth and intersect transversally. Then the number of steps in the Grauert-Remmert algorithm which is needed to compute the normalization of $C$ is determined by the maximal number of analytic branches intersecting in a singular point of $C$.

Using Serre's criterion which allows for checking normality in codimension one, we apply this result to hyperplane arrangements. Geometrically, after localization in codimension one we look at "transversal slices" of the arrangement. This reduces the problem to plane line arrangements whose cardinalities are the numbers of hyperplanes intersecting the respective slices.

Statement (See Theorem 8.14). Let $(\mathcal{A}, V)$ be an arrangement of hyperplanes. Then the Grauert-Remmert algorithm computes the normalization of the arrangement after

$$
\max \left\{\mu_{\mathcal{A}}(V, X) \mid X \in L(\mathcal{A}) \text { with } \text { codim } X=2\right\}
$$

steps, where $L(\mathcal{A})$ is the set of intersections of hyperplanes of $\mathcal{A}$, and $\mu_{\mathcal{A}}$ is the Möbius function of the arrangement.

## Quasihomogeneous Semigroups

Kunz and Ruppert gave a description of quasihomogeneous curve singularities with at most two branches in terms of the semigroups of values of their branches [9]. An irreducible quasihomogeneous curve singularity is determined completely by its semigroup of values, and a quasihomogeneous curve singularity with two branches can be reconstructed as a fibre product of its branches over their intersection from combinatorial and analytic data: the semigroups of values of the branches as well as certain value semigroup ideals and a coefficient map. We show that the combinatorial informations can be deduced from the semigroup of values of the curve singularity.

In Chapter 6 we give a generalization of this result to quasihomogeneous curve singularities with arbitrarily many branches. Here we use an extended notion of fibre products which is introduced in Chapter 2. This fibre product is determined by the semigroup of values of the curve singularity and a certain coefficient map. In general, however, the curve singularity is not completely described by the fibre product.

In Chapter 7 we transfer the concept of quasihomogeneity to good semigroups. First we define gradings on a good semigroup, then we consider properties of values of homogeneous elements of quasihomogeneous curve singularities. In fact, both approaches yield the same concept of quasihomogeneity on good semigroups, and this is compatible with the algebraic definition.

Statement (See Proposition 7.6). The semigroup of values of a quasihomogeneous curve singularity is quasihomogeneous.

On quasihomogeneous semigroups we introduce a closedness property related to the weights of the grading. This allows to characterize those quasihomogeneous curve singularities which can be reconstructed as a fibre product.

Statement (See Theorem 7.23). A quasihomogeneous curve singularity is isomorphic to a fibre product if and only if its semigroup of values is closed.

Moreover, this closedness allows to construct curve singularities from good semigroups.
Statement (See Theorem 7.24). A quasihomogeneous semigroup $S$ is closed if and only if it is the semigroup of values of a quasihomogeneous curve singularity. If $S$ is closed, then a quasihomogeneous curve singularity $R$ with $\Gamma_{R}=S$ can be constructed as a fibre product solely from $S$.

We show that a quasihomogeneous semigroup with two branches is always closed. This yields the result by Kunz and Ruppert. Finally, the results above imply that a closed quasihomogeneous semigroup can be reconstructed from information on its branches. In fact, we obtain a stronger statement.

Statement (See Theorem 7.27). Any quasihomogeneous semigroup $S$ can be reconstructed from its branches and certain ideals of its branches (which are determined by $S$ ).

## 2. Preliminaries

The purpose of this chapter is to provide the fundamental material for this thesis. In Section 2.1 we introduce the monoid of regular fractional ideals of a ring. This concept is important for the study of valuation rings (see Chapter D).

In Section 2.2 we deal with discrete valuation rings and discrete valuations. Later we use valuation theory on one-dimensional Cohen-Macaulay rings to relate algebra and combinatorics.
Finally, in Section 2.3 we introduce a generalization of the usual fibre product. This will be applied in the context of quasihomogeneous curves in Chapters 6 and 7.

### 2.1. Regular and Fractional Ideals

In this section we study the set of $R$-submodules of the total ring of fractions $Q_{R}$ of a ring $R$. This set is a monoid with respect to the product, and it is closed under quotients (see Proposition 2.7). In particular, we are interested in fractional ideals of $R$, that is "ideals with a common denominator" (see Definition 2.5). The set of all regular fractional ideals is a submonoid of the monoid of regular $R$-submodules of $Q_{R}$, and it is also closed under quotients (see Proposition 2.7).

Definition 2.1. Let $R$ be a ring, and let $\mathfrak{I}$ and $\mathfrak{J}$ be $R$-submodules of $Q_{R}$.
(1) The product of $\mathfrak{I}$ and $\mathfrak{J}$ is

$$
\mathfrak{I} \mathfrak{J}=\left\{\sum_{(x, y) \in \Lambda} x y \mid \Lambda \subset \mathfrak{I} \times \mathfrak{J} \text { finite }\right\} .
$$

(2) The quotient of $\mathfrak{I}$ and $\mathfrak{J}$ in $Q_{R}$ is

$$
\mathfrak{I}:_{Q_{R}} \mathfrak{J}=\left\{x \in Q_{R} \mid x \mathfrak{J} \subset \mathfrak{I}\right\} \in \mathcal{R}_{R} .
$$

We also write $\mathfrak{I}: \mathfrak{J}$ instead of $\mathfrak{I}: Q_{R} \mathfrak{J}$.
Lemma 2.2. Let $R$ be a ring, and let $\mathfrak{I}$ and $\mathfrak{J}$ be $R$-submodules of $Q_{R}$. Then $\mathfrak{I J}$ and $\mathfrak{I}: \mathfrak{J}$ are $R$-submodule of $Q_{R}$.

Proof. By definition we have $\mathfrak{I} \mathfrak{J} \subset Q_{R}$ and $\mathfrak{I}: \mathfrak{J} \subset Q_{R}$. Moreover, the set $\mathfrak{J} \mathfrak{J}$ is by definition an $R$-module. So let $x, y \in \mathfrak{I}: \mathfrak{J}$, and let $r, s \in R$. Then

$$
(r x+s y) \mathfrak{I}=r x \mathfrak{I}+s y \mathfrak{I}=x \mathfrak{I}+y \mathfrak{I} \subset \mathfrak{J}+\mathfrak{J}=\mathfrak{J}
$$

since $\mathfrak{I}$ and $\mathfrak{J}$ are $R$-modules. Thus, $\mathfrak{I}: \mathfrak{J}$ is an $R$-submodule of $Q_{R}$.
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Lemma 2.3. Let $R$ be a ring, let $x \in Q_{R}^{\mathrm{reg}}$, and let $\mathfrak{I}, \mathfrak{I}^{\prime}, \mathfrak{J}, \mathfrak{J}^{\prime}$, and $\mathfrak{H}$ be $R$-submodules of $Q_{R}$. Then
(1) $(\mathfrak{I}: \mathfrak{J}): \mathfrak{H}=\mathfrak{I}:(\mathfrak{J H})=(\mathfrak{I}: \mathfrak{H}): \mathfrak{J}$,
(2) $(x \mathfrak{I}): \mathfrak{J}=x(\mathfrak{I}: \mathfrak{J})=\mathfrak{I}:\left(x^{-1} \mathfrak{J}\right)$,
(3) $\mathfrak{I}: \mathfrak{J}^{\prime} \subset \mathfrak{I}: \mathfrak{J} \subset \mathfrak{I}^{\prime}: \mathfrak{J}$ if $\mathfrak{I} \subset \mathfrak{I}^{\prime}$ and $\mathfrak{J} \subset \mathfrak{J}^{\prime}$, and
(4) $\mathfrak{I}: \mathfrak{J}=(\mathfrak{I}: A): \mathfrak{J}$ if $A$ is a ring with $R \subset A \subset Q_{R}$ and $\mathfrak{J}$ is an $A$-module.

Proof. (1) By the definition of the ideal quotient (see Definition 2.1) we have

$$
\begin{align*}
(\mathfrak{I}: \mathfrak{J}): \mathfrak{H} & =\left\{x \in Q_{A} \mid x y \in \mathfrak{I}: \mathfrak{J} \text { for all } y \in \mathfrak{H}\right\}  \tag{2.1}\\
& =\left\{x \in Q_{A} \mid x y z \subset \mathfrak{I} \text { for all } y \in \mathfrak{H} \text { and } z \in \mathfrak{J}\right\}  \tag{2.2}\\
& =\left\{x \in Q_{A} \mid x z \subset \mathfrak{I}: \mathfrak{H} \text { for all } z \in \mathfrak{J}\right\}  \tag{2.3}\\
& =(\mathfrak{I}: \mathfrak{H}): \mathfrak{J} . \tag{2.4}
\end{align*}
$$

Let $x \in(\mathfrak{I}: \mathfrak{J}): \mathfrak{H}$, and let $y, y^{\prime} \in \mathfrak{H}$ and $z, z^{\prime} \in \mathfrak{J}$. Then Equation (2.2) yields $x y z, x y^{\prime} z^{\prime} \in \mathfrak{I}$, and hence $x\left(y z+y^{\prime} z^{\prime}\right) \in \mathfrak{I}$ since $\mathfrak{I} \in \mathcal{R}_{A}$. This implies $x \mathfrak{J} \mathfrak{H} \subset \mathfrak{I}$, and Equation (2.2) yields

$$
\begin{aligned}
(\mathfrak{I}: \mathfrak{J}): \mathfrak{H} & =\left\{x \in Q_{A} \mid x y z \subset \mathfrak{I} \text { for all } y \in \mathfrak{H} \text { and } z \in \mathfrak{J}\right\} \\
& =\left\{x \in Q_{A} \mid x \mathfrak{J} \mathfrak{H} \subset \mathfrak{I}\right\} \\
& =\mathfrak{I}:(\mathfrak{J} \mathfrak{H})
\end{aligned}
$$

(2) Since $Q_{R}^{\mathrm{reg}}=Q_{R}^{*}$, we have

$$
(x \mathfrak{I}): \mathfrak{J}=\left\{y \in Q_{R} \mid y \mathfrak{J} \subset x \mathfrak{I}\right\}=\left\{y \in Q_{R} \mid y x^{-1} \mathfrak{J} \subset \mathfrak{I}\right\}
$$

(3) This follows immediately from Definition 2.1.
(4) Since $A$ is an $R$-submodule of $Q_{R}$, and since $\mathfrak{J}$ is an $A$-module, (1) yields

$$
\mathfrak{I}: \mathfrak{J}=\mathfrak{I}:(\mathfrak{J} A)=(\mathfrak{I}: A): \mathfrak{J}
$$

Definition 2.4. Let $R$ be a ring.
(1) An $R$-submodule $\mathfrak{I}$ of $Q_{R}$ is called regular if $\mathfrak{I}^{\mathrm{reg}}=\mathfrak{I} \cap Q_{R}^{\mathrm{reg}} \neq \emptyset$, or, equivalently, $Q_{R} \mathfrak{I}=Q_{R}$.
(2) If every regular ideal $\mathfrak{i}$ of $R$ is generated by $\mathfrak{i}^{\text {reg }}$, then $R$ is called a Marot ring.

Definition 2.5. Let $R$ be a ring.
(1) A fractional ideal of $R$ is an $R$-submodule $\mathfrak{I}$ of $Q_{A}$ such that $x \mathfrak{I} \subset R$ for some $x \in R^{\mathrm{reg}}$.
(2) The set of regular fractional ideals of $R$ is denoted by $\mathcal{R}_{R}$.

Remark 2.6. Let $R$ be a ring.
(1) If $R$ is Noetherian, then an $R$-submodule $\mathfrak{I}$ of $Q_{R}$ is a fractional ideal of $R$ if and only if it is finitely generated.
(2) If $R$ is a Marot ring, then any regular fractional ideal $\mathfrak{I} \in \mathcal{R}_{R}$ is generated by $\mathfrak{I}^{\text {reg }}$.

Proposition 2.7. Let $R$ be a ring.
(1) The set of regular $R$-submodules of $Q_{R}$ and the set $\mathcal{R}_{R}$ are a commutative monoids with respect to product of ideals (the neutral element is $R$ ).
(2) The set of regular $R$-submodules of $Q_{R}$ and the set $\mathcal{R}_{R}$ are closed under ideal quotient, i.e. $(\mathfrak{I}: \mathfrak{J})^{\text {reg }} \neq \emptyset$ for all regular $R$ submodules $\mathfrak{I}$ and $\mathfrak{J}$ of $Q_{R}$, and with $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$ also $\mathfrak{I}: \mathfrak{J} \in \mathcal{R}_{R}$.

Proof. Let $\mathfrak{I}$ and $\mathfrak{J}$ be regular $R$-submodules of $Q_{R}$. Then $\mathfrak{I}^{\text {reg }}, \mathfrak{J}^{\text {reg }} \neq \emptyset$. Moreover, $\mathfrak{I} \mathfrak{J}$ and $\mathfrak{I}: \mathfrak{J}$ are $R$-submodules of $Q_{R}$ by Lemma 2.2 . If $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$, then there are $x, y \in R^{\text {reg }}$ such that $x \mathfrak{I}, y \mathfrak{J} \subset R$.
(1) For any $x \in \mathfrak{I}^{\text {reg }}$ and $y \in \mathfrak{J}^{\text {reg }}$ we have $x y \in(\mathfrak{I} \mathfrak{J})^{\text {reg }}$. Hence, $\mathfrak{I} \mathfrak{J}$ is a regular $R$ submodule of $Q_{R}$. Moreover, we obviously have $\mathfrak{H} R=\mathfrak{H}$ for any $\mathfrak{H} \in \mathcal{R}_{R}$ since $\mathfrak{H}$ is an $R$-module, and since $1 \in R$.
If $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$, then $y x \mathfrak{I} \mathfrak{J} \subset y R \mathfrak{I} \subset y \mathfrak{I} \subset R$, and hence $\mathfrak{I} \mathfrak{J} \in \mathcal{R}_{R}$.
 $a y \mathfrak{J} \subset a R \subset \mathfrak{I}$. Thus, $\mathfrak{I}: \mathfrak{J}$ is regular.

Suppose now that $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$, and let $b \in \mathfrak{J}^{\text {reg }}$. Then $b y x \in R^{\text {reg }}$ and $y x b(\mathfrak{I}: \mathfrak{J}) \subset$ $y x \mathfrak{I} \subset y R \subset R$. Hence, $\mathfrak{I}: \mathfrak{J} \in \mathcal{R}_{R}$.

Definition 2.8. Let $R$ be a ring. An $R$-submodule $\mathfrak{I}$ of $Q_{R}$ is called invertible if $\mathfrak{I} \mathfrak{J}=R$ for some $R$-submodule $\mathfrak{J}$ of $Q_{R}$ which then is uniquely determined as $\mathfrak{J}=R: \mathfrak{I}$, see [23, Ch. II, Prop. 2.2.(1)]. For an invertible $R$-submodule $\mathfrak{I}$ of $Q_{R}$ we write $\mathfrak{I}^{-1}=R: \mathfrak{I}$.

Remark 2.9. Let $R$ be a ring.
(1) Let $x \in Q_{R}^{\mathrm{reg}}$ and $\mathfrak{I} \in \mathcal{R}_{R}$. Then $x \mathfrak{I} \in \mathcal{R}_{R}$.
(2) Every invertible $R$-submodule $\mathfrak{I}$ of $Q_{R}$ is regular and finitely generated, see [23, Ch. II, Rem. 2.1.(3) and Prop. 2.2.(1),(2)]. In particular, if an $R$-submodule $\mathfrak{I}$ of $Q_{R}$ is invertible, then $\mathfrak{I} \in \mathcal{R}_{R}$
(3) The set $\mathcal{R}_{R}^{*}$ of invertible (regular fractional) ideals of $R$ is the largest submonoid of $\mathcal{R}_{R}$ which is also a group.
(4) If $R$ is (quasi)semilocal, $\mathcal{R}_{R}^{*}$ consists of the regular principal fractional ideals of $R$, see [23, Ch. II, Prop. 2.2.(3)].
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Lemma 2.10. Let $R$ be a (quasi)semilocal Marot ring, let $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$, and let $\mathfrak{H} \in \mathcal{R}_{R}^{*}$. Then $(\mathfrak{I} \mathfrak{J}): \mathfrak{H}=\mathfrak{I}:(\mathfrak{J}: \mathfrak{H})$. In particular, $\mathfrak{I}: \mathfrak{H}=\mathfrak{I H}^{-1}$.

Proof. Since $\mathfrak{H} \in \mathcal{R}_{R}^{*}$, there is by Remark 2.9.(4) an $x \in Q_{R}^{\text {reg }}$ such that $\mathfrak{H}=x R$. Then Lemma 2.3.(2) yields

$$
\begin{aligned}
(\mathfrak{I} \mathfrak{J}): \mathfrak{H} & =(\mathfrak{I} \mathfrak{J}):(x R) \\
& =x^{-1}((\mathfrak{I} \mathfrak{J}): R) \\
& =x^{-1} \mathfrak{I} \mathfrak{J} \\
& =x^{-1} \mathfrak{I}(\mathfrak{J}: R) \\
& =\mathfrak{I}(\mathfrak{J}: x R) \\
& =\mathfrak{I}(\mathfrak{J}: \mathfrak{H}) .
\end{aligned}
$$

In particular, this implies

$$
\mathfrak{I}: \mathfrak{H}=(\mathfrak{I} R): \mathfrak{H}=\mathfrak{I}(R: \mathfrak{H})=\mathfrak{I H}^{-1}
$$

Lemma 2.11. Let $R$ and $A$ be rings such that $Q_{R}=Q_{A}$ and $A \in \mathcal{R}_{R}$. Then $\mathfrak{I}: A \in$ $\mathcal{R}_{R} \cap \mathcal{R}_{A}$ for any $\mathfrak{I} \in \mathcal{R}_{R}$.

Proof. Let $\mathfrak{I} \in \mathcal{R}_{R}$. Then $\mathfrak{I}: A \in \mathcal{R}_{R}$ by Proposition 2.7.(2). Therefore, $\mathfrak{I}: A$ is a regular $A$-submodule of $Q_{R}=Q_{A}$. Moreover, since $A \in \mathcal{R}_{R}$, we also have $A: R \in \mathcal{R}_{A}$ by Proposition 2.7.(2). Hence, there is an $x \in(A: R)^{\text {reg }}$. As $\mathfrak{I}: A \in \mathcal{R}_{R}$, there is a $y \in R^{\text {reg }}$ such that $y(\mathfrak{I}: A) \subset A$. This yields $x y \in A^{\text {reg }}$ and

$$
x y(\mathfrak{I}: A) \subset x R \subset A
$$

Thus, $\mathfrak{I}: A \in \mathcal{R}_{A}$.
Lemma 2.12. Let $R$ and $A$ be rings such that $R \subset A \subset Q_{R}$ and $A \in \mathcal{R}_{R}$. Then $\mathcal{R}_{A} \subset \mathcal{R}_{R}$.
Proof. If $R \subset A \subset Q_{R}$, then $Q_{R}=Q_{A}$ by Lemma A.34. Let $\mathfrak{I} \in \mathcal{R}_{A}$. Then $\mathfrak{I}^{\text {reg }} \neq \emptyset$, and $R \mathfrak{I} \subset A \mathfrak{I} \subset \mathfrak{I}$. Moreover, there is an $x \in A^{\text {reg }}$ such that $x \mathfrak{I} \subset A$. Since $A \in \mathcal{R}_{R}$, there is a $y \in R^{\text {reg }}$ such that $y A \subset R$. Then $x y \in R^{\text {reg }}$, and

$$
x y \mathfrak{I} \subset x A \subset R
$$

Thus, $\mathfrak{I} \in \mathcal{R}_{R}$.
Lemma 2.13. Let $R$ be a ring, and let $\mathfrak{I}$ and $\mathfrak{J}$ be regular $R$-submodules of $Q_{R}$. Then there is a natural $R$-module isomorphism

$$
\begin{aligned}
\phi_{\mathfrak{I}}^{\mathfrak{J}}: \operatorname{Hom}_{R}(\mathfrak{I}, \mathfrak{J}) & \rightarrow \mathfrak{J}: \mathfrak{I}, \\
\phi & \mapsto \frac{\phi(x)}{x},
\end{aligned}
$$

which is independent of the choice of a regular element $x \in \mathfrak{I}^{\text {reg }}$. In particular, any $\phi \in \operatorname{Hom}_{R}(\mathfrak{I}, \mathfrak{J})$ is multiplication by an element of $\mathfrak{J}: \mathfrak{I}$, and it can be extended uniquely to an endomorphism of $Q_{R}$.

Proof. See [24, Lemma 2.1] and [19, Lemma 3.1].
Remark 2.14. Let $R$ be a ring. With Lemma 2.13 we may define the dual of a regular fractional ideal $\mathfrak{I} \in \mathcal{R}_{R}$ as

$$
\mathfrak{I}^{\vee}=\operatorname{Hom}_{R}(\mathfrak{I}, R) \cong R: \mathfrak{I} .
$$

Note that if $\mathfrak{I} \in \mathcal{R}_{R}^{*}$, then $\mathfrak{I}^{-1} \cong \mathfrak{I}^{\vee}$.
Proposition 2.15. Let $R$ be a ring, and let $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$. Then

$$
\mathfrak{J} \subset \mathfrak{I}:(\mathfrak{I}: \mathfrak{J}) .
$$

Proof. Let $x \in \mathfrak{J}$. Then we have for all $y \in \mathfrak{I}: \mathfrak{J}$

$$
x y \subset y \mathfrak{J} \subset \mathfrak{I} .
$$

This implies $x \in \mathfrak{I}:(\mathfrak{I}: \mathfrak{J})$.
Lemma 2.16 (See [25], Lemma 2.1.3). Let $R$ and $A$ be rings such that there is a flat ring homomorphism $\alpha: R \rightarrow A$. Then there is a ring homomorphism

$$
\begin{aligned}
& \phi: Q_{R} \rightarrow Q_{A}, \\
& \frac{x}{y} \mapsto \frac{\alpha(x)}{\alpha(y)} .
\end{aligned}
$$

Moreover, the following hold:
(1) Suppose $\alpha$ is injective. Then $\phi$ is injective, and

$$
\phi(\mathfrak{I}) A=\mathfrak{I} \otimes_{R} A
$$

for any $R$-submodule $\mathfrak{I}$ of $Q_{R}$.
(2) For any fractional ideal $\mathfrak{I}$ of $R$ we have

$$
\mathfrak{I} \otimes_{R} A=\phi(\mathfrak{I}) A .
$$

Moreover, if $\mathfrak{I} \in \mathcal{R}_{R}$, then $\mathfrak{I} \otimes_{R} A=\phi(\mathfrak{I}) A \in \mathcal{R}_{A}$.
(3) For any fractional ideals $\mathfrak{I}$ and $\mathfrak{J}$ of $R$ we have

$$
\phi(\mathfrak{I}: \mathfrak{J}) A=\phi(\mathfrak{I}) A: \phi(\mathfrak{J}) A .
$$

(4) If $\alpha$ is faithfully flat, then

$$
\phi(\mathfrak{I}) A \cap Q_{R}=\mathfrak{I}
$$

and

$$
\phi(\mathfrak{I} \cap \mathfrak{J}) A=\phi(\mathfrak{I}) A \cap \phi(\mathfrak{J}) A
$$

for any $R$-submodules $\mathfrak{I}$ and $\mathfrak{J}$ of $Q_{R}$.
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Proof. Since $\alpha: R \rightarrow A$ is flat, we have $\alpha\left(R^{\text {reg }}\right) \subset A^{\text {reg }}$ by Lemma A.7. Thus, Lemma A. 29 yields a ring homomorphism

$$
\begin{aligned}
\phi: Q_{R} & \rightarrow Q_{A}, \\
\frac{x}{y} & \mapsto \frac{\alpha(x)}{\alpha(y)} .
\end{aligned}
$$

(1) The ring homomorphism $\phi$ is injective by Lemma 7.54.

For the bilinear map

$$
\begin{gathered}
\mathfrak{I} \times A \rightarrow \phi(\mathfrak{I}) A \\
(x, y) \mapsto \phi(x) y
\end{gathered}
$$

the universal property of the tensor product yields the $R$-module homomorphism

$$
\begin{aligned}
\beta: \mathfrak{I} \otimes_{R} A & \rightarrow \phi(\mathfrak{I}) A, \\
x \otimes y & \mapsto \phi(x) y .
\end{aligned}
$$

Obviously, $\beta$ is also an $A$-module homomorphism, and it is surjective.
Since $\mathfrak{I} \subset Q_{R}$, and since $A$ is flat, we obtain $\mathfrak{I} \otimes_{R} A \subset Q_{R} \otimes_{R} A$. Moreover, setting $\mathfrak{I}=Q_{R}$ yields a surjective $A$-module homomorphism

$$
\begin{aligned}
\gamma: \mathfrak{I} \otimes_{R} A & \rightarrow \phi(\mathfrak{I}) A, \\
\quad \frac{x}{y} \otimes a & \mapsto \phi\left(\frac{x}{y}\right) a=\frac{\alpha(x)}{\alpha(y)} a .
\end{aligned}
$$

In particular, we obtain a commutative diagram


Since $Q_{R}=\left(R^{\mathrm{reg}}\right)^{-1} R$, Theorem A. 22 and Proposition A. 38 yield an $R$-module isomorphism

$$
\begin{aligned}
& \delta: Q_{R} \rightarrow\left(\alpha\left(R^{\mathrm{reg}}\right)\right)^{-1} A, \\
& \frac{x}{y} \otimes a \mapsto \frac{\alpha(x) a}{\alpha(y)} .
\end{aligned}
$$

Since $\left(\alpha\left(R^{\text {reg }}\right)\right)^{-1} A \subset Q_{A}$ by Lemma A. 30 (recall that $\alpha\left(R^{\text {reg }}\right) \subset A^{\text {reg }}$ by Lemma A.7), we obtain with Diagram (2.5) a commutative diagram


This implies that $\beta$ is injective, and hence $\mathfrak{I} \otimes_{R} A=\phi(\mathfrak{I}) A$.
(2) Let $\mathfrak{I}$ be a fractional ideal of $R$. Then for the bilinear map

$$
\begin{gathered}
\mathfrak{I} \times A \rightarrow \phi(\mathfrak{I}) A \\
(x, y) \mapsto \phi(x) y
\end{gathered}
$$

the universal property of the tensor product yields the surjective homomorphism

$$
\begin{aligned}
\epsilon: \mathfrak{I} \otimes_{R} A & \rightarrow \phi(\mathfrak{I}) A, \\
x \otimes y & \mapsto \phi(x) y .
\end{aligned}
$$

Suppose that $\mathfrak{I} \subset R$. Since $A$ is a flat $R$-module, we obtain a commutative diagram


This implies that $\epsilon$ is also injective, and hence

$$
\begin{equation*}
\mathfrak{I} \otimes_{R} A=\phi(\mathfrak{I}) A \tag{2.6}
\end{equation*}
$$

Let now $\mathfrak{I}$ be a general fractional ideal of $R$. Then there is an $x \in Q_{R}^{\mathrm{reg}}$ such that $x \mathfrak{I} \subset R$. Moreover, $\phi(x) \in Q_{A}^{\mathrm{reg}}$ since $Q_{R}^{\mathrm{reg}}=Q_{R}^{*}$ and $Q_{A}^{\mathrm{reg}}=Q_{A}^{*}$. Then Equation (2.6) yields (considering $A$-modules)

$$
\begin{aligned}
\phi(\mathfrak{I}) A & =(\phi(x))^{-1} \phi(x) \phi(\mathfrak{I}) A \\
& =(\phi(x))^{-1} \phi(x \mathfrak{I}) A \\
& =(\phi(x))^{-1}\left(x \mathfrak{I} \otimes_{R} A\right) \\
& =(\phi(x))^{-1}\left(\mathfrak{I} \otimes_{R} \phi(x) A\right) \\
& =(\phi(x))^{-1} \phi(x)\left(\mathfrak{I} \otimes_{R} A\right) \\
& =\mathfrak{I} \otimes_{R} A .
\end{aligned}
$$

Finally, $\phi(\mathfrak{I}) A$ is an $A$-submodule of $Q_{A}$, and $\phi(x) \phi(\mathfrak{I}) A=\phi(x \mathfrak{I}) A \subset \phi(R) A=A$. If $\mathfrak{I} \in \mathcal{R}_{R}$, there is a $y \in \mathfrak{I}^{\mathrm{reg}}$. Then $\phi(y) \in \phi(\mathfrak{I}) \cap Q_{A}^{*}=\phi(\mathfrak{I}) \cap Q_{A}^{\mathrm{reg}}=(\phi(\mathfrak{I}))^{\mathrm{reg}}$. Therefore, $\phi(\mathfrak{I}) A \in \mathcal{R}_{A}$.
(3) For any fractional ideals $\mathfrak{I}$ and $\mathfrak{J}$ of $R$ part (2) as well as Propositions A. 40 and 2.7.(2) and Lemma 2.13 yield the following commutative diagram of isomorphisms
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(4) See [26, Chapitre I, § 3, no. 5, Proposition 10].

Lemma 2.17. Let $R$ be a Noetherian ring, and let $\mathfrak{I} \in \mathcal{R}_{R}$. Then $\mathfrak{I}: \mathfrak{I}$ is an integral extension of $R$. In particular,

$$
R \subset \mathfrak{I}: \mathfrak{I} \subset \bar{R}
$$

Proof. Since $\mathfrak{I}$ is a fractional ideal of $R$, we have $\mathfrak{I} R \subset \mathfrak{I}$, and hence $R \subset \mathfrak{I}: \mathfrak{I}$. In particular, $1 \in \mathfrak{I}: \mathfrak{I}$. Let $x, y \in \mathfrak{I}: \mathfrak{I}$. Then

$$
x y \mathfrak{I} \subset x \mathfrak{I} \subset \mathfrak{I}
$$

Since $\mathfrak{I}: \mathfrak{I}$ is an $R$-module by Lemma 2.2 , this implies that it is a ring. Moreover, since $R$ is Noetherian, $\mathfrak{I}: \mathfrak{I}$ is by Proposition 2.7.(2) and Remark 2.6.(1) finite over $R$. Thus, $\mathfrak{I}: \mathfrak{I}$ is by Theorem B. 11 an integral extension of $R$. The particular claim follows with Proposition B.5. Also see [27, Lemma 3.6.1] and Lemma 2.13.

### 2.2. Discrete Valuation( Ring)s

In order to relate algebra and combinatorics we apply valuation theory. A valuation of a ring $A$ is a surjective map $\nu$ from $A$ onto a totally ordered abelian monoid $G_{\infty}^{\nu}$ such that

$$
\begin{align*}
\nu(x y) & =\nu(x)+\nu(y),  \tag{2.7}\\
\nu(x+y) & \geq \min \{\nu(x), \nu(y)\} \tag{2.8}
\end{align*}
$$

for every $x, y \in A$, where $G^{\nu}$ is a totally ordered additive abelian group (the value group of $\nu$ ) which we include into the totally ordered abelian monoid $G_{\infty}^{\nu}=G^{\nu} \cup\{\infty\}$ with $x+\infty=\infty, \infty+\infty=\infty$ and $\infty>x$ for all $x \in G^{\nu}$. To a valuation $\nu: A \rightarrow G_{\infty}^{\nu}$ we associate its valuation ring

$$
V_{\nu}=\{x \in A \mid \nu(x) \geq 0\} .
$$

For more on valuations see Section D.2.
Definition 2.18. Let $A$ be a ring. A valuation $\nu$ of $A$ is said to be a discrete valuation if there is an order preserving group isomorphism $\phi: G^{\nu} \rightarrow \mathbb{Z}$.

We may also start with rings of valuations. Let $Q$ be a ring having a large Jacobson radical with $Q^{\text {reg }}=Q^{*}$. A valuation ring of $Q$ is a subring $V$ of $Q$ with $V \neq Q$ such that $Q \backslash V$ is multiplicatively closed. If $V$ is a valuation ring of $Q$, then the group $\mathcal{R}_{V}^{*}$ is totally ordered by reverse inclusion. We include $\mathcal{R}_{V}^{*}$ into the totally ordered monoid $\mathcal{R}_{V, \infty}^{*}=\mathcal{R}_{V}^{*} \cup\left\{I_{V}\right\}$, where $I_{V}=V: Q$ is the infinite prime ideal of $V$. Then the valuation of $V$ is the map

$$
\begin{aligned}
\mu_{V}: Q & \rightarrow \mathcal{R}_{V, \infty}^{*}, \\
x & \mapsto \mu_{V}(x)=\bigcap_{\substack{\mathfrak{I} \in \mathcal{R}_{V}^{*} \\
x \in \mathfrak{I}}} \mathfrak{I} .
\end{aligned}
$$

This map is surjective, and it satisfies

$$
\begin{aligned}
\mu_{V}(x y) & =\mu_{v}(x) \mu_{V}(y), \\
\mu_{V}(x+y) & \geq \min \left\{\mu_{V}(x), \mu_{V}(y)\right\}
\end{aligned}
$$

for any $x, y \in Q$. Then

$$
V=\left\{x \in Q \mid \mu_{V}(x) \geq V\right\},
$$

and $V$ has a unique regular maximal ideal

$$
\mathfrak{m}_{V}=\left\{x \in Q \mid \mu_{V}(x)>V\right\} .
$$

The infinite prime ideal of $V$ is

$$
I_{V}=\left\{x \in Q \mid \mu_{V}(x)=I_{V}\right\} .
$$

For more on valuation rings see Section D.1. Note that by Corollary D. 32 there is a bijection

$$
\begin{aligned}
& V \mapsto \mu_{V}, \\
& V_{\nu} \leftrightarrow \nu
\end{aligned}
$$

between the valuation rings and the valuations (up to equivalence, see Definition D.28) of $Q$.

Definition 2.19. Let $Q$ be a ring having a large Jacobson radical with $Q^{\mathrm{reg}}=Q^{*}$. A valuation ring $V$ of $Q$ with regular maximal ideal $\mathfrak{m}_{V}$ is called a discrete valuation ring of $Q$ if $\mathfrak{m}_{V} \in \mathcal{R}_{V}^{*}$.

Remark 2.20. Let $Q$ be a ring having a large Jacobson radical with $Q^{\text {reg }}=Q^{*}$. A valuation ring $V$ of $Q$ is by Remark D.4.(1) and (2) discrete if and only if its regular maximal ideal $\mathfrak{m}_{V}$ is finitely generated.
Proposition 2.21. Let $Q$ be a ring having a large Jacobson radical with $Q^{\mathrm{reg}}=Q^{*}$, and let $V$ be a discrete valuation ring of $Q$.
(1) For the regular maximal ideal $\mathfrak{m}_{V}$ of $V$ we have

$$
\mathfrak{m}_{V}=\min \left\{\mathfrak{I} \in \mathcal{R}_{V}^{*} \mid V<\mathfrak{I}\right\} \in \mathcal{R}_{V}^{*} .
$$

(2) There is an order preserving group isomorphism

$$
\begin{aligned}
\phi_{V}: \mathcal{R}_{V}^{*} & \rightarrow \mathbb{Z}, \\
\mathfrak{I} & \mapsto \phi_{V}(\mathfrak{I})=\max \left\{k \in \mathbb{Z} \mid \mathfrak{m}_{V}^{k} \leq \mathfrak{I}\right\}, \\
\mathfrak{m}_{V}^{k} & \leftrightarrow k .
\end{aligned}
$$

Proof. (1) Let $\mathfrak{I} \in \mathcal{R}_{V}^{*}$ with $\mathfrak{I}>V$. Then $\mathfrak{I}^{\text {reg }} \subset \mathfrak{m}_{V}$ by Remark D.5, and hence $\mathfrak{I} \subset \mathfrak{m}_{V}$ since $V$ is a Marot ring. The claim follows since $\mathfrak{m}_{V} \in \mathcal{R}_{V}^{*}$ by the definition of $V$.
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(2) Let $\mathfrak{I} \in \mathcal{R}_{V}^{*}$. Since $\mathcal{R}_{V}$ is totally ordered by Remark D.4.(3), we have either $\mathfrak{I} \leq V$ or $\mathfrak{I} \geq V$. Suppose $\mathfrak{I} \geq V$, i.e. $\mathfrak{I} \subset V$. Since $\mathfrak{m}_{V} \in \mathcal{R}_{V}^{*}$, also $\mathfrak{m}_{V}^{k} \in \mathcal{R}_{V}^{*}$ for any $k \in \mathbb{N}$. Hence, for any $k \in \mathbb{N}$ Remark D.4.(3) yields either $\mathfrak{m}_{V}^{k} \leq \mathfrak{I}$ or $\mathfrak{m}_{V}^{k} \leq \mathfrak{I}$. Assume $\mathfrak{m}_{V}^{k} \leq \mathfrak{I}$ for all $k \in \mathbb{N}$. Then $\mathfrak{I} \subset \bigcap_{k=1}^{\infty} \mathfrak{m}_{V}^{k} \subset V \backslash V^{\text {reg }}$ by Corollary A.5, contradicting $\mathfrak{I} \in \mathcal{R}^{*}$. We obtain $\bigcap_{k=1}^{\infty} \mathfrak{m}_{V}^{k} \subsetneq \mathfrak{I} \subset V$, and hence there is $\max \left\{k \in \mathbb{Z} \mid \mathfrak{m}_{V}^{k} \leq \mathfrak{I}\right\}$.
Suppose now that $\mathfrak{I} \leq V$. Then $\mathfrak{I}^{-1} \geq V$. Arguing as above we find

$$
\min \left\{l \in \mathbb{Z} \mid \mathfrak{m}_{V}^{l} \geq \mathfrak{I}^{-1}\right\}=\max \left\{k \in \mathbb{Z} \mid \mathfrak{m}_{V}^{k} \leq \mathfrak{I}\right\} .
$$

These considerations show that for any $\mathfrak{I} \in \mathcal{R}_{V}^{*}$ there is a $k \in \mathbb{Z}$ such that $\mathfrak{m}_{V}^{k} \leq \mathfrak{I}$ and $\mathfrak{m}_{V}^{k+1} \not \leq \mathfrak{I}$. Then we have

$$
\begin{equation*}
V=\mathfrak{m}_{V}^{k}: \mathfrak{m}_{V}^{k} \leq \mathfrak{I}: \mathfrak{m}_{V}^{k} \tag{2.9}
\end{equation*}
$$

by Lemma 2.3.(3).
Assume $\mathfrak{I}: \mathfrak{m}_{V}^{k} \geq \mathfrak{m}_{V}$. Since $\mathfrak{m}_{V}$ is invertible, this implies $\mathfrak{I} \geq \mathfrak{m}_{V}^{k+1}$ by Lemma 2.10 contradicting the assumption on $k$. Therefore, $\mathfrak{I}: \mathfrak{m}_{V}^{k}<\mathfrak{m}_{V}$ since $\mathfrak{I}: \mathfrak{m}_{V}^{k} \in \mathcal{R}_{V}^{*}$ and since $\mathcal{R}_{V}^{*}$ is totally ordered by Remark D.4.(3). Thus, (1) and Equation (2.9) yield $V=\mathfrak{I}: \mathfrak{m}_{V}^{k}$, i.e. $\mathfrak{I}=\mathfrak{m}_{V}^{k}$ by Lemma 2.10.

Let $V$ be a discrete valuation ring of $Q$. Embedding $\mathbb{Z}$ into the totally ordered monoid $\mathbb{Z}_{\infty}=\mathbb{Z} \cup\{\infty\}$ we may extend $\phi_{V}$ to an order preserving isomorphism of monoids

$$
\phi_{V}: \mathcal{R}_{V, \infty}^{*} \rightarrow \mathbb{Z}_{\infty}
$$

by setting $\phi_{V}\left(I_{V}\right)=\infty$. Then Proposition 2.21.(2) yields a commutative diagram

where $\nu_{V}$ is a discrete valuation of $Q$. In particular, $\mu_{V}$ and $\nu_{V}$ are equivalent, and hence $V=V_{\nu_{V}}$ is by Proposition D. 29 the ring of a discrete valuation.

Proposition 2.22. Let $Q$ be a ring having a large Jacobson radical with $Q^{\mathrm{reg}}=Q^{*}$, and let $V$ be a valuation ring of $Q$. Then the following are equivalent:
(a) The ring $V$ is a discrete valuation ring.
(b) $V$ is the ring of a discrete valuation $\nu: Q \rightarrow \mathbb{Z}_{\infty}$.
(c) Every regular ideal of $V$ is finitely generated.
(d) The regular maximal ideal $\mathfrak{m}_{V}$ is finitely generated, and $\mathfrak{m}_{V}$ is the only regular prime ideal of $V$.

Proof. See Propositions D.13.(1) and 2.21.(2) and [23, Chapter I, Proposition 2.15].
Proposition 2.23. Let $Q$ be a ring having a large Jacobson radical with $Q^{\mathrm{reg}}=Q^{*}$, and let $V$ be a discrete valuation ring of $Q$.
(1) Any $\mathfrak{I} \in \mathcal{R}_{V}$ contains a regular element of minimal value, i.e. there is an $x \in \mathfrak{I}^{\text {reg }}$ such that $\nu_{V}(x) \leq \nu_{V}(y)$ for all $y \in \mathfrak{I}$.
(2) Each $\mathfrak{I} \in \mathcal{R}_{V}$ is generated by any element $x \in Q^{\text {reg }}$ with $\nu_{V}(x)=\min \left\{\nu_{V}(y) \mid y \in \mathfrak{I}\right\}$. In particular, $\mathfrak{m}_{V}$ is generated by any $t \in Q^{\mathrm{reg}}$ with $\nu_{V}(t)=1$. Such a $t$ is said to be $a$ uniformizing parameter for $V$.
(3) Let $\mathfrak{I} \in \mathcal{R}_{V}$. Any finite generating set for $\mathfrak{I}$ contains an element $x \in Q$ with $\nu_{V}(x)=\min \left\{\nu_{V}(y) \mid y \in \mathfrak{I}\right\}$.
(4) If $\mathfrak{I} \in \mathcal{R}_{V}$, then

$$
\mathfrak{I}=\left\{x \in Q \mid \nu_{V}(x) \geq \min \left\{\nu_{V}(y) \mid y \in \mathfrak{I}\right\}\right\}
$$

(5) Let $\mathfrak{I} \in \mathcal{R}_{V}^{*}$. Then

$$
\phi_{V}(\mathfrak{I})=\min \left\{\nu_{V}(x) \mid x \in \mathfrak{I}\right\}
$$

and for any $k \in \mathbb{Z}$ we have

$$
\begin{aligned}
\phi_{V}^{-1}(k) & =x V \text { for all } x \in Q^{\text {reg }} \text { with } \nu_{V}(x)=k \\
& =\left\langle y \in Q^{\text {reg }} \mid \nu(y)=k\right\rangle \\
& =\left\{y \in Q \mid \nu_{V}(y \geq k)\right\}
\end{aligned}
$$

(see Proposition 2.21.(2)).
Proof. (1) Since $\mathfrak{I} \in \mathcal{R}_{V}$, there is an $a \in V^{\text {reg }}$ such that $a \mathfrak{I} \subset V$. This implies $\nu_{V}(a x) \geq 0$, and hence $\nu_{V}(x) \geq-\nu_{V}(a)$ for all $x \in \mathfrak{I}$. Thus, there is $y \in \mathfrak{I}$ such that $\nu(y) \leq \nu(x)$ for all $x \in \mathfrak{I}$.
Assume now that $y \in \mathfrak{I} \backslash \mathfrak{I}^{\text {reg }}$. Since $Q$ has a large Jacobson radical and $V \subset Q, V$ is a Marot ring, see [23, Chapter I, Proposition 1.12]. Then $\mathfrak{I}$ is generated by $\mathfrak{I}^{\text {reg }}$, and hence we find $x_{1}, \ldots, x_{n} \in \mathfrak{I}^{\text {reg }}$ and $a_{1}, \ldots, a_{n} \in V$ such that $y=\sum_{i=1}^{n} a_{i} x_{i}$. By the definition of valuations we obtain

$$
\nu_{V}(y)=\nu_{V}\left(\sum_{i=1}^{n} a_{i} x_{i}\right) \geq \min _{i=1, \ldots, s}\left\{\nu_{V}\left(a_{i} x_{i}\right)\right\}
$$

Thus, there is $x \in \mathfrak{I}^{\text {reg }}$ and $a \in V$ such that

$$
\nu_{V}(y) \geq \nu_{V}(a x)=\nu_{V}(a)+\nu_{V}(x)
$$

Since $a \in V$ yields $\nu_{V}(a) \geq 0$, this implies $\nu_{V}(y) \geq \nu_{V}(x)$. Hence, $\nu_{V}(y)=\nu_{V}(x)$ as $y$ is of minimal value in $\mathfrak{I}$.
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(2) By (1) there is an element $x \in \mathfrak{I}^{\text {reg }}$ of minimal value in $\mathfrak{I}$. Let now $y \in \mathfrak{I}^{\text {reg }}$. Then $\nu_{V}(y) \geq \nu_{V}(x)$, and hence by Lemma D.22.(2)

$$
\begin{equation*}
\nu_{V}\left(\frac{y}{x}\right)=\nu_{V}(y)+\nu\left(x^{-1}\right)=\nu(y)-\nu(x) \geq 0 . \tag{2.11}
\end{equation*}
$$

This implies $\frac{y}{x} \in V$, and therefore $y=x \frac{y}{x} \in x V$. Thus,

$$
x V=\left\langle\mathfrak{I}^{\mathrm{reg}}\right\rangle=\mathfrak{I}
$$

since $V$ is a Marot ring (see above).
Let now $z \in Q^{\text {reg }}$ such that $\nu_{V}(x)=\nu_{V}(z)$. Then we obtain as above with Lemma D.22.(2)

$$
\nu_{V}\left(\frac{x}{z}\right)=\nu_{V}(x)+\nu_{V}\left(z^{-1}\right)=\nu_{V}(x)-\nu_{V}(z)=0=\nu_{V}\left(\frac{z}{x}\right),
$$

and hence $\frac{x}{z}, \frac{z}{x} \in V$. This implies $z V=x V=\mathfrak{I}$.
(3) Let $\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathfrak{I}$ be a generating set for $\mathfrak{I}$. Since $V=\left\{x \in Q \mid \nu_{V}(x) \geq V\right\}$, Equations (2.7) and (2.8) imply

$$
\min \left\{\nu_{V}(x) \mid x \in \mathfrak{I}\right\}=\min \left\{\nu_{V}\left(x_{1}\right), \ldots, \nu_{V}\left(x_{n}\right)\right\} .
$$

(4) By (2), $\mathfrak{I}=x V$ for any $x \in Q^{\text {reg }}$ with $\nu_{V}(x)=\min \left\{\nu_{V}(y) \mid y \in \mathfrak{I}^{\text {reg }}\right\}$. If $y \in Q$ with $\nu_{V}(y) \geq \nu_{V}(x)$, then Lemma D.22.(2) yield as in Equation (2.11)

$$
\nu_{V}\left(\frac{y}{x}\right)=\nu_{V}(y)+\nu\left(x^{-1}\right)=\nu(y)-\nu(x) \geq 0,
$$

and hence $\frac{y}{x} \in V$. This implies $y=x \frac{y}{x} \in x V=\mathfrak{I}$.
(5) By (2) $\mathfrak{I}=x V$ for any $x \in Q^{\text {reg }}$ with $\nu_{V}(x)=\min \left\{\nu_{V}(y) \mid y \in \mathfrak{I}^{\text {reg }}\right\}$. Then Remark D.14.(2) yields $\mu_{V}(x)=x V$, and we obtain by Proposition 2.21.(2)

$$
\begin{aligned}
\phi_{V}(\mathfrak{I}) & =\phi_{V}(x V) \\
& =\phi_{V} \circ \mu_{V}(x) \\
& =\nu_{V}(x) \\
& =\min \left\{\nu_{V}(y) \mid y \in \mathfrak{I}^{\mathrm{reg}}\right\} .
\end{aligned}
$$

Let now $k \in \mathbb{Z}$. By (2) the map

$$
\begin{aligned}
\psi: \mathbb{Z} & \rightarrow \mathcal{R}_{V}^{*} \\
& k \mapsto x V \text { for some } x \in Q^{\mathrm{reg}} \text { with } \nu_{V}(x)=k
\end{aligned}
$$

is well-defined, and by the considerations above we have $\psi=\phi^{-1}$. Then the equalities

$$
\phi_{V}^{-1}(k)=\left\langle y \in Q^{\mathrm{reg}} \mid \nu_{V}(y)=k\right\rangle=\left\{y \in Q \mid \nu_{V}(y) \geq k\right\}
$$

follow from (2) and (4).

In the remainder of this section we list some more properties of discrete valuation rings.
Proposition 2.24. Let $Q$ be a ring having a large Jacobson radical with $Q^{\mathrm{reg}}=Q^{*}$, and let $V$ be a discrete valuation ring of $Q$.
(1) Every regular fractional ideal of $V$ is principal, i.e. $\mathcal{R}_{V}=\mathcal{R}_{V}^{*}$.
(2) Let now $t \in Q$ such that $\mathfrak{m}_{V}=t V$ (see Proposition 2.23.(2)). Then $t \in Q^{\mathrm{reg}}$.
(1) We have $Q=V\left[t^{-1}\right]$.
(2) Every element $x \in Q^{\text {reg }}$ has a unique representation $x=a t^{k}$, where $a \in V^{*}$ and $k \in \mathbb{Z}$.
(3) Any regular $Q$-submodule of $V$ is of the form $t^{k} V$ for some $k \in \mathbb{Z}$.
(3) We have $I_{V}=\bigcap_{k \in \mathbb{N}} \mathfrak{m}_{V}^{k}$.
(4) There is no ring strictly between $V$ and $Q$.

Proof. See Proposition 2.22 and [23, Chapter I, Proposition 2.15].
Corollary 2.25. Let $Q$ be a ring having a large Jacobson radical with $Q^{\text {reg }}=Q^{*}$, let $V$ be a discrete valuation ring of $Q$, and let $t \in Q$ such that $\mathfrak{m}_{V}=t V$ (see Proposition 2.23.(2)).
(1) $t$ is a uniformizing parameter for $V$.
(2) For any $x \in Q^{\text {reg }}$ there is a unique $a \in V^{*}$ such that $x=a t^{\nu_{V}(x)}$.

Proof. (1) By Proposition 2.24.(2) we have $t \in Q^{\text {reg. Then Diagram (2.10) and Proposi- }}$ tion 2.21.(1) yield

$$
\nu_{V}(t)=\phi_{V} \circ \mu_{V}(t)=\phi_{V}(t V)=\phi_{V}\left(\mathfrak{m}_{V}\right)=1
$$

Hence, $t$ is a uniformizing parameter for $V$.
(2) Let $x \in Q^{\text {reg }}$. By Proposition 2.24.(2).(2) there is a unique $a \in V^{*}$ and a unique $k \in \mathbb{Z}$ such that $x=a t^{k}$. Then

$$
\nu_{V}(x)=\nu_{V}(a)+k \nu_{V}(t)=k
$$

since $\nu_{V}(a)=0$ by Proposition D.13.(2) and Corollary D.32, and since $\nu_{V}(t)=1$ by (1).

Theorem 2.26 (Approximation Theorem for Discrete Valuations). Let $Q$ be a ring having a large Jacobson radical with $Q^{\mathrm{reg}}=Q^{*}$, and let $\mathcal{V}$ be a finite set of discrete valuation rings of $Q$. We set $R=\bigcap_{V \in \mathcal{V}} V$.
(1) Every maximal ideal of $R$ is regular, and there is a bijection

$$
\begin{aligned}
\operatorname{Max}(\bar{R}) & \rightarrow \mathcal{V} \\
\mathfrak{m} & \mapsto\left((R \backslash \mathfrak{m})^{\mathrm{reg}}\right)^{-1} R, \\
\mathfrak{m}_{V_{i}} \cap R & \leftrightarrow V_{i}
\end{aligned}
$$

such that $\left(\mathfrak{m}_{V} \cap R\right) V=\mathfrak{m}_{V}$ for every $V \in \mathcal{V}$.
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(2) For any $\left(x_{V}\right)_{V \in \mathcal{V}} \in Q^{\mathcal{V}}$ and any $\alpha \in \mathbb{Z}^{\mathcal{V}}$ there is an $x \in Q$ such that

$$
\nu_{V}\left(x-x_{V}\right) \geq \alpha_{V}
$$

for every $V \in \mathcal{V}$.
(3) For any $\alpha \in \mathbb{Z}^{\mathcal{V}}$ there is an $x \in Q$ such that

$$
\nu_{V}(x)=\alpha_{V}
$$

for every $V \in \mathcal{V}$.
Proof. See [23, Chapter I, Theorem 2.20].
Corollary 2.27. Let $Q$ be a ring having a large Jacobson radical with $Q^{\text {reg }}=Q^{*}$, let $\mathcal{V}$ be a finite set of discrete valuation rings of $Q$, and suppose that $\left\{I_{V} \mid V \in \mathcal{V}\right\}$ is the set of prime ideals of $Q$.
(1) Let $x \in Q$. Then $x \in Q^{\text {reg }}$ if and only if $\nu_{V}(x)<\infty$ for every $V \in \mathcal{V}$.
(2) For any $\alpha \in \mathbb{Z}^{\mathcal{V}}$ there is an $x \in Q^{\text {reg }}$ such that

$$
\nu_{V}(x)=\alpha_{V}
$$

for every $V \in \mathcal{V}$.
(3) Every regular ideal of the ring $\bigcap_{V \in \mathcal{V}} V$ is principal.

Proof. See [23, Corollary 2.21].

### 2.3. Fibre Products

Let $R$ be a reduced ring with two branches (see Definition A.69), say $\operatorname{Min}(R)=\{\mathfrak{p}, \mathfrak{q}\}$. Then $R$ can be written as a fibre product

$$
\begin{align*}
R & =R / \mathfrak{p} \times_{R / \mathfrak{p}+\mathfrak{q}} R / \mathfrak{q}  \tag{2.1.1}\\
& =\left\{x \in R / \mathfrak{p} \times R / \mathfrak{q} \mid \pi_{\mathfrak{p}}(x)=\pi_{\mathfrak{q}}(x)\right\},
\end{align*}
$$

where $\pi_{\mathfrak{p}}: R \rightarrow R / \mathfrak{p}$ and $\pi_{\mathfrak{q}}: R \rightarrow R / \mathfrak{q}$ are the canonical surjections.
More generally, let $\mathcal{C}$ be a category, let $A, B, C \in \operatorname{Ob} \mathcal{C}$, and let $f \in \operatorname{Mor}_{\mathcal{C}}(A, C)$ and $g \in \operatorname{Mor}_{\mathcal{C}}(B, C)$. The fibre product of $A$ and $B$ over $C$ is an object $A \times_{C} B \in \mathrm{Ob} \mathcal{C}$ with morphisms $f^{\prime} \in \operatorname{Mor}_{\mathcal{C}}\left(A \times_{C} B, A\right)$ and $g^{\prime} \in \operatorname{Mor}_{\mathcal{C}}\left(A \times_{C} B, B\right)$ such that the diagram

commutes, and it satisfies the following universal property: for any object $D \in \operatorname{Ob\mathcal {C}}$ with morphisms $f^{\prime \prime} \in \operatorname{Mor}_{\mathcal{C}}(D, A)$ and $g^{\prime \prime} \in \operatorname{Mor}_{\mathcal{C}}(D, B)$ such that the diagram

commutes there is a unique morphism $h \in \operatorname{Mor}_{\mathcal{C}}\left(D, A \times_{C} B\right)$ such that the diagram

commutes.
This definition can easily be extended to more than two factors. However, to obtain a description as in Equation (2.12) for reduced rings with arbitrarily many branches we need more than one basis of the fibre product. In Definition 2.29 we introduce a more general notion of a fibre product as a limit of a certain functor. In fact, such a fibre product can equivalently be described by taking diagrams as (2.13) pairwise for all factors (see Lemma 2.31). Note, however, that in general the equality in Equation (2.12) will be merely an inclusion since we only consider pairwise relations of the branches of the ring $R$.

Definition 2.28. Let $D: \mathcal{I} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{I}$ for any category $\mathcal{C}$ and an index category $\mathcal{I}$. A cone to $D$ is an object $C \in \mathcal{C}$ together with a family of morphisms $\phi_{A} \in \operatorname{Mor}_{\mathcal{C}}(C, D(A))$ indexed by $\operatorname{Ob} \mathcal{I}$ such that for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$ and any morphism $f \in \operatorname{Mor}_{\mathcal{I}}(A, B)$ the diagram

commutes.
A cone $C$ to $D$ is called universal if any cone to $D$ factors through $C$. That is, a universal cone to $D$ satisfies the following universal property: for any cone $C^{\prime}$ to $D$ with morphisms $\phi_{A}^{\prime} \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, D(A)\right)$ for $A \in \operatorname{Ob\mathcal {I}}$ there is a unique morphism $u \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)$ such
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that the diagram

commutes for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$ and any morphism $f \in \operatorname{Mor}_{\mathcal{I}}(A, B)$.
A universal cone to $D$ is also called a limit of $D$.
Note. Being defined by a universal property, a limit (if it exists) is unique up to unique isomorphism.

Definition 2.29. Let $\mathcal{I}$ be a small category, let $\mathcal{C}$ be a category, and let $D: \mathcal{I} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{I}$. We define the category $\mathcal{J}$ by

$$
\mathrm{Ob} \mathcal{J}=\mathrm{Ob} \mathcal{I} \times \mathrm{Ob} \mathcal{I}
$$

and

$$
\operatorname{Mor}_{\mathcal{J}}\left((A, B),\left(A^{\prime}, B^{\prime}\right)\right)= \begin{cases}\left\{\operatorname{id}_{(A, B)}\right\} & \text { if }(A, B)=\left(A^{\prime}, B^{\prime}\right), \\ \{(A, B) \rightarrow(B, A)\} & \text { if }(A, B)=\left(B^{\prime}, A^{\prime}\right), \\ \left\{(A, A) \rightarrow\left(A, B^{\prime}\right)\right\} & \text { if } A=B=A^{\prime}, \\ \emptyset & \text { else. }\end{cases}
$$

Let $F: \mathcal{J} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{J}$ such that $F((A, A))=D(A)$.
A fibre product in $\mathcal{C}$ over $F$ is a limit of $F$, i.e. a fibre product is an object $C \in \mathcal{C}$ together with morphisms $\phi_{(A, B)} \in \operatorname{Mor}_{\mathcal{C}}(C, F(A, B))$ for all $(A, B) \in \operatorname{Ob} \mathcal{J}$ such that for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$ and any morphism $f \in \operatorname{Mor}_{\mathcal{J}}\left((A, B),\left(A^{\prime}, B^{\prime}\right)\right)$ the diagram

$$
\begin{equation*}
F((A, B)) \xrightarrow[F(f)]{\phi_{(A, B)}} \underset{F}{C}\left(\left(A^{\prime}, B^{\prime}\right)\right) \tag{2.14}
\end{equation*}
$$

commutes, and it satisfies the following universal property: if $C^{\prime}$ is a cone to $F$ with morphisms $\phi_{(A, B)} \in \operatorname{Mor}_{\mathcal{C}}(C, F(A, B))$ for all $(A, B) \in \operatorname{Ob} \mathcal{J}$, then there is a unique morphism $u \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)$ such that the diagram

commutes for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$ and any morphism

$$
f \in \operatorname{Mor}_{\mathcal{J}}\left((A, B),\left(A^{\prime}, B^{\prime}\right)\right)
$$

Since a fibre product over $F$ is unique up to unique isomorphism, we denote it by $\mathrm{Fib}(F)$.
Remark 2.30. For any $(A, B) \in \operatorname{Ob} \mathcal{J}$ we have

$$
((A, B) \rightarrow(B, A)) \circ((B, A) \rightarrow(A, B)) \in \operatorname{Mor}_{\mathcal{J}}((B, A),(B, A))=\left\{\operatorname{id}_{(B, A)}\right\}
$$

and

$$
((B, A) \rightarrow(A, B)) \circ((A, B) \rightarrow(B, A)) \in \operatorname{Mor}_{\mathcal{J}}((A, B),(A, B))=\left\{\operatorname{id}_{(A, B)}\right\}
$$

Therefore, $((B, A) \rightarrow(A, B))$, and hence also $F((B, A) \rightarrow(A, B))$ are isomorphisms for all $(A, B) \in \operatorname{Ob} \mathcal{J}$.

Lemma 2.31. Let $\mathcal{C}$ be a category, and let $F: \mathcal{J} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{J}$ as in Definition 2.29. Let $C \in \mathrm{Ob} \mathcal{C}$ together with morphisms $\psi_{A} \in \operatorname{Mor}_{\mathcal{C}}(C, F((A, A)))$ for all $A \in \mathrm{Ob} \mathcal{I}$ such that for any two objects $A, B \in \mathrm{Ob} \mathcal{I}$ the diagram

commutes. Then $C$ is a fibre product over $F$ if and only if it satisfies the following universal property: if $C^{\prime} \in \operatorname{Ob\mathcal {C}}$ satisfies Diagram (2.16) with morphisms $\psi_{A}^{\prime} \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, F((A, A))\right)$ for all $A \in \operatorname{Ob} \mathcal{I}$, then there is a unique morphism $u \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)$ such that the diagram

commutes for any two objects $A, B \in \mathrm{Ob} \mathcal{I}$.
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Proof. Let $C$ be a fibre product over $F$. Then putting together three diagrams of type (2.14) we obtain a commutative diagram

for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$. Thus, setting $\psi_{A}=\phi_{(A, A)}, C$ satisfies Diagram (2.16). Now assume that $C^{\prime}$ satisfies Diagram (2.16), as well. Then for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$ we have a commutative diagram


Setting

$$
\phi_{(A, B)}^{\prime}= \begin{cases}\psi_{A} & \text { if } A=B \\ F((A, A) \rightarrow(A, B)) \circ \psi_{(A, A)}^{\prime} & \text { else }\end{cases}
$$

for any $(A, B) \in \mathrm{Ob} \mathcal{J}$, we obtain a commutative diagram of type (2.15) for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$ and any morphism $f \in \operatorname{Mor}_{\mathcal{J}}\left((A, B),\left(A^{\prime}, B^{\prime}\right)\right)$. Hence, the universal property of the fibre product yields a unique morphism $u \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)$ such that Diagram (2.17) commutes, i.e. $C$ satisfies the universal property of the statement.

Let now $C \in \mathrm{Ob} \mathcal{C}$ satisfy the universal property of Diagram (2.17), and let $C^{\prime} \in \mathrm{Ob} \mathcal{C}$ be a cone to $F$. Then we have a commutative diagram


Setting $\psi_{A}^{\prime}=\phi_{(A, A)}^{\prime}$ for any $A \in \mathrm{Ob} \mathcal{I}$, we obtain a commutative diagram of type (2.17). Hence, the universal property of $C$ yields a unique morphism $u \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)$ such that Diagram (2.17) commutes. Moreover, setting

$$
\phi_{(A, B)}= \begin{cases}\psi_{A} & \text { if } A=B \\ F((A, A) \rightarrow(A, B)) \circ \psi_{A} & \text { else }\end{cases}
$$

for all $(A, B) \in \operatorname{Ob} \mathcal{J}, u$ is the unique morphism in $\operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)$ such that Diagram (2.15) commutes. Thus, $C$ is a fibre product over $F$.

Theorem 2.32. Let $\mathcal{C}$ be a category, and let $F: \mathcal{J} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{J}$ as in Definition 2.29.
(1) Suppose that

$$
\prod_{(A, B) \in \mathrm{Ob} \mathcal{J}} F((A, B)) \in \mathrm{Ob} \mathcal{C}
$$

and let $C$ be the subset of $\prod_{(A, B) \in \operatorname{Ob} \mathcal{J}} F((A, B))$ consisting of all elements $a \in$ $\prod_{(A, B) \in \operatorname{Ob} \mathcal{J}} F((A, B))$ satisfying

$$
F(f) \circ \operatorname{pr}_{(A, B)}(a)=\operatorname{pr}_{\left(A^{\prime}, B^{\prime}\right)}(a)
$$

for any $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$ and every morphism $f \in \operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)$, where

$$
\begin{aligned}
\operatorname{pr}_{(A, B)}: & \prod_{\left(A^{\prime}, B^{\prime}\right) \in \mathrm{Ob} \mathcal{J}} F\left(\left(A^{\prime}, B^{\prime}\right)\right) \\
\left(a_{A^{\prime}, B^{\prime}}\right)_{\left(A^{\prime}, B^{\prime}\right) \in \mathrm{Ob} \mathcal{J}} & \mapsto a_{(A, B)}
\end{aligned}
$$

is the projection for any $(A, B) \in \mathrm{Ob} \mathcal{J}$.
If $C \in \mathrm{Ob} \mathcal{C}$, then $C$ together with the morphisms $\phi_{(A, B)}=\left.\operatorname{pr}_{(A, B)}\right|_{C}$ for all $(A, B) \in$ $\mathrm{Ob} \mathcal{J}$ is a fibre product over $F$.
(2) Suppose that

$$
\prod_{A \in \mathrm{Ob} \mathcal{I}} F((A, A)) \in \mathrm{Ob} \mathcal{C}
$$

and let $D$ be the subset of the product $\prod_{A \in \mathrm{Ob} \mathcal{I}} F((A, A))$ consisting of all elements $a \in \prod_{A \in \mathrm{Ob} \mathcal{I}} F((A, A))$ satisfying $F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}(a)=F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}(a)$
for all $A, B \in \mathrm{Ob} \mathcal{I}$, where

$$
\begin{gathered}
\operatorname{pr}_{A}: \prod_{A^{\prime} \in \mathrm{Ob} \mathcal{I}} F\left(\left(A^{\prime}, A^{\prime}\right)\right) \rightarrow F((A, A)), \\
\left(a_{A^{\prime}}\right)_{\left(A^{\prime}\right) \in \mathrm{Ob} \mathcal{I}} \mapsto a_{A}
\end{gathered}
$$

is the projection for any $A \in \mathrm{Ob} \mathcal{I}$.
If $D \in \mathrm{Ob} \mathcal{C}$, then $D$ together with the morphisms $\psi_{A}=\left.\operatorname{pr}_{A}\right|_{D}$ for all $A \in \mathrm{Ob} \mathcal{I}$ is a fibre product over $F$.
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In particular, if $C, D \in \mathrm{Ob} \mathcal{C}$, then $C \cong D$.
Proof. (1) Assume that $C \in \mathrm{Ob} \mathcal{C}$. We have to show that $C$ satisfies the universal property of Diagram (2.15). So let $C^{\prime} \in \mathrm{Ob} \mathcal{C}$ together with morphisms $\phi_{(A, B)}^{\prime}: C^{\prime} \rightarrow F((A, B))$ for all $(A, B) \in \operatorname{Ob} \mathcal{J}$ such that the diagram

commutes for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \mathrm{Ob} \mathcal{J}$ and all morphisms $f \in$ $\operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)$.

Then the universal property of the product yields a unique morphism

$$
u: C^{\prime} \rightarrow \prod_{(A, B) \in \mathrm{Ob} \mathcal{J}} F((A, B))
$$

such that the diagram
commutes for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$. Together with Diagram (2.18) we obtain

$$
F(f) \circ \operatorname{pr}_{(A, B)} \circ u=F(f) \circ \phi_{(A, B)}^{\prime}=\phi_{\left(A^{\prime}, B^{\prime}\right)}=\operatorname{pr}_{\left(A^{\prime}, B^{\prime}\right)} \circ u
$$

for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \mathrm{Ob} \mathcal{J}$ and all morphisms

$$
f \in \operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)
$$

By the definition of $C$ this implies $u\left(C^{\prime}\right) \subset C$.
Thus, there is a unique morphism

$$
u \in \operatorname{Mor}_{\mathcal{C}}\left(C^{\prime}, C\right)
$$

such that the diagram

commutes for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$ and all morphisms $f \in$ $\operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)$. Therefore, $C$ is a fibre product over $F$.
(2) Assume that $D \in \operatorname{Ob\mathcal {C}}$. Using Lemma 2.31, we have to show that $D$ satisfies the universal property of Diagram (2.17). So let $D^{\prime} \in \mathrm{Ob} \mathcal{C}$ together with morphisms $\psi_{A}^{\prime}: D^{\prime} \rightarrow F((A, A))$ for all $A \in \mathrm{Ob} \mathcal{I}$ such that the diagram

$$
\begin{align*}
& \overbrace{-}^{\psi_{A}^{\prime}}  \tag{2.19}\\
& F((A, A) \rightarrow(A, B)) \downarrow \\
& \downarrow F((B, B) \rightarrow(B, A)) \\
& F((A, B)) \xrightarrow[F((A, B) \rightarrow(B, A))]{ } F((B, A)) .
\end{align*}
$$

commutes for for any two objects $A, b \in \operatorname{Ob} \mathcal{I}$.
Then the universal property of the product yields a unique morphism

$$
v: D^{\prime} \rightarrow \prod_{A \in \mathrm{Ob} \mathcal{I}} F((A, A))
$$

such that the diagram

commutes for any two objects $A, b \in \mathrm{Ob} \mathcal{I}$. Together with Diagram (2.19) we obtain

$$
\begin{aligned}
F((A, B) \rightarrow(B, A)) \circ F((A, A) & \rightarrow(A, B)) \circ \operatorname{pr}_{A} \circ v \\
= & F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \psi_{A}^{\prime} \\
= & F((B, B) \rightarrow(B, A)) \circ \psi_{B}^{\prime} \\
= & F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B} \circ v
\end{aligned}
$$

for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$. By the definition of $D$, this implies $v\left(D^{\prime}\right) \subset D$. Thus, there is a unique morphism

$$
v \in \operatorname{Mor}_{\mathcal{C}}\left(D^{\prime}, D\right)
$$

such that the diagram
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commutes for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$. Therefore, $D$ is by Lemma 2.31 a fibre product over $F$.
With (1) and (2) the particular claim follows from the universal property of the fibre product.

Theorem 2.33 (Mitchell's Embedding Theorem). Let $\mathcal{C}$ be a small abelian category. Then there exists a ring $R$ and an exact fully faithful covariant functor $F: \mathcal{C} \rightarrow R$-Mod, where $R$-Mod is the category of left $R$-modules and $R$-homomorphisms.

Proof. See [28, Theorem 1.12].
Corollary 2.34. Let $\mathcal{C}$ be a small abelian category, and let $F: \mathcal{J} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{J}$ as in Definition 2.29. Then the fibre product over $F$ exists, and it is isomorphic to the subobject $C$ of $\prod_{(A, B) \in \mathcal{J}} F((A, B))$ consisting of all elements $a \in \prod_{(A, B) \in \operatorname{Ob} \mathcal{J}} F((A, B))$ satisfying

$$
\begin{equation*}
F(f) \circ \operatorname{pr}_{(A, B)}(a)=\operatorname{pr}_{\left(A^{\prime}, B^{\prime}\right)}(a) \tag{2.20}
\end{equation*}
$$

for any $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}$ and every morphism $f \in \operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)$, where

$$
\begin{aligned}
\operatorname{pr}_{(A, B)}: & \prod_{\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}} F\left(\left(A^{\prime}, B^{\prime}\right)\right) \\
\left(a_{A^{\prime}, B^{\prime}}\right)_{\left(A^{\prime}, B^{\prime}\right) \in \operatorname{Ob} \mathcal{J}} & \mapsto a_{(A, B)}
\end{aligned}
$$

is the projection for any $(A, B) \in \mathrm{Ob} \mathcal{J}$. Moreover, it is isomorphic to the subobject $D$ of $\prod_{A \in \mathrm{Ob} \mathcal{I}} F((A, A))$ consisting of all elements $a \in \prod_{A \in \mathrm{Ob} \mathcal{I}} F((A, A))$ satisfying

$$
\begin{equation*}
F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}(a)=F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}(a) \tag{2.21}
\end{equation*}
$$

for all $A, B \in \mathrm{Ob} \mathcal{I}$, where

$$
\begin{gathered}
\operatorname{pr}_{A}: \prod_{A^{\prime} \in \mathrm{Ob} \mathcal{I}} F\left(\left(A^{\prime}, A^{\prime}\right)\right) \rightarrow F((A, A)), \\
\left(a_{A^{\prime}}\right)_{\left(A^{\prime}\right) \in \mathrm{Ob} \mathcal{I}} \mapsto a_{A}
\end{gathered}
$$

is the projection for any $A \in \mathrm{Ob} \mathcal{I}$.
Proof. By Theorem 2.33 we only have to show the statement in the case that $\mathcal{C}$ is the category of left modules over a ring $R$. Since products exist in $\mathcal{C}$, we have to show that $C, D \in \mathrm{Ob} \mathcal{C}$. The statement follows then from Theorem 2.32.

As $C$, respectively $D$, is a subset of the $R$-module $\prod_{(A, B) \in \operatorname{Ob} \mathcal{J}} F((A, B))$, respectively $\prod_{A \in \operatorname{Ob} \mathcal{I}} F((A, A)$ ), we only have to show that $C$ and $D$ are closed under addition and multiplication with scalars. In fact, since the products are closed under these operations, we only have to show that they are compatible with Equations (2.20) and (2.21).

So let $r_{1}, r_{2} \in R$, and let $c_{1}, c_{2} \in C$. This implies

$$
\begin{aligned}
& F(f) \circ \phi_{(A, B)}\left(c_{1}\right)=\phi_{\left(A^{\prime}, B^{\prime}\right)}\left(c_{1}\right), \\
& F(f) \circ \phi_{(A, B)}\left(c_{2}\right)=\phi_{\left(A^{\prime}, B^{\prime}\right)}\left(c_{2}\right)
\end{aligned}
$$

for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \mathrm{Ob} \mathcal{J}$ and all morphisms

$$
f \in \operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)
$$

Since $F(f), \operatorname{pr}_{(A, B)}$ and $\operatorname{pr}_{\left(A^{\prime}, b^{\prime}\right)}$ are $R$-module homomorphisms, this yields

$$
\begin{aligned}
F(f) \circ \phi_{(A, B)}\left(r_{1} c_{1}+r_{2} c_{2}\right) & =r_{1} F(f) \circ \operatorname{pr}_{(A, B)}\left(c_{1}\right)+r_{2} F(f) \circ \operatorname{pr}_{(A, B)}\left(c_{2}\right) \\
& =r_{1} \operatorname{pr}_{\left(A^{\prime}, B^{\prime}\right)}\left(c_{1}\right)+r_{2} \operatorname{pr}_{\left(A^{\prime}, B^{\prime}\right)}\left(c_{2}\right) \\
& =\operatorname{pr}_{\left(A^{\prime}, B^{\prime}\right)}\left(r_{1} c_{1}+r_{2} c_{2}\right)
\end{aligned}
$$

for any two objects $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \mathrm{Ob} \mathcal{J}$ and all morphisms

$$
f \in \operatorname{Mor}_{\mathcal{C}}\left(F(A, B), F\left(A^{\prime}, B^{\prime}\right)\right)
$$

Therefore, we have $r_{1} c_{1}+r_{2} c_{2} \in C$, and hence $C \in \operatorname{Ob\mathcal {C}}$.
Let now $d_{1}, d_{2} \in D$. Then

$$
\begin{aligned}
& F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}\left(d_{1}\right)=F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}\left(d_{1}\right) \\
& F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}\left(d_{2}\right)=F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}\left(d_{2}\right)
\end{aligned}
$$

for any two objects $A, B \in \mathrm{Ob} \mathcal{I}$. Since the maps $F((A, B) \rightarrow(B, A)), F((A, A) \rightarrow(A, B))$, $((B, B) \rightarrow(B, A)), \mathrm{pr}_{A}$ and $\mathrm{pr}_{B}$ are $R$-module homomorphisms, this yields

$$
\begin{aligned}
F((A, B) \rightarrow(B, A)) \circ & F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}\left(r_{1} d_{1}+r_{2} d_{2}\right) \\
= & r_{1} F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}\left(d_{1}\right) \\
& \quad+r_{2} F((A, B) \rightarrow(B, A)) \circ F((A, A) \rightarrow(A, B)) \circ \operatorname{pr}_{A}\left(d_{2}\right) \\
= & r_{1} F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}\left(d_{1}\right) \\
& \quad+r_{2} F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}\left(d_{2}\right) \\
= & F((B, B) \rightarrow(B, A)) \circ \operatorname{pr}_{B}\left(r_{1} d_{1}+r_{2} d_{2}\right)
\end{aligned}
$$

for any two objects $A, B \in \operatorname{Ob} \mathcal{I}$. Therefore, we have $r_{1} d_{1}+r_{2} d_{2} \in D$, and hence $D \in \operatorname{ObC}$.

## 3. Valuations over One-dimensional Cohen-Macaulay Rings

In this Chapter we introduce the semigroup of values. This will lead to good semigroups as a combinatorial counterpart of curve singularities in Chapter 4. In Section 3.1 we start with the valuation theory on one-dimensional Cohen-Macaulay rings. This is based on a theorem which was proved by Matlis in the local case (see [29, Chapter VI]), and later generalized by Kiyek and Vicente (see [23, Chapter II, Theorem 2.11]): if $R$ is a one-dimensional equidimensional semilocal Cohen-Macaulay ring, then the set $\mathcal{V}_{R}$ of valuation rings of $Q_{R}$ which contain $R$ is finite, and every $V \in \mathcal{V}_{R}$ is a discrete valuation ring (see Theorem 3.2). This allows us to introduce a discrete multivaluation

$$
\nu: Q_{R} \rightarrow(\mathbb{Z} \cup\{\infty\})^{\nu_{R}} .
$$

In Section 3.1 we study the properties of the set $\mathcal{V}_{R}$ and the multivaluation $\nu$, in particular its relations to the integral closure $\bar{R}$ of $R$ in $Q_{R}$, and we introduce a filtration of $Q_{R}$, respectively of any fractional ideal of $R$, which is based on the valuation $\nu$ (see Definition 3.6). Moreover, we show that each valuation ring $V \in \mathcal{V}_{R}$ can be associated to a branch of $R$, i.e. a minimal prime ideal $\mathfrak{q}_{V}=I_{V} \cap R \in \operatorname{Min}(R)$. Then the corresponding valuation is constant along the other branches (see Proposition 3.13).
In Section 3.2 we associate to $R$ its semigroup of values $\Gamma_{R}$ as the subset of $\mathbb{N}^{\nu_{R}}$ containing the values of all regular elements of $R$. Similarly, we can define value semigroup ideals for fractional ideals of $R$ (see Definition 3.14). In fact, the value semigroup ideal of a fractional ideal is a semigroup ideal of $\Gamma_{R}$ (see Proposition 3.22). As a first application we introduce a concept of locality on the semigroup of values of $R$ which is equivalent to $R$ being local (see Proposition 3.17). Particular algebraic hypotheses on $R$ lead to properties of the semigroup of values and the value semigroup ideals of fractional ideals (see Proposition 3.22 and Corollary 3.30 ) which will characterize the class of good semigroups (see Chapter 4). We collect these hypotheses on $R$ in the definition of admissible rings (see Definition 3.18). In Proposition 2.7 we saw that the set $\mathcal{R}_{R}$ is a monoid with respect to the product of ideals, and that it is closed under taking quotients. However, taking values is in general not compatible with these operations; for $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$ we may have strict inclusions

$$
\Gamma_{\mathfrak{J}}+\Gamma_{\mathfrak{J}} \subsetneq \Gamma_{\mathfrak{J} \mathfrak{J}}
$$

and

$$
\Gamma_{\mathfrak{J}: \mathfrak{J}} \subsetneq \Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}
$$

(see Lemma 3.23 and Remark 3.24). In Chapters 4 and 5 we obtain equalities for two classes of ideals, that is conductors (see Proposition 4.57) and canonical ideals (see Theorem 5.34).

Moreover, in Section 3.2.1 we show that the value semigroup is compatible with localization, and in Section 3.2.2 we prove its invariance under completion.

An important example of admissible rings are algebroid curves (see Proposition 3.41). Algebroid curves occur as the completion of local rings of curve singularities. For an algebroid curve $R$ there is a bijection between the set $\mathcal{V}_{R}$ of valuation rings of $Q_{R}$ over $R$ and the set $\operatorname{Min}(R)$ of minimal prime ideals of $R$. Using properties of discrete valuation rings we show that an algebroid curve admits a parametrization (see Theorem 3.44).

Section 3.4 is dedicated to integral extensions of admissible rings and algebroid curves. We show that an integral extension of an admissible ring in its total ring of fractions is an admissible ring, and that an integral extension of an algebroid curve over a field is an algebroid curve over the same field (see Theorem 3.45).

### 3.1. One-dimensional Cohen-Macaulay Rings

Remark 3.1. Let $R$ be a one-dimensional semilocal Cohen-Macaulay ring. Then the total ring of fractions $Q_{R}$ has a large Jacobson radical since $\operatorname{dim} Q_{R}=0$ by Theorems A. 72 and A.74.(1), and hence any prime ideal of $Q_{R}$ is maximal, see Remark A.17.(1) and [30, Section 7, page 423].

Theorem 3.2. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring.
(1) The set $\mathcal{V}_{R}$ of valuation rings of $Q_{R}$ containing $R$ is finite and non-empty, and each $V \in \mathcal{V}_{R}$ is a discrete valuation ring of $Q_{R}$.
(2) We have $\operatorname{Max}\left(Q_{R}\right)=\left\{I_{V} \mid V \in \mathcal{V}_{R}\right\}$.
(3) Let $\mathfrak{m} \in \operatorname{Max}\left(Q_{R}\right)$. There is a bijection

$$
\begin{aligned}
\left\{V \in \mathcal{V}_{R} \mid I_{V}=\mathfrak{m}\right\} & \rightarrow \mathcal{V}_{R /(\mathfrak{m} \cap R)} \\
V & \mapsto V / I_{V}
\end{aligned}
$$

where $Q_{R /(\mathfrak{m} \cap R)}=Q_{R} / \mathfrak{m}$.
(4) The integral closure of $R$ in $Q_{R}$ is $\bar{R}=\bigcap_{V \in \mathcal{V}_{R}} V$.
(5) Any regular ideal of $\bar{R}$ is principal, and every regular prime ideal of $\bar{R}$ is maximal.
(6) There is a bijection

$$
\begin{aligned}
\operatorname{Max}(\bar{R}) & \rightarrow \mathcal{V}_{R} \\
\mathfrak{n} & \mapsto\left((\bar{R} \backslash \mathfrak{n})^{\mathrm{reg}}\right)^{-1} \bar{R} \\
\mathfrak{m}_{V} \cap \bar{R} & \leftrightarrow V .
\end{aligned}
$$

In particular, $\bar{R} /\left(\mathfrak{m}_{V} \cap \bar{R}\right)=V / \mathfrak{m}_{V}$ for any $V \in \mathcal{V}_{R}$.

Proof. See [23, Chapter II, Theorem 2.11].

Corollary 3.3. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and set $\nu=\left(\nu_{V}\right)_{V \in \mathcal{V}_{R}}: Q_{R} \rightarrow \mathbb{Z}^{\mathcal{V}_{R}}$. Then for any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ there is an $x \in Q_{R}^{\mathrm{reg}}$ such that $\nu(x)=\alpha$.

Proof. This follows from Remark 3.1 Theorem 3.2.(1) and (2), and Corollary 2.27.

Let $R$ be a one-dimensional semilocal Cohen-Macaulay ring. Then Corollary 3.3 and Proposition 2.21.(2) (also cf. Diagram (2.10)) yield a commutative diagram
where $\mu=\left(\mu_{V}\right)_{V \in \mathcal{V}_{R}}, \nu=\left(\nu_{V}\right)_{V \in \mathcal{V}_{R}}$ and $\phi=\left(\phi_{V}\right)_{V \in \mathcal{V}_{R}}$. Moreover, $\phi$ is compatible with the partial order on $\prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*}$ by reverse inclusion and the natural partial order on $\mathbb{Z}^{\mathcal{V}_{R}}$.

Lemma 3.4. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring. Then
(1) $\bar{R}=\{x \in Q \mid \nu(x) \geq 0\}$,
(2) $Q^{\mathrm{reg}}=\left\{x \in Q \mid \nu(x) \in \mathbb{Z}^{\nu_{R}}\right\}$ and $\bar{R}^{\mathrm{reg}}=\left\{x \in Q \mid \nu(x) \in \mathbb{N}^{\nu_{R}}\right\}$,
(3) $\bar{R}^{*}=\{x \in Q \mid \nu(x)=0\}$, and
(4) $R^{*}=\bar{R}^{*} \cap R=\{x \in R \mid \nu(x)=0\}$.

Proof. (1) If $x \in \bar{R}$, then by Theorem 3.2.(4) $x \in V$, and hence $\nu_{V} \geq 0$ for all $V \in \mathcal{V}_{R}$.
Let now $x \in Q$ such that $\nu(x) \geq 0$, i.e. $\nu_{V}(x) \geq 0$ for all $V \in \mathcal{V}_{R}$. Then $x \in V$ for all $V \in \mathcal{V}_{R}$, and hence $x \in \bigcap_{V \in \mathcal{V}_{R}} V=\bar{R}$, see again Theorem 3.2.(4).
(2) If $x \in Q^{\text {reg }}$, then $\nu(x) \in \mathbb{Z}^{\mathcal{V}_{R}}$ by definition. So let $x \in Q$ with $\nu(x) \in \mathbb{Z}^{\mathcal{V}_{R}}$, and assume $x \notin Q^{\text {reg }}$. Then there is $\mathfrak{m} \in \operatorname{Max}(Q)$ such that $x \in \mathfrak{m}$. But then there is by Theorem 3.2.(2) a $V \in \mathcal{V}_{R}$ such that $\mathfrak{m}=I_{V}$, and this implies $\nu_{V}(x)=\infty$ by Proposition D.8.(2) and Diagram (3.1), contradicting our assumption.

Moreover, we have by (1)

$$
\bar{R}^{\mathrm{reg}}=\bar{R} \cap Q^{\mathrm{reg}}=\left\{x \in Q \mid \nu(x) \in \mathbb{N}^{\nu_{R}}\right\} .
$$
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(3) Since $\bar{R} \subset Q_{R}$ and $V \subset Q_{R}$ for all $V \in \mathcal{V}_{R}$, Theorem 3.2.(4), Lemma A.11, and Proposition D.13.(2) yield

$$
\begin{aligned}
\bar{R}^{*} & =\left(\bigcap_{V \in \mathcal{V}_{R}} V\right)^{*} \\
& =\bigcap_{V \in \mathcal{V}_{R}} V^{*} \\
& =\bigcap_{V \in \mathcal{V}_{R}}\left\{x \in Q^{\mathrm{reg}} \mid \nu_{V}(x)=0\right\} \\
& =\left\{x \in Q^{\mathrm{reg}} \mid \nu(x)=\mathbf{0}\right\} \\
& =\{x \in Q \mid \nu(x)=\mathbf{0}\},
\end{aligned}
$$

where the last equality follows from (2).
(4) This follows from (3) and Corollary B.4.

We can also relate $\prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*}$ and Diagram (3.1) to $\mathcal{R}_{\bar{R}}$.
Proposition 3.5 (See [25], Section 3.1). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring. Then there is an order preserving group isomorphism

$$
\begin{aligned}
\psi: \mathcal{R}_{\bar{R}} & \rightarrow \prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*} \\
\mathfrak{I} & \mapsto(\mathfrak{I} V)_{V \in \mathcal{V}_{R}} \\
\bigcap_{V \in \mathcal{V}_{R}} \mathfrak{I}_{V} & \leftrightarrow\left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}}
\end{aligned}
$$

such that the diagram

commutes, where $\mu=\left(\mu_{V}\right)_{V \in \mathcal{V}_{R}}$, $\nu=\left(\nu_{V}\right)_{V \in \mathcal{V}_{R}}$ and $\phi=\left(\phi_{V}\right)_{V \in \mathcal{V}_{R}}$.
Proof. By Theorem 3.2.(5) we have $\mathcal{R}_{\bar{R}}=\mathcal{R}_{\bar{R}}^{*}$, and for any $\mathfrak{I} \in \mathcal{R}_{\bar{R}}$ there is an $x \in Q^{\text {reg }}$ such that $\mathfrak{I}=x \bar{R}$. Then Theorem 3.2.(4) yields

$$
\bigcap_{V \in \mathcal{V}_{R}} \mathfrak{I} V=\bigcap_{V \in \mathcal{V}_{R}} x V=x \bigcap_{V \in \mathcal{V}_{R}} V=x \bar{R}=\mathfrak{I} .
$$

Hence, $\psi$ is injective, and considering Diagram (3.1) we obtain a commutative diagram


The surjectivity of $\alpha$ follows from Theorem 3.2.(5), and the surjectivity of $\nu$ follows from Corollary 3.3. This implies the surjectivity of $\mu$, and hence of $\psi$. Moreover, the isomorphisms $\psi$ and $\phi$ preserve the partial orders on $\mathcal{R}_{\bar{R}}$ and $\prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*}$ by reverse inclusion and the natural partial order on $\mathbb{Z}^{\mathcal{V}_{R}}$.

Definition 3.6. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring.
(1) We define a decreasing filtration $\mathfrak{Q}^{\bullet}$ on $Q_{R}$ by setting

$$
\mathfrak{Q}^{\alpha}=\left\{x \in Q_{R} \mid \nu(x) \geq \alpha\right\}
$$

for any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$.
(2) For any $R$-submodule $\mathfrak{I}$ of $Q_{R}$ we define a decreasing filtration $\mathfrak{I}^{\bullet}$ on $\mathfrak{I}$ by setting

$$
\mathfrak{I}^{\alpha}=\mathfrak{I} \cap \mathfrak{Q}^{\alpha}=\{x \in \mathfrak{I} \mid \nu(x) \geq \alpha\}
$$

for any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$.
Lemma 3.7. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring. For any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ there is an $x \in R^{\mathrm{reg}}$ with $\nu(x) \geq \alpha$.

Proof. By Corollary 3.3 and Lemma 3.4.(2) there is a fraction $\frac{x}{y} \in Q_{R}^{\mathrm{reg}}$ with $\nu(x)-\nu(y)=$ $\nu\left(\frac{x}{y}\right)=\alpha$, see Lemma D.22.(2). Since $\frac{x}{y} \in Q_{R}^{\mathrm{reg}}$, we have $x \in R^{\mathrm{reg}}$, and since $x, y \in R$, we have $\nu(x), \nu(y) \geq \mathbf{0}$. This implies $\nu(x) \geq \nu(x)-\nu(y)=\alpha$.

Proposition 3.8. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$. For any $\mathfrak{I} \in \mathcal{R}_{R}$ we have $\mathfrak{I}^{\alpha} \in \mathcal{R}_{R}$.

Proof. Let $x \in \mathfrak{I}^{\alpha}$, and let $r \in R$. Then $\nu(r x)=\nu(r)+\nu(x) \geq \nu(x) \geq \alpha$. This implies $r x \in \mathfrak{I}^{\alpha}$ since $r x \in \mathfrak{I}$.
Let $y \in \mathfrak{I}^{\alpha}$. Then $\nu(x+y) \geq \inf \{\nu(x), \nu(y)\} \geq \alpha$. This implies $x+y \in \mathfrak{I}^{\alpha}$ since $x+y \in \mathfrak{I}$. Thus, $\mathfrak{I}^{\alpha}$ is an $R$-submodule of $Q_{R}$. Since $\mathfrak{I} \in \mathcal{R}_{R}$, there is an $r \in R^{\text {reg }}$ such that $r \mathfrak{I}^{\alpha} \subset r \mathfrak{I} \subset R$. Thus, $\mathfrak{I}^{\alpha}$ is a fractional ideal of $R$.

Since $\mathfrak{I} \in \mathcal{R}_{R}$, there is an $x \in \mathfrak{I}^{\text {reg }}$. Set $\beta=\alpha-\nu(x)$. Then Lemma 3.4.(2) yields $\beta \in \mathbb{Z}^{\mathcal{V}_{R}}$. By Lemma 3.7 there is an $r \in R^{\text {reg }}$ with $\nu(x) \geq \beta$. Then $r x \in \mathfrak{I}^{\text {reg }}$ with $\nu(r x)=\nu(r)+\nu(x) \geq \alpha-\nu(x)+\nu(x)=\alpha$. This implies $r x \in\left(\mathfrak{I}^{\alpha}\right)^{\text {reg }}$. Therefore, $\mathfrak{I}^{\alpha} \in \mathcal{R}_{R}$.

Lemma 3.9 (See [25], Section 3.3). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring.
(1) The isomorphism $\phi \circ \psi$ of Proposition 3.5 is given by

$$
\begin{aligned}
\phi \circ \psi: \mathcal{R}_{\bar{R}} & \rightarrow \mathbb{Z}^{\mathcal{V}_{R}} \\
\mathfrak{I} & \mapsto\left(\min \left\{\nu_{V}(x) \mid x \in \mathfrak{I} V\right\}\right)_{V \in \mathcal{V}_{R}} \\
\mathfrak{Q}^{\alpha} & \leftrightarrow \alpha .
\end{aligned}
$$
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(2) Let $\alpha, \beta \in \mathbb{Z}^{\mathcal{V}_{R}}$. Then

$$
\begin{aligned}
\mathfrak{Q}^{\alpha} \mathfrak{Q}^{\beta} & =\mathfrak{Q}^{\alpha+\beta}, \\
\mathfrak{Q}^{\alpha}: \mathfrak{Q}^{\beta} & =\mathfrak{Q}^{\alpha-\beta}, \\
\left(\mathfrak{Q}^{\alpha}\right)^{-1} & =\mathfrak{Q}^{-\alpha} .
\end{aligned}
$$

(3) Let $\mathfrak{I}$ be an $R$-submodule of $Q_{R}$. For any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ we have

$$
\nu\left(\mathfrak{I}^{\alpha}\right)=\{\beta \in \nu(\mathfrak{I}) \mid \beta \geq \alpha\} .
$$

Proof. (1) This follows from Propositions 2.21.(2), 2.23.(5), and 3.5.
(2) This follows immediately from (1).
(3) This follows immediately from Definition 3.6.(2).

Proposition 3.10. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring. Then

$$
\mathfrak{Q}^{\alpha}=\bigcap_{V \in \mathcal{V}_{R}}\left(\mathfrak{m}_{V}\right)^{\alpha_{V}}
$$

for any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$.
Proof. This follows from Propositions 3.5 and 2.21.(2) and Lemma 3.9.(1).
Lemma 3.11. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathfrak{I} \in \mathcal{R}_{\bar{R}}$. Then $\mathfrak{I}$ is generated by any $x \in Q_{R}$ having the multivalue

$$
\nu(x)=\left(\min \left\{\nu_{V}(x) \mid x \in \Im V\right\}\right)_{V \in \mathcal{V}_{R}} .
$$

Moreover, any such $x$ is regular.
Proof. Set $\alpha=\left(\min \left\{\nu_{V}(x) \mid x \in \mathfrak{I} V\right\}\right)_{V \in \mathcal{V}_{R}}$. Then

$$
\mathfrak{I}=\mathfrak{Q}^{\alpha}
$$

by Lemma 3.9.(1). Thus, there is an $x \in \mathfrak{I}$ with $\nu(x)=\alpha$. Since $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$, this implies $x \in \mathfrak{I}^{\text {reg }}$ by Lemma 3.4.(2).
Let now $y \in \mathfrak{I}=\mathfrak{Q}^{\alpha}$. Then $\nu(y) \geq \nu(x)=\alpha$, and hence by Lemma D.22.(2)

$$
\nu\left(\frac{y}{x}\right)=\nu(y)+\nu\left(x^{-1}\right)=\nu(y)-\nu(x) \geq 0 .
$$

This implies $\frac{y}{x} \in \bar{R}$ by Lemma 3.4.(1), and therefore $y \in x \bar{R}$.
Lemma 3.12. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathfrak{I} \in \mathcal{R}_{\bar{R}}$. For any $x \in \mathfrak{I}$ there is a $y \in \mathfrak{I}^{\text {reg }}$ such that $\nu_{V}(y)=\nu_{V}(x)$ for all $V \in \mathcal{V}_{R}$ with $x \notin I_{V}$.

Proof. Since $\mathfrak{C}_{\mathfrak{I}} \in \mathcal{R}_{\bar{R}}$ by Corollary C.16, there is by Lemma 3.9.(1) an $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ such that $\mathfrak{C}_{\mathfrak{I}}=\mathfrak{Q}^{\alpha}$. Hence, by Lemma 3.4.(2) there is a $z \in \mathfrak{C}_{\mathfrak{I}}^{\mathrm{reg}}$ such that $\nu_{V}(z)>\nu_{V}(x)$ for all $V \in \mathcal{V}_{R}$ with $x \notin I_{V}$. Then Lemma D.22.(5) yields for any $V \in \mathcal{V}_{R}$

$$
\nu_{V}(x+z)=\min \left\{\nu_{V}(x), \nu_{V}(z)\right\}= \begin{cases}\nu_{V}(x) & \text { if } x \notin I_{V} \\ \nu_{V}(z) & \text { else }\end{cases}
$$

In particular, we have $\nu(x+z) \in \mathbb{Z}^{\mathcal{V}_{R}}$, and hence $y=x+z \in \mathfrak{I}^{\text {reg }}$ by Lemma 3.4.(2).
Proposition 3.13. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring.
(1) For any $V \in \mathcal{V}_{R}$ we have

$$
I_{V}=0 \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\left\{\mathfrak{q}_{V}\right\}} Q_{R / \mathfrak{p}}
$$

where

$$
\mathfrak{q}_{V}=I_{V} \cap R \in \operatorname{Min}(R)
$$

(2) For any $\mathfrak{q} \in \operatorname{Min}(R)$ there is a bijection

$$
\begin{aligned}
\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V}=\mathfrak{q}\right\} & \rightarrow \mathcal{V}_{R / \mathfrak{q}}, \\
V & \mapsto V / I_{V}, \\
\bar{V} \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\{\mathfrak{q}\}} Q_{R / \mathfrak{p}} & \leftrightarrow \bar{V} .
\end{aligned}
$$

In particular, any valuation ring $V \in \mathcal{V}_{R}$ is of the form

$$
V=V / I_{V} \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\left\{\mathfrak{q}_{V}\right\}} Q_{R / \mathfrak{p}},
$$

where $V / I_{V} \in \mathcal{V}_{R / \mathfrak{q}_{V}}$, and we have

$$
\nu_{V}=\pi \circ \nu_{V / I_{V}}
$$

where $\pi: Q_{R} \rightarrow Q_{R} / I_{V}$ is the canonical surjection.
(3) For any subset $J \subset \operatorname{Min}(R)$ there is a bijection

$$
\begin{aligned}
\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V} \in J\right\} & \rightarrow \mathcal{V}_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}}, \\
V & \mapsto V / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R}, \\
V^{\prime} \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}} & \leftarrow V^{\prime} .
\end{aligned}
$$

Moreover,

$$
\nu_{V}=\pi \circ \nu_{V / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R}}
$$

for any $V \in \mathcal{V}_{R}$ with $I_{V} \in J$, where $\pi: Q_{R} \rightarrow Q_{R} / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R}$ is the canonical surjection.
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Proof. (1) By Theorem 3.2.(2) we have $I_{V} \in \operatorname{Max}\left(Q_{R}\right)$, and hence the claim follows from Corollary A.75.
(2) By (1) and Theorem 3.2.(2) and (3) there is a bijection

$$
\begin{aligned}
\phi:\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V}=\mathfrak{q}\right\} & \rightarrow \mathcal{V}_{R / \mathfrak{q}}, \\
V & \mapsto V / I_{V} .
\end{aligned}
$$

If $\mathfrak{q} \in \operatorname{Min}(R)$ and $\bar{V} \in \mathcal{V}_{R / \mathfrak{q}}$, then

$$
V=\bar{V} \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\{\mathfrak{q}\}} Q_{R / \mathfrak{p}}
$$

is by Theorems A.74.(2) and 3.2.(1) a discrete valuation ring of $Q_{R / \mathrm{q}}$. Moreover, since by (1)

$$
I_{V}=0 \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\left\{\mathfrak{q}_{v}\right\}} Q_{R / \mathfrak{p}},
$$

we have $\mathfrak{q}_{V}=\mathfrak{q}$ and $V / I_{V}=\bar{V}$. Hence, the map

$$
\begin{aligned}
\psi: \mathcal{V}_{R / \mathfrak{q}} & \rightarrow\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V}=\mathfrak{q}\right\}, \\
\bar{V} & \mapsto \bar{V} \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\{\mathfrak{q}\}} Q_{R / \mathfrak{p}}
\end{aligned}
$$

is the inverse of $\phi$. Also see [23, Chapter II, 2.12].
The remaining part of the statement follows from Proposition D.16.
(3) Let $V \in \mathcal{V}_{R}$ such that $I_{V} \cap R \in J$. Then by (2)

$$
V=V / I_{V} \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\left\{\mathfrak{q}_{V}\right\}} Q_{R / \mathfrak{p}},
$$

where $V / I_{V} \in \mathcal{V}_{R / q_{V}}$. Moreover, Corollary A. 75 yields

$$
\bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R}=\bigcap_{\mathfrak{p} \in J}\left(0 \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}} Q_{R / \mathfrak{q}}\right)=\prod_{\mathfrak{p} \in J} 0 \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}} .
$$

Since $\mathfrak{q}_{V} \in J$, this implies

$$
\begin{equation*}
V / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R}=V / I_{V} \times \prod_{\mathfrak{q} \in J \backslash\left\{\mathfrak{q}_{V}\right\}} Q_{R / \mathfrak{q}} . \tag{3.2}
\end{equation*}
$$

Now note that the canonical surjection $\pi: R \rightarrow R^{\prime}=R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}$ induces by Proposition A. 10 an equality

$$
\begin{equation*}
\operatorname{Min}\left(R^{\prime}\right)=\left\{\pi(\mathfrak{q})=\mathfrak{q}+\bigcap_{\mathfrak{p} \in J} \mathfrak{p} / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} \mid \mathfrak{q} \in J\right\} \tag{3.3}
\end{equation*}
$$

and, moreover,

$$
\begin{equation*}
R / \mathfrak{q}=R^{\prime} / \pi(\mathfrak{q}) \tag{3.4}
\end{equation*}
$$

Then Equations (3.2), (3.3), and (3.4) yield

$$
\begin{align*}
V / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R} & =V / I_{V} \times \prod_{\mathfrak{q} \in J \backslash\left\{\mathfrak{q}_{V}\right\}} Q_{R^{\prime} / \pi(\mathfrak{q})}  \tag{3.5}\\
& =V / I_{V} \times \prod_{\mathfrak{q} \in \operatorname{Min}} \prod_{\left(R^{\prime}\right) \backslash\left\{\pi\left(\mathfrak{q}_{V}\right)\right\}} Q_{R^{\prime} / \pi(\mathfrak{q})} . \tag{3.6}
\end{align*}
$$

Since $\mathfrak{q}_{V} \in J$, we obtain with Equation (3.4)

$$
R^{\prime} / \pi\left(\mathfrak{q}_{V}\right)=R / \mathfrak{q}_{V} \subset V / I_{V} \subset Q_{R / \mathfrak{q}_{V}}=Q_{R^{\prime} / \pi\left(\mathfrak{q}_{V}\right)}
$$

where $V / I_{V} \in \mathcal{V}_{R / \mathfrak{q}_{V}}$ by (1), and hence

$$
\begin{equation*}
V / I_{V} \in \mathcal{V}_{R^{\prime} / \pi \mathfrak{q}_{V}} \tag{3.7}
\end{equation*}
$$

Thus, by (1) and Equations (3.6) and (3.7) there is a map

$$
\begin{aligned}
\phi:\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V} \in J\right\} & \rightarrow \mathcal{V}_{R^{\prime}}, \\
V & \mapsto V / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R} .
\end{aligned}
$$

Let now $V^{\prime} \in \mathcal{V}_{R^{\prime}}$. Then by (1) and Equations (3.3) and (3.4) we have

$$
\begin{align*}
V^{\prime} & =V^{\prime} / I_{V^{\prime}} \times \prod_{\mathfrak{q} \in \operatorname{Min}\left(R^{\prime}\right) \backslash\left\{\mathfrak{q}_{V^{\prime}}\right\}} Q_{R^{\prime} / \mathfrak{q}}  \tag{3.8}\\
& =V^{\prime} / I_{V^{\prime}} \times \prod_{\mathfrak{q} \in J \backslash\left\{\pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)\right\}} Q_{R^{\prime} / \pi(\mathfrak{q})}  \tag{3.9}\\
& =V^{\prime} / I_{V^{\prime}} \times \prod_{\mathfrak{q} \in J \backslash\left\{\pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)\right\}} Q_{R / \mathfrak{q}} . \tag{3.10}
\end{align*}
$$

By (1) we have $\mathfrak{q}_{V^{\prime}} \in \operatorname{Min}\left(R^{\prime}\right)$, and hence $\pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right) \in J$ by Equation (3.3). Since $V^{\prime} / I_{V^{\prime}} \in \mathcal{V}_{R^{\prime} /\left(I_{V^{\prime}} \cap R^{\prime}\right)}$ by (1), Equation (3.4) yields

$$
R / \pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)=R^{\prime} / \mathfrak{q}_{V^{\prime}} \subset V^{\prime} / I_{V^{\prime}} \subset Q_{R^{\prime} / \mathfrak{q}_{V^{\prime}}}=Q_{R / \pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)}
$$

and hence

$$
\begin{equation*}
V^{\prime} / I_{V^{\prime}} \in \mathcal{V}_{R / \pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)} \tag{3.11}
\end{equation*}
$$

Moreover, Equation (3.10) implies

$$
\begin{aligned}
V^{\prime} \times \prod_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}^{\prime}} & =V^{\prime} / I_{V^{\prime}} \times \prod_{\mathfrak{q} \in J \backslash\left\{\pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)\right\}} Q_{R / \mathfrak{q}} \times \prod_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}^{\prime}} \\
& =V^{\prime} / I_{V^{\prime}} \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\left\{\pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right)\right\}} Q_{R / \mathfrak{q}} .
\end{aligned}
$$

Thus, (1) and Equations (3.4) and (3.11) imply

$$
V^{\prime} \times \prod_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}^{\prime}} \in \mathcal{V}_{R}
$$

with

$$
\mathfrak{q}_{V^{\prime} \times \prod_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}^{\prime}}=\pi^{-1}\left(\mathfrak{q}_{V^{\prime}}\right) \in J . . . . . . . .}
$$

Hence, there is a map

$$
\begin{aligned}
\psi: \mathcal{V}_{R^{\prime}} & \rightarrow\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V} \in J\right\} \\
V^{\prime} & \mapsto V^{\prime} \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash J} Q_{R / \mathfrak{q}}
\end{aligned}
$$

By construction, we obviously have $\phi \circ \psi=\operatorname{id}_{\mathcal{V}_{R^{\prime}}}$ and $\psi \circ \phi=\operatorname{id}_{\left\{V \in \mathcal{V}_{R} \mid I_{V} \cap R \in J\right\}}$. Therefore, $\phi$ and $\psi$ are bijective and mutually inverse maps.

With what we just showed, the remaining part of the statement follows from Proposition D. 16.

### 3.2. Semigroup of Values

Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring. Theorem 3.2.(1) provides the basis for the definition of the semigroup of values of $R$. We consider the values in the finitely many discrete valuations of $Q_{R}$ simultaneously. Similarly, we associate to a regular fractional ideal of $R$ its value semigroup ideal. Studying the properties of these objects in relation to certain algebraic hypotheses (see Proposition 3.22 and Corollary 3.30) leads to the definition of admissible rings (see Definition 3.18) We decompose the semigroup of values and value semigroup ideals into local components (see Theorem 3.28), and we show their invariance under completion (see Theorem 3.34).

Definition 3.14. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathcal{V}_{R}$ be the set of (discrete) valuation rings of $Q_{R}$ over $R$ (see Theorem 3.2.(1) and Definition D.1) with corresponding valuations

$$
\nu_{R}=\left(\nu_{V}\right)_{V \in \mathcal{V}_{R}}: Q_{R} \rightarrow \mathbb{Z}_{\infty}^{\mathcal{V}_{R}}
$$

We will also write $\nu$ instead of $\nu_{R}$.
(1) To a fractional ideal $\mathfrak{I} \in \mathcal{R}_{R}$ we associate its value semigroup ideal

$$
\Gamma_{\mathfrak{I}}=\nu\left(\mathfrak{I}^{\mathrm{reg}}\right) \subset \mathbb{Z}^{\mathcal{V}_{R}}
$$

(see Lemma 3.4.(2)).
(2) If $\mathfrak{I}=R$, then the monoid $\Gamma_{R} \subset \mathbb{N}^{\mathcal{V}_{R}}$ is called the value semigroup or semigroup of values of $R$.
(3) The value semigroup $\Gamma_{R}$ is said to be local if $\mathbf{0}$ is the only element of $\Gamma_{R}$ with a zero component in $\mathbb{Z}^{\mathcal{V}_{R}}$.

Remark 3.15 (See [25], Remark 3.1.10). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathfrak{E}, \mathfrak{F} \in \mathcal{R}_{R}$. If $\mathfrak{E} \subset \mathfrak{F}$, then $\Gamma_{\mathfrak{E}} \subset \Gamma_{\mathfrak{F}}$.

Lemma 3.16. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, let $\mathfrak{I} \in \mathcal{R}_{R}$, and let $x \in \mathfrak{I}$. Then $x \in \mathfrak{I}^{\text {reg }}$ if and only if $\nu(x) \in \Gamma_{\mathfrak{J}}$.

Proof. If $x \in \mathfrak{J}^{\text {reg }}$, then $\nu(x) \in \Gamma_{\mathfrak{J}}$ by Definition 3.14.
If $x \in \mathfrak{I} \backslash \mathfrak{I}^{\text {reg }}$, then $\nu(x) \in(\mathbb{Z} \cup\{\infty\})^{\mathcal{V}_{R}} \backslash \mathbb{Z}^{\mathcal{V}_{R}}$ by Lemma 3.4.(2). Hence, $\nu(x) \in$ $(\mathbb{Z} \cup\{\infty\})^{\mathcal{V}_{R}} \backslash \Gamma_{R}$.

The following result was stated without prove in [7, (1.1.1)] and [10, Section 2].
Proposition 3.17 (See [25], Proposition 3.1.4). A one-dimensional equidimensional semilocal Cohen-Macaulay ring $R$ is local if and only if its value semigroup $\Gamma_{R}$ is local. If $R$ is local, then the maximal ideal is

$$
\mathfrak{m}_{R}=\{x \in R \mid \nu(x)>\mathbf{0}\}=R^{1} .
$$

Proof. Suppose first that $R$ is local with maximal ideal $\mathfrak{m}_{R}$. Then Theorem 3.2.(6) and Propositions B.3, B.15, and D.13.(3) imply

$$
\mathfrak{m}_{R} \subset \bigcap_{\mathfrak{n} \in \operatorname{Max}(\bar{R})} \mathfrak{n}=\bigcap_{V \in \mathcal{V}_{R}} \mathfrak{m}_{V}=\bigcap_{V \in \mathcal{V}_{R}}\left\{x \in Q_{R} \mid \nu_{V}(x)>0\right\}=\left\{x \in \mathcal{V}_{R} \mid \nu(x)>\mathbf{0}\right\} .
$$

The statement follows from Lemma 3.4.(4).
Suppose now that $\Gamma_{R}$ is local. We want to show that

$$
\mathfrak{m}=\{x \in R \mid \nu(x)>\mathbf{0}\}
$$

is the unique maximal ideal of $R$.
We show that $\nu(x)$ has no zero component for any $x \in \mathfrak{m}$. Then

$$
\mathfrak{m}=R^{1}
$$

and hence it is an ideal of $R$ by Proposition 3.8.
So assume that there is $x \in \mathfrak{m}$ such that $\nu_{V_{1}}(x)=0$ for some $V_{1} \in \mathcal{V}_{R}$. Then $x \in$ $R \backslash R^{\mathrm{reg}} \subset Q \backslash Q^{\mathrm{reg}}$ by the assumption on $\Gamma_{R}$ and Lemma 3.16. Hence, by Theorem 3.2.(2) there is $V_{2} \in \mathcal{V}_{R}$ such that $x \in I_{V_{2}}$, and Proposition D.8.(2) and Diagram (3.1) imply $V_{1} \neq V_{2}$.
Since $R$ is a one-dimensional Cohen-Macaulay ring, there is a $y \in R^{\text {reg }} \backslash R^{*}$. Then $\nu(x) \in \Gamma_{R}$, and Lemma 3.4.(2) and (4) yield $\nu(x)>0$ for every $V \in \mathcal{V}_{R}$. After replacing $y$ by a suitable power, we may assume that $\nu_{V}(x) \neq \nu_{V}(y)$ for all $V \in \mathcal{V}_{R}$. Then

$$
\nu(x+y)=\inf \{\nu(x), \nu(y)\} \in \mathbb{Z}^{\nu_{R}}
$$

by Lemma D.22.(5) and since $\nu(y) \in \mathbb{Z}^{\mathcal{V}}$. Thus, $x+y \in R^{\text {reg }}=R \cap Q^{\text {reg }}$ by Lemma 3.4.(2), and hence $\nu(x+y) \in \Gamma_{R}$.

Since $\nu_{V_{1}}(y)>0$, we have

$$
\nu_{V_{1}}(x+y)=\min \left\{\nu_{V_{1}}(x), \nu_{V_{1}}(y)\right\}=\nu_{V_{1}}(x)=0 .
$$

By assumption on $\Gamma_{R}$, this implies $\nu(x+y)=\mathbf{0}$. Since $\nu_{V_{2}}(x)=\infty$, we obtain

$$
0=\nu_{V_{2}}(x+y)=\nu_{V_{2}}(y) .
$$

But this contradicts the choice of $y$.
Since $R^{*}=\bar{R}^{*} \cap R=\{x \in R \mid \nu(x)=\mathbf{0}\}$ by Lemma 3.4.(4), any proper ideal of $R$ is contained in $\mathfrak{m}$. Therefore, $\mathfrak{m}$ is the unique maximal ideal of $R$.

Definition 3.18. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring.
(1) We call $R$ analytically reduced if $\widehat{R}$ is reduced or, equivalently, $\widehat{R_{\mathrm{m}}}$ is reduced for all $\mathfrak{m} \in \operatorname{Max}(R)$ (see Lemma A.68).
(2) The ring $R$ is called residually rational if $R / \mathfrak{m}=\bar{R} / \mathfrak{n}$ for any $\mathfrak{m} \in \operatorname{Max}(R)$ and $\mathfrak{n} \in \operatorname{Max}(\bar{R})$ with $\mathfrak{n} \cap R=\mathfrak{m}$. Equivalently, $R / \mathfrak{m}=V / \mathfrak{m}_{V}$ for any $\mathfrak{m} \in \operatorname{Max}(R)$ and $V \in \mathcal{V}_{R}$ with $\mathfrak{m}_{V} \cap R=\mathfrak{m}$ (see Theorem 3.2.(6)).
(3) We say that $R$ has large residue fields if $|R / \mathfrak{m}| \geq\left|\mathcal{V}_{R_{\mathfrak{m}}}\right|$ for all $\mathfrak{m} \in \operatorname{Max}(R)$.
(4) We call $R$ admissible if it is analytically reduced and residually rational with large residue fields.

Definition 3.19. Let $\bar{S}$ be a partially ordered monoid, isomorphic to $\mathbb{N}^{I}$ with its natural partial order, where $I$ is a finite set. We consider the following properties of a subset $E$ of the group of differences $D_{\bar{S}} \cong \mathbb{Z}^{I}$ of $\bar{S}$ (see [7, Section 1] and [8, Section 2]).
(E0) There exists an $\alpha \in D_{\bar{S}}$ such that $\alpha+\bar{S} \subset E$.
(E1) If $\alpha, \beta \in E$, then $\inf \{\alpha, \beta\}=\left(\min \left\{\alpha_{i}, \beta_{i}\right\}\right)_{i \in I} \in E$.
(E2) For any $\alpha, \beta \in E$ and $j \in I$ such that $\alpha_{j}=\beta_{j}$ there exists an $\epsilon \in E$ such that $\epsilon_{j}>\alpha_{j}=\beta_{j}$ and $\epsilon_{i} \geq \min \left\{\alpha_{i}, \beta_{i}\right\}$ for all $i \in I$, where equality is obtained whenever $\alpha_{i} \neq \beta_{i}$.

We call $E$ good if it satisfies (E0), (E1), and (E2).
The difference of two subsets $E$ and $F$ of $D_{\bar{S}}$ is

$$
E-F=\left\{\alpha \in D_{\bar{S}} \mid \alpha+F \subset E\right\}
$$

Lemma 3.20 (See [25], Lemma 3.1.7). Any group isomorphism of $Z^{s}$ preserving the partial order is defined by a permutation of the standard basis.

Proof. Let $\varphi$ be an automorphism of $\mathbb{Z}^{s}$ preserving the partial order. Then $\left(\varphi\left(\mathbf{e}_{i}\right)\right)_{i \in\{1, \ldots, s\}}$ is a basis of $\mathbb{Z}^{s}$, and hence for $j \in\{1, \ldots, s\}$ there are $\lambda_{i} \in \mathbb{Z}, i=1, \ldots, s$ such that $0<$ $\mathbf{e}_{j}=\sum_{i} \lambda_{i} \varphi\left(\mathbf{e}_{i}\right)=\varphi\left(\sum_{i=1}^{s} \lambda_{i} \mathbf{e}_{i}\right)$. Since $\varphi$ preserves the order, this implies $\sum_{i=1}^{s} \lambda_{i} \mathbf{e}_{i}>0$, and hence $\lambda_{i} \geq 0$ for all $i=1, \ldots, s$. For the $k$-th component ( $k \in\{1, \ldots, s\}$ ) we have

$$
\sum_{i=1}^{s} \lambda_{i}\left(\varphi\left(\mathbf{e}_{i}\right)\right)_{k}=\left(\sum_{i=1}^{s} \lambda_{i} \varphi\left(\mathbf{e}_{i}\right)\right)_{k}=\left(\mathbf{e}_{j}\right)_{k}= \begin{cases}1 & \text { if } k=j \\ 0 & \text { else }\end{cases}
$$

As $\varphi$ is order preserving, we have $\phi\left(\mathbf{e}_{i}\right)>0$ for every $i=1, \ldots, s$. Therefore, $\mathbf{e}_{j}=\varphi\left(\mathbf{e}_{i}\right)$ for some $i \in\{1, \ldots, s\}$.

Lemma 3.21 (See [25], Lemma 3.1.8). Let $R$ be a one-dimensional equidimensional analytically reduced semilocal Cohen-Macaulay ring, and let $\mathfrak{I} \in \mathcal{R}_{R}$. Then $\bar{R} \in \mathcal{R}_{R}$, and hence $\mathcal{R}_{\bar{R}} \subset \mathcal{R}_{R}$. In particular, $\mathfrak{C}_{\mathfrak{J}} \in \mathcal{R}_{R} \cap \mathcal{R}_{\bar{R}}$, and $\mathfrak{C}_{\mathfrak{J}}=x \bar{R}$ for some $x \in \mathfrak{C}_{\mathfrak{J}}^{\text {reg }}$ with $\nu(x)+\mathbb{N}^{\nu_{R}} \subset \Gamma_{\mathfrak{\jmath}}$.
Proof. Since $R$ is analytically reduced, $\bar{R}$ is by Corollary C. 15 a finite $R$-module. This implies $\bar{R} \in \mathcal{R}_{R}$ (see Remark 2.6.(1)), and hence $\mathfrak{C}_{\mathfrak{J}}=\mathfrak{I}: \bar{R} \in \mathcal{R}_{R} \cap \mathcal{R}_{\bar{R}}$ by Proposition 2.7.(2).
Moreover, $\mathfrak{C}_{\mathfrak{y}} \in \mathcal{R}_{\bar{R}}$ implies by Lemma 3.11 that there is an $x \in Q^{\text {reg }}$ such that $\mathfrak{C}_{\mathfrak{y}}=x \bar{R}$. Since $1 \in \bar{R}$, this yields $x \in \mathfrak{C}_{\mathfrak{J}} \cap Q_{R}^{\text {reg }}=\mathfrak{C}_{\mathfrak{J}}^{\text {reg }}$. Finally, we obtain by Lemma 3.4.(2), Proposition 2.7.(1), and Remark 3.15

$$
\nu(x) \mathbb{N}^{\nu_{R}}=\Gamma_{x \bar{R}} \subset \Gamma_{\mathfrak{J}}
$$

since $\nu$ is a group homomorphism, and since $x \bar{R} \subset \mathfrak{I}$.
If $R$ is a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and if $\mathfrak{I} \in \mathcal{R}_{R}$, then the value semigroup ideal $\Gamma_{\mathfrak{J}}$ of $\mathfrak{I}$ is a semigroup ideal of $\Gamma_{R}$. Moreover, due to D'Anna (see [8]) certain algebraic hypotheses on $R$ imply the properties (E0), (E1), and (E2) on $\Gamma_{\mathfrak{y}}$.
Proposition 3.22 (See [25], Proposition 3.1.9). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathfrak{I} \in \mathcal{R}_{R}$.
(1) We have $\Gamma_{\mathfrak{J}}+\Gamma_{R} \subset \Gamma_{\mathfrak{J}}$.
(2) If $R$ is analytically reduced, then $\Gamma_{\mathfrak{J}}$ satisfies (EO) with $I=\mathcal{V}_{R}$ and $\bar{S}=\Gamma_{\bar{R}}=\mathbb{N}^{\nu_{R}}$.
(3) If $R$ is local and analytically reduced with large residue field, then $\Gamma_{\mathfrak{J}}$ satisfies (E1).
(4) If $R$ is local and residually rational, then $\Gamma_{\mathfrak{J}}$ satisfies (E2).

In particular, if $R$ is local admissible, then $\Gamma_{\mathfrak{I}}$ satisfies (E0), (E1), and (E2).
Proof. (1) This follows from $\nu$ being a homomorphism of groups.
(2) By Lemma 3.21 there is an $x \in \mathfrak{C}_{\mathcal{J}}^{\text {reg }}$ such that

$$
\nu(x)+\mathbb{N}^{\nu_{R}}=\nu\left(x \bar{R}^{\mathrm{reg}}\right)=\nu\left(\left(\mathfrak{C}_{\mathfrak{J}}\right)^{\mathrm{reg}}\right) \subset \nu\left(\mathfrak{I}^{\mathrm{reg}}\right)=\Gamma_{\mathfrak{I}}
$$

since $\nu$ is a group homomorphism and $\nu\left(\bar{R}^{\mathrm{reg}}\right)=\mathbb{N}^{\nu_{R}}$ by Lemma 3.4.(2).
(3) See [25, Proposition 3.1.9.(c)].
(4) See [25, Proposition 3.1.9.(d)].

While taking the value semigroup preserves inclusions (see Remark 3.15), it is in general not compatible with the expected counterparts of products and quotients of ideals.

Lemma 3.23 (See [25], Lemma 5.3.1). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$.
(1) If $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$, then

$$
\Gamma_{\mathfrak{J}}+\Gamma_{\mathfrak{J}} \subset \Gamma_{\mathfrak{J} \mathfrak{J}}
$$

and

$$
\Gamma_{\mathfrak{J}: \mathfrak{J}} \subset \Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}} .
$$

(2) If $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{\bar{R}}$, then

$$
\Gamma_{\mathfrak{J} \mathfrak{J}}=\Gamma_{\mathfrak{J}}+\Gamma_{\mathfrak{J}}
$$

and

$$
\Gamma_{\mathfrak{J}: \mathfrak{J}}=\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}} .
$$

Proof. (1) Let $\alpha \in \Gamma_{\mathfrak{J}}+\Gamma_{\mathfrak{J}}$. Then there is an $x \in \mathfrak{I}^{\text {reg }}$ and a $y \in \mathfrak{J}^{\text {reg }}$ such that $\nu(x)+\nu(y)=\alpha$. The claim follows since $x y \in(\mathfrak{I} \mathfrak{J})^{\text {reg }}$, and since $\nu$ is a group homomorphism.
Let $\alpha \in \Gamma_{\mathfrak{I}: \mathfrak{J} .}$. Then there is $x \in(\mathfrak{I}: \mathfrak{J})^{\text {reg }}$ such that $\nu(x)=\alpha$. Since $x \mathfrak{J} \subset \mathfrak{I}$, this yields by Proposition D. 11 and Diagram (2.10)

$$
\alpha+\Gamma_{\mathfrak{J}}=\nu(x)+\nu\left(\mathfrak{J}^{\mathrm{reg}}\right)=\nu\left(x \mathfrak{J}^{\mathrm{reg}}\right) \subset \nu\left(\mathfrak{I}^{\mathrm{reg}}\right)=\Gamma_{\mathfrak{J}} .
$$

Hence, $\alpha \in \Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}$.
(2) This follows immediately from Definition 3.6.(1) and Lemma 3.9.(1) and (2).

Remark 3.24 (See [25], Remark 3.1.10). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring, and let $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$.
(1) The inclusion $\Gamma_{\mathfrak{J}}+\Gamma_{\mathfrak{J}} \subset \Gamma_{\mathfrak{J} \mathfrak{J}}$ (see Lemma 3.23.(1)) is in general not an equality, see Example 3.25 below.
(2) Similarly, the inclusion $\Gamma_{\mathfrak{Y}: \mathfrak{J}} \subset \Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}$ (see Lemma 3.23.(1)) is in general not an equality, see Example 3.26 below.

Example 3.25 (See [25], Example 4.1.3). Consider the admissible ring (see Proposition 3.41)

$$
R=\mathbb{C}\left[\left[\left(-t_{1}^{4}, t_{2}\right),\left(-t_{1}^{3}, 0\right),\left(0, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right] \subset \mathbb{C}\left[\left[t_{1}\right]\right] \times \mathbb{C}\left[\left[t_{2}\right]\right]=\bar{R},
$$



Figure 3.1.: The value semigroup (ideals) in Example 3.25.
and the $R$-submodules of $Q_{R}$

$$
\begin{aligned}
& \mathfrak{I}=\left\langle\left(t_{1}^{3}, t_{2}\right),\left(t_{1}^{2}, 0\right)\right\rangle_{R} \\
& \mathfrak{J}=\left\langle\left(t_{1}^{3}, t_{2}\right),\left(t_{1}^{4}, 0\right),\left(t_{1}^{5}, 0\right)\right\rangle_{R} .
\end{aligned}
$$

Then $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$ (see Remark 2.6.(1)). Moreover, Figure 3.1 shows that $R$ is local (see Proposition 3.17), and that (E2) fails for $\Gamma_{\mathfrak{I}}+\Gamma_{\mathfrak{J}}$. Thus, $\Gamma_{\mathfrak{I}}+\Gamma_{\mathfrak{J}} \subsetneq \Gamma_{\mathfrak{J} \mathfrak{J}}$ by Proposition 3.22.

Example 3.26. Barucci, D'Anna and Fröberg showed in [10, Example 3.3] that for the local admissible ring (see Figure 3.2 and Propositions 3.17 and 3.41)

$$
R=\mathbb{C}\left[\left[x_{1}, \ldots, x_{11}\right]\right]
$$

with $x_{1}=\left(t_{1}^{7}, t_{2}^{6}\right), x_{2}=\left(t_{1}^{6}, t_{2}^{7}\right), x_{3}=\left(t_{1}^{9}, t_{2}^{11}\right), x_{4}=\left(t_{1}^{10}, t_{2}^{10}\right), x_{5}=\left(t_{1}^{11}, t_{2}^{9}\right), x_{6}=\left(t_{1}^{11}, t_{2}^{10}\right)$, $x_{7}=\left(t_{1}^{12}, t_{2}^{12}\right), x_{8}=\left(t_{1}^{13},-t_{2}^{13}\right), x_{9}=\left(t_{1}^{20}, t_{2}^{12}\right), x_{10}=\left(t_{1}^{16}, t_{2}^{20}\right), x_{11}=\left(t_{1}^{12}, t_{2}^{20}\right)$ with maximal ideal $\mathfrak{m}_{R}$ property (E2) fails for the difference $\Gamma_{\mathfrak{m}_{R}}-\Gamma_{R}$, see Figure 3.2. Thus, $\Gamma_{\mathfrak{m}_{R}}-\Gamma_{R} \subsetneq \Gamma_{\mathfrak{m}_{R}: R}$ by Proposition 3.22.

### 3.2.1. Compatibility with Localization

We show the compatibility of the semigroup of values of a one-dimensional equidimensional reduced semilocal Cohen-Macaulay ring $R$ with localization. Similarly, also the value semigroup ideals of fractional ideals of $R$ decompose into local components (see Theorem 3.28). This enables us to extend the results of Proposition 3.22 to semilocal rings (see Corollary 3.30).


Figure 3.2.: The value semigroup (ideals) in Example 3.26, see [10, Example 3.3].

Proposition 3.27. Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring. Then $R_{\mathfrak{m}}$ is a one-dimensional reduced local Cohen-Macaulay ring for every $\mathfrak{m} \in$ $\operatorname{Max}(R)$.

Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$. Then height $\mathfrak{m}=1$ by Proposition B. 27 since $R$ is equidimensional. Hence, $\operatorname{dim} R_{\mathfrak{m}}=1$ by Proposition A.20.(2). Moreover, $R_{\mathfrak{m}}$ is reduced by Lemma A. 27 as $R$ is reduced. Moreover, $R_{\mathfrak{m}}$ is Noetherian by Corollary A.21. Thus, $R_{\mathfrak{m}}$ is a one-dimensional reduced local Cohen-Macaulay by Proposition C.13.

The first part of the following Theorem was stated by Barucci, D'Anna and Fröberg in [10, Section 1.1].

Theorem 3.28 (See [25], Theorem 3.2.2). Let $R$ be a one-dimensional equidimensional reduced semilocal Cohen-Macaulay ring. Then there is a decomposition

$$
\Gamma_{R}=\prod_{\mathfrak{m} \in \operatorname{Max}(R)} \Gamma_{R_{\mathfrak{m}}}
$$

of $\Gamma_{R}$ into local value semigroups. Moreover, for any $\mathfrak{E} \in \mathcal{R}_{R}$ there is a decomposition

$$
\Gamma_{\mathfrak{I}}=\prod_{\mathfrak{m} \in \operatorname{Max}(R)} \Gamma_{\mathfrak{I}_{\mathfrak{m}}}
$$

For the proof of Theorem 3.28 we need the following lemma.
Lemma 3.29 (See [25], Lemma 3.2.1). Let $R$ be a one-dimensional equidimensional reduced semilocal Cohen-Macaulay ring. For any $\mathfrak{m} \in \operatorname{Max}(R)$ the localization map
$\pi: Q_{R} \rightarrow\left(Q_{R}\right)_{\mathfrak{m}}=Q_{R_{\mathfrak{m}}}$ (see Proposition A.77 for the equality) induces a bijection

$$
\begin{aligned}
\rho_{\mathfrak{m}}:\left\{V \in \mathcal{V}_{R} \mid \mathfrak{m}_{V} \cap R=\mathfrak{m}\right\} & \rightarrow \mathcal{V}_{R_{\mathfrak{m}}}, \\
V & \mapsto V_{\mathfrak{m}}, \\
\pi^{-1}(W) & \leftrightarrow W .
\end{aligned}
$$

In particular, $\left(\mathfrak{m}_{V}\right)_{\mathfrak{m}}=\mathfrak{m}_{\rho_{\mathfrak{m}}(V)}$ for every $V \in \mathcal{V}_{R}$.
Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$, and let $V \in \mathcal{V}_{R}$ with $\mathfrak{m}_{V} \cap R=\mathfrak{m}$. Since localization is exact by Proposition A.24, we have

$$
R_{\mathfrak{m}} \subset V_{\mathfrak{m}} \subset\left(Q_{R}\right)_{\mathfrak{m}}=Q_{R_{\mathfrak{m}}}
$$

where the last equality follows from Proposition A.77. Since $R \backslash \mathfrak{m} \subset V \backslash \mathfrak{m}_{V}$ by assumption, and hence $\nu_{V}(x)=0$ for all $x \in R \backslash \mathfrak{m}$ by Proposition D.13.(1) and (3), Lemma D. 19 implies $V_{\mathfrak{m}} \in \mathcal{V}_{R_{\mathfrak{m}}}$ with $\pi^{-1}\left(V_{\mathfrak{m}}\right)=V$. Thus, $\rho_{\mathfrak{m}}$ is an injective map.
Let now $W \in \mathcal{V}_{R_{\mathfrak{m}}}$, and set $V=\pi^{-1}(W)$. Then $V_{\mathfrak{m}}=W \subsetneq Q_{R_{\mathfrak{m}}}$ by Lemma A.35.(2), and hence $R \subset V \subsetneq Q_{R}$.
Let $x, y \in Q_{R} \backslash V$, and suppose that $x y \in V$. Then $\pi(x), \pi(y) \in Q_{R_{\mathfrak{m}}} \backslash V_{\mathfrak{m}}$ yields $\pi(x) \pi(y)=\pi(x y) \in \pi(V) \subset W$ which is a contradiction to $Q_{R_{\mathrm{m}}} \backslash W$ being multiplicatively closed as $W$ is a valuation ring of $Q_{R_{\mathrm{m}}}$. Thus, also $Q_{R} \backslash V$ is multiplicatively closed, and hence $V \in \mathcal{V}_{R}$.

Consider the commutative diagram of ring homomorphisms


Then $\pi^{-1}\left(\mathfrak{m}_{W}\right)$ is a prime ideal of $V$ by Proposition A.20.(1), and Theorem 3.2.(6) and Propositions B. 3 and B. 15 yield

$$
\begin{aligned}
\pi^{-1}\left(\mathfrak{m}_{W}\right) \cap R & =\pi^{-1}\left(\mathfrak{m}_{W}\right) \cap \pi^{-1}\left(R_{\mathfrak{m}}\right) \cap R \\
& =\pi^{-1}\left(\mathfrak{m}_{W} \cap R_{\mathfrak{m}}\right) \cap R \\
& =\left(\left.\pi\right|_{R}\right)^{-1}\left(\mathfrak{m}_{W} \cap R_{\mathfrak{m}}\right) \\
& =\left(\left.\pi\right|_{R}\right)^{-1}\left(\mathfrak{m} R_{\mathfrak{m}}\right) \\
& =\mathfrak{m} .
\end{aligned}
$$

In particular, with $\mathfrak{m}$ also $\mathfrak{p}$ is regular, and hence $\mathfrak{p}=\mathfrak{m}_{V}$ by Theorem 3.2.(1) and Proposition 2.22.(d).

Let $R$ be a one-dimensional equidimensional reduced semilocal Cohen-Macaulay ring. By Theorem 3.2.(1) and Proposition 2.22.(d) the sets $\left\{V \in \mathcal{V}_{R} \mid \mathfrak{m}_{V} \cap R=\mathfrak{m}\right\}, \mathfrak{m} \in \operatorname{Max}(R)$, form a partition of $\mathcal{V}_{R}$. By Lemma 3.29 there is a bijection

$$
\begin{aligned}
\rho: \mathcal{V}_{R} & \rightarrow \underset{\mathfrak{m} \in \operatorname{Max}(R)}{\bigsqcup} \mathcal{V}_{R_{\mathfrak{m}}}, \\
& \mapsto \rho_{\mathfrak{m}_{V} \cap R}(V)=V_{\mathfrak{m}_{V} \cap R}
\end{aligned}
$$

inducing an order preserving group homomorphism (see Lemma 2.16.(2) and Propositions A. 38 and A.39)

$$
\begin{aligned}
\rho^{\prime}: & \prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*} \rightarrow \prod_{\mathfrak{m} \in \operatorname{Max}(R)} \prod_{W \in \mathcal{V}_{R_{\mathfrak{m}}}} \mathcal{R}_{W}^{*}, \\
& \left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}} \mapsto\left(\left(\left(\mathfrak{I}_{\rho^{-1}(W)}\right)_{\rho^{-1}(W) \cap R}\right)_{W \in \mathcal{V}_{R_{\mathfrak{m}}}}\right)_{\mathfrak{m} \in \operatorname{Max}(R)} .
\end{aligned}
$$

Let $\left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}} \in \prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*}$. Then Proposition 2.21.(2) yields $\mathfrak{I}_{V}=\mathfrak{m}_{V}^{k_{V}}$ with $k_{V}=$ $\max \left\{k \in \mathbb{Z} \mid \mathfrak{m}_{V}^{k} \leq \mathfrak{I}\right\}$ for every $V \in \mathcal{V}_{R}$. So Lemma 3.29 implies

$$
\begin{aligned}
\rho^{\prime}\left(\left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}}\right) & =\rho^{\prime}\left(\left(\mathfrak{m}_{V}^{k_{V}}\right)_{V \in \mathcal{V}_{R}}\right) \\
& =\left(\left(\left(\mathfrak{m}_{\rho^{\rho^{-1}(W)}}^{k_{\rho^{-1}(W)}}\right)_{\mathfrak{m}_{\rho^{-1}(W)} \cap R}\right)_{W \in \mathcal{V}_{R_{\mathfrak{m}}}}\right)_{\mathfrak{m} \in \operatorname{Max}(R)} \\
& =\left(\left(\left(\left(\mathfrak{m}_{\rho^{-1}(W)}\right)_{\mathfrak{m}_{\rho^{-1}(W)} \cap R}\right)^{k_{\rho^{-1}(W)}}\right)_{W \in \mathcal{V}_{R_{\mathfrak{m}}}}\right)_{\mathfrak{m} \in \operatorname{Max}(R)} \\
& =\left(\left(\mathfrak{m}_{W}^{k_{\rho^{-1}(W)}}\right)_{W \in \mathcal{V}_{R_{\mathfrak{m}}}}\right)_{\mathfrak{m} \in \operatorname{Max}(R)}
\end{aligned}
$$

Since $\rho$ also induces an isomorphism

$$
\rho^{\prime \prime}: \mathbb{Z}^{\mathcal{V}_{R}} \rightarrow \prod_{\mathfrak{m} \in \operatorname{Max}(R)} \mathbb{Z}^{V_{R_{\mathfrak{m}}}}
$$

we obtain with Diagram (3.1) a commutative diagram

and hence

$$
\rho^{\prime}=\left(\prod_{\mathfrak{m} \in \operatorname{Max}(R)} \phi_{R_{\mathfrak{m}}}\right)^{-1} \circ \rho^{\prime \prime} \circ \phi_{R}
$$

is an isomorphism. With Proposition 3.5 it fits into a commutative diagram

where

$$
\begin{aligned}
\xi: & \mathcal{R}_{\bar{R}}
\end{aligned} \rightarrow \prod_{\mathfrak{m} \in \operatorname{Max}(R)} \mathcal{R}_{\bar{R}_{\mathfrak{m}}}=\prod_{\mathfrak{m} \in \operatorname{Max}(R)} \mathcal{R}_{\overline{R_{\mathrm{m}}}},
$$

see Lemma 2.16.(2), Proposition A.39, and Corollary B.8. This implies

$$
\begin{equation*}
\nu_{R}(x)=\left(\nu_{R_{\mathfrak{m}}}\left(\frac{x}{1}\right)\right)_{\mathfrak{m} \in \operatorname{Max}(R)} \tag{3.12}
\end{equation*}
$$

for all $x \in Q_{R}^{\text {reg }}$. To ease notation we identify $\mathbb{Z}^{\nu_{R}}$ and $\prod_{\mathfrak{m} \in \operatorname{Max}(R)} \mathbb{Z}^{\nu_{R_{\mathrm{m}}}}$ via $\rho^{\prime \prime}$.
Proof of Theorem 3.28. By Proposition A.20.(2) and Lemma A. $27 R_{\mathfrak{m}}$ is a one-dimensional reduced local Cohen-Macaulay ring, and hence $\Gamma_{R_{\mathrm{m}}}$ is local by Proposition 3.17 for all $\mathfrak{m} \in \operatorname{Max}(R)$. To prove the Theorem we have to show the second decomposition of the statement.
So let $\mathfrak{E} \in \mathcal{R}_{R}$. Then for any $\mathfrak{m} \in \operatorname{Max}(R)$ Proposition A. 39 and Lemma 2.16.(2) yield $\mathfrak{E}_{\mathfrak{m}} \in \mathcal{R}_{R_{\mathrm{m}}}$, and by Equation (3.12) there is an inclusion

$$
\Gamma_{\mathfrak{E}} \subset \prod_{\mathfrak{m} \in \operatorname{Max}(R)} \Gamma_{\mathfrak{E}_{\mathfrak{m}}} .
$$

Let now

$$
\alpha=\left(\alpha_{\mathfrak{m}}\right)_{\mathfrak{m} \in \operatorname{Max}(R)} \in \prod_{\mathfrak{m} \in \operatorname{Max}(R)} \Gamma_{\mathfrak{E}_{\mathfrak{m}}} .
$$

3. Valuations over One-dimensional Cohen-Macaulay Rings

Then for any $\mathfrak{m} \in \operatorname{Max}(R)$ there is $\frac{x_{\mathfrak{m}}}{y_{\mathfrak{m}}} \in \mathfrak{E}_{\mathfrak{m}}$ such that

$$
\nu_{R_{\mathfrak{m}}}\left(\frac{x_{\mathfrak{m}}}{y_{\mathfrak{m}}}\right)=\alpha_{\mathfrak{m}}
$$

Since $y_{\mathfrak{m}} \in R \backslash \mathfrak{m}$, and hence $\frac{y_{\mathfrak{m}}}{1} \in\left(R_{\mathfrak{m}}\right)^{*}$ for every $\mathfrak{m} \in \operatorname{Max}(R)$, Lemma 3.4.(4) implies $\nu_{R_{\mathfrak{m}}}\left(y_{\mathfrak{m}}\right)=0$. So after clearing denominators we may assume that $y_{\mathfrak{m}}=1$ for all $\mathfrak{m} \in$ $\operatorname{Max}(R)$.

The Chinese Remainder Theorem yields for any $\mathfrak{m} \in \operatorname{Max}(R)$ a

$$
z_{\mathfrak{m}} \in\left(\bigcap_{\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}} \mathfrak{n}\right) \backslash \mathfrak{m} .
$$

Then Theorem 3.2.(6), Propositions B.3, B.15, and D.13.(1) and (3) imply for any $\mathfrak{m} \in$ $\operatorname{Max}(R)$

$$
\begin{aligned}
\nu_{R_{\mathfrak{m}}}\left(\frac{z_{\mathfrak{m}}}{1}\right) & =0 \\
\nu_{V}\left(\frac{z_{\mathfrak{m}}}{1}\right) & >0 \text { for all } V \in \mathcal{V}_{R_{\mathfrak{n}}} \text { for all } V \in \mathcal{V}_{R_{\mathfrak{n}}} \text { for every } \mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}
\end{aligned}
$$

For every $\mathfrak{m} \in \operatorname{Max}(R)$ pick a

$$
k_{\mathfrak{m}}>\max \left\{\left.\nu_{V}\left(\frac{x_{\mathfrak{n}}}{1}\right)-\nu_{V}\left(\frac{x_{\mathfrak{m}}}{1}\right) \right\rvert\, V \in \mathcal{V}_{R_{\mathfrak{n}}}, \mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}\right\} .
$$

Then

$$
z=\sum_{\mathfrak{m} \in \operatorname{Max}(R)} x_{\mathfrak{m}} z_{\mathfrak{m}}^{k_{\mathfrak{m}}} \in \mathfrak{E}
$$

with

$$
\nu_{R_{\mathfrak{m}}}\left(\frac{z}{1}\right)=\alpha_{\mathfrak{m}}
$$

for all $\mathfrak{m} \in \operatorname{Max}(R)$. Thus,

$$
\nu(z)=\alpha
$$

by Equation (3.12), and the claim follows.
With Theorem 3.28 we are able to generalize Proposition 3.22.(3) and (4) to the semilocal case.

Corollary 3.30 (See [25], Corollary 3.2.3). Let $R$ be a one-dimensional equidimensional reduced semilocal Cohen-Macaulay ring with large residue fields, and let $\mathfrak{I} \in \mathcal{R}_{R}$.
(1) If $R$ is analytically reduced, then $\Gamma_{\mathfrak{I}}$ satisfies (E1).
(2) If $R$ is residually rational, then $\Gamma_{\mathfrak{I}}$ satisfies (E2).

In particular, if $R$ is admissible, then $\Gamma_{\mathfrak{I}}$ is good.

Proof. (1) This follows immediately from Theorem 3.28 and Proposition 3.22.(3).
(2) Let $\alpha, \beta \in \Gamma_{\mathfrak{J}}$ such that $\alpha_{V}=\beta_{V}$ for some $V \in V_{R}$, and set $\mathfrak{m}=\mathfrak{m}_{V} \cap R \in$ $\operatorname{Max}(R)$ (see Theorem 3.2.(6) and Propositions B. 3 and B.15). Then $\alpha_{\mathfrak{m}}, \beta_{\mathfrak{m}} \in$ $\Gamma_{\mathfrak{I}_{\mathfrak{m}}}$ by Theorem 3.28, and Lemma 3.29 implies $\left(\alpha_{\mathfrak{m}}\right)_{\rho_{\mathfrak{m}}(V)}=\left(\beta_{\mathfrak{m}}\right)_{\rho_{\mathfrak{m}}(V)}$. Hence, Proposition 3.22.(4) yields an $\epsilon_{\mathfrak{m}} \in \Gamma_{\mathfrak{J}_{\mathfrak{m}}}$ such that

$$
\begin{aligned}
&\left(\epsilon_{\mathfrak{m}}\right)_{\chi_{\mathfrak{m}}(V)}>\left(\alpha_{\mathfrak{m}}\right)_{\chi_{\mathfrak{m}}(V)}=\left(\beta_{\mathfrak{m}}\right)_{\chi_{\mathfrak{m}}(V)}, \\
&\left(\epsilon_{\mathfrak{m}}\right)_{V^{\prime}} \geq \inf \left\{\left(\alpha_{\mathfrak{m}}\right)_{V^{\prime}},\left(\beta_{\mathfrak{m}}\right)_{V^{\prime}}\right\} \text { for all } V^{\prime} \in \mathcal{V}_{R_{\mathfrak{m}}} \backslash\left\{\chi_{\mathfrak{m}}(V)\right\}, \\
&\left(\epsilon_{\mathfrak{m}}\right)_{V^{\prime \prime}}=\inf \left\{\left(\alpha_{\mathfrak{m}}\right)_{V^{\prime \prime}},\left(\beta_{\mathfrak{m}}\right)_{V^{\prime \prime}}\right\} \text { for all } V^{\prime \prime} \in \mathcal{V}_{R_{\mathfrak{m}}} \backslash\left\{\chi_{\mathfrak{m}}(V)\right\} \\
& \quad \text { with }\left(\alpha_{\mathfrak{m}}\right)_{V^{\prime \prime}} \neq\left(\beta_{\mathfrak{m}}\right)_{V^{\prime \prime}} .
\end{aligned}
$$

Let now $\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}$. Since $R$ has large residue fields, there is by Proposition 3.22 an

$$
\epsilon_{\mathfrak{n}}=\inf \left\{\alpha_{\mathfrak{n}}, \beta_{\mathfrak{n}}\right\} \in\left(\Gamma_{\mathfrak{J}}\right)_{\mathfrak{n}} .
$$

Hence, if we set $\epsilon=\left(\epsilon_{\mathfrak{m}}\right)_{\mathfrak{m} \in \operatorname{Max}(R)}$, then $\epsilon \in \Gamma_{\mathfrak{I}}$ by Theorem 3.28, and

$$
\begin{aligned}
& \epsilon_{V}>\alpha_{V}=\beta_{V}, \\
& \epsilon_{V^{\prime}} \geq \inf \left\{\alpha_{V^{\prime}}, \beta_{V^{\prime}}\right\} \text { for all } V^{\prime} \in \mathcal{V}_{R} \backslash\{V\}, \\
& \epsilon_{V^{\prime \prime}}=\inf \left\{\alpha_{V^{\prime \prime}}, \beta_{V^{\prime \prime}}\right\} \text { for all } V^{\prime \prime} \in \mathcal{V}_{R} \backslash\{V\} \text { with } \alpha_{V^{\prime \prime}} \neq \beta_{V^{\prime \prime}} .
\end{aligned}
$$

Thus, $\Gamma_{\mathfrak{J}}$ satisfies (E2).
The particular claim follows with Proposition 3.22.
Remark 3.31. In the proof of Corollary 3.30.(2) we need to apply property (E1) in $\left(\Gamma_{\mathfrak{J}}\right)_{\mathfrak{n}}$ only for those $\mathfrak{n} \in \operatorname{Max}(R)$ with $\left(\alpha_{\mathfrak{n}}\right)_{V} \neq\left(\beta_{\mathfrak{n}}\right)_{V}$ for all $V \in \mathcal{V}_{R_{\mathfrak{n}}}$. Otherwise property (E2) is sufficient to construct an $\epsilon \in \Gamma_{\mathfrak{I}}$ of the desired form.
The following corollary relates value semigroup ideals to jumps in the filtration induced by $\mathfrak{Q}^{\boldsymbol{\bullet}}$, see Definition 3.6 and [13, Remark 4.3].

Corollary 3.32 (See [25], Lemma 3.3.4). Let $R$ be a one-dimensional equidimensional analytically reduced semilocal Cohen-Macaulay ring with large residue fields, and let $\mathfrak{I}$ be an $R$-submodule of $Q_{R}$. For any $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ we have $\alpha \in \Gamma_{\mathfrak{J}}$ if and only if $\mathfrak{I}^{\alpha} / \mathfrak{J}^{\alpha+\mathbf{e}_{V}} \neq 0$ for all $V \in \mathcal{V}_{R}$.

Proof. We have $\mathfrak{I}^{\alpha} / \mathfrak{I}^{\alpha+\mathbf{e}_{V}} \neq 0$ for all $V \in \mathcal{V}_{R}$ if and only if for every $V \in \mathcal{V}_{R}$ there is an $x^{(V)} \in \mathfrak{I}$ with $\nu\left(x^{(V)}\right) \geq \alpha$ and $\nu_{V}\left(x^{(V)}\right)=\alpha_{V}$. In particular, we have $x^{(V)} \in \mathfrak{I}^{\alpha}$. Since $R$ is a Marot ring by Corollary A.46, Theorem A.74.(1), and Remark A.17, and since therefore $\mathfrak{I}^{\alpha}$ is by Proposition 3.8 and Remark 2.6.(2) generated by ( $\left.\mathfrak{I}^{\alpha}\right)^{\text {reg }}$, we may assume that $x^{(V)} \in\left(\mathfrak{I}^{\alpha}\right)^{\text {reg }}$. Thus, there is for any $V \in \mathcal{V}_{R}$ an $x^{(V)} \in \mathfrak{I}$ with $\nu\left(x^{(V)}\right) \geq \alpha$ and $\nu_{V}\left(x^{(V)}\right)=\alpha_{V}$ if and only if for any $V \in \mathcal{V}_{R}$ there is a $\beta^{(V)} \in \Gamma_{\mathfrak{J}}$ with $\beta \geq \alpha$ and $\beta_{V}=\alpha_{V}$. Since $\Gamma_{\mathfrak{J}}$ satisfies (E1) by Corollary 3.30.(1), this is equivalent to $\alpha \in \Gamma_{\mathfrak{J}}$.

Lemma 3.33. A Noetherian semilocal ring $R$ is admissible if and only if $R_{\mathfrak{m}}$ is admissible for every $\mathfrak{m} \in \operatorname{Max}(R)$.
Proof. This follows from Propositions 3.27 and A.24, Corollary B.8, Lemma A.68, and Definition C.2.

### 3.2.2. Invariance under Completion

We show the invariance of the semigroup of values under completion. In the local case the following statement is due to D'Anna [8, Section 1].

Theorem 3.34 (See [25], Theorem 3.3.4). Let $R$ be a one-dimensional equidimensional semilocal Cohen-Macaulay ring with large residue fields. If $R$ is local or analytically reduced, then

$$
\Gamma_{\mathfrak{I}}=\Gamma_{\widehat{\mathfrak{J}}}
$$

for any $\mathfrak{I} \in \mathcal{R}_{R}$.
For the proof of Theorem 3.34 we need the following Lemmas.
Lemma 3.35 (See [25], Lemma 3.3.1). With $R$ also $\widehat{R}$ is a one-dimensional (semi)local Cohen-Macaulay ring.
Proof. This follows from Theorem A.59.(2) and Corollaries A. 64 and C.7.
Lemma 3.36 (See [25], Lemma 2.1.5). Let $R$ be a one-dimensional local Cohen-Macaulay ring. Then $Q_{R} \widehat{R}=Q_{\widehat{R}}$, and there is an inclusion preserving group isomorphism

$$
\begin{aligned}
\mathcal{R}_{R} & \rightarrow \mathcal{R}_{\widehat{R}}, \\
\mathfrak{I} & \mapsto \widehat{\mathfrak{I}}, \\
\mathfrak{J} \cap Q_{R} & \leftarrow \mathfrak{J} .
\end{aligned}
$$

Proof. By [23, Chapter II, (2.4)] we have

$$
\begin{equation*}
Q_{\widehat{R}}=\widehat{R}\left[\frac{1}{r}\right]=Q_{R} \widehat{R} \tag{3.1}
\end{equation*}
$$

for any $r \in \mathfrak{m}^{\text {reg }}$, where $\mathfrak{m}$ is the maximal ideal of $R$. Then Lemma 2.16.(2) and (4) and Theorems A. 55 and A. 60 yield an injective map

$$
\begin{aligned}
\mathcal{R}_{R} & \rightarrow \mathcal{R}_{\widehat{R}}, \\
\mathfrak{I} & \mapsto \mathfrak{I} \widehat{R}=\widehat{\mathfrak{I}}
\end{aligned}
$$

such that $\mathfrak{I}=\widehat{\mathfrak{I}} \cap Q_{R}$ for all $\mathfrak{I} \in \mathcal{R}_{R}$.
Let now $\mathfrak{J} \in \mathcal{R}_{\widehat{R}}$. Then there is an $x \in \widehat{R}^{\text {reg }}$ such that $x \mathfrak{J} \subset \widehat{R}$, and by Equation (3.13) we may assume that $x \in R^{\text {reg }}$. Now Theorem A. 56 yields $x \mathfrak{J} \cap R \in \mathcal{R}_{R}$ with

$$
(x \mathfrak{J} \cap R) \widehat{R}=x \mathfrak{J} .
$$

Thus, we obtain $x^{-1}(x \mathfrak{J} \cap R) \in \mathcal{R}_{R}$ with

$$
x^{-1}(x \mathfrak{J} \cap R) \widehat{R}=x^{-1} x \mathfrak{J}=\mathfrak{J} .
$$

Theorem 3.37 (See [25], Theorem 3.3.2). Let $R$ be a one-dimensional local CohenMacaulay ring. Then there is a bijection

$$
\begin{aligned}
\sigma: \mathcal{V}_{R} & \rightarrow \mathcal{V}_{\widehat{R}} \\
V & \mapsto V \widehat{R} \\
W \cap Q_{R} & \leftrightarrow W .
\end{aligned}
$$

In particular, $\mathfrak{m}_{V} \widehat{R}=\mathfrak{m}_{\sigma(V)}$ for every $V \in \mathcal{V}_{R}$.
Proof. See [23, Chapter II, Theorem 3.19.(2)] for the bijection $\sigma: \mathcal{V}_{R} \rightarrow \mathcal{V}_{\widehat{R}}$.
Let $\mathfrak{m}_{R}$ be the maximal ideal of $R$. By Theorem A.59.(3) we have $\widehat{R} / \mathfrak{m}_{R} \widehat{R}=R / \mathfrak{m}_{R}$, and hence

$$
\begin{equation*}
\widehat{R}=R+\mathfrak{m}_{R} \widehat{R} . \tag{3.14}
\end{equation*}
$$

Let $V \in \mathcal{V}_{R}$. Since $\mathfrak{m}_{R} \subset \mathfrak{m}_{V}$ by Theorem 3.2.(6) and Proposition B.15, we have $\mathfrak{m}_{R} \subset \mathfrak{m}_{V}$. This implies $\mathfrak{m}_{R} V \widehat{R} \subset \mathfrak{m}_{V} V \widehat{R}=\mathfrak{m}_{V} \widehat{R}$. Therefore, we obtain with Equation (3.14)

$$
V \widehat{R}=V\left(R+\mathfrak{m}_{R} \widehat{R}\right)=V+\mathfrak{m}_{R} V \widehat{R}=V+\mathfrak{m}_{V} \widehat{R}
$$

where we use $\mathfrak{m}_{V} \widehat{R} \subset V \widehat{R}$ for the last equality. This yields

$$
V \widehat{R} / \mathfrak{m}_{V} \widehat{R}=V /\left(\mathfrak{m}_{V} \widehat{R} \cap V\right)
$$

Since $\mathfrak{m}_{V} \widehat{R} \cap V=\mathfrak{m}_{V} \cap Q_{R} \cap V=\mathfrak{m}_{V} \cap V=\mathfrak{m}_{V}$ by Lemma 2.16.(4) and Theorem A.60, this implies that

$$
V \widehat{R} / \mathfrak{m}_{V} \widehat{R}=V / \mathfrak{m}_{V}
$$

is a field. Therefore, $\mathfrak{m}_{V} \widehat{R}$ is a maximal ideal of $V \widehat{R}$.
Moreover, since

$$
\emptyset \neq\left(\mathfrak{m}_{R}\right)^{\mathrm{reg}}=\left(\mathfrak{m}_{V} \cap R\right)^{\mathrm{reg}} \subset\left(\left(\mathfrak{m}_{V} \cap R\right) \widehat{R}\right)^{\mathrm{reg}}=\left(\mathfrak{m}_{V} \widehat{R} \cap \widehat{R}\right)^{\mathrm{reg}}
$$

by Lemmas 2.16.(4) and A.7, Theorems 3.2.(6) and A.60, and Proposition B.15, $\mathfrak{m}_{V} \widehat{R}$ is a regular maximal ideal of $V \widehat{R}$. Thus, $\mathfrak{m}_{V} \widehat{R}=\mathfrak{m}_{V \widehat{R}}$ by Remark D. 5 since $V \widehat{R} \in \mathcal{V}_{\widehat{R}}$.
Corollary 3.38 (See [25], Corollary 3.3.2). Let $R$ be a one-dimensional local CohenMacaulay ring. Then $\widehat{\widehat{R}}=\bar{R} \hat{R}$. In particular, if $\bar{R}$ is finite over $R$, then $\widehat{R}=\widehat{\bar{R}}$.

Proof. Since $\widehat{R}$ is by Lemma 3.35 a one-dimensional local Cohen-Macaulay ring, Theorem 3.2.(4) yields with Lemma 2.16.(4) and Theorems 3.37 and A. 60 (see [23, Chapter II, Theorem 3.19.(3)])

$$
\overline{\widehat{R}}=\bigcap_{W \in \mathcal{V}_{\widehat{R}}} W=\bigcap_{V \in \mathcal{V}_{R}} V \widehat{R}=\left(\bigcap_{V \in \mathcal{V}_{R}} V\right) \widehat{R}=\bar{R} \widehat{R} .
$$

Remark 2.6.(1), Lemma 2.16.(2) and Theorems A. 52 and A. 55 yield the particular claim.
3. Valuations over One-dimensional Cohen-Macaulay Rings

Let $R$ be a one-dimensional local Cohen-Macaulay ring. The bijection $\sigma: \mathcal{V}_{R} \rightarrow \mathcal{V}_{\widehat{R}}$ of Theorem 3.37 induces an order preserving group isomorphism (see Lemma 2.16.(2) and Theorem A.54)

$$
\begin{aligned}
\sigma^{\prime}: & \prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*}
\end{aligned} \rightarrow \prod_{W \in \mathcal{V}_{\widehat{R}}} \mathcal{R}_{W}^{*},{\left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}}}^{\mapsto}\left(\mathfrak{I}_{\sigma^{-1}(W)} \widehat{R}\right)_{W \in \mathcal{V}_{\widehat{R}}} .
$$

Let $\left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}} \in \Pi_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*}$. Then Proposition 2.21.(2) yields $\mathfrak{I}_{V}=\mathfrak{m}_{V}^{k_{V}}$ with $k_{V}=$ $\max \left\{k \in \mathbb{Z} \mid \mathfrak{m}_{V}^{k} \leq \Im\right\}$ for every $V \in \mathcal{V}_{R}$. So Theorem 3.37 implies

$$
\begin{aligned}
\sigma^{\prime}\left(\left(\mathfrak{I}_{V}\right)_{V \in \mathcal{V}_{R}}\right) & =\sigma^{\prime}\left(\left(\mathfrak{m}_{V}^{k_{V}}\right)_{V \in \mathcal{V}_{R}}\right) \\
& =\left(\mathfrak{m}_{V}^{k_{V}} \widehat{R}\right)_{V \in \mathcal{V}_{R}} \\
& =\left(\mathfrak{m}_{\sigma^{-1}(W)}^{k_{\sigma-1}(W)} \widehat{R}\right)_{W \in \mathcal{V}_{\widehat{R}}} \\
& =\left(\left(\mathfrak{m}_{\sigma^{-1}(W)} \widehat{R}\right)^{k_{\sigma-1}(W)}\right)_{W \in \mathcal{V}_{\widehat{R}}} \\
& =\left(\mathfrak{m}_{W}^{k_{\sigma-1}(W)}\right)_{W \in \mathcal{V}_{\widehat{R}}} .
\end{aligned}
$$

Since $\sigma$ also induces an isomorphism

$$
\sigma^{\prime \prime}: \mathbb{Z}^{\mathcal{V}_{R}} \rightarrow \mathbb{Z}_{\widehat{R}}^{\mathcal{R}_{\widehat{R}}}
$$

we obtain with Diagram (3.1) a commutative diagram

$$
\begin{aligned}
& \prod_{V \in \mathcal{V}_{R}} \mathcal{R}_{V}^{*} \xrightarrow{\phi_{R}} \underset{\mathbb{Z}}{\mathcal{V}_{R}} \\
& \cong \mid \sigma^{\prime \prime} \\
& \sigma^{\prime} \mid \\
& \prod_{W \in \mathcal{V}_{\widehat{R}}} \mathcal{R}_{W}^{*} \cong \underset{\widehat{R}}{\cong} \\
& \mathbb{Z}_{\widehat{R}}
\end{aligned}
$$

and hence

$$
\sigma^{\prime}=\left(\phi_{\widehat{R}}\right)^{-1} \circ \sigma^{\prime \prime} \circ \phi_{R}
$$

is an isomorphism. With Proposition 3.5 it fits into a commutative diagram

where

$$
\begin{aligned}
& \eta: \mathcal{R}_{\bar{R}} \rightarrow \mathcal{R}_{\bar{R} \widehat{R}}=\mathcal{R}_{\widehat{\widehat{R}}}, \\
& \mathfrak{I} \mapsto \mathfrak{I} \widehat{R},
\end{aligned}
$$

see Lemma 2.16.(2), Corollary 3.38, and Theorem A.54. This implies

$$
\nu_{R}(x)=\nu_{\widehat{R}}(x)
$$

for all $x \in Q_{R}^{\text {reg }}$. To ease notation we identify $\mathbb{Z}^{\mathcal{V}_{R}}$ and $\mathbb{Z}_{\widehat{R}}^{\mathcal{R}_{\widehat{R}}}$ via $\sigma^{\prime \prime}$.
Proof of Theorem 3.34. Let $\mathfrak{I} \in \mathcal{R}_{R}$, and let $\mathfrak{m} \in \operatorname{Max}(R)$. Then Proposition A. 38 yields

$$
\widehat{\mathfrak{I}_{\mathfrak{m}}}=\widehat{\mathfrak{I} \widehat{\otimes R} R_{\mathfrak{m}}} .
$$

Since $\mathfrak{I} \otimes_{R} R_{\mathfrak{m}} \in \mathcal{R}_{R_{\mathrm{m}}}$ by Lemma 2.16.(2) and Proposition A.39, Theorem A. 55 implies

$$
\widehat{\mathfrak{I}_{\mathfrak{m}}}=\mathfrak{I} \widehat{\otimes_{R} R_{\mathfrak{m}}}=\mathfrak{I} \otimes_{R} R_{\mathfrak{m}} \otimes_{R_{\mathfrak{m}}} \widehat{R_{\mathfrak{m}}}=\mathfrak{I} \otimes_{R} \widehat{R_{\mathfrak{m}}}=\mathfrak{I} \otimes_{R} \widehat{R}_{\widehat{\mathfrak{m}}},
$$

where the last equality follows from Theorems A. 55 and A.59.(2). So with Proposition A. 38 and Theorem A. 55 we obtain

$$
\widehat{\mathfrak{I}_{\mathfrak{m}}}=\mathfrak{I} \otimes_{R} \widehat{R}_{\widehat{\mathfrak{m}}}=\mathfrak{I} \otimes_{R} \widehat{R} \otimes_{\widehat{R}} \widehat{R}_{\widehat{\mathfrak{m}}}=\widehat{\mathfrak{I}} \otimes_{\widehat{R}} \widehat{R}_{\widehat{\mathfrak{m}}}=\widehat{\mathfrak{I}}_{\widehat{\mathfrak{m}}}
$$

Therefore, using Theorem 3.28 we may assume that $R$ is local.

So let $R$ be a one-dimensional local Cohen-Macaulay ring, and let $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$. Then Lemmas 3.9.(1) and 3.35 and Diagram (3.15) yield

$$
\begin{aligned}
\mathfrak{Q}^{\alpha} \widehat{R} & =\eta\left(\mathfrak{Q}^{\alpha}\right) \\
& =\left(\phi_{\widehat{R}} \circ \psi_{\widehat{R}}\right)^{-1} \circ \sigma^{\prime \prime} \circ\left(\phi_{R} \circ \psi_{R}\right)\left(\mathfrak{Q}^{\alpha}\right) \\
& =\left(\phi_{\widehat{R}} \circ \psi_{\widehat{R}}\right)^{-1} \circ \sigma^{\prime \prime}(\alpha) \\
& =Q_{\widehat{R}}^{\alpha} .
\end{aligned}
$$

So for any $\mathfrak{I} \in \mathcal{R}_{R}$ we obtain with Lemma 2.16.(2) and (4), Proposition 3.8 and Theorems A. 55 and A. 60

$$
\begin{equation*}
\widehat{\mathfrak{I}}=\mathfrak{I}^{\alpha} \widehat{R}=\left(\mathfrak{I} \cap \mathfrak{Q}^{\alpha}\right) \widehat{R}=\mathfrak{I} \widehat{R} \cap \mathfrak{Q}^{\alpha} \widehat{R}=\widehat{\mathfrak{I}} \cap Q_{\widehat{R}}^{\alpha}=\widehat{\mathfrak{I}}^{\alpha} . \tag{3.16}
\end{equation*}
$$

Now we have by Corollary $3.32 \alpha \in \Gamma_{\mathfrak{J}}$ if and only if $\mathfrak{E}^{\alpha} / \mathfrak{E}^{\alpha+\mathbf{e}_{V}} \neq 0$ for all $V \in \mathcal{V}_{R}$. The claim follows since by Equation (3.16) and Theorem A. 60 the latter condition commutes with completion.

Remark 3.39. Let $R$ be an analytically reduced one-dimensional local Cohen-Macaulay ring. Then $\widehat{R}$ is a reduced one-dimensional local Cohen-Macaulay ring by Lemma 3.35. Since $\widehat{\widehat{R}}=\widehat{\bar{R}}$ by Corollary 3.38 and Theorem C.14, Corollary A. 62 yields

$$
\begin{equation*}
\widehat{\widehat{R}}=\widehat{\bar{R}}=\prod_{\mathfrak{n} \in \operatorname{Max}(\overline{\bar{R}})} \widehat{\bar{R}}_{\mathfrak{n}}=\prod_{\mathfrak{m} \in \operatorname{Max}(\overline{\widehat{R}})} \overline{\widehat{R}}_{\mathfrak{m}} . \tag{3.17}
\end{equation*}
$$

Since $\hat{R}$ is equidimensional, also $\overline{\widehat{R}}$ is equidimensional by Proposition B. 3 and Lemma 5.30. This implies height $\mathfrak{m}=\operatorname{dim} \widehat{\widehat{R}}=\operatorname{dim} \widehat{R}=1$ by Proposition B. 27 and Theorem B. 14 for every $\mathfrak{m} \in \operatorname{Max}(\widehat{\widehat{R}})$. Thus, $\widehat{\widehat{R}}_{\mathfrak{m}}=\overline{\overline{\widehat{R}}}_{\mathfrak{m}}$ is by Proposition B. 5 and Corollary B. 8 a onedimensional integrally closed local ring. Moreover, $\widehat{\widehat{R}}_{\mathrm{m}}$ is reduced as a subring of the reduced ring $Q_{\widehat{R}}$ (see Lemma A.27). Thus, $\widehat{\widehat{R}}_{\mathfrak{m}}$ is a one-dimensional integrally closed local Cohen-Macaulay ring, and hence a domain by [23, Chapter I, Proposition 3.29 and Chapter II, Proposition 2.5]. Therefore, there is by Equation (3.17) and Lemma A.6.(2) a bijection

$$
\begin{equation*}
\operatorname{Max}(\hat{\widehat{R}}) \rightarrow \operatorname{Min}(\hat{\widehat{R}}) \tag{3.18}
\end{equation*}
$$

mapping $\mathfrak{m} \in \operatorname{Max}(\widehat{\widehat{R}})$ to the unique $\mathfrak{p} \in \operatorname{Min}(\widehat{\widehat{R}})$ contained in $\mathfrak{m}$.
Hence, Theorem 3.37, Theorem 3.2.(6), Equation (3.18), and Theorem A. 72 yield a sequence of bijections

$$
\begin{equation*}
\mathcal{V}_{R} \rightarrow \mathcal{V}_{\widehat{R}} \rightarrow \operatorname{Max}(\widehat{\widehat{R}}) \rightarrow \operatorname{Min}(\widehat{\widehat{R}}) \rightarrow \operatorname{Min}(\widehat{R}) \tag{3.19}
\end{equation*}
$$

mapping

$$
V \mapsto \mathfrak{q}_{\widehat{V}}
$$

(see Propositions 3.13 and D.13).
Suppose that $R=\widehat{R}$. Then

$$
V / I_{V}=\overline{R / \mathfrak{q}_{V}}
$$

by Equation (3.19), Theorem 3.2.(4), and Proposition 3.13.(2). Moreover, Corollary D. 32 and Proposition D. 16 yield

$$
\nu_{V}=\nu_{\overline{R / \mathfrak{q}_{V}}} \circ \pi_{V}
$$

where $\pi_{V}: Q_{R} \rightarrow Q_{R / \mathfrak{q}_{V}}=Q_{R} / I_{V}$ is the canonical surjection (see Theorem 3.2.(2), Proposition 3.13.(1), and Theorem A.74.(1)). Therefore, the product

$$
\left(\nu_{\overline{R / \mathfrak{q}_{V}}}\right)_{V \in \mathcal{V}_{R}}: Q_{R}=\prod_{V \in \mathcal{V}_{R}} Q_{R / \mathfrak{q}_{V}} \rightarrow \mathbb{Z}^{\mathcal{V}_{R}}
$$

yields by Equation 3.19 and Theorem A.74.(2) the same notion of a semigroup of values as defined in Definition 3.14. This alternative approach is often used in the literature, see for example $[31,12,7,8]$.

### 3.3. Algebroid Curves

Definition 3.40. Let $k$ be a field. An algebroid curve over $k$ is a complete equidimensional reduced Noetherian semilocal $k$-algebra $R$ of dimension one such that $|k| \geq|\operatorname{Min}(R)|$, and all residue fields of $R$ are isomorphic to $k$ (under the canonical surjections $R \rightarrow R / \mathfrak{m}$ for $\mathfrak{m} \in \operatorname{Max}(R))$.

Proposition 3.41. An algebroid curve is an admissible ring.
Proof. Let $R$ be an algebroid curve. Then by definition and Proposition C. $13 R$ is a one-dimensional equidimensional semilocal analytically reduced Cohen-Macaulay ring. Moreover, since there is a bijection between $\operatorname{Min}(R)$ and $\mathcal{V}_{R}$ (see Remark 3.39, Equation (3.19)), $R$ also has large residue fields. Finally, $R$ is residually rational by Lemma B. 21 since its residue fields are isomorphic to $k$ by assumption, and hence algebraically closed.

Proposition 3.42. Let $k$ be a field, and let $R$ be an algebroid curve over $k$. For any $\mathfrak{m} \in \operatorname{Max}(R)$ there is an $n_{\mathfrak{m}} \in \mathbb{N}$ and an ideal $\mathfrak{i}_{\mathfrak{m}}$ of $k\left[\left[x_{1}^{(\mathfrak{m})}, \ldots, x_{n_{\mathfrak{m}}}^{(\mathfrak{m})}\right]\right]$ such that

$$
R \cong \prod_{\mathfrak{m} \in \max (R)} k\left[\left[x_{1}^{(\mathfrak{m})}, \ldots, x_{n_{\mathfrak{m}}}^{(\mathfrak{m})}\right]\right] / \mathfrak{i}_{\mathfrak{m}}
$$

Proof. Since $R$ is a reduced complete semilocal ring, Theorem A. 61 yields

$$
R \cong \prod_{\mathfrak{m} \in \operatorname{Max}(R)} R_{\mathfrak{m}}
$$

and $R_{\mathfrak{m}}$ is a reduced complete local ring for any $\mathfrak{m} \in \operatorname{Max}(R)$. For any maximal ideal $\mathfrak{m} \in$ $\operatorname{Max}(R)$, let $\left(x_{1}^{(\mathfrak{m})}, \ldots, x_{n_{\mathfrak{m}}}^{(\mathfrak{m})}\right)$ be a family of generators of $\mathfrak{m}$. Since $R_{\mathfrak{m}} / \mathfrak{m} R_{\mathfrak{m}}=R / \mathfrak{m}=k$
and $k \subset R_{\mathfrak{m}}$ for any $\mathfrak{m} \in \operatorname{Max}(R)$, Theorem A. 67 yields ideals $\mathfrak{i}_{\mathfrak{m}} \subset k\left[\left[x_{1}^{(\mathfrak{m})}, \ldots, x_{n_{\mathfrak{m}}}^{(\mathfrak{m})}\right]\right]$ such that

$$
R_{\mathfrak{m}} \cong k\left[\left[x_{1}^{(\mathfrak{m})}, \ldots, x_{n_{\mathfrak{m}}}^{(\mathfrak{m})}\right]\right] / \mathfrak{i}_{\mathfrak{m}}
$$

for any $\mathfrak{m} \in \operatorname{Max}(R)$.
Lemma 3.43. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, let $V$ be a discrete valuation ring of $Q$, and assume that $V$ is a complete domain.
(1) The discrete valuation ring $V$ is local with maximal ideal $\mathfrak{m}_{V}$.
(2) If $t \in Q$ is a uniformizing parameter of $V$, then there is an isomorphism

$$
\begin{aligned}
\phi: V & \rightarrow k[[T]] \\
t & \mapsto T
\end{aligned}
$$

where $k=V / \mathfrak{m}_{V}$.
(3) The valuation of $V$ is

$$
\nu_{V}=\operatorname{ord}_{T} \circ \phi
$$

In particular, there is a commutative diagram


Proof. (1) See Remark D.6.
(2) By Proposition 2.23.(2) the maximal ideal $\mathfrak{m}_{V}$ is generated by a uniformizing parameter $t$. Since $V$ is complete by assumption and local by (1), Theorem A. 67 yields

$$
V \cong k[[T]] / \mathfrak{i}
$$

for some ideal $\mathfrak{i} \in k[[T]]$, where $k=V / \mathfrak{m}_{V}$. As $\operatorname{dim} V=1$ and $V$ is a domain, we obtain $\mathfrak{i}=\langle 0\rangle$, and hence

$$
V \cong k[[T]]
$$

(3) By Proposition 2.24.(1) we have

$$
Q=V\left[T^{-1}\right] \cong k[[T]]\left[T^{-1}\right]
$$

see (2). So let $f \in k[[T]]\left[T^{-1}\right]$. Then

$$
f=T^{\operatorname{ord}_{T} f} \frac{f}{T^{\operatorname{ord}_{T} f}}
$$

and $\frac{f}{T^{\text {ord }_{T} f}} \in(k[[T]])^{*}$ since

$$
\operatorname{ord}_{T} \frac{f}{T^{\operatorname{ord}_{T} f}}=0 .
$$

Hence,

$$
\nu_{V}=\operatorname{ord}_{T} \circ \phi
$$

by Corollary 2.25.(2) since $\phi(t)=T$.
Theorem 3.44. Let $k$ be a field, and let $R$ be an algebroid curve over $k$. The normalization $\bar{R}$ of $R$ is a finite product of discrete valuation rings

$$
\bar{R} \cong \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \overline{R / \mathfrak{p}}
$$

For any $\mathfrak{p} \in \operatorname{Min}(R)$ there is an isomorphism

$$
\begin{aligned}
\phi_{\mathfrak{p}}: \overline{R / \mathfrak{p}} & \rightarrow k\left[\left[T_{\mathfrak{p}}\right]\right], \\
t_{\mathfrak{p}} & \mapsto T_{\mathfrak{p}},
\end{aligned}
$$

where $t_{\mathfrak{p}}$ is a uniformizing parameter for $\overline{R / \mathfrak{p}}$. The valuation of $\overline{R / \mathfrak{p}}$ is

$$
\nu_{\overline{R / \mathfrak{p}}}=\operatorname{ord}_{T_{\mathfrak{p}}} \circ \phi_{\mathfrak{p}} .
$$

In particular, there is a commutative diagram


Proof. By Theorem B. 42 we have

$$
R=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \overline{R / \mathfrak{p}}
$$

So let $\mathfrak{p} \in \operatorname{Min}(R)$. By Remark 3.39, $\overline{R / \mathfrak{p}}$ is a discrete valuation ring. Moreover, $\overline{R / \mathfrak{p}}$ is a domain by Corollary A.73. Since $R / \mathfrak{p}$ is a one-dimensional Cohen-Macaulay ring by Proposition C.13, $\overline{R / \mathfrak{p}}$ is complete by Theorems A.52, A.55, and C.14. Then Lemma 3.43 yields the statement since $R$ is residually rational, and hence by Theorem B. 42 and Lemma A.6.(2)

$$
k=R / \mathfrak{m}_{R}=\bar{R} / \mathfrak{m}_{\bar{R}}=(\overline{R / \mathfrak{p}}) / \mathfrak{m} \overline{R / \mathfrak{p}}
$$

is a residue field for $\overline{R / \mathfrak{p}}$.
3. Valuations over One-dimensional Cohen-Macaulay Rings

Let $k$ be a field, and let $R$ be an algebroid curve over $k$. By Proposition 3.42 we may assume that $R=k\left[\left[X_{1}, \ldots, X_{n}\right]\right] / \mathfrak{i}$ for some ideal $\mathfrak{i}$ of $k\left[\left[X_{1}, \ldots, X_{n}\right]\right]$. By Theorem 3.44 there is an isomorphism

$$
\phi: \bar{R} \rightarrow \prod_{\mathfrak{p} \in \operatorname{Min}(R)} k\left[\left[t_{\mathfrak{p}}\right]\right]
$$

where $k\left[\left[t_{\mathfrak{p}}\right]\right]$ is a discrete valuation ring with uniformizing parameter $t_{\mathfrak{p}}$ for any $\mathfrak{p} \in \operatorname{Min}(R)$. This yields a parametrization

$$
X_{i} \mapsto x_{i}(t)=\phi\left(X_{i}\right)
$$

see [32, Chapter I, Section 3.1]. If $n=2$, the map $\phi$ can be computed using using the Newton-Puiseux algorithm, see [32, Chapter I, Algorithm 3.6]. In the following, we may identify $R$ with its image

$$
\phi(R) \subset \prod_{\mathfrak{p} \in \operatorname{Min}(R)} k\left[\left[t_{\mathfrak{p}}\right]\right]
$$

where

$$
\phi(R)=k\left[\left[X_{1}(t), \ldots, X_{n}(t)\right]\right]
$$

The total ring of fractions of $R$ is by Theorem A.74.(2) and Proposition 2.24.(1)

$$
Q_{R}=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} k\left[\left[t_{\mathfrak{p}}\right]\right]\left[t_{\mathfrak{p}}^{-1}\right]
$$

If $\mathfrak{I} \in \mathcal{R}_{R}$, then by Propositions 4.16.(2) and 4.56

$$
\mathfrak{C}_{\mathfrak{I}}=t^{\gamma_{\Gamma_{\mathfrak{J}}}} \prod_{\mathfrak{p} \in \operatorname{Min}(R)} k\left[\left[t_{\mathfrak{p}}\right]\right],
$$

where we use the multi-index notation, i.e. if $x \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} k\left[\left[t_{\mathfrak{p}}\right]\right]$ and $\alpha \in \mathbb{Z}^{\operatorname{Min}(R)}$, then

$$
x^{\alpha}=\left(x_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}
$$

Also recall that by Corollary 2.25.(2) for any $x \in Q^{\text {reg }}$ there is a unique element $a=$ $\left(a_{\mathfrak{p}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$ such that

$$
x=a t^{\nu(x)} .
$$

The multivaluation of $R$ (see Section 3.1) is by Theorem 3.44

$$
\nu=\left(\nu_{\mathfrak{p}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}=\left(\operatorname{ord}_{t_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} .
$$

So for any $\mathfrak{I} \in \mathcal{R}_{R}$, its value semigroup ideal is

$$
\begin{aligned}
\Gamma_{\mathfrak{I}} & =\left\{\left(\operatorname{ord}_{t_{\mathfrak{p}}} x_{\mathfrak{p}}\left(t_{\mathfrak{p}}\right)\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \mid x=\left(x_{\mathfrak{p}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in \mathfrak{I}^{\operatorname{reg}} \subset \prod_{\mathfrak{p} \in \operatorname{Min}(R)} k\left[\left[t_{\mathfrak{p}}\right]\right]\left[t_{\mathfrak{p}}^{-1}\right]\right\} \\
& \subset \mathbb{Z}^{\operatorname{Min}(R)} .
\end{aligned}
$$

### 3.4. Integral Extensions of Admissible Rings

Theorem 3.45. Let $R$ be a reduced ring, and let $A$ be an integral extension of $R$ in $Q_{R}$.
(1) If $R$ is admissible, then $A$ is admissible. Moreover, $\mathcal{V}_{R}=\mathcal{V}_{A}$.
(2) If $R$ is an algebroid curve over a field $k$, then $A$ is an algebroid curve over $k$.

For the proof of Theorem 3.45 we need the following Lemmas.
Lemma 3.46. Let $R$ be an admissible ring, respectively an algebroid curve, and let $A$ be an integral extension of $R$ in $Q_{R}$. Then $A$ is finite over $R$.

Proof. Since $A$ is an integral extension of $R$ in $Q_{R}$, we have $A \subset \bar{R}$. Since $R$ is by definition, respectively by Proposition 3.41, a one-dimensional analytically reduced semilocal CohenMacaulay ring, there is by Lemma 3.21 and Remark B.23.(1) an $x \in R^{\text {reg }}$ such that

$$
x A \subset x \bar{R}=\mathfrak{C}_{R} \subset R .
$$

Since $R$ is $A$ Noetherian, and since $x \in R^{\text {reg }}$, this implies that $A$ is a finite $R$-module.
Lemma 3.47. Let $R$ be an admissible ring, respectively an algebroid curve, and let $A$ be an integral extension of $R$ in $Q_{R}$. Then $A$ is Noetherian.

Proof. This follows from Lemma 3.46 and Theorem A.1.
Lemma 3.48. Let $R$ be an admissible ring, and let $A$ be an integral extension of $R$ in $Q_{R}$. Then $A$ is a Cohen-Macaulay ring.

Proof. Since $A$ is an integral extension of $R$, Theorem B. 14 yields $\operatorname{dim} A=\operatorname{dim} R=1$. Moreover, since $R$ is reduced by definition, also $Q_{R}$ is reduced by Lemma A.27. Therefore, $A$ is reduced since $A \subset Q_{R}$. Since $A$ is Noetherian by Lemma 3.47, it is a Cohen-Macaulay ring by Proposition C.13.

Lemma 3.49. Let $R$ be an admissible ring, respectively an algebroid curve, and let $A$ be an integral extension of $R$ in $Q_{R}$. Then $A$ is a semilocal ring.

Proof. The inclusions $R \subset A \subset \bar{R}$ imply $Q_{A}=Q_{R}$ by Lemma A.34, and $\bar{A}=\bar{R}$ by Proposition B.5. By Theorem 3.2.(1) and (6), respectively by Theorem 3.2.(1) and (6) and Proposition 3.41, the set $\operatorname{Max}(\bar{R})=\operatorname{Max}(\bar{A})$ is finite. Since

$$
\operatorname{Max}(A)=\{\mathfrak{m} \cap A \mid \mathfrak{m} \in \operatorname{Max}(\bar{A})\}
$$

by Propositions B. 3 and B. 15 and Theorem B.12, $A$ is semilocal.
Proof of Theorem 3.45. (1) By Lemmas 3.48 and 3.49 and Theorem B. $14 A$ is a onedimensional semilocal Cohen-Macaulay ring. Since $A$ is an integral extension of $R$ in $Q_{R}$, we have inclusions $R \subset A \subset \bar{R}$. This implies $Q_{A}=Q_{R}$ by Lemma A.34, and
$\bar{A}=\bar{R}$ by Proposition B.5. Since $\bar{A}=\bar{R} \subset V$ for all $V \in \mathcal{V}_{R}$ and $\bar{R}=\bar{A} \subset W$ for all $W \in \mathcal{V}_{A}$ by Theorem 3.2.(4), and since $Q_{R}=Q_{A}$, we obtain $\mathcal{V}_{R}=\mathcal{V}_{A}$.
Since $R$ is an analytically reduced one-dimensional semilocal Cohen-Macaulay ring, $\bar{R}$ is by Theorem C. 14 a finitely generated $\bar{R}$-module. Then the inclusions $R \subset$ $A \subset \bar{R}=\bar{A}$ imply that $\bar{A}$ is a finite $A$-module. Thus, $A$ is analytically reduced by Theorem C.14.
Let $\mathfrak{m} \in \operatorname{Max}(A)$, and let $\mathfrak{n} \in \operatorname{Max}(\bar{A})$ with $\mathfrak{n} \cap A=\mathfrak{m}$. Then $\mathfrak{m} \cap R \in \operatorname{Max}(R)$ by Propositions B. 3 and B.15, and Proposition B.6.(1) yields field extensions

$$
R /(\mathfrak{m} \cap R) \subset A / \mathfrak{m} \subset \bar{A} / \mathfrak{n} .
$$

Since $\bar{A}=\bar{R}$, and since $R$ is residually rational, this implies

$$
\begin{equation*}
R /(\mathfrak{m} \cap R)=A / \mathfrak{m}=\bar{A} / \mathfrak{n} \tag{3.20}
\end{equation*}
$$

Hence, $A$ is residually rational. Moreover, Equation (3.20) implies

$$
|A / \mathfrak{m}|=|R /(\mathfrak{m} \cap R)| \geq\left|\mathcal{V}_{R}\right|=\left|\mathcal{V}_{A}\right| .
$$

Therefore, $A$ has large residue fields. Since $A$ is equidimensional by Lemma B.31, it is admissible.
(2) Since $A$ is an integral extension of $R$, Theorem B. 14 yields $\operatorname{dim} A=\operatorname{dim} R=1$. Moreover, since $R$ is reduced by definition, also $Q_{R}$ is reduced by Lemma A.27. Therefore, $A$ is reduced since $A \subset Q_{R}$. Since $R \subset A$, and since $R$ is a $k$-algebra, also $A$ is a $k$-algebra. Moreover, $A$ is Noetherian by Lemma 3.47.
Since $R$ is by definition a complete semilocal ring, and since $A$ is a finite $R$-module by Lemma 3.46, $A$ is complete as $R$-module by Theorem A.55. As $A$ is also semilocal by Lemma 3.49, the topology of $A$ as $R$-module coincides by Theorem A. 52 with the topology of $A$ as a semilocal ring. Thus, $A$ is a complete ring.

Let $\mathfrak{m} \in \operatorname{Max}(A)$. Then $\mathfrak{m} \cap R \in \operatorname{Max}(R)$ by Proposition B.15, and Lemma B. 21 yields

$$
A / \mathfrak{m} \cong R /(\mathfrak{m} \cap R) \cong k .
$$

since $R$ is an algebroid curve over $k$. Moreover, we have $|k| \geq|\operatorname{Min}(R)|=|\operatorname{Min}(A)|$ by Theorem A. 72 .

Thus, $A$ is a complete reduced Noetherian $k$-algebra of dimension one such that $|k| \geq$ $|\operatorname{Min}(A)|$, and all residue fields of $A$ are isomorphic to $k$. Since $A$ is equidimensional by Lemma B.31, it is an algebroid curve over $k$.

## 4. Good Semigroups

Motivated by the properties of the semigroup of values of an admissible ring we introduce a combinatorial counterpart of curve singularities: good semigroups. Examples of good semigroups include the semigroups of values of admissible rings and numerical semigroups. In analogy to Definition 3.14 and Corollary 3.30 we define a good semigroup $S$ as a submonoid of $\mathbb{N}^{I}$ (for a finite set $I$ ) satisfying properties (E0) (with $\bar{S}=\mathbb{N}^{I}$ ), (E1), and (E2) (see Definition 4.5). This Chapter is dedicated to the fundamental properties of good semigroups.

Barucci, D'Anna, and Fröberg showed that not any good semigroup is the semigroup of values of an admissible ring (see [10, Example 3.3] and Example 3.26). On good semigroups we want to introduce combinatorial counterparts of algebraic concepts on admissible rings. In Section 4.1 we define (good) semigroup ideals of good semigroups in analogy to fractional ideals of rings. Moreover, there is as in Theorem 3.28 a combinatorial version of localization for good semigroups and semigroup ideals (see Theorem 4.9) which is compatible under taking values (see Remark 4.10).

The "semigroup operation" corresponding to the quotient of fractional ideals is the difference of semigroup ideals (see Section 4.3). For a semigroup ideal $E$ satisfying property (E1) of a good semigroup $S \in \mathbb{N}^{I}$ the difference $E-\mathbb{N}^{I}$ defines the conductor ideal of $E$ (see Definition 4.26). We study properties of the conductor ideal in Section 4.4. In particular, if $\mathfrak{I}$ is a regular fractional ideal of an admissible ring $R$, then the value semigroup ideal of the conductor of $\mathfrak{I}$ is equal to the conductor of the value semigroup ideal $\Gamma_{\mathfrak{J}}$ of $\mathfrak{I}$ (see Proposition 4.56).

An important tool to relate good semigroups and good semigroup ideals to admissible rings and fractional ideals is the distance (see Definition 4.46). The properties of this function are examined in Section 4.5. Most importantly, it allows for computing the length of a quotient of two fractional ideals from their value semigroup ideals (see Proposition 4.51). In particular, we may check equality of fractional ideals using their value semigroup ideals (see Corollary 4.52).

Projections of the semigroup onto its components correspond to passing to the branches of an admissible ring (see Proposition 4.67). Moreover, from the semigroup of values of an admissible ring $R$ we can directly deduce the value semigroup ideal of a minimal prime ideal $\mathfrak{p}$ of $R$ on branches of $R$ not corresponding to $\mathfrak{p}$ (see Proposition 4.69). For general good semigroups this construction allows for computing the conductor of the semigroup from information on its components (see Proposition 4.64). The results on branches of Section 4.6 will be important in the study of quasihomogeneous curves and semigroups in Chapters 6 and 7.

Important examples of good semigroups are numerical semigroups, i.e. submonoids of $\mathbb{N}$ with a finite complement (see Section 4.7). Among good semigroups the numerical
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semigroups have some particular properties. For example all semigroup ideals of numerical semigroup are good (see Remark 4.6.(2)), and a good semigroup is finitely generated if and only if it is a numerical semigroup (see [3, Bemerkung 1.2.14.(3)]). Given a numerical semigroup $S$ and a semigroup ideal $E$ of $S$ we introduce a quotient semigroup $S / E$ (see Definition 4.74). Then for any ring $R$ the quotient of the semigroup ring $R[[S]]$ by the ideal $R[[E]$ ] is given as the semigroup ring of the $S / E$ modulo a certain relation (see Proposition 4.79). Finally, in Section 4.8 we study properties of semigroup rings over $\mathbb{C}$.

Before studying good semigroups we first discuss some general facts about monoids. Let $S$ be a cancellative commutative monoid. Then $S$ embeds into its (free abelian) group of differences $D_{S}$. If $S$ is partially ordered, then $D_{S}$ carries a natural induced partial order.

Let $I$ be a finite set. On the group $\mathbb{Z}^{I}$ we consider the natural partial order given by $\alpha \leq \beta$ for $\alpha, \beta \in \mathbb{Z}^{I}$ if and only if $\alpha_{i} \leq \beta_{i}$ for all $i \in I$. We write $\alpha<\beta$ if $\alpha \leq \beta$ and $\alpha \neq \beta$.

Lemma 4.1. A finite cancellative monoid $S$ is a group.
Proof. Let $0 \neq \alpha \in S$. Since $S$ is finite, there are $m, n \in \mathbb{N}$ with $m<n$ such that

$$
m \alpha=n \alpha
$$

As $S$ is cancellative, this implies

$$
0=(n-m) \alpha
$$

Hence,

$$
\alpha+(n-m-1) \alpha=0
$$

and therefore

$$
-\alpha=(n-m-1) \alpha
$$

Lemma 4.2. Let $S$ be a partially ordered monoid. If $\alpha \in S$ is a unit, then $\alpha>0$ implies $-\alpha<0$.

Proof. Let $\alpha \in S^{*}$ such that $\alpha>0$. Since $S$ is a partially ordered monoid, we have

$$
0=\alpha-\alpha>0-\alpha=-\alpha
$$

Lemma 4.3. Let $S$ be a partially ordered group. If any $\alpha \in S$ is comparable to 0 , then 0 is the only element of finite order in $S$.

Proof. Assume there is $0 \neq \alpha \in S$ of finite order. Then there is $n \in \mathbb{N}$ with $n>0$ such that $n \alpha=0$. In particular, $\alpha$ is a unit. So by Lemma 4.2 we may assume without loss of generality that $\alpha>0$. Since $S$ is a partially ordered group, this yields the contradiction

$$
0=n \alpha=(n-1) \alpha+\alpha>(n-1) \alpha>(n-2) \alpha>\ldots>\alpha>0
$$

Lemma 4.4. Let $S$ be a partially ordered cancellative commutative monoid, and suppose that $D_{S}$ is generated by a finite set $I$ such that there is an isomorphism

$$
\left.\begin{array}{rl}
\sigma: D_{S} & \rightarrow \mathbb{Z}^{I} \\
I & \ni i
\end{array}\right) \mathbf{e}_{i} .
$$

Assume that $\sigma$ preserves the natural partial orders. Then I contains only positive elements. Moreover, if $J$ is a finite set generating $D_{S}$ such that there is an isomorphism

$$
\begin{aligned}
& \tau: D_{S} \rightarrow \mathbb{Z}^{J} \\
& J \ni j \mapsto \mathbf{e}_{j}
\end{aligned}
$$

preserving the natural partial orders, then $I=J$.
Proof. If $\sigma$ preserves the natural partial orders, then $\mathbf{e}_{i}>0$ implies $i=\sigma^{-1}\left(\mathbf{e}_{i}\right)>0$ for all $i \in I$.

Let $J$ be a finite set generating $D_{S}$ such that the isomorphism $\tau: D_{S} \rightarrow \mathbb{Z}^{J}$ preserves the natural partial orders. Then there is a commutative diagram


Since $\phi$ is an isomorphism, we have $|I|=|J|$. Moreover, since $\sigma$ and $\tau$ preserve the natural partial orders, also $\phi=\tau \circ \sigma^{-1}$ preserves the natural partial orders. Then there is by Lemma 3.20 a bijection $\bar{\phi}: I \rightarrow J$ such that

$$
\phi\left(\mathbf{e}_{i}\right)=\mathbf{e}_{\bar{\phi}(i)}
$$

for all $i \in I$. Therefore, the commutativity of Diagram (4.1) yields

$$
i=\sigma^{-1}\left(\mathbf{e}_{i}\right)=(\tau)^{-1} \circ \phi\left(\mathbf{e}_{i}\right)=(\tau)^{-1}\left(\mathbf{e}_{\bar{\phi}(i)}\right)=\bar{\phi}(i)
$$

for all $i \in I$. Thus, $I=J$.

### 4.1. Good Semigroups and Their Ideals

Having Definition 3.14, Proposition 3.22, and Corollary 3.30 in mind we consider submonoids of $\mathbb{N}^{I}$ (for a finite set $I$ ) satisfying properties (E0), (E1), and (E2). These objects are called good semigroups by Barucci, D'Anna, and Fröberg [10]. We introduce local good semigroups (corresponding to Proposition 3.17), and we decompose good semigroups and their ideals into local components.

Definition 4.5. Let $S$ be a partially ordered cancellative commutative monoid such that $\alpha \geq \mathbf{0}$ for all $\alpha \in S$. Assume that $D_{S}$ is generated by a finite set $I$ such that there is an isomorphism $D_{S} \cong \mathbb{Z}^{I}$ which preserves the natural partial orders. Note that $I$ is then unique and contains only positive elements by Lemma 4.4. We set

$$
\bar{S}:=\left\{\alpha \in D_{S} \mid \alpha \geq 0\right\} \cong \mathbb{N}^{I} .
$$

(1) We call $S$ a good semigroup if it satisfies properties (E0), (E1), and (E2) (see Definition 3.19).
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(2) A good semigroup $S$ is said to be a numerical semigroup if $|I|=1$.
(3) If $\mathbf{0}$ is the only element of $S$ with a zero component in $D_{S}$, then $S$ is called local (cf. Definition 3.14). The maximal (semigroup) ideal of a local good semigroup is

$$
M_{S}=S \backslash\{\mathbf{0}\}
$$

(4) A semigroup ideal of a good semigroup $S$ is a subset $\emptyset \neq E \subset D_{S}$ such that $E+S \subset E$ and $\alpha+E \in S$ for some $\alpha \in S$.
(5) A good semigroup ideal of a good semigroup $S$ is a semigroup ideal $E$ of $S$ satisfying properties (E1) and (E2).
(6) For a good semigroup $S$ we denote by $\mathcal{G}_{S}$ the set of all good semigroup ideals of $S$.

Remark 4.6 (See [25], Remark 4.1.2).
(1) If $S$ is a good semigroup, any semigroup ideal $E$ of $S$ satisfies property (E0) since $S$ does and $E+S \subset E$.
(2) Any numerical semigroup $S$ is a local good semigroup. Moreover, $E \in \mathcal{G}_{S}$ for any semigroup ideal $E$ of $S$.
(3) If $S$ and $S^{\prime}$ are good semigroups with $S \subset S^{\prime} \subset \bar{S}$, then $D_{S^{\prime}}=D_{S}$, and hence $\overline{S^{\prime}}=\bar{S}$. It follows that $\mathcal{G}_{S^{\prime}} \subset \mathcal{G}_{S}$, and, in particular, $S^{\prime} \in \mathcal{G}_{S}$.
(4) Let $R$ be an admissible ring. Then by Definition 4.5 we have

$$
\nu\left(\left(Q_{R}\right)^{\mathrm{reg}}\right)=D_{\Gamma_{R}}
$$

(5) Let $R$ be an admissible ring. Then by Lemma 3.21 there is an $\alpha \in \Gamma_{R}$ such that $\alpha+\mathbb{N}^{\mathcal{V}_{R}} \subset \Gamma_{R}$. It follows that $D_{\Gamma_{R}}=\mathbb{Z}^{\mathcal{V}_{R}}$. Moreover, $\Gamma_{R}$ is a good semigroup with $\overline{\Gamma_{R}}=\Gamma_{\bar{R}}=\mathbb{N}^{\mathcal{V}}$ (see Lemma 3.4.(2)), and $\Gamma_{\mathfrak{I}} \in \mathcal{G}_{\Gamma_{R}}$ for every $\mathfrak{I} \in \mathcal{R}_{R}$ by Proposition 3.22.(1) and Corollary 3.30.

Lemma 4.7. Let $S$ be a local good semigroup. Then $M_{S} \in \mathcal{G}_{S}$.
Proof. Since $M_{S} \subset S$, we have $S+M_{S} \subset S$. Moreover, $S \geq 0$ and $M_{S}>0$ imply $M_{S}+S>\mathbf{0}$. Hence, $M_{S}$ is a semigroup ideal of $S$.

Let $\alpha, \beta \in M_{S} \subset S$. Then $\inf \{\alpha, \beta\} \in S$ since $S$ satisfies property (E1). Assume $\inf \{\alpha, \beta\}=\mathbf{0}$. Then there is an $i \in I$ such that without loss of generality $\alpha_{i}=0$. Since $S$ is local, this implies $\alpha=\mathbf{0}$, and hence $\alpha \notin M_{S}$. Therefore, $M_{S}$ satisfies property (E2).

Assume there is $i \in I$ such that $\alpha_{i}=\beta_{i}$. Since $S$ satisfies property (E2), there is an $\epsilon \in S$ such that

$$
\begin{aligned}
& \epsilon_{i}>\alpha_{i}=\beta_{i} \\
& \epsilon_{j} \geq \inf \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j \in I \\
& \epsilon_{k}=\inf \left\{\alpha_{k}, \beta_{k}\right\} \text { for all } k \in I \text { with } \alpha_{k} \neq \beta_{k}
\end{aligned}
$$

In particular, $\epsilon>\inf \{\alpha, \beta\}>\mathbf{0}$, where the second inequality follows since $M_{S}$ satisfies property (E1). This implies $\epsilon \in M_{S}$, and hence $M_{S}$ satisfies property (E2).

Remark 4.8. Let $R$ be a local admissible ring with maximal ideal $\mathfrak{m}_{R}$. Then $\Gamma_{R}$ is local, and

$$
\Gamma_{\mathfrak{m}_{R}}=M_{\Gamma_{R}},
$$

see Proposition 3.17 and Remark 4.6.(5).
Theorem 4.9 (See [25], Theorem 4.1.6). Any good semigroup $S$ decomposes uniquely and compatible with the partial orders as a finite direct product

$$
S=\prod_{m \in M} S_{m}
$$

of good local semigroups $S_{m}$. Any semigroup ideal $E$ of $S$ satisfying (E1) decomposes as

$$
E=\prod_{m \in M} E_{m}
$$

If $E \in \mathcal{G}_{S}$, then $E_{m} \in \mathcal{G}_{S_{m}}$ for all $m \in M$.
Proof. See [10, Theorem 2.5, Remark 2.6, and Proposition 2.12].
Remark 4.10 (See [25], Remark 4.1.7). The decompositions in Theorem 3.28 are special cases of those in Theorem 4.9 (see Corollary 3.30).
In the following, let $S \subset D_{S}$ be a good semigroup. By Definition 4.5 we may identify $D_{S}=\mathbb{Z}^{I}$ for some finite set $I$, and this identification is by Lemma 3.20 unique. So consider $S$ now as a submonoid of $\mathbb{Z}^{I}$.
Notation. For any $J \subset I$ we write

$$
\begin{aligned}
& \operatorname{pr}_{J}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}^{J} \cong \mathbb{Z}^{|J|} \\
& \alpha=\left(\alpha_{i}\right)_{i \in I} \mapsto \alpha_{J}=\left(\alpha_{j}\right)_{j \in J} .
\end{aligned}
$$

For a relative ideal $E$ of $S$ we denote

$$
E_{J}=\operatorname{pr}_{J}(E) .
$$

If $J=\{j\}$ for some $j \in I$, we write $\operatorname{pr}_{j}=\operatorname{pr}_{\{j\}}$.
Lemma 4.11 (See [25], Remark 4.1.5). Let $M$ be a finite set, and let $\left(S_{m}\right)_{m \in M}$ be a family of good semigroups, and for any $m \in M$ let $E_{m}$ be a semigroup ideal of $S_{m}$.
(1) Then

$$
S=\prod_{m \in M} S_{m}
$$

is a good semigroup with

$$
D_{S}=\prod_{m \in M} D_{S_{m}}
$$

and

$$
\bar{S}=\prod_{m \in M} \overline{S_{m}} .
$$
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(2) The set

$$
E=\prod_{m \in M} E_{m}
$$

is a semigroup ideal of $S$.
(3) If $E_{m}$ satisfies property (E1) for every $m \in M$, then so does $E$.
(4) If $E_{m} \in \mathcal{G}_{S_{m}}$ for every $m \in M$, then $E \in \mathcal{G}_{S}$.

Proof. (1) For any $m \in M$ let $\alpha_{m}: S_{m} \rightarrow D_{S_{m}}$ be the canonical injection, and similarly let $\alpha$ colon $S \rightarrow D_{S}$ be the canonical injection. Then the universal property of the group of differences $D_{S}$ yields a unique group homomorphism

$$
\beta: D_{S} \rightarrow \prod_{m \in M} D_{S_{m}}
$$

such that the diagram

$$
\underbrace{\substack{\alpha}}_{D_{S} \cdots \cdots \cdots} \prod_{m \in M} D_{S_{m}}
$$

commutes. So for any $n \in M$ there is a commutative diagram

where

$$
\delta_{n}: S_{n} \rightarrow S=\prod_{m \in M} S_{M}
$$

is the natural injection. Therefore, the universal property of the group of differences $D_{S_{n}}$ yields a unique group homomorphism

$$
\epsilon: D_{S_{n}} \rightarrow D_{S}
$$

such that the diagram

commutes. Since the projection

$$
\zeta_{n}: \prod_{m \in M} D_{S_{m}} \rightarrow D_{S_{n}}
$$

fits into the commutative diagram

for all $n \in M$, the universal property of the product $\prod_{m \in M} D_{S_{m}}$ yields a unique group homomorphism

$$
\eta: \prod_{m \in M} D_{S_{m}} \rightarrow D_{S}
$$

such that the diagram

commutes. Therefore, $D_{S}=\prod_{m \in M} D_{S_{m}}$, and this is compatible with the partial order induced by that on $S$. Hence, it follows that $\bar{S}=\prod_{m \in M} \overline{S_{m}}$, and we have $\alpha \geq \mathbf{0}$ for all $\alpha \in S$.
Moreover, if $I_{m}$ is for any $m \in M$ a finite set of generators of $D_{S_{m}}$ such that $D_{S_{m}} \cong \mathbb{Z}^{I_{m}}$, then $I=\left\{\delta_{m}(i) \mid i \in I_{m}, m \in M\right\}$ is a finite set of generators of $D_{S}$ such that $D_{S} \cong \mathbb{Z}^{I}$.
Since $S_{m}$ satisfies (E0) for every $m \in M$, there is an $\alpha_{m} \in S_{m}$ such that $\alpha_{m}+\overline{S_{m}} \subset S_{m}$. Thus,

$$
\left(\alpha_{m}\right)_{m \in M}+\bar{S}=\left(\alpha_{m}\right)_{m \in M}+\prod_{m \in M} \overline{S_{m}}=\prod_{m \in M}\left(\alpha+\overline{S_{m}}\right) \subset \prod_{m \in M} S_{m}=S,
$$

and hence $S$ satisfies (E0).
Let $\alpha, \beta \in S$. Then $\alpha_{m}, \beta_{m} \in S_{m}$ for all $m \in M$. Since $S_{m}$ satisfies (E1) for any $m \in M$, we have $\inf \left(\alpha_{m}, \beta_{m}\right) \in S_{m}$ for every $m \in M$. This implies

$$
\inf \{\alpha, \beta\}=\left(\inf \left\{\alpha_{m}, \beta_{m}\right\}\right)_{m \in M} \in \prod_{m \in M} S_{m}=S,
$$
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and hence $S$ satisfies (E1).
Suppose now there is an $m \in M$ and an $i \in I_{m}$ such that $\alpha_{\delta_{n}(i)}=\beta_{\delta_{n}(i)}$. Since $S_{m}$ satisfies (E2), there is an $\epsilon_{m} \in S_{m}$ with

$$
\begin{aligned}
& \left(\epsilon_{m}\right)_{i}>\left(\alpha_{m}\right)_{i}=\left(\beta_{m}\right)_{i} \\
& \left(\epsilon_{m}\right)_{j} \geq \min \left\{\left(\alpha_{m}\right)_{j},\left(\beta_{m}\right)_{j}\right\} \text { for all } j \in I_{m} \\
& \left(\epsilon_{m}\right)_{k}=\min \left\{\left(\alpha_{m}\right)_{k},\left(\beta_{m}\right)_{k}\right\} \text { for all } k \in I_{m} \text { with }\left(\alpha_{m}\right)_{k} \neq\left(\beta_{m}\right)_{k}
\end{aligned}
$$

Setting $\epsilon_{n}=\inf \alpha_{n}, \beta_{n} \in S_{m}$ for every $n \in M$ and $\epsilon=\left(\epsilon_{n}\right)_{n \in M}$ we obtain $\epsilon \in S$ with

$$
\begin{aligned}
\epsilon_{\delta_{n}(i)} & >\min \alpha_{\delta_{n}(i)}=\beta_{\delta_{n}(i)} \\
\epsilon_{j} & \geq \min \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j \in I, \\
\epsilon_{k} & >\min \left\{\alpha_{k}, \beta_{k}\right\} \text { for all } k \in I \text { with } \alpha_{k} \neq \beta_{k} .
\end{aligned}
$$

Thus, $S$ is a good semigroup.
(2) Since $E_{m}$ is a semigroup ideal of $S_{m}$ for every $m \in M$, we have

$$
\begin{aligned}
\left(\prod_{m \in M} E_{m}\right)+S & =\left(\prod_{m \in M} E_{m}\right)+\left(\prod_{m \in M} S_{m}\right) \\
& =\left(\prod_{m \in M} E_{m}+S_{m}\right) \subset\left(\prod_{m \in M} E_{m}\right) \\
& =E
\end{aligned}
$$

Moreover, for any $m \in M$ there is an $\alpha_{m} \in S_{m}$ such that $\alpha_{m}+E_{m} \subset S_{m}$, and hence

$$
\left(\alpha_{m}\right)_{m \in M}+E=\left(\alpha_{m}\right)_{m \in M}+\prod_{m \in M} E_{m}=\prod_{m \in M}\left(\alpha_{m}+E_{m}\right) \subset \prod_{m \in M} S_{m}=S
$$

Thus, $E$ is a semigroup ideal of $S$.
(3) Let $\alpha, \beta \in E$. Then $\alpha_{m}, \beta_{m} \in E_{m}$ for all $m \in M$. Since $E_{m}$ satisfies (E1) for any $m \in M$, we have $\inf \left(\alpha_{m}, \beta_{m}\right) \in E_{m}$ for every $m \in M$. This implies

$$
\inf \{\alpha, \beta\}=\left(\inf \left\{\alpha_{m}, \beta_{m}\right\}\right)_{m \in M} \in \prod_{m \in M} E_{m}=S
$$

and hence $E$ satisfies (E1).
(4) Suppose that $E_{m} \in \mathcal{G}_{S_{m}}$ for every $m \in M$. The $E$ satisfies (E1) by (3). Let $\alpha, \beta \in E$, and assume that there is an $m \in M$ and an $i \in I_{m}$ such that $\alpha_{\delta_{n}(i)}=\beta_{\delta_{n}(i)}$. Since $E_{m}$ satisfies (E2), there is an $\epsilon_{m} \in E_{m}$ with

$$
\begin{aligned}
& \left(\epsilon_{m}\right)_{i}>\left(\alpha_{m}\right)_{i}=\left(\beta_{m}\right)_{i} \\
& \left(\epsilon_{m}\right)_{j} \geq \min \left\{\left(\alpha_{m}\right)_{j},\left(\beta_{m}\right)_{j}\right\} \text { for all } j \in I_{m} \\
& \left(\epsilon_{m}\right)_{k}=\min \left\{\left(\alpha_{m}\right)_{k},\left(\beta_{m}\right)_{k}\right\} \text { for all } k \in I_{m} \text { with }\left(\alpha_{m}\right)_{k} \neq\left(\beta_{m}\right)_{k} .
\end{aligned}
$$

Since $E_{n}$ satisfies (E1), we have $\epsilon_{n}=\inf \alpha_{n}, \beta_{n} \in E_{m}$ for every $n \in M$. So setting $\epsilon=\left(\epsilon_{n}\right)_{n \in M}$ we obtain $\epsilon \in E$ with

$$
\begin{aligned}
\epsilon_{\delta_{n}(i)} & >\min \alpha_{\delta_{n}(i)}=\beta_{\delta_{n}(i)}, \\
\epsilon_{j} & \geq \min \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j \in I, \\
\epsilon_{k} & >\min \left\{\alpha_{k}, \beta_{k}\right\} \text { for all } k \in I \text { with } \alpha_{k} \neq \beta_{k} .
\end{aligned}
$$

Hence, $E \in \mathcal{G}_{S}$.

### 4.2. Minimal Elements

The group of differences $D_{S}$ of a good semigroup is partially ordered. Hence, semigroup ideals of $S$ are partially ordered. We show that any semigroup ideal $E$ of $S$ satisfying property (E1) has a unique minimal element, i.e. an element $\mu$ which is comparable to, and smaller than all other elements of $E$.

Lemma 4.12. Let $E$ be a semigroup ideal of $S$. If $E$ satisfies property (E1), then there is a unique element $\mu \in E$ which is minimal with respect to the partial order on $D_{S}$, i.e. $\mu \leq \alpha$ for all $\alpha \in E$.

Proof. By Definition 4.5.(4) there is an $\alpha \in D_{S}$ such that $\alpha+E \subset S$. Hence, the sets $E_{i} \subset \mathbb{Z}$ are bounded from below for all $i \in I$. This implies that there are

$$
\beta_{i}^{(i)}=\min \left\{E_{i}\right\} \in \mathbb{Z}
$$

for all $i \in I$. Thus, there are $\delta^{(i)} \in E$ with $\delta_{i}^{(i)}=\beta^{(i)}$ for all $i \in I$. Since $E$ satisfies property (E1), this yields

$$
\mu=\inf \left\{\delta^{(i)} \mid i \in I\right\} \in E
$$

and by the construction we have $\mu \leq \alpha$ for all $\alpha \in E$.
Now let $\mu^{\prime} \in E$ such that $\mu^{\prime} \leq \alpha$ for all $\alpha \in E$. Then $\mu \leq \mu^{\prime}$ and $\mu^{\prime} \leq \mu$ implies $\mu=\mu^{\prime}$.

Definition 4.13. Let $E$ be a semigroup ideal of $S$ satisfying property (E1). The minimal element of $E$ is by Lemma 4.12 the unique element $\mu_{E} \in E$ satisfying $\mu_{E} \leq \alpha$ for all $\alpha \in E$.

Lemma 4.14. Let $E$ be a semigroup ideal of $S$ satisfying (E1). Then $\mu_{E}=\mathbf{0}$ if and only if $S \subset E \subset \bar{S}$.

Proof. Suppose that $\mu_{E}=\mathbf{0}$. Then $\alpha \geq \mu_{E}=\mathbf{0}$ for all $\alpha \in E$, and hence $E \subset \bar{S}$. Moreover, since $E$ is a semigroup ideal and $\mu_{E} \in E$, we have

$$
S=\mathbf{0}+S=\mu_{E}+S \subset E
$$

Conversely, if $S \subset E \subset \bar{S}$, then $\mathbf{0}=\mu_{S} \geq \mu_{E} \geq \mu_{\bar{S}}=\mathbf{0}$, and hence $\mu_{E}=\mathbf{0}$.
Lemma 4.15. Let $R$ be an analytically reduced one-dimensional semilocal Cohen-Macaulay ring with large residue fields, and let $\mathfrak{I} \in \mathcal{R}_{R}$. Then $\mathfrak{I} \subset \mathfrak{Q}^{\mu_{\mathfrak{J}}}$.
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Proof. By Proposition 3.22.(1) and (2) and Corollary 3.30.(1), $\Gamma_{R}$ is a good semigroup, and $\Gamma_{\mathfrak{I}}$ is a semigroup ideal of $\Gamma_{R}$ satisfying property (E1). Hence, by Lemma 4.12 there exists a minimal element $\mu_{\Gamma_{\mathfrak{J}}}$ of $\Gamma_{\mathfrak{J}}$.

Let $x \in \mathfrak{I}^{\text {reg }}$. Then $\nu(x) \in \Gamma_{\mathfrak{I}}$, and hence $\nu(x) \geq \mu_{\Gamma_{\mathfrak{J}}}$. This implies $\mathfrak{I}^{\text {reg }} \subset \mathfrak{Q}^{\mu_{\Gamma_{\mathfrak{I}}}}$.
Now assume there is $y \in \mathfrak{I}$ such that $\nu(y) \nsupseteq \mu_{\Gamma_{\mathfrak{J}}}$. Then $y \in \mathfrak{I} \backslash \mathfrak{E}^{\text {reg }}$, and there is $W \in \mathcal{V}_{R}$ such that $\nu_{W}(y)<\left(\mu_{\Gamma_{\mathfrak{J}}}\right)_{W}$. By Remark 4.6.(1) we can choose an $\alpha \in \Gamma_{\mathfrak{I}}$ such that $\alpha_{V} \neq \nu_{V}(y)$ for all $V \in \mathcal{V}_{R}$. Then there is $z \in \mathfrak{I}^{\text {reg }}$ such that $\nu(z)=\alpha$. Moreover, by Lemma D.22.(5) we have

$$
\nu(y+z)=\inf \{\nu(y), \nu(z)\}
$$

and hence $\nu_{V}(y+z)<\infty$ for all $V \in \mathcal{V}_{R}$. Lemma 3.4.(2) yields

$$
y+z \in \mathfrak{I} \cap Q_{R}^{\mathrm{reg}}=\mathfrak{I}^{\mathrm{reg}}
$$

and thus $\nu(y+z) \in \Gamma_{\mathfrak{I}}$. But since $\nu(z) \in \Gamma_{\mathfrak{I}}$, and hence $\nu(z) \geq \mu_{\Gamma_{\mathfrak{J}}}$, we have

$$
\nu_{W}(y+z)=\nu_{W}(y)<\left(\mu_{\Gamma_{\mathfrak{\jmath}}}\right)_{W}
$$

contradicting the minimality of $\mu_{\Gamma_{\mathfrak{J}}}$ in $\Gamma_{\mathfrak{J}}$, see Lemma 4.12.
Proposition 4.16. Let $R$ be a one-dimensional semilocal normal Cohen-Macaulay ring.
(1) $\Gamma_{R}=\overline{\Gamma_{R}}=\mathbb{N}^{\mathcal{V}_{R}}$ is a good semigroup.
(2) $\Gamma_{\mathfrak{I}}$ is a good semigroup ideal of $\Gamma_{R}$ for any $\mathfrak{I} \in \mathcal{R}_{R}$. In particular, we have

$$
\mathfrak{I}=\mathfrak{Q}^{\mu_{\Gamma_{\mathfrak{J}}}}
$$

and

$$
\Gamma_{\mathfrak{I}}=\mu_{\Gamma_{\mathfrak{J}}}+\Gamma_{R} .
$$

Proof. (1) Since $R=\bar{R}$, we have by Lemma 3.4.(2)

$$
\Gamma_{R}=\nu\left(R^{\mathrm{reg}}\right)=\mathbb{N}^{\mathcal{V}_{R}}
$$

Hence, $\Gamma_{R}=\overline{\Gamma_{R}}$, and $\Gamma_{R}$ satisfies properties (E0), (E1), and (E2).
(2) Let $\mathfrak{I} \in \mathcal{R}_{R}$. Since $R=\bar{R}$, there is by Lemma 3.9.(1) and $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ such that $\mathfrak{I}=\mathfrak{Q}^{\alpha}$. This implies by Lemma 3.4.(2)

$$
\begin{equation*}
\Gamma_{\mathfrak{I}}=\nu\left(\mathfrak{I}^{\mathrm{reg}}\right)=\alpha+\mathbb{N}^{\mathcal{V}_{R}} \subset \mathbb{Z}^{\mathcal{V}_{R}}=D_{\Gamma_{R}} \tag{4.2}
\end{equation*}
$$

Then by Proposition 4.16

$$
\Gamma_{\mathfrak{I}}+\Gamma_{R}=\alpha+\mathbb{N}^{\mathcal{V}_{R}}+\mathbb{N}^{\mathcal{V}_{R}}=\alpha+\mathbb{N}^{\mathcal{V}_{R}}=\Gamma_{\mathfrak{I}}
$$

and

$$
-\alpha+\Gamma_{\mathfrak{I}}=-\alpha+\alpha+\mathbb{N}^{\mathcal{V}_{R}}=\mathbb{N}^{\mathcal{V}_{R}}=\Gamma_{R}
$$

Thus, $\Gamma_{\mathfrak{I}}$ is a semigroup ideal of $\Gamma_{R}$. Moreover, $\Gamma_{\mathfrak{I}}$ obviously satisfies properties (E1) and (E2), and hence $\Gamma_{\mathfrak{I}} \in \mathcal{G}_{\Gamma_{R}}$. Therefore, $\Gamma_{\mathfrak{I}}$ has by Lemma 4.12 a unique minimal element $\mu_{\Gamma_{\mathfrak{J}}}$, and Equation (4.2) yields $\mu_{\Gamma_{\mathfrak{J}}}=\alpha$.

### 4.3. Differences

The difference of semigroup ideals corresponds to the quotient of fractional ideals (see Definition 2.1.(2)).

Definition 4.17. Let $E$ and $F$ be semigroup ideals of $S$. We write

$$
E-F=\left\{\alpha \in D_{S} \mid \alpha+F \subset E\right\} .
$$

The set $\mathcal{R}_{R}$ of regular fractional ideals of a ring $R$ is by Proposition 2.7.(2) closed under the quotient. Example 3.26 shows that for a good semigroup $S$ the set $\mathcal{G}_{S}$ of good semigroup ideals (which correspond to fractional ideals by Corollary 3.30) is in general not closed under the difference. However, the property of being a semigroup ideal and property (E1) are always preserved under the difference.

Lemma 4.18 (See [25], Lemma 4.1.4). For any two semigroup ideals $E$ and $F$ of $S$ also $E-F$ is a semigroup ideal of $S$. If $E$ satisfies (E1), so does $E-F$, and $E-\bar{S} \in \mathcal{G}_{S} \cap \mathcal{G}_{\bar{S}}$.

Proof. Since $F$ is a semigroup ideal of $S$, we have

$$
(E-F)+S+F=(E-F)+F \subset E,
$$

and hence

$$
(E-F)+S \subset E-F
$$

Since $E$ is a semigroup ideal of $S$, there is $\alpha \in \mathbb{Z}^{s}$ such that $\alpha+E \subset \bar{S}$. Then we have for any $\beta \in F$,

$$
\alpha+\beta+(E-F) \subset \alpha+E \subset \bar{S} .
$$

Thus, $E-F$ is a semigroup ideal of $S$.
Assume now that $E$ satisfies property (E1). Then for any $\alpha, \beta \in E-F$ and $\delta \in F$ we have

$$
\inf \{\alpha, \beta\}+\delta=\inf \{\alpha+\delta, \beta+\delta\} \in E
$$

since $\alpha+\delta, \beta+\delta \in E$. Hence, $\inf \{\alpha, \beta\} \in E-F$, and $E-F$ satisfies property (E1).
We have

$$
(E-\bar{S})+\bar{S}+\bar{S}=(E-\bar{S})+\bar{S} \subset E
$$

and hence

$$
(E-\bar{S})+\bar{S} \subset E-\bar{S}
$$

Therefore, $E-\bar{S}$ is a semigroup ideal of $\bar{S}$.
As just shown $E-\bar{S}$ satisfies (E1), and hence

$$
\inf \{\alpha, \beta\}+\bar{S} \subset E-\bar{S}
$$

for any $\alpha, \beta \in E-\bar{S}$. Since $\bar{S}=\mathbb{N}^{I}$, it follows that $E-\bar{S}$ satisfies (E2).
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Lemma 4.19. Let $S$ be a good semigroup, and let $S=\prod_{m \in M} S_{m}$ be the decomposition of $S$ into local good semigroups (see Theorem 4.9). Then for any two semigroup ideals $E$ and $F$ of $S$ we have

$$
E-F=\prod_{m \in M}\left(E_{m}-F_{m}\right)
$$

Proof. For any $\alpha \in D_{S}$ we have $\alpha \in E-F$ if and only if

$$
\prod_{m \in M}\left(\alpha_{m}+F_{m}\right)=\left(\alpha_{m}\right)_{m \in M}+\prod_{m \in M} F_{m}=\alpha+F \subset E=\prod_{m \in M} E_{m}
$$

This is equivalent to $\alpha_{m}+F_{m} \subset E_{m}$ for all $m \in M$, and hence to $\alpha=\left(\alpha_{m}\right)_{m \in M} \in$ $\prod_{m \in M}\left(E_{m}-F_{m}\right)$.

Lemma 4.20. Let $E$ be a semigroup ideal with $E \subset S$. Then

$$
S \subset S-E
$$

Proof. If $E \subset S$, the claim follows from Definition 4.17 since by Definition 4.5.(4)

$$
E+S \subset E \subset S
$$

For good semigroups we have analogously to Lemma 2.3 the following.
Remark 4.21 (See [25], Remark 4.1.3). Let $\alpha \in D_{S}$.
(1) The map

$$
\begin{aligned}
\mathcal{G}_{S} & \rightarrow \mathcal{G}_{S} \\
E & \mapsto \alpha+E
\end{aligned}
$$

is a bijection.
(2) For any two semigroup ideals $E$ and $F$ of $S$, we have

$$
(\alpha+E)-F=\alpha+(E-F)=E-(-\alpha+F)
$$

(3) Let $E, E^{\prime}, F$, and $F^{\prime}$ be semigroup ideals of $S$. If $E \subset E^{\prime}$ and $F \subset F^{\prime}$, then

$$
E-F^{\prime} \subset E-F \subset E^{\prime}-F
$$

(4) For any $E \in \mathcal{G}_{S}$, we have $E-S=S$.

Lemma 4.22. Let $E, F$ and $G$ be semigroup ideals of $S$. Then

$$
(E-F)-G=(E-G)-F=E-(F+G) .
$$

Proof. By Definition 4.17 we have

$$
\begin{aligned}
(E-F)-G & =\left\{\alpha \in D_{S} \mid \alpha+G \subset E-F\right\} \\
& =\left\{\alpha \in D_{S} \mid \alpha+F+G \subset E\right\}=E-(F+G) \\
& =\left\{\alpha \in D_{S} \mid \alpha+F \subset E-G\right\}=(E-G)-F
\end{aligned}
$$

Remark 4.23. In general, $E-F$ does not satisfy property (E2) for $E, F \in \mathcal{G}_{S}$, see [10, Example 2.10] and Example 3.26.

Lemma 4.24. Let $E$ and $F$ be semigroup ideals of $S$ satisfying property (E1).
(1) If $\mu_{E-F}=\mathbf{0}$, then $F \subset E$.
(2) If $E=F$, then $\mu_{E-F}=\mathbf{0}$.
(3) If $F \subset E$, then $\mu_{E-F} \leq \mathbf{0}$.
(4) If $E \subsetneq F$, then $\mu_{E-F}>\mathbf{0}$.

Proof. Since $E$ and $F$ satisfy property (E1), also $E-F$ satisfies property (E1) by Lemma 4.18. Hence, $E, F$, and $E-F$ have unique minimal elements, see Lemma 4.12.
(1) If $\mathbf{0}=\mu_{E-F} \in E-F$, then

$$
F=\mu_{E-F}+F \subset E
$$

by Definition 4.17 .
(2) Let $E=F$. Then $\mathbf{0}+F=F=E$, and hence $\mathbf{0} \in E-F$. This implies $\mu_{E-F} \leq \mathbf{0}$. So assume $\mu_{E-F}<\mathbf{0}$. This yields

$$
\mu_{E}=\mu_{F}>\mu_{F}+\mu_{E-F} \in E
$$

contradicting the minimality of $\mu_{E}$ in $E$.
(3) If $F \subset E$, then

$$
\mathbf{0}+F=F \subset E,
$$

and hence $\mathbf{0} \in E-F$ by Definition 4.17. This implies $\mu_{E-F} \leq \mathbf{0}$.
(4) Let $E \subsetneq F$, and assume $\mu_{E-F} \leq \mathbf{0}$. Then $\mu_{E-F}<\mathbf{0}$ as otherwise $F \subset E$ by (1). Since $\mu_{E-F} \in E-F$, we have $\mu_{F}+\mu_{E-F} \in E$ by Definition 4.17. This yields

$$
\mu_{E} \geq \mu_{F}>\mu_{F}+\mu_{E-F} \geq \mu_{E}
$$

and we obtain a contradiction. Therefore, $\mu_{E-F}>\mathbf{0}$.
Proposition 4.25. Let $E$ be a semigroup ideal of $S$. Then $E-E$ is a partially ordered cancellative commutative monoid with $D_{E-E}=D_{S}$ and $S \subset E-E \subset \overline{E-E}=\bar{S}$. If $E$ satisfies property (E1), so does $E-E$.

Proof. Obviously, we have $\mathbf{0} \in E-E$. Moreover, $S \subset E-E$ since $E$ is a semigroup ideal of $S$, and hence $E+S \subset E$.

Let $\alpha, \beta \in E-E$. Then

$$
\begin{aligned}
& \alpha+E \subset E, \\
& \beta+E \subset E .
\end{aligned}
$$
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Hence,

$$
\alpha+\beta+E \subset \alpha+E \subset E .
$$

This implies $\alpha+\beta \in E-E$. Thus, $E-E$ is a monoid. Since $E-E \subset D_{S}$ by Definition 4.17, it is partially ordered, cancellative and commutative. Moreover, as $E-E$ is a semigroup ideal of $S$, it satisfies property (E0), see Remark 4.6.(1). Hence, there is $\alpha \in E-E$ such that $\alpha+\bar{S} \subset E-E$, and therefore $D_{E-E}=D_{S}$.

Assume now that there is an $\alpha \in E-E$ with $\alpha \nsupseteq \mathbf{0}$, i.e. $\alpha_{i}<0$ for some $i \in I$. Since $E-E$ is a semigroup ideal of $S$ by Lemma 4.18, there is $\beta \in S$ such that $\beta+(E-E) \subset S$. In particular, this implies $\alpha+\beta \geq \mathbf{0}$. Let $n=\max \left(m \in \mathbb{N} \mid m \alpha_{i}+\beta \geq 0\right)(n$ exists since $\left.\alpha_{i}<0\right)$. But then $(n+1) \alpha \in E-E$ since $E-E$ is a monoid, and $(\alpha+\beta)_{i}<0$, contradicting $\beta+(E-E) \subset S$. Hence, $E-E \subset \overline{E-E}=\bar{S}$.

Finally, if $E$ satisfies property (E1), then also $E-E$ satisfies property (E1) by Lemma 4.18.

### 4.4. Conductor

An important case of the difference of semigroup ideals is the conductor. In analogy to Definition B. 22 we define the following.

Definition 4.26. Let $S$ be a good semigroup, and let $E$ be a semigroup ideal of $S$ satisfying property (E1). The conductor ideal of $E$ is

$$
C_{E}=E-\bar{S}=\left\{\alpha \in D_{S} \mid \alpha+\bar{S} \subset E\right\},
$$

and

$$
\gamma_{E}=\mu_{C_{E}}=\inf \left\{\alpha \in D_{S} \mid \alpha+\bar{S} \subset E\right\}
$$

(see Lemma 4.18) is called the conductor of $E$. We abbreviate $\tau_{E}=\gamma_{E}-\mathbf{1}$.
Remark 4.27. Let $S$ be a good semigroup, and let $E$ be a semigroup ideal of $S$ satisfying property (E1).
(1) Since $C_{E} \in \mathcal{G}_{\bar{S}}$ by Lemma 4.18 , we have

$$
C_{E}=\mu_{C_{E}}+\bar{S}=\gamma_{E}+\bar{S} .
$$

(2) Since $\mathbf{0} \in \bar{S}$, we have

$$
C_{E} \subset E .
$$

Lemma 4.28. Let $S$ be a good semigroup, and let $S=\prod_{m \in M} S_{m}$ be the decomposition of $S$ into local good semigroups (see Theorem 4.9). Then for any semigroup ideal $E \in \mathcal{G}_{S}$ we have

$$
C_{E}=\prod_{m \in M} C_{E_{m}},
$$

and hence

$$
\gamma_{E}=\left(\gamma_{E_{m}}\right)_{m \in M} .
$$

Proof. Since $E_{m} \in \mathcal{G}_{S_{m}}$ by Theorem 4.9, and since $\bar{S}_{m}=\overline{S_{m}}$ by Lemma 4.11.(1) for all $m \in M$, Lemma 4.19 yields

$$
C_{E}=E-\bar{S}=\prod_{m \in M}\left(E_{m}-\bar{S}_{m}\right)=\prod_{m \in M}\left(E_{m}-\overline{S_{m}}\right)=\prod_{m \in M} C_{E_{m}}
$$

Lemma 4.29. Let $S$ be a good semigroup. Then for any $E \in \mathcal{G}_{S}$ we have

$$
\gamma_{E}-\mu_{E} \leq \gamma_{S}
$$

Proof. By Definition 4.5.(4) we have $E+S \subset E$. Since $C_{S}=\gamma_{S}+\bar{S} \subset S$ by Remark 4.27 and $\mu_{E} \in E$ by Definition 4.13 , this yields

$$
\mu_{E}+\gamma_{S}+\bar{S}=\mu_{E}+C_{S} \subset E+S \subset E
$$

Therefore, Definition 4.26 and Remark 4.27.(1) yield

$$
\mu_{E}+\gamma_{S} \in E-\bar{S}=C_{E}=\gamma_{E}+\bar{S}
$$

Hence

$$
\mu_{E}+\gamma_{S} \geq \gamma_{E}
$$

since $\mu_{\bar{S}}=\mathbf{0}$.
Proposition 4.30. Let $S$ be a good semigroup, and let $E \in \mathcal{G}_{S}$ and $F \in \mathcal{G}_{\bar{S}}$. Then $F=C_{F}$, and

$$
E-F=C_{E-F}
$$

Proof. Since $F \in \mathcal{G}_{\bar{S}}$, we have

$$
C_{F}=F-\bar{S}=F,
$$

and Lemma 4.22 yields

$$
E-F=E-(F-\bar{S})=(E-F)-\bar{S}=C_{E-F}
$$

The following objects were introduced by Delgado [12, 7] for investigating the Gorenstein property on value semigroups.

Definition 4.31. Let $S$ be a good semigroup, and let $\alpha \in D_{S}$.
(1) For $J \subset I$ we set

$$
\Delta_{J}(\alpha)=\left\{\beta \in \mathbb{Z}^{s} \mid \alpha_{j}=\beta_{j} \text { for all } j \in J \text { and } \alpha_{i}<\beta_{i} \text { for all } i \in I \backslash J\right\}
$$

and we write

$$
\Delta_{j}(\alpha)=\Delta_{\{j\}}(\alpha)
$$

for any $j \in I$.
(2) Let $J \subset I$, and let $E$ be a semigroup ideal of $S$. Then

$$
\Delta_{J}^{E}(\alpha)=\Delta_{J}(\alpha) \cap E
$$
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Figure 4.1.: The sets $\Delta_{1,3}(\alpha)$ (red) and $\Delta(\alpha)=\bigcup_{i \in\{1,2,3\}} \Delta_{i}(\alpha)$ (grey).
(3) We write

$$
\Delta(\alpha)=\bigcup_{i \in I} \Delta_{i}(\alpha)
$$

(4) If $E$ is a semigroup ideal of $S$, then

$$
\Delta^{E}(\alpha)=\Delta(\alpha) \cap E
$$

See Figure 4.1.

Lemma 4.32 (See [25], Lemma 4.1.9). Let $S$ be a good semigroup, let $E \in \mathcal{G}_{S}$, and assume that there is an $\alpha \in E$ and $J \subset I$ such that $\alpha_{j} \geq\left(\gamma_{E}\right)_{j}$ for all $j \in J$. Then for any $j \in J$ we have $\alpha+\mathbf{e}_{j} \in E$.

Proof. Let $j \in J$, and choose $\beta \in D_{S}$ with

$$
\begin{aligned}
& \beta_{j}=\alpha_{j} \\
& \beta_{i}>\alpha_{i} \text { for all } i \in J, \\
& \beta_{k}>\max \left\{\left(\gamma_{E}\right)_{k}, \alpha_{k}\right\} \text { for all } k \in I \backslash J .
\end{aligned}
$$

Then $\beta \geq \gamma_{E}$, and hence $\beta \in E$. Applying property (E2) to $\alpha$ and $\beta$ we obtain a $\delta \in E$ with

$$
\begin{aligned}
& \delta_{j}>\alpha_{j}=\beta_{j} \\
& \delta_{i}=\min \left\{\alpha_{i}, \beta_{i}\right\}=\alpha_{i} \text { for all } i \in J \backslash\{j\}
\end{aligned}
$$

Now let $\epsilon \in D_{S}$ with

$$
\begin{aligned}
\epsilon_{j} & =\alpha_{j}+1, \\
\epsilon_{i} & >\alpha_{i} \text { for all } i \in J, \\
\epsilon_{k} & >\max \left\{\left(\gamma_{E}\right)_{k}, \alpha_{k}\right\} \text { for all } k \in I \backslash J .
\end{aligned}
$$

Then $\epsilon \geq \gamma_{E}$, and hence $\epsilon \in E$. Applying property (E1) to $\delta$ and $\epsilon$ yields

$$
\alpha+\mathbf{e}_{j}=\inf \{\delta, \epsilon\} \in E .
$$

Lemma 4.33 (See [25], Lemma 4.1.9). Let $S$ be a good semigroup, let $E \in \mathcal{G}_{S}$, and assume that there is $\alpha \in E$ and $J \subset I$ such that $\alpha_{J} \geq\left(\gamma_{E}\right)_{J}$. If $\delta \in D_{S}$ with $\delta_{J} \geq\left(\gamma_{E}\right)_{J}$ and $\delta_{I \backslash J}=\alpha_{I \backslash J}$, i.e.

$$
\begin{aligned}
& \delta_{j} \geq\left(\gamma_{E}\right)_{j} \text { for all } j \in J, \\
& \delta_{k}=\alpha_{k} \text { for all } k \in I \backslash J,
\end{aligned}
$$

then $\delta \in E$.
Proof. Repeatedly applying Lemma 4.32 we obtain $\left(n_{j}\right)_{j \in J} \in \mathbb{N}^{J}$ such that

$$
\delta \leq \alpha+\sum_{j \in J} n_{j} \mathbf{e}_{j} \in E .
$$

Hence, we may assume that $\alpha \geq \delta$.
Pick $\epsilon \in D_{S}$ with

$$
\begin{aligned}
& \epsilon_{j}=\delta_{j} \text { for all } j \in J, \\
& \epsilon_{k}>\max \left\{\left(\gamma_{E}\right)_{k}, \delta_{k}\right\} \text { for all } k \in I \backslash J .
\end{aligned}
$$

In particular, $\epsilon \geq \gamma_{E}$, and hence $\epsilon \in E$. Thus, $\delta=\min \{\epsilon, \alpha\} \in E$ since $E$ satisfies (E1).

Lemma 4.34 (See [25], Lemma 4.1.10). Let $S$ be a good semigroup, and let $E \in \mathcal{G}_{S}$. Then

$$
\Delta^{E}\left(\tau_{E}\right)=\emptyset
$$

Proof. Assume that $\Delta^{E}\left(\tau_{E}\right) \neq \emptyset$. Then there is $i \in I$ with a $\beta \in \Delta_{i}^{E}\left(\tau_{E}\right)$, i.e.

$$
\begin{aligned}
& \beta_{i}=\left(\gamma_{E}\right)_{i}-1, \\
& \beta_{j} \geq\left(\gamma_{E}\right)_{j} \text { for all } j \in I \backslash\{i\} .
\end{aligned}
$$

Thus, Lemma 4.33 implies $\beta+\bar{S} \subset E$, and hence $\gamma_{E}>\beta \in C_{E}$ contradicting the minimality of $\gamma_{E}$ in $C_{E}$.

We show the the analogues to Propositions 2.15, B. 24 and B. 25 for good semigroup ideals.
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Lemma 4.35 (See [25], Lemma 4.1.11). Let $S$ be a good semigroup, and let $E$ and $F$ be semigroup ideals of $S$ satisfying property (E1). Then

$$
\gamma_{E-F}=\gamma_{E}-\mu_{F} .
$$

Proof. Note that $\gamma_{E-F}$ is defined since $E-F$ satisfies property (E1) by Lemma 4.18. Since $F-\mu_{F} \subset \bar{S}$ and $\gamma_{E}+\bar{S} \subset E$, we have by definition

$$
\gamma_{E}-\mu_{F}+\bar{S}+F \subset \gamma_{E}+\bar{S} \subset E .
$$

This implies $\gamma_{E}-\mu_{F}+\bar{S} \subset E-F$, and hence $\gamma_{E}-\mu_{F} \geq \gamma_{E-F}$.
Conversely,

$$
\gamma_{E-F}+\mu_{F}+\bar{S}=\gamma_{E-F}+\mu_{F}-\mu_{F}+F+\bar{S}=\gamma_{E-F}+F+\bar{S} \subset E
$$

implies $\gamma_{E-F}+\mu_{F} \geq \gamma_{E}$.
Corollary 4.36. Let $S$ be a good semigroup, and let $F$ be a semigroup ideal of $S$ satisfying property (E1), and let $E \in \mathcal{G}_{S}$. Then

$$
\Delta^{E-F}\left(\tau_{E-F}\right)=\emptyset
$$

Proof. Note that $\tau_{E-F}$ is defined since $E-F$ satisfies property (E1) by Lemma 4.18. Now assume $\Delta^{E-F}\left(\tau_{E-F}\right) \neq \emptyset$, and let $\beta \in \Delta^{E-F}\left(\tau_{E-F}\right)$. Then Lemma 4.35 yields

$$
\begin{aligned}
\beta+\mu_{F} & \in \Delta\left(\tau_{E-F}\right)+\mu_{F} \\
& =\Delta\left(\tau_{E-F}+\mu_{F}\right) \\
& =\Delta\left(\tau_{E}\right) .
\end{aligned}
$$

Moreover, $\beta \in E-F$ implies $\beta+\mu_{F} \in E$, and hence $\beta \in \Delta^{E}\left(\tau_{E}\right)$ contradicting $\Delta^{E}\left(\tau_{E}\right)=\emptyset$ by Lemma 4.34 .

Lemma 4.37. Let $S$ be a good semigroup, and let $E$ and $F$ be semigroup ideals of $S$ satisfying property (E1). Then

$$
\mu_{E-F} \geq \gamma_{E}-\gamma_{F} .
$$

Proof. Note that $\tau_{E-F}$ is defined since $E-F$ satisfies property (E1) by Lemma 4.18. By definition we have $\gamma_{F}+\bar{S} \subset F$, and therefore

$$
\mu_{E-F}+\gamma_{F}+\bar{S} \subset \mu_{E-F}+F \subset E
$$

This implies

$$
\mu_{E-F}+\gamma_{F} \geq \gamma_{E} .
$$

Proposition 4.38. Let $S$ is a local good semigroup. Then

$$
S-M_{S}=M_{S}-M_{S} .
$$

Proof. Lemmas 4.7 and 4.37 yield

$$
\mu_{S-M_{S}} \geq \gamma_{S}-\gamma_{M_{S}}=\gamma_{S}-\gamma_{S}=\mathbf{0}
$$

(see Definition 4.5.(3)). This implies

$$
\left(S-M_{S}\right)+M_{S} \subset\left\{\alpha \in S \mid \alpha \geq \mu_{M_{S}}\right\}=M_{S},
$$

and hence

$$
S-M_{S} \subset M_{S}-M_{S} .
$$

Since also

$$
M_{S}-M_{S} \subset S-M_{S}
$$

by Remark 4.21.(3), this yields

$$
S-M_{S}=M_{S}-M_{S} .
$$

Lemma 4.39. Let $S$ be a good semigroup.
(1) We have

$$
S-C_{S}=\bar{S}
$$

(2) If $E$ is a semigroup ideal of $S$ with $C_{S} \subset E \subset S$, then

$$
S \subset S-E \subset \bar{S}
$$

Proof. (1) Since $C_{S}=S-\bar{S} \in \mathcal{G}_{S}$ by Lemma 4.18, Proposition 4.30 yields $S-C_{S}=$ $C_{S-C_{S}}$. As $S-C_{S}$ satisfies property (E1) by Lemma 4.18, we obtain by Lemma 4.35

$$
\mu_{S-C_{S}}=\mu_{C_{S-C}}=\gamma_{C_{S-C_{S}}}=\gamma_{S-C_{S}}=\gamma_{S}-\mu_{C_{S}}=\gamma_{s}-\gamma_{S}=\mathbf{0} .
$$

Then Remark 4.27.(1) and Proposition 4.30 yield

$$
S-C_{S}=C_{S-C_{S}}=\mu_{C_{S-C}}+\bar{S}=\mu_{S-C_{S}}+\bar{S}=\bar{S} .
$$

(2) By (1) and Remarks 4.21.(3), (4) and 4.27.(2) we have

$$
S=S-S \subset S-E \subset S-C_{S}=\bar{S}
$$

Lemma 4.40. Let $S$ be a good semigroup, and let $E$ and $F$ be semigroup ideals of $S$. Then
(1) $F \subset E-(E-F)$.
(2) If $E$ and $F$ satisfy property (E1), $E \subsetneq F$, and $\gamma_{E}=\gamma_{F}$, then

$$
F \subsetneq E-(E-F)
$$

Proof. (1) Let $\alpha \in F$, and let $\beta \in E-F=\left\{\delta \in D_{S} \mid \delta+F \subset E\right\}$. This implies $\alpha+\beta \in E$, and hence

$$
\alpha \in\left\{\delta \in D_{S} \mid \delta+(E-F) \subset E\right\}=E-(E-F)
$$
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(2) Since $E$ and $F$ satisfy property (E1), also $E-F$ and $E-(E-F)$ satisfies property (E1) by Lemma 4.18. Hence, $E, F, E-F$, and $E-(E-F)$ have unique minimal elements and conductors, see Lemma 4.12.

If $F \subsetneq E$, then $\mu_{E-F}>\mathbf{0}$ by Lemma 4.24.(4). Hence, Lemma 4.35 yields

$$
\gamma_{E-(E-F)}=\gamma_{E}-\mu_{E-F}<\gamma_{E}=\gamma_{F}
$$

Then the claim follows since $F \subset E-(E-F)$ by (2).

### 4.5. Distance and Length

The combinatorial counterpart of the relative length of two fractional ideal is the distance between two good semigroup ideals (see Definition 4.46). It serves as a main tool to relate algebra and combinatorics (see Proposition 4.51).

First we introduce the notion of chains in partially ordered sets.
Definition 4.41. Let $E$ be a partially ordered set.
(1) A chain in $E$ is a finite subset $C \subset E$ which is totally ordered with respect to the order induced by the partial order on $D_{S}$. The length of a chain $E$ is $|E|-1$.
(2) Let $\alpha, \beta \in E$ with $\alpha \leq \beta$. A chain in $E$ between $\alpha$ and $\beta$ is a chain $C$ in $E$ with $\min C=\alpha$ and $\max C=\beta$.
(3) A chain $C$ in $E$ is called saturated if for any chain $C^{\prime}$ in $E$ with $C \subset C^{\prime}$, $\min C=$ $\min C^{\prime}$, and $\max C=\max C^{\prime}$ we have $C=C^{\prime}$.
(4) Two elements $\alpha, \beta \in E$ with $\alpha<\beta$ are called consecutive in $E$ if there is no $\delta \in E$ with $\alpha<\delta<\beta$.

Remark 4.42. Let $E$ be a partially ordered set. A chain $C$ in $E$ is saturated if and only if for any $\alpha \in C \backslash\{\max C\}$ there is a $\beta \in C$ such that $\alpha$ and $\beta$ are consecutive in $E$.

Definition 4.43. Let $S$ be a good semigroup, and let $E \subset D_{S}$. Additionally to the properties in Definition 3.19 we consider the following property.
(E4) For any fixed $\alpha, \beta \in E$ every two saturated chains in $E$ between $\alpha$ and $\beta$ have the same length.

Definition 4.44. Let $S$ be a good semigroup, let $E \subset D_{S}$, let $\alpha, \beta \in E$ with $\alpha \leq \beta$, and suppose that $E$ satisfies property (E4). The distance $d_{E}(\alpha, \beta)$ of $\alpha$ and $\beta$ in $E$ is the length of any saturated chain between $\alpha$ and $\beta$ in $E$.

Proposition 4.45. Let $S$ be a good semigroup. Then any $E \in \mathcal{G}_{S}$ satisfies property (E4).
Proof. See [8, Proposition 2.3].

Definition 4.46. Let $S$ be a good semigroup, and let $E$ and $F$ be be two semigroup ideals of $S$ satisfying property (E4) with $E \subset F$. Then we call

$$
d(F \backslash E)=d_{F}\left(\mu_{F}, \gamma_{E}\right)-d_{E}\left(\mu_{E}, \gamma_{E}\right)
$$

the distance between $E$ and $F$.
Remark 4.47. Let $S$ be a good semigroup. By Definitions 4.44 and 4.46 the distance has the following properties.
(1) Let $E \subset D_{S}$ satisfy property (E4). Then for any $\alpha, \beta \in E$ with $\alpha<\beta$ we have

$$
d(\alpha, \beta) \in \mathbb{N}
$$

(2) Let $E \subset F$ be semigroup ideals of $S$ satisfying property (E4). Then

$$
d(F \backslash E) \in \mathbb{N}
$$

Remark 4.48 (See [25], Remark 4.2.3). Let $S$ be a good semigroup, and let $E$ and $F$ be semigroup ideals of $S$ satisfying properties (E1) and (E4) with $E \subset F$.
(1) $d_{E}$ is additive with respect to composition of chains. That is, for any $\alpha, \beta, \gamma \in E$ with $\alpha \leq \beta \leq \delta$ we have

$$
d(\alpha, \delta)=d(\alpha, \beta)+d(\beta, \delta)
$$

(2) $d_{E}(\alpha, \beta) \leq d_{F}(\alpha, \beta)$ for all $\alpha, \beta \in E$.
(3) $d(E \backslash F)=d(\alpha+F \backslash \alpha+E)$ for all $\alpha \in D_{S}$.
(4) With the notation of Theorem 4.9 we have

$$
d(F \backslash E)=\sum_{m \in M} d\left(F_{m} \backslash E_{m}\right)
$$

see [10, Proposition 2.12].
(5) If $\epsilon \geq \gamma_{E}$, then (1) implies

$$
\begin{aligned}
d(F \backslash E) & =d_{F}\left(\mu_{F}, \gamma_{E}\right)-d_{E}\left(\mu_{E}, \gamma_{E}\right) \\
& =d_{F}\left(\mu_{F}, \gamma_{E}\right)+d_{F}\left(\gamma_{E}, \epsilon\right)-d_{E}\left(\mu_{E}, \gamma_{E}\right)-d_{E}\left(\gamma_{E}, \epsilon\right) \\
& =d_{F}\left(\mu_{F}, \epsilon\right)-d_{E}\left(\mu_{E}, \epsilon\right)
\end{aligned}
$$

since $d_{F}\left(\gamma_{E}, \epsilon\right)=d_{E}\left(\gamma_{E}, \epsilon\right)$.
Lemma 4.49. Let $E \subset F \subset G$ be semigroup ideals of $S$ satisfying property (E4). Then

$$
d(G \backslash E)=d(G \backslash F)+d(F \backslash E) .
$$
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Proof. See [8, Proposition 2.7].
The following result was first stated in [8, Proposition 2.8].
Proposition 4.50. Let $E, F \in \mathcal{G}_{S}$ with $E \subset F$. Then $E=F$ if and only if $d(F \backslash E)=0$.
Proof. See [25, Proposition 4.2.6].
The following result relates the length of quotients of fractional ideals with the distance of their value semigroups.

Proposition 4.51. Let $R$ be an admissible ring. If $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$ with $\mathfrak{I} \subset \mathfrak{J}$, then

$$
\ell_{R}(\mathfrak{J} / \mathfrak{J})=d\left(\Gamma_{\mathfrak{J}} \backslash \Gamma_{\mathfrak{J}}\right) .
$$

Proof. See [25, Proposition 4.2.7].
Corollary 4.52 (See [25], Corollary 4.2.8). Let $R$ be an admissible ring, and let $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$ with $\mathfrak{I} \subset \mathfrak{J}$. Then $\mathfrak{I}=\mathfrak{J}$ if and only if $\Gamma_{\mathfrak{I}}=\Gamma_{\mathfrak{J}}$.

Proof. By Remark 4.6.(5) $\Gamma_{R}$ is a good semigroup, and $\Gamma_{\mathfrak{J}}, \Gamma_{\mathfrak{J}} \in \mathcal{G}_{\Gamma_{R}}$. Hence, Proposition 4.51 yields $\mathfrak{I}=\mathfrak{J}$ if and only if $0=\ell_{R}(\mathfrak{J} / \mathfrak{I})=d\left(\Gamma_{\mathfrak{J}} \backslash \Gamma_{\mathfrak{I}}\right)$, and by Proposition 4.50 this is equivalent to $\Gamma_{\mathfrak{J}}=\Gamma_{\mathfrak{J}}$. Also see [8, Proposition 2.5].

Lemma 4.53. Let $R$ be an admissible ring, and let $\mathfrak{T}, \mathfrak{J} \in \mathcal{R}_{R}$. If there is an $\mathfrak{H} \in \mathcal{R}_{R}$ such that

$$
\mathfrak{H} \mathfrak{J} \subset \mathfrak{I}
$$

and

$$
\Gamma_{\mathfrak{H}}=\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}},
$$

then

$$
\mathfrak{H}=\mathfrak{I}: \mathfrak{J} .
$$

Proof. If $\mathfrak{H} \mathfrak{J} \subset \mathfrak{I}$, then $\mathfrak{H} \subset \mathfrak{I}: \mathfrak{J}$. This implies $\Gamma_{\mathfrak{H}} \subset \Gamma_{\mathfrak{J}: \mathfrak{J}}$. Moreover, we have $\Gamma_{\mathfrak{J}: \mathfrak{J}} \subset$ $\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}=\Gamma_{\mathfrak{H}}$ by Lemma 3.23.(1) and the assumption. Thus, $\Gamma_{\mathfrak{H}}=\Gamma_{\mathfrak{J}: \mathfrak{J}}$, and Corollary 4.52 yields $\mathfrak{H}=\mathfrak{I}: \mathfrak{J}$.

Lemma 4.54. Let $R$ and $R^{\prime}$ be a admissible rings such that $\mathfrak{C}_{R^{\prime}} \subset R \subset R^{\prime} \subset Q_{R}$.
(1) $R^{\prime} \in \mathcal{R}_{R}$.
(2) If $\Gamma_{R}=\Gamma_{R}^{\prime}$, then $R=R^{\prime}$.

Proof. (1) Let $x \in \mathfrak{C}_{R^{\prime}}^{\mathrm{reg}} \subset R^{\mathrm{reg}}$. Then $x R^{\prime} \subset \mathfrak{C}_{R^{\prime}} \subset R$. Since $\emptyset \neq R^{\mathrm{reg}} \subset\left(R^{\prime}\right)^{\mathrm{reg}}$, this yields $R^{\prime} \in \mathcal{R}_{R}$.
(2) Since $R^{\prime} \in \mathcal{R}_{R}$ by (1), and since $R \in \mathcal{R}_{R}$, Corollary 4.52 yields $R=R^{\prime}$.

Lemma 4.55. Let $R$ be an admissible ring, and let $\mathfrak{I} \in \mathcal{R}_{R}$. Then:
(1) $\mathfrak{C}_{\mathfrak{J}} \subset \mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}}}$.
(2) $\mathfrak{C}_{\mathfrak{J}}=\mathfrak{Q}^{\gamma_{\mathfrak{J}}}$ if and only if $\Gamma_{\mathfrak{C}_{\mathfrak{J}}}=C_{\Gamma_{\mathfrak{J}}}$.

Proof. (1) Since $\mathfrak{C}_{\mathfrak{J}} \in \mathcal{R}_{\bar{R}}$, there is by Lemma 3.9.(1) an $\alpha \in \mathbb{Z}^{\mathcal{V}_{R}}$ such that $\mathfrak{C}_{\mathfrak{J}}=\mathfrak{Q}^{\alpha}$. Then Lemmas 3.4.(2), 3.9.(3), and 3.23.(1) yield

$$
\alpha+\mathbb{N}^{\nu_{R}}=\Gamma_{\mathfrak{C}_{\mathfrak{J}}}=\Gamma_{\mathfrak{J}: \bar{R}} \subset \Gamma_{\mathfrak{J}}-\Gamma_{\bar{R}}=\Gamma_{\mathfrak{J}}-\mathbb{N}^{\nu_{R}}=C_{\Gamma_{\mathfrak{J}}}=\gamma_{\Gamma_{\mathfrak{J}}}+\mathbb{N}^{\nu_{R}} .
$$

Hence, $\alpha \geq \gamma_{\Gamma_{\mathfrak{J}}}$, and $\mathfrak{C}_{\mathfrak{J}}=\mathfrak{Q}^{\alpha} \subset \mathfrak{Q}^{\gamma_{\Gamma_{\mathcal{J}}}}$.
(2) Assume that $\mathfrak{C}_{\mathfrak{J}}=\mathfrak{Q}^{\gamma_{\mathrm{I}_{\mathcal{J}}}}$. Then Lemma 3.9.(3) yields

$$
\Gamma_{\mathfrak{C}_{\mathfrak{J}}}=\Gamma_{\mathfrak{Q}^{\gamma_{\mathfrak{J}}}}=\gamma_{\Gamma_{\mathfrak{J}}}+\mathbb{N}^{\nu_{R}}=C_{\Gamma_{\mathfrak{J}}} .
$$

Now suppose that $\Gamma_{\mathfrak{C}_{\mathfrak{J}}}=C_{\Gamma_{\jmath}}$. In particular, this implies

$$
\mu_{\Gamma_{e_{\mathfrak{J}}}}=\mu_{C_{\Gamma_{\mathfrak{J}}}}=\gamma_{\Gamma_{\mathfrak{J}}} .
$$

Since $\mathfrak{C}_{\mathfrak{I}} \in \mathcal{R}_{\bar{R}}$, Lemma 3.9.(1) yields then

$$
\mathfrak{C}_{\mathfrak{J}}=\mathfrak{Q}^{\mu_{\Gamma_{\mathfrak{J}}}}=\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}}} .
$$

Proposition 4.56. Let $R$ be an admissible ring, and let $\mathfrak{I} \in \mathcal{R}_{R}$. Then

$$
\mathfrak{C}_{\mathfrak{I}}=\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}}}
$$

and hence

$$
\Gamma_{\mathfrak{C}_{\mathfrak{J}}}=C_{\Gamma_{\mathfrak{J}}}
$$

(see Lemma 4.55.(2)).
Proof. By Lemma 4.55.(1) we have

$$
\mathfrak{C}_{\mathfrak{J}} \subset\left\{x \in Q_{R} \mid \nu(x) \geq \gamma_{\Gamma_{\mathcal{J}}}\right\}=\mathfrak{Q}^{\gamma_{\Gamma_{\mathcal{J}}}} .
$$

Moreover, Lemma 3.9.(3) yields

$$
C_{\Gamma_{\mathfrak{J}}}=\gamma_{\Gamma_{\mathfrak{J}}}+\mathbb{N}^{\nu_{R}}=\Gamma_{\mathcal{J}^{\gamma_{\mathfrak{J}}}}=\Gamma_{\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}}}} .
$$

Since $\mathfrak{I}^{\gamma_{\Gamma_{\mathcal{I}}}} \subset \mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{I}}}}$, we obtain by Corollary 4.52

$$
\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}}}=\mathfrak{I}^{\gamma_{\mathfrak{I}}} \subset \mathfrak{I} .
$$

As $\mathfrak{Q}^{\gamma_{\mathfrak{J}}} \in \mathcal{R}_{\bar{R}}$, this implies

$$
\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{I}}}}=\mathfrak{C}_{Q^{\gamma_{\mathfrak{I}}}} \subset \mathfrak{C}_{\mathfrak{I}},
$$

and hence

$$
\mathfrak{C}_{\mathfrak{J}} \subset \mathfrak{Q}^{\gamma_{\mathfrak{J}}} \subset \mathfrak{C}_{\mathfrak{J}} .
$$
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By Proposition 4.56 taking value semigroup ideals commutes with conductors in the sense that for an admissible ring $R$ there is a commutative diagram

$$
\begin{align*}
& \mathcal{R}_{R} \mathfrak{I}_{\mapsto} \mapsto \mathfrak{C}_{\mathfrak{J}}  \tag{4.3}\\
& \mathfrak{I} \mapsto \Gamma_{\mathfrak{I}} \mid \mathcal{R}_{\bar{R}} \\
& \mathcal{G}_{\Gamma_{R}} \xrightarrow[E \mapsto C_{E}]{ } \mathcal{G}_{\Gamma_{\bar{R}}}^{\downarrow} .
\end{align*}
$$

We can generalize Proposition 4.56 as follows.
Proposition 4.57. Let $R$ be an admissible ring, and let $\mathfrak{I} \in \mathcal{R}_{R}$ and $\mathfrak{J} \in \mathcal{R}_{\bar{R}}$. Then $\mathfrak{J}=\mathfrak{C}_{\mathfrak{J}}, \Gamma_{\mathfrak{J}}=C_{\Gamma_{\mathfrak{J}}}$, and

$$
\Gamma_{\mathfrak{I}: \mathfrak{J}}=\Gamma_{\mathfrak{I}}-\Gamma_{\mathfrak{J}} .
$$

Proof. Since $\mathfrak{J} \in \mathcal{R}_{\bar{R}}$, we have

$$
\begin{equation*}
\mathfrak{C}_{\mathfrak{J}}=\mathfrak{J}: \bar{R}=\mathfrak{J}, \tag{4.4}
\end{equation*}
$$

and Lemma 2.3.(1) yields

$$
\begin{equation*}
\mathfrak{I}: \mathfrak{J}=\mathfrak{I}:(\mathfrak{J}: \bar{R})=(\mathfrak{I}: \mathfrak{J}): \bar{R}=\mathfrak{C}_{\mathfrak{J}: \mathfrak{J}} \tag{4.5}
\end{equation*}
$$

Then we have by Equation (4.5), Proposition B.24, Lemma 3.23.(2) and Equation (4.4), Proposition 4.56, Definition 4.26, Lemma 4.22, and Proposition 4.30

$$
\begin{aligned}
\Gamma_{\mathfrak{I}: \mathfrak{J}}=\Gamma_{\mathfrak{C}_{\mathfrak{J}: \mathfrak{J}}}=\Gamma_{\mathfrak{C}_{\mathfrak{J}} \mathfrak{J}}=\Gamma_{\mathfrak{C}_{\mathfrak{J}}}-\Gamma_{\mathfrak{J}}=C_{\Gamma_{\mathfrak{J}}}-\Gamma_{\mathfrak{J}} & =\left(\Gamma_{\mathfrak{I}}-\overline{\Gamma_{R}}\right)-\Gamma_{\mathfrak{J}} \\
& =\left(\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}\right)-\overline{\Gamma_{R}}=C_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}}=\Gamma_{\mathfrak{I}}-\Gamma_{\mathfrak{J}} .
\end{aligned}
$$

Lemma 4.58. Let $R$ be an admissible ring, and let $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$. Then

$$
\gamma_{\Gamma_{\mathfrak{J}: \mathfrak{J}}}=\gamma_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}}=\gamma_{\Gamma_{\mathfrak{J}}}-\mu_{\Gamma_{\mathfrak{J}}} .
$$

Proof. By Lemma 3.23.(1) we have $\Gamma_{\mathfrak{I}: \mathfrak{J}} \subset \Gamma_{\mathfrak{I}}-\Gamma_{\mathfrak{J}}$. Thus,

$$
C_{\Gamma_{\mathfrak{J}: \mathfrak{J}}}=\Gamma_{\mathfrak{I}: \mathfrak{J}}-\overline{\Gamma_{R}} \subset\left(\Gamma_{\mathfrak{I}}-\Gamma_{\mathfrak{J}}\right)-\overline{\Gamma_{R}}=C_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}}
$$

by Remark 4.21.(3), and hence

$$
\gamma_{\Gamma_{\mathfrak{J}: \mathfrak{J}}} \geq \gamma_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}} .
$$

Moreover, Remark 4.6.(5), Lemma 4.35, and Proposition 4.56 imply

$$
\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}}^{\mathfrak{J}} \subset \mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}} \mathfrak{Q}^{\mu_{\Gamma_{\mathfrak{J}}}}=\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}}+\mu_{\Gamma_{\mathfrak{J}}}}=\mathfrak{Q}^{\gamma_{\Gamma_{\mathfrak{J}}}}=\mathfrak{C}_{\mathfrak{J}} .} . . .{ } .}
$$



$$
\gamma_{\Gamma_{\mathfrak{J}}-\Gamma_{\mathfrak{J}}} \geq \gamma_{\Gamma_{\mathfrak{J} \mathfrak{J}}}
$$

### 4.6. Branches

The following result was proved in [10, Proposition 2.2] for good semigroups. Here we generalize it to semigroup ideals of a good semigroup $S$.

Proposition 4.59. Let $S$ be a good semigroup, let $J \subset I$, and let $E$ be a semigroup ideal of $S$.
(1) The projection of $S$ onto $J$,

$$
S_{J}=\operatorname{pr}_{J}(S)=\left\{\alpha_{J} \in \mathbb{Z}^{J} \mid \text { there is } \beta \in S \text { such that } \beta_{j}=\alpha_{j} \text { for all } j \in J\right\}
$$

is a good semigroup in $\mathbb{Z}^{J}$.
(2) The projection of $E$ onto $J$,

$$
E_{J}=\operatorname{pr}_{J}(E)=\left\{\alpha_{J} \in \mathbb{Z}^{J} \mid \text { there is } \beta \in E \text { such that } \beta_{j}=\alpha_{j} \text { for all } j \in J\right\}
$$

is a semigroup ideal of $S_{J}=\operatorname{pr}_{J}(S)$.
(3) If $E$ satisfies property (E1) in $\mathbb{Z}^{I}$, then $E_{J}$ satisfies property (E1) in $\mathbb{Z}^{J}$.
(4) If $E$ satisfies property (E2) in $\mathbb{Z}^{I}$, then $E_{J}$ satisfies property (E2) in $\mathbb{Z}^{J}$.

Proof. (1) See [10, Proposition 2.2].
(2) By (1) $S_{J}$ is a good semigroup in $\mathbb{Z}^{J}$. Since $E$ is a semigroup ideal of $S$, we have $E+S \subset E$, and hence

$$
\operatorname{pr}_{J}(E)+\operatorname{pr}_{J}(S)=\operatorname{pr}_{J}(E+S) \subset \operatorname{pr}_{J}(E)
$$

Moreover, there is an $\alpha \in \mathbb{Z}^{s}$ such that $\alpha+E \subset S$. This implies

$$
\operatorname{pr}_{J}(\alpha)+\operatorname{pr}_{J}(E)=\operatorname{pr}_{J}(\alpha+E) \subset \operatorname{pr}_{J}(S)
$$

Thus, $E_{J}$ is a semigroup ideal of $S_{J}$.
(3) Let $\alpha, \beta \in E_{J}$. Then there are $\alpha^{\prime}, \beta^{\prime} \in E$ such that $\operatorname{pr}_{J}\left(\alpha^{\prime}\right)=\alpha$ and $\operatorname{pr}_{J}\left(\beta^{\prime}\right)=\beta$. Since $E$ satisfies property (E1), we also have $\inf \left\{\alpha^{\prime}, \beta^{\prime}\right\} \in E$, and hence

$$
\inf \{\alpha, \beta\}=\inf \left\{\operatorname{pr}_{J}\left(\alpha^{\prime}\right), \operatorname{pr}_{J}\left(\beta^{\prime}\right)\right\}=\operatorname{pr}_{J}\left(\inf \left\{\alpha^{\prime}, \beta^{\prime}\right\}\right) \in E
$$

(4) Let $\alpha, \beta \in E_{J}$ with $\alpha_{j}=\beta_{j}$ for some $j \in J$. Then there are $\alpha^{\prime}, \beta^{\prime} \in E$ such that $\operatorname{pr}_{J}\left(\alpha^{\prime}\right)=\alpha, \operatorname{pr}_{J}\left(\beta^{\prime}\right)=\beta$ and $\alpha_{j}^{\prime}=\beta_{j}^{\prime}$. Since $E$ satisfies property (E2), there is an $\epsilon \in E$ such that

$$
\begin{aligned}
\epsilon_{j} & >\alpha_{j}^{\prime}=\beta_{j}^{\prime} \\
\epsilon_{i} & \geq \min \left\{\alpha_{i}^{\prime}, \beta_{i}^{\prime}\right\} \text { for all } i \in I \\
\epsilon_{k} & =\min \left\{\alpha_{i}^{\prime}, \beta_{i}^{\prime}\right\} \text { for all } k \in I \text { with } \alpha_{k}^{\prime} \neq \beta_{k}^{\prime}
\end{aligned}
$$
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This implies $\epsilon_{J} \in E_{J}$ with

$$
\begin{aligned}
& \left(\epsilon_{J}\right)_{j}>\alpha_{j}^{\prime}=\beta_{j}^{\prime} \\
& \left(\epsilon_{J}\right)_{i} \geq \min \left\{\alpha_{i}^{\prime}, \beta_{i}^{\prime}\right\} \text { for all } i \in I \\
& \left(\epsilon_{J}\right)_{k}=\min \left\{\alpha_{i}^{\prime}, \beta_{i}^{\prime}\right\} \text { for all } k \in I \text { with } \alpha_{k}^{\prime} \neq \beta_{k}^{\prime}
\end{aligned}
$$

Hence, $E_{J}$ satisfies property (E2).
Definition 4.60. Let $S$ be a good semigroup, let $E$ be a semigroup ideal of $S$ satisfying property (E1). For $J, J^{\prime} \subset I$ we define

$$
E_{J}^{J^{\prime}}=\left\{\beta \in D_{S_{J}} \mid \text { there is an } \alpha \in E \text { such that } \alpha_{J}=\beta \text { and } \alpha_{J^{\prime}} \geq\left(\gamma_{E}\right)_{J^{\prime}}\right\} \subset E_{J}
$$

If $J=\{i\}$ for some $i \in I$, we write $E_{i}^{J^{\prime}}=E_{\{i\}}^{J^{\prime}}$, if $J^{\prime}=\{j\}$ for some $j \in I$, we write $E_{J}^{j}=E_{J}^{\{j\}}$, and we write $E_{i}^{j}=E_{\{i\}}^{\{j\}}$ for any $i, j \in I$ with $i \neq j$.

Remark 4.61. Let $S$ be a good semigroup, let $J, J^{\prime} \subset I$, let $E \in \mathcal{G}_{S}$, and let $\alpha \in E_{J}$. Then we have by Lemma $4.33 \alpha \in E_{J}^{J^{\prime}}$ if and only if $\beta \in E$ for any $\beta \in D_{S}$ with

$$
\begin{aligned}
& \beta_{J}=\alpha_{J} \\
& \beta_{J^{\prime}} \geq\left(\gamma_{E}\right)_{J^{\prime}}
\end{aligned}
$$

Lemma 4.62. Let $S$ be a good semigroup, let $J, J^{\prime} \subset I$, and let $E$ be a semigroup ideal of $S$ satisfying property (E1). Then $E_{J}^{J^{\prime}}$ is a semigroup ideal of $S_{J}$ satisfying property (E1). Moreover, if $E \in \mathcal{G}_{S}$, then $E_{J}^{J^{\prime}} \in \mathcal{G}_{S_{J}}$.

Proof. Let $\alpha \in E_{J}^{J^{\prime}}$, and let $\beta \in S_{J}$. Then there is a $\delta \in E$ such that

$$
\begin{align*}
\delta_{J} & =\alpha  \tag{4.6}\\
\delta_{J^{\prime}} & \geq\left(\gamma_{E}\right)_{J^{\prime}} \tag{4.7}
\end{align*}
$$

and there is an $\epsilon \in S$ such that $\epsilon_{J}=\beta$. Since $S \subset \bar{S}$, we have $\epsilon \geq \mathbf{0}$. This implies with Equations (4.6) and (4.7)

$$
(\delta+\epsilon)_{J^{\prime}}=\delta_{J^{\prime}}+\epsilon_{J^{\prime}} \geq \delta_{J^{\prime}} \geq\left(\gamma_{E}\right)_{J^{\prime}}
$$

and hence

$$
\alpha+\beta=\delta_{J}+\epsilon_{J}=(\delta+\epsilon)_{J} \in E_{J}^{J^{\prime}}
$$

Therefore, $E_{J}^{J^{\prime}}+S_{J} \subset E_{J}^{J^{\prime}}$. Since $E_{J}^{J^{\prime}} \subset\left(D_{S}\right)_{J}=D_{S_{J}}$ by Definition 4.60, $E_{J}^{J^{\prime}}$ is a semigroup ideal of $S_{J}$.

Let now $\alpha, \beta \in E_{J}^{J^{\prime}}$. Then there are $\delta, \epsilon \in E$ such that $\delta_{J}=\alpha, \epsilon_{J}=\beta$ and $\delta_{J^{\prime}}, \epsilon_{J^{\prime}} \geq$ $\left(\gamma_{E}\right)_{J^{\prime}}$. This implies

$$
\inf \left\{\delta_{J^{\prime}}, \epsilon_{J^{\prime}}\right\}=(\inf \{\delta, \epsilon\})_{J^{\prime}} \geq\left(\gamma_{E}\right)_{J^{\prime}}
$$

and hence

$$
\inf \{\alpha, \beta\}=\inf \left\{\delta_{J}, \epsilon_{J}\right\}=(\inf \{\delta, \epsilon\})_{J} \in E_{J}^{J^{\prime}}
$$

Thus, $E_{J}^{J^{\prime}}$ satisfies property (E1).
Finally, let $E \in \mathcal{G}_{S}$, and assume there is an $i \in J$ such that $\alpha_{i}=\beta_{i}$. Then $\delta_{i}=\epsilon_{i}$, and since $E$ satisfies property (E2), there is a $\zeta \in E$ such that

$$
\begin{aligned}
& \zeta_{i}>\delta_{i}=\epsilon_{i}, \\
& \zeta_{j} \geq \min \left\{\delta_{j}, \epsilon_{j}\right\} \text { for all } j \in I, \\
& \zeta_{k}=\min \left\{\delta_{k}, \epsilon_{k}\right\} \text { for all } k \in I \text { with } \delta_{k} \neq \epsilon_{k}
\end{aligned}
$$

This implies $\zeta_{J^{\prime}} \geq\left(\gamma_{E}\right)_{J^{\prime}}$, and hence $\zeta_{J} \in E_{J}^{J^{\prime}}$ with

$$
\begin{aligned}
\left(\zeta_{J}\right)_{i} & =\zeta_{i}>\delta_{i}=\epsilon_{i}=\beta_{i}=\alpha_{i} \\
\left(\zeta_{J}\right)_{j} & =\zeta_{j} \geq \min \left\{\delta_{j}, \epsilon_{j}\right\}=\min \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j \in J, \\
\left(\zeta_{J}\right)_{k} & =\zeta_{k}=\min \left\{\delta_{k}, \epsilon_{k}\right\}=\min \left\{\alpha_{k}, \beta_{k}\right\} \text { for all } k \in J \text { with } \delta_{k} \neq \epsilon_{k} .
\end{aligned}
$$

Therefore, $E_{J}^{J^{\prime}}$ satisfies property (E2), and hence $E_{J}^{J^{\prime}} \in \mathcal{G}_{S_{J}}$.
Lemma 4.63. Let $S$ be a good semigroup. Then for any $i \in I$ we have $\left(C_{S}\right)_{i} \subset S_{i}^{J}$ for every $J \subset I$.

Proof. Let $\alpha \in\left(C_{S}\right)_{i}$, i.e. there is $\beta \in C_{S}$ with $\beta_{i}=\alpha$. In particular, we have $\alpha_{J} \geq\left(\gamma_{S}\right)_{J}$ for every $J \subset I$.

Proposition 4.64. Let $S$ be a good semigroup. Then for any $E \in \mathcal{G}_{S}$ we have

$$
\gamma_{E}=\left(\gamma_{E_{i}^{I \backslash i\}}}\right)_{i \in I}
$$

Proof. Set

$$
\gamma=\left(\gamma_{E_{i}^{I \backslash i\}}}\right)_{i \in I}
$$

Since $\gamma_{E}+\bar{S} \subset E$ by Definition 4.26, we have for any $i \in I$

$$
\left(\gamma_{E}\right)_{i} \geq \gamma_{E_{i}^{I \backslash\{i\}}}
$$

Thus, $\gamma_{E} \geq \gamma$.
Let now $\alpha \in \bar{S}$, in particular $\alpha \geq \mathbf{0}$. Then we have for any $i \in I$

$$
\gamma_{i}+\alpha_{i} \geq \gamma_{E_{i}^{I \backslash\{i\}}}
$$

and hence

$$
\gamma_{i}+\alpha_{i} \in E_{i}^{I \backslash\{i\}} .
$$

Therefore, for any $i \in I$ there is a $\beta^{(i)} \in E$ such that

$$
\begin{aligned}
\beta_{i}^{(i)} & =\gamma_{i}+\alpha_{i}, \\
\beta_{I \backslash\{i\}}^{(i)} & \geq\left(\gamma_{E}\right)_{I \backslash\{i\}} .
\end{aligned}
$$
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By Lemma 4.33 we may assume that $\beta_{I \backslash\{i\}}^{(i)} \geq \gamma_{I \backslash\{i\}}+\alpha_{I \backslash\{i\}}$ for any $i \in I$. Since $E$ satisfies property (E1), this implies

$$
\gamma+\alpha=\inf _{i \in I} \beta^{(i)} \in E
$$

and hence $\gamma+\bar{S} \subset E$. Thus, $\gamma \geq \gamma_{E}$.
Proposition 4.65. Let $S$ be a good semigroup. Then $S$ is local if and only if $0 \in S_{i} \backslash S_{i}^{j}$ for every $i, j \in I$ with $i \neq j$.

Proof. Suppose there are $i, j \in I$ with $i \neq j$ such that $0 \in S_{i}^{j}$. Then there is an $\alpha \in S$ with $\alpha_{i}=0$ and $\alpha_{j} \geq\left(\gamma_{S}\right)_{j}$ (see Definition 4.60). Using Lemma 4.33 we may assume that $\alpha_{j}>0$. This implies that $S$ is not local, see Definition 4.5.(3).

Now suppose that $S$ is not local. Then there is an $\alpha \in S$ with $\alpha_{i}=0$ and $\alpha_{j}>0$ for some $i, j \in I$. Moreover, we can find an $n \in \mathbb{N}$ such that $n \alpha_{j} \geq\left(\gamma_{S}\right)_{j}$. Since $S$ is a semigroup, and hence $n \alpha \in S$ with $(n \alpha)_{i}=n \alpha_{i}=0$ and $(n \alpha)_{j}=n \alpha_{j} \geq\left(\gamma_{S}\right)_{j}$, this yields $0 \in S_{i}^{j}$.

Lemma 4.66. Let $S$ be a good semigroup, let $E \in \mathcal{G}_{S}$, and let $J \subset I$. Then $\delta \in E$ for all $\delta \in D_{S}$ with

$$
\begin{gathered}
\delta_{J} \in E_{J}^{I \backslash J} \\
\delta_{I \backslash J} \geq\left(\gamma_{E}\right)_{I \backslash J}
\end{gathered}
$$

Proof. Let $\alpha \in E_{J}^{I \backslash J}$. Then there is $\beta \in E$ with

$$
\begin{gathered}
\beta_{J}=\alpha, \\
\beta_{I \backslash J} \geq\left(\gamma_{E}\right)_{I \backslash J} .
\end{gathered}
$$

Thus, Lemma 4.33 yields the statement.
Proposition 4.67. Let $R$ be an admissible ring, let $J \subset \operatorname{Min}(R)$, and let

$$
J^{\prime}=\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V} \in J\right\}
$$

We denote by

$$
\pi: Q_{R} \rightarrow Q_{R} / \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R}=Q_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}}
$$

the canonical surjection (see Theorem A.74.(2) for the equality), and

$$
\operatorname{pr}^{\prime}:(\mathbb{Z} \cup\{\infty\})^{\mathcal{V}_{R}} \rightarrow(\mathbb{Z} \cup\{\infty\})^{\mathcal{V}_{R /} \bigcap_{\mathfrak{p} \in J^{\mathfrak{p}}}}
$$

is the composition of the isomorphism $(\mathbb{Z} \cup\{\infty\})^{\mathcal{V}_{R /} \bigcap_{\mathfrak{p} \in J^{\mathfrak{p}}}} \cong(\mathbb{Z} \cup\{\infty\})^{J^{\prime}}$ induced by the bijection $\mathcal{V}_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}} \rightarrow J^{\prime}$ (see Proposition 3.13.(3)) and the projection $(\mathbb{Z} \cup\{\infty\})^{\mathcal{V}_{R}} \rightarrow$ $(\mathbb{Z} \cup\{\infty\})^{J^{\prime}}$.
(1) There is a commutative diagram

where $\bar{\nu}$ is the multivaluation of $Q_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}}$.
(2) For any $\mathfrak{I} \in \mathcal{R}_{R}$ we have

$$
\Gamma_{\pi(\mathfrak{I})}=\left(\Gamma_{\mathfrak{J}}\right)_{J^{\prime}}
$$

(see Lemma 4.68.(2)).
For the proof of Proposition 4.67 we need the following Lemma.
Lemma 4.68. With the assumptions as in Proposition 4.67 we have the following:
(1) If $x \in\left(Q_{R}\right)^{\mathrm{reg}}$, then $\pi(x) \in\left(Q_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}}\right)^{\mathrm{reg}}$.
(2) Let $\mathfrak{I} \in \mathcal{R}_{R}$. Then $\pi(\mathfrak{I}) \in \mathcal{R}_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}}$.

Proof. 1. Assume $\pi(x)$ is not regular. Then there is a $y \in R$ such that $\pi(y) \neq 0$ and

$$
\pi(x y)=\pi(x) \pi(y)=0
$$

This implies

$$
x y \in \bigcap_{\mathfrak{p} \in J} \mathfrak{p} Q_{R} .
$$

Thus, either $x \in \mathfrak{p} Q_{R}$ or $y \in \mathfrak{p} Q_{R}$ for any $\mathfrak{p} \in J$. Since $\mathfrak{p} Q_{R} \in \operatorname{Max}\left(Q_{R}\right)$ for all $\mathfrak{p} \in J$ by Theorem A.74.(1), and since $x \in\left(Q_{R}\right)^{\text {reg }}$, this yields $y \in \mathfrak{p} Q_{R}$ for all $\mathfrak{p} \in J$. But then $\pi(y)=0$, contradicting the choice of $y$.
2. Obviously, $\pi(\mathfrak{I})$ is an $R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}$-submodule of $Q_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}}$, and it is regular by (1). Since $\mathfrak{I}$ is a fractional ideal of $R$, there is $x \in R^{\text {reg }}$ such that $x \mathfrak{I} \subset R$. This implies

$$
\pi(x) \pi(\mathfrak{I})=\pi(x \mathfrak{I}) \subset \pi(R)=R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}
$$

and we have $\pi(x) \in\left(R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}\right)^{\text {reg }}$ by (1). Thus, $\pi(\mathfrak{I}) \in \mathcal{R}_{R / \bigcap_{\mathfrak{p} \in J} \mathfrak{p}^{\text {p }}}$.
Proof of Proposition 4.67. (1) This follows from Proposition 3.13.(3).
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(2) Let $\alpha \in\left(\Gamma_{\mathfrak{I}}\right)_{J^{\prime}}$. Then there is an $x \in \mathfrak{I}$ such that (1) yields

$$
\bar{\nu}(\pi(x))=(\nu(x))_{J^{\prime}}=\alpha .
$$

Hence, $\pi(x) \in(\pi(\mathfrak{I}))^{\text {reg }}$ by Lemma 3.4.(2) and Proposition 3.13.(3). This implies $\alpha \in \Gamma_{\pi(\mathfrak{I})}$.
Let now $\alpha \in \Gamma_{\pi(\mathfrak{I})}$. Then there is an $x \in(\pi(\mathfrak{I}))^{\text {reg }}$ with $\bar{\nu}(x)=\alpha$. This implies that there is a $y \in \mathfrak{I}$ with $\pi(y)=x$, and

$$
(\nu(y))_{J^{\prime}}=\bar{\nu}(\pi(y))=\bar{\nu}(x)=\alpha
$$

by (1). Let now $z \in\left(\mathfrak{C}_{\mathfrak{J}}\right)^{\text {reg }}$ with

$$
\begin{aligned}
& \nu_{V}(z) \neq \nu_{V}(y) \text { for all } V \in \mathcal{V}_{R}, \\
& \nu_{W}(z)>\nu_{W}(y) \text { for all } W \in J^{\prime} .
\end{aligned}
$$

Then

$$
\nu_{V}(y+z)=\min \left\{\nu_{V}(y), \nu_{V}(z)\right\}<\infty
$$

for all $V \in \mathcal{V}_{R}$ (see Remark D.14.(1) and Lemma 3.4.(2)), and Lemma 3.4.(2) yields $y+z \in \mathfrak{I}^{\mathrm{reg}}$. Therefore,

$$
\nu(y+z) \in \Gamma_{\mathfrak{I}}
$$

with

$$
(\nu(x+y))_{J^{\prime}}=(\nu(y))_{J^{\prime}}=\alpha .
$$

Hence, $\alpha \in\left(\Gamma_{\mathfrak{J}}\right)_{J^{\prime}}$.
Proposition 4.69. Let $R$ be an admissible ring, let $\mathfrak{p} \in \operatorname{Min}(R)$, let $I \subset \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and let

$$
\begin{aligned}
J & =\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V}=\mathfrak{p}\right\}, \\
J^{\prime} & =\left\{V \in \mathcal{V}_{R} \mid \mathfrak{q}_{V} \in I\right\} .
\end{aligned}
$$

Then

$$
\left(\Gamma_{R}\right)_{J}^{J^{\prime}}=\Gamma_{\bigcap_{\mathfrak{q} \in I} \mathfrak{q}+\mathfrak{p} / \mathfrak{p}}
$$

(note that $\bigcap_{\mathfrak{q} \in I} \mathfrak{q}+\mathfrak{p} / \mathfrak{p} \in \mathcal{R}_{R / \mathfrak{p}}$ since $\bigcap_{\mathfrak{q} \in I} \mathfrak{q}$ is an ideal of $R$ not contained in $\mathfrak{p}$ and $R / \mathfrak{p}$ is a domain).

Proof. Let $\alpha \in\left(\Gamma_{R}\right)_{J}^{J^{\prime}}$. Then there is an $x \in R^{\text {reg }}$ with

$$
\begin{aligned}
(\nu(x))_{J} & =\alpha, \\
(\nu(x))_{J^{\prime}} & \geq\left(\gamma_{\Gamma_{R}}\right)_{J^{\prime}} .
\end{aligned}
$$

Since $Q_{R}=\prod_{\mathfrak{p}^{\prime} \in \operatorname{Min}(R)} Q_{R} / \mathfrak{p}^{\prime} Q_{R}$ by Theorem A.74.(2), and since $I \subset \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, there is by Proposition 3.13.(3) a $y \in Q_{R}$ with

$$
\begin{align*}
x-y & \in \mathfrak{q}_{V} \text { for all } V \in J^{\prime},  \tag{4.8}\\
\nu_{W}(y) & >\max \left\{\nu_{W}(x),\left(\gamma_{\Gamma_{R}}\right)_{W}\right\} \text { for all } W \in J,  \tag{4.9}\\
\nu_{W^{\prime}}(y) & \geq\left(\gamma_{\Gamma_{R}}\right)_{W^{\prime}} \text { for all } W^{\prime} \in \mathcal{V}_{R} \backslash\left(J \cup J^{\prime}\right) . \tag{4.10}
\end{align*}
$$

Then Proposition D. 15 implies

$$
\nu_{V}(x)=\nu_{V}(y) \geq\left(\gamma_{\Gamma_{R}}\right)_{V}
$$

for all $V \in J^{\prime}$. Thus,

$$
\nu(y) \geq \gamma_{\Gamma_{R}}
$$

and hence

$$
y \in Q^{\gamma_{\Gamma_{R}}}=\mathfrak{C}_{R} \subset R
$$

by Proposition 4.56. This yields $x-y \in R$ with

$$
\nu_{V}(x-y)=\min \left\{\nu_{V}(x), \nu_{V}(y)\right\}
$$

for all $V \in J$, see Remark D.14.(1). Therefore,

$$
\bar{\nu}(x-y+\mathfrak{p})=(\nu(x-y))_{J}=\alpha
$$

by Proposition 4.67.(1), where $\bar{\nu}$ is the multivaluation of $Q_{R / \mathfrak{p}}$. Hence, Equation (4.8) yields

$$
x-y+\mathfrak{p} \in\left(\bigcap_{\mathfrak{q} \in I} \mathfrak{q}+\mathfrak{p} / \mathfrak{p}\right)^{\mathrm{reg}}
$$

by Lemma 3.4.(2) and Proposition 3.13.(3). Thus,

$$
\alpha \in \Gamma_{\bigcap_{\mathfrak{q} \in I} \mathfrak{q}+\mathfrak{p} / \mathfrak{p}}
$$

Let now $\alpha \in \Gamma_{\bigcap_{\mathfrak{q} \in I} \mathfrak{q}+\mathfrak{p} / \mathfrak{p}}$. Then there is an $x \in\left(\bigcap_{\mathfrak{q} \in I} \mathfrak{q}+\mathfrak{p} / \mathfrak{p}\right)^{\text {reg }}$ with $\bar{\nu}(x)=\alpha$. Thus, there is a $y \in \bigcap_{\mathfrak{q} \in I} \mathfrak{q}$ such that $y+\mathfrak{p}=x$, and Proposition 4.67.(1) yields

$$
(\nu(y))_{J}=\bar{\nu}(x)=\alpha
$$

Since $y \in \bigcap_{\mathfrak{q} \in I} \mathfrak{q}$, we have

$$
\nu_{V}(y)=\infty
$$

for all $V \in J^{\prime}$. So let $z \in\left(\mathfrak{C}_{R}\right)^{\text {reg }}$ with

$$
\begin{aligned}
& \nu_{V}(z) \neq \nu_{V}(y) \text { for all } V \in \mathcal{V}_{R} \\
& \nu_{W}(z)>\nu_{W}(y) \text { for all } W \in J
\end{aligned}
$$

Then

$$
\nu_{V}(y+z)=\min \left\{\nu_{V}(y), \nu_{V}(z)\right\}<\infty
$$

for all $V \in \mathcal{V}_{R}$ (see Remark D.14.(1) and Lemma 3.4.(2)), and Lemma 3.4.(2) yields $y+z \in R^{\text {reg }}$. Therefore,

$$
\nu(y+z) \in \Gamma_{R}
$$

with

$$
\begin{aligned}
&(\nu(y+z))_{J}=(\nu(y))_{J}=\alpha \\
&(\nu(x+y))_{J^{\prime}} \geq\left(\gamma_{\Gamma_{R}}\right)_{J^{\prime}}
\end{aligned}
$$

by Proposition 4.56. Hence, $\alpha \in\left(\Gamma_{R}\right)_{J}^{J^{\prime}}$.
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Example 4.70. Let

$$
\begin{aligned}
R & =\mathbb{C}[[X, Y]] /\left\langle\left(X^{5}-Y^{2}\right) Y\right\rangle=\mathbb{C}[[X, Y]] /\left(\left\langle X^{5}-Y^{2}\right\rangle \cap\langle Y\rangle\right) \\
& =\mathbb{C}\left[\left[\left(-t_{1}^{2}, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right] .
\end{aligned}
$$

The semigroup of values $\Gamma_{R}$ of $R$ is depicted in Figure 4.2. Then

$$
R /\left\langle X^{5}-Y^{2}\right\rangle=\mathbb{C}[[X, Y]] /\left\langle X^{5}-Y^{2}\right\rangle=\mathbb{C}\left[\left[t_{1}^{2}, t_{1}^{5}\right]\right]
$$

with semigroup of values

$$
\Gamma_{R /\left\langle X^{5}-Y^{2}\right\rangle}=\left(\Gamma_{R}\right)_{1}=\langle 2,5\rangle,
$$

and

$$
R /\langle Y\rangle=\mathbb{C}[[X, Y]] /\langle Y\rangle=\mathbb{C}\left[\left[t_{2}\right]\right]
$$

with semigroup of values

$$
\Gamma_{R /\langle Y\rangle}=\left(\Gamma_{R}\right)_{2}=\mathbb{N}
$$

(see Proposition 4.67).
The value semigroup ideals of the ideals

$$
\langle Y\rangle+\left\langle X^{5}-Y^{2}\right\rangle /\left\langle X^{5}-Y^{2}\right\rangle=t_{1}^{5} \mathbb{C}\left[\left[t_{1}^{2}, t_{1}^{5}\right]\right],
$$

respectively

$$
\left\langle X^{5}-Y^{2}\right\rangle+\langle Y\rangle /\langle Y\rangle=t_{2}^{5} \mathbb{C}\left[\left[t_{2}\right]\right],
$$

are

$$
\Gamma_{\langle Y\rangle+\left\langle X^{5}-Y^{2}\right\rangle /\left\langle X^{5}-Y^{2}\right\rangle}=\left(\Gamma_{R}\right)_{1}^{2}=5+\langle 2,5\rangle,
$$

respectively

$$
\Gamma_{\left\langle X^{5}-Y^{2}\right\rangle+\langle Y\rangle /\langle Y\rangle}=\left(\Gamma_{R}\right)_{2}^{1}=5+\mathbb{N},
$$

see Proposition 4.69.

### 4.7. Numerical Semigroups

Numerical semigroups (see Definition 4.5.(2)) are particularly important examples of good semigroups. Here we study some of their special properties. In particular, we consider semigroup rings (see Definition 4.73), and we introduce quotients on numerical semigroups (see Definition 4.74). We show that taking quotients "commutes" with the construction of semigroup rings (see Proposition 4.79).
Proposition 4.71. A submonoid $S$ of $\mathbb{N}$ is a numerical semigroup if and only if $\mathbb{N} \backslash S$ is finite.
Proof. If $S$ is a numerical semigroup, then $\mathbb{N} \backslash S$ is finite since $S$ satisfies property (E0).
Conversely, if $\mathbb{N} \backslash S$ is finite, then there is an $\alpha \in S$ such that $\alpha+\mathbb{N} \subset S$. Hence, $D_{S}=\mathbb{Z}$, and $S$ satisfies (E0). Since $|I|=1, S$ also satisfies properties (E1) and (E2). Thus, $S$ is a numerical semigroup.


Figure 4.2.: The semigroup of values of the admissible ring $R=\mathbb{C}[[X, Y]] /\left\langle\left(X^{5}-Y^{2}\right) Y\right\rangle$ of Example 4.70.

Proposition 4.72. A numerical semigroup is finitely generated.
Proof. Let $G=\left\{\alpha \in S \mid 0<\alpha<2 \gamma_{S}\right\}$. Then $G$ is finite, and $S$ is generated by $G$ as a monoid.

Definition 4.73. Let $S$ be a numerical semigroup, and let $R$ be a ring. We denote by $R\left[t^{S}\right]$ the subset of $R[t]$ consisting of all polynomials $\sum_{\alpha \in S} r_{\alpha} t^{\alpha}$, where only finitely many coefficients $r_{\alpha}$ are different from 0 . With the usual addition

$$
\sum_{\alpha \in S} r_{\alpha} t^{\alpha}+\sum_{\beta \in S} s_{\beta} t^{\beta}=\sum_{\alpha \in S}\left(r_{\alpha}+s_{\alpha}\right) t^{\alpha}
$$

and the multiplication

$$
\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}\right)\left(\sum_{\beta \in S} s_{\beta} t^{\beta}\right)=\sum_{\delta \in S} \sum_{\substack{\alpha, \beta \in S, \alpha+\beta=\delta}} r_{\alpha} s_{\beta} t^{\delta}
$$

for $\sum_{\alpha \in S} r_{\alpha} t^{\alpha} \in R\left[\left[t^{S}\right]\right]$ and $\sum_{\beta \in S} s_{\beta} t^{\beta} \in R\left[\left[t^{S}\right]\right]$, the set $R\left[\left[t^{S}\right]\right]$ is a ring, the semigroup ring of $S$ over $R$.

Definition 4.74. Let $S$ be a numerical semigroup, and let $E \in \mathcal{G}_{S}$ with $E \subset S$. The quotient semigroup of $S$ by $E$, denoted by $S / E$, is the set $(S \backslash E) \cup\{\infty\}$ together with the
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Figure 4.3.: The semigroup $S=\langle 3,5\rangle$, the semigroup ideal $E=6+S \in \mathcal{G}_{S}$ (red), and the quotient semigroup $S / E$ of Example 4.76.
operation defined by

$$
\alpha * \beta= \begin{cases}\alpha+\beta & \text { if } \alpha, \beta \in S \backslash E \text { and } \alpha+\beta \in E \\ \infty & \text { else }\end{cases}
$$

for any $\alpha, \beta \in S / E$. We will also write + for the "addition" in $S / E$.
Remark 4.75. Let $S$ be a numerical semigroup, and let $E \in \mathcal{G}_{S}$ with $E \subset S$. Then $S \backslash E$ and hence also $S / E$ are finite since $E$ satisfies property (E0). Moreover, $S / E$ is indeed a commutative monoid.

Example 4.76. Consider the numerical semigroup $S=\langle 3,5\rangle$ and the semigroup ideal $E=6+S \in \mathcal{G}_{S}$. Then the quotient semigroup $S / E$ is given by the set $\{0,3,5,8,10,13, \infty\}$, see Figure 4.3. In $S / E$ we have for example $5+8=13$ and $3+13=\infty$.

Definition 4.77. Let $S$ be a numerical semigroup, let $E \in \mathcal{G}_{S}$ with $E \subset S$, and let $R$ be a ring.
(1) We denote by $R\left[\left[t^{E}\right]\right]$ the set of all formal sums $\sum_{\alpha \in E} r_{\alpha} t^{\alpha}$ with $\left(r_{\alpha}\right)_{\alpha \in E} \in R^{E}$.
(2) If $\sum_{\alpha \in E} r_{\alpha} t^{\alpha} \in R\left[\left[t^{E}\right]\right]$ with $r_{\alpha}=0$ for all $\alpha \in F$ for some subset $F$ of $E$, we write $\sum_{\alpha \in E \backslash F} r_{\alpha} t^{\alpha}=\sum_{\alpha \in E} r_{\alpha} t^{\alpha}$.
(3) We write $R\left[t^{S / E}\right]$ for the set of formal sums $\sum_{\alpha \in S / E} r_{\alpha} t^{\alpha}$ with $\left(r_{\alpha}\right)_{\alpha \in S / E} \in R^{S / E}$ modulo the relation $t^{\infty}=0$. In particular, for any element of $R\left[t^{S / E}\right]$ we find a representative of the form $\sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}$ with $\left(r_{\alpha}\right)_{\alpha \in S \backslash E} \in R^{S \backslash E}$.

Remark 4.78. Let $S$ be a numerical semigroup, let $E, F \in \mathcal{G}_{S}$ with $E, F \subset S$, and let $R$ be a ring.
(1) With the usual addition

$$
\sum_{\alpha \in S} r_{\alpha} t^{\alpha}+\sum_{\beta \in S} s_{\beta} t^{\beta}=\sum_{\alpha \in E \cup F}\left(r_{\alpha}+s_{\alpha}\right) t^{\alpha}
$$

and the multiplication

$$
\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}\right)\left(\sum_{\beta \in S} s_{\beta} t^{\beta}\right)=\sum_{\delta \in S} \sum_{\substack{\alpha, \beta \in S, \alpha+\beta=\delta}} r_{\alpha} s_{\beta} t^{\delta}
$$

for $\sum_{\alpha \in S} r_{\alpha} t^{\alpha} \in R\left[\left[t^{S}\right]\right]$ and $\sum_{\beta \in S} s_{\beta} t^{\beta} \in R\left[\left[t^{S}\right]\right]$, the set $R\left[\left[t^{S}\right]\right]$ is an $R$-algebra. Moreover, $E \in \mathcal{G}_{S}$ with $E \subset S$ implies that $R\left[\left[t^{E}\right]\right]$ is an ideal of $R\left[\left[t^{S}\right]\right]$.
(2) Similarly, also the set $R\left[t^{S / E}\right]$ is an $R$-algebra.

Proposition 4.79. Let $S$ be a numerical semigroup, let $E \in \mathcal{G}_{S}$ with $E \subset S$, and let $R$ be a ring. There is a surjective $R$-algebra homomorphism

$$
\begin{aligned}
\Psi: R\left[\left[t^{S}\right]\right] & \rightarrow R\left[t^{S / E}\right], \\
\sum_{\alpha \in S} r_{\alpha} t^{\alpha} & \mapsto \sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}
\end{aligned}
$$

inducing an $R$-algebra isomorphism

$$
\begin{aligned}
\psi: R\left[\left[t^{S}\right]\right] / R\left[\left[t^{E}\right]\right] & \rightarrow R\left[t^{S / E}\right] \\
\sum_{\alpha \in S} r_{\alpha} t^{\alpha}+R\left[\left[t^{E}\right]\right] & \mapsto \sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}
\end{aligned}
$$

In particular, there is a commutative diagram

where $\pi: R\left[\left[t^{S}\right]\right] \rightarrow R\left[\left[t^{S}\right]\right] / R\left[\left[t^{E}\right]\right]$ is the canonical surjection.
Proof. Let $\sum_{\alpha \in S} r_{\alpha} t^{\alpha}, \sum_{\beta \in S} s_{\beta} t^{\beta} \in R\left[\left[t^{S}\right]\right]$. Then

$$
\begin{aligned}
\psi\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}+\sum_{\beta \in S} s_{\beta} t^{\beta}\right) & =\psi\left(\sum_{\alpha \in S}\left(r_{\alpha}+s_{\alpha}\right) t^{\alpha}\right) \\
& =\overline{\sum_{\alpha \in S \backslash E}\left(r_{\alpha}+s_{\alpha}\right) t^{\alpha}} \\
& =\frac{\sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}}{}+\overline{\sum_{\beta \in S \backslash E} s_{\beta} t^{\beta}} \\
& =\psi\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}\right)+\psi\left(\sum_{\beta \in S} s_{\beta} t^{\beta}\right)
\end{aligned}
$$
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and

$$
\left.\begin{array}{rl}
\psi\left(\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}\right)\left(\sum_{\beta \in S} s_{\beta} t^{\beta}\right)\right) & =\psi\left(\sum_{\substack{ \\
\delta \in S}} \sum_{\substack{\alpha, \beta \in S \\
\alpha+\beta=\delta}} r_{\alpha} s_{\beta} t^{\delta}\right) \\
& =\frac{\sum_{\delta \in S \backslash E} \sum_{\substack{\alpha, \beta \in S \\
\alpha+\beta=\delta}} r_{\alpha} s_{\beta} t^{\delta}}{\sum_{\delta \in S \backslash E} \sum_{\alpha, \beta \in S \backslash E}^{\alpha+\beta=\delta}} r_{\alpha} s_{\beta} t^{\delta} \\
& =\left(\frac{\sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}}{}\right)\left(\sum_{\beta \in S \backslash E} s_{\beta} t^{\beta}\right. \tag{4.18}
\end{array}\right)
$$

where the equality in Equation (4.11) follows since $E$ satisfies property (E0), i.e. $E+S \subset E$. Moreover, since $\psi$ is obviously $R$-linear, it is an $R$-algebra homomorphism.

Let now $\sum_{\alpha \in S} r_{\alpha} t^{\alpha} \in R\left[\left[t^{S}\right]\right]$ with

$$
\overline{\sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}}=\psi\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}\right)=\overline{0} .
$$

Then $r_{\alpha}=0$ for all $\alpha \in S \backslash E$ (see Definitions 4.74 and 4.77.(3)), and hence $\sum_{\alpha \in S} r_{\alpha} t^{\alpha} \in$ $R\left[\left[t^{E}\right]\right]$. Therefore, $\operatorname{ker} \Psi \subset R\left[\left[t^{E}\right]\right]$.
Moreover, if $\sum_{\alpha \in E} r_{\alpha} t^{\alpha} \in R\left[\left[t^{E}\right]\right]$, then

$$
\Psi\left(\sum_{\alpha \in E} r_{\alpha} t^{\alpha}\right)=\overline{0} .
$$

This yields $\operatorname{ker} \Psi=R\left[\left[t^{E}\right]\right]$.
Finally, let $\overline{\sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}} \in R\left[t^{S / E}\right]$ (note that we can write any element of $R\left[t^{S / E}\right]$ in this form, see Definition 4.77.(3)). Then by setting $r_{\alpha}=0$ for all $\alpha \in E$ we obtain $\sum_{\alpha \in S} r_{\alpha} t^{\alpha} \in R\left[\left[t^{S}\right]\right]$ and

$$
\psi\left(\sum_{\alpha \in S} r_{\alpha} t^{\alpha}\right)=\overline{\sum_{\alpha \in S \backslash E} r_{\alpha} t^{\alpha}} .
$$

Hence, $\Psi$ is also surjective, and the homomorphism theorem yields the statement.

### 4.8. Semigroup Rings over $\mathbb{C}$

Considering quasihomogeneous curves in Chapters 6 and 7 we will deal with semigroup rings over $\mathbb{C}$. Here we study some basic properties.
Proposition 4.80. Let $S$ be a numerical semigroup. Then $\mathbb{C}\left[\left[t^{S}\right]\right]$ is a local admissible ring with maximal ideal

$$
\mathfrak{m}_{\left.\mathbb{C}\left[t^{S}\right]\right]}=\left\{x \in \mathbb{C}\left[\left[t^{S}\right]\right] \mid \operatorname{ord}_{t}(x) \geq 0\right\} .
$$

Moreover, we have $\mathcal{V}_{\left.\mathbb{C}\left[t t^{S}\right]\right]}=\{\mathbb{C}[[t]]\}$, the corresponding valuation is $\operatorname{ord}_{t}$, and

$$
\left.\left.\Gamma_{\mathbb{C}[t s}\right]\right]=S
$$

Proposition 4.81. Let $S$ be a numerical semigroup. The set

$$
\mathfrak{m}_{\mathbb{C}\left[t^{S}\right]}=\left\{x \in \mathbb{C}\left[t^{S}\right] \mid \operatorname{ord}_{t}(x)>0\right\}
$$

is a maximal ideal of $\mathbb{C}\left[t^{S}\right]$, and $\mathbb{C}\left[\left[t^{S}\right]\right]$ is the $\mathfrak{m}_{\mathbb{C}\left[t^{S}\right]}$-adic completion of $\mathbb{C}\left[t^{S}\right]$.
Proof. Obviously, $\mathfrak{m}_{\mathbb{C}\left[t^{S}\right]}$ is an ideal of $\mathbb{C}\left[t^{S}\right]$, and $\mathbb{C}\left[t^{S}\right] / \mathfrak{m}_{\mathbb{C}\left[t^{S}\right]} \cong \mathbb{C}$. Thus, $\mathfrak{m}_{\mathbb{C}\left[t^{S}\right]}$ is a maximal ideal of $\mathbb{C}\left[t^{S}\right]$. Then it is also easy to see that $\mathbb{C}\left[\left[t^{S}\right]\right]$ is the $\mathfrak{m}_{\mathbb{C}\left[t^{s}\right]^{S} \text {-adic completion }}$ of $\mathbb{C}\left[t^{S}\right]$.
Lemma 4.82. Let $S$ be a numerical semigroup. Then $\mathbb{C}\left[t^{S}\right]$ is Noetherian.
Proof. By Proposition $4.72 S$ admits a finite set $G$ of generators. Then $\mathbb{C}\left[t^{S}\right]$ is generated as a $\mathbb{C}$-algebra by $\left\{t^{\alpha} \mid \alpha \in G\right\}$. Thus, $\mathbb{C}\left[t^{S}\right]$ is Noetherian by Theorem A.1.
Corollary 4.83. Let $S$ be a numerical semigroup. Then $\mathbb{C}\left[\left[t^{S}\right]\right]$ is Noetherian.
Proof. This follows from Proposition 4.80, Lemma 4.82 and Theorem A. 53.
Lemma 4.84. Let $S$ be a numerical semigroup. Then $\overline{\mathbb{C}\left[\left[t^{S}\right]\right]}=\mathbb{C}[[t]]$. In particular, $\operatorname{dim} \mathbb{C}\left[\left[t^{S}\right]\right]=1$.
Proof. Since $S$ is a good semigroup (see Remark 4.6.(2)), we have

$$
\begin{equation*}
t^{\gamma_{S}} \mathbb{C}[[t]] \subset \mathbb{C}\left[\left[t^{S}\right]\right] \tag{4.12}
\end{equation*}
$$

This implies $Q_{\mathbb{C}\left[\left[t^{S}\right]\right]}=\mathbb{C}[[t]]\left[t^{-1}\right]$. Moreover, Equation (4.12) and Lemma 4.82 imply that $\mathbb{C}[t t]]$ is finite over $\mathbb{C}\left[\left[t^{S}\right]\right]$. Thus $\mathbb{C}[[t]]$ is generated by integral elements over $\mathbb{C}\left[\left[t^{S}\right]\right]$ by Theorem B.11, and hence $\mathbb{C}[[t]]$ is integral over $\mathbb{C}\left[\left[t^{S}\right]\right]$ by Theorem B.10. Since $\left.\mathbb{C}[t t]\right]$ is integrally closed in $\mathbb{C}[[t]]\left[t^{-1}\right]$, this implies $\overline{\mathbb{C}\left[\left[t^{S}\right]\right]}=\mathbb{C}[[t]]$. Moreover, Theorem B. 14 yields $\operatorname{dim} \mathbb{C}\left[\left[t^{S}\right]\right]=\operatorname{dim} \mathbb{C}[t]=1$.
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Lemma 4.85. Let $S$ be a numerical semigroup. Then $\mathbb{C}\left[\left[t^{S}\right]\right]$ is local with maximal ideal $\mathfrak{m}=\left\{x \in \mathbb{C}\left[\left[t^{S}\right]\right] \mid \operatorname{ord}_{t}(x)>0\right\}$. Moreover, if $M$ is a finite set of generators of $S$ (see Proposition 4.72) not containing 0, then

$$
\mathfrak{m}=\left\langle t^{\alpha} \mid \alpha \in M\right\rangle
$$

Proof. By Lemma 4.84 we have $\overline{\mathbb{C}}\left[\left[t^{S}\right]\right]=\mathbb{C}[[t]]$, and $\mathbb{C}[[t]]$ is local with maximal ideal $t \mathbb{C}[[t]]$. Thus, the statement follows from Propositions B. 3 and B.15.

By Remark 4.6.(2) $S$ is local, and hence $\mu_{M_{S}}=\min \{\alpha \in S \mid \alpha>0\}$. Since $M$ is a set of generators of $S$, this implies $\mu_{M_{S}} \in M$. Moreover, $\left\langle t^{\alpha} \mid \alpha \in M\right\rangle \subset \mathfrak{m}$, and for any $\alpha \in M_{S}=S \backslash\{0\}$ there are $\beta_{1}^{(\alpha)}, \ldots, \beta_{n_{\alpha}}^{(\alpha)} \in M$ with $n_{\alpha} \geq 1$ such that $\alpha=\sum_{i=1}^{n_{\alpha}} \beta_{i}^{(\alpha)}$.

Let now $\sum_{\alpha \in S} a_{\alpha} t^{\alpha} \in \mathfrak{m}$. Then $a_{0}=0$, and we can write

$$
\begin{aligned}
\sum_{\alpha \in M_{S}} a_{\alpha} t^{\alpha} & =\sum_{\substack{\alpha \in S \\
\alpha<\mu_{M_{S}}+\gamma_{S}}} a_{\alpha} t^{\alpha}+\sum_{\substack{\alpha \in S \\
\alpha \geq \mu_{M_{S}}+\gamma_{S}}} a_{\alpha} t^{\alpha} \\
& =\sum_{\substack{\alpha \in S \\
\alpha<\mu_{M_{S}}+\gamma_{S}}} a_{\alpha} t^{\sum_{i=1}^{n_{\alpha} \beta_{i}^{(\alpha)}}+t^{\mu_{M_{S}}} \sum_{\substack{\alpha \in S \\
\alpha \geq \mu_{M_{S}}+\gamma_{S}}} a_{\alpha} t^{\alpha-\mu_{M_{S}}}} \\
& =\sum_{\substack{\alpha \in S \\
\alpha<\mu_{M_{S}}+\gamma_{S}}} a_{\alpha} \prod_{i=1}^{n_{\alpha}} t^{\beta_{i}^{(\alpha)}}+t^{\mu_{M_{S}}} \sum_{\substack{\alpha \in S \\
\alpha \geq \mu_{M_{S}}+\gamma_{S}}} a_{\alpha} t^{\alpha-\mu_{M_{S}}}
\end{aligned}
$$

Since $a_{\alpha} \in \mathbb{C}$ for all $\alpha \in S$, since $t^{\mu_{M_{S}}}, t^{\beta_{i}^{(\alpha)}} \in \mathfrak{m}$ for every $\alpha \in M$ and for all $i=1, \ldots, n_{\alpha}$, and since $\sum_{\substack{\alpha \in \mu_{M_{S}}+\gamma_{S}}} a_{\alpha} t^{\alpha-\mu_{M_{S}}} \subset t^{\gamma} \mathbb{C}[[t]] \subset \mathbb{C}\left[\left[t^{S}\right]\right]$, this yields the claim.

Lemma 4.86. Let $S$ be a numerical semigroup. Then $\mathbb{C}\left[\left[t^{S}\right]\right]$ is Cohen-Macaulay. Proof. Since $\operatorname{dim} \mathbb{C}\left[\left[t^{S}\right]\right]=1$ by Lemma 4.84 , since $\mathbb{C}\left[\left[t^{S}\right]\right]$ is Noetherian by Corollary 4.83 , and since $\mathbb{C}\left[\left[t^{S}\right]\right]$ is reduced by definition, the statement follows from Proposition C.13.

Proof of Proposition 4.80. By Lemmas 4.84 and $4.86 \mathbb{C}\left[\left[t^{S}\right]\right]$ is a one-dimensional ring. Moreover, $\mathbb{C}\left[\left[t^{S}\right]\right]$ is by construction reduced and complete, hence it is analytically reduced. By Lemma $4.85 \mathbb{C}\left[\left[t^{S}\right]\right]$ is local with maximal ideal

$$
\mathfrak{m}=\left\{x \in \mathbb{C}\left[\left[t^{S}\right]\right] \mid \operatorname{ord}_{t}(x)>0\right\} .
$$

This implies

$$
\mathbb{C}\left[\left[t^{S}\right]\right] / \mathfrak{m} \cong \mathbb{C} \cong \mathbb{C}[[t]] / t \mathbb{C}[[t]]
$$

Therefore, $\mathbb{C}\left[\left[t^{S}\right]\right]$ is residually rational as $\overline{\mathbb{C}}\left[\left[t^{S}\right]\right]=\mathbb{C}[[t]]$ by Lemma 4.84 , and $\mathbb{C}[[t]]$ is local with maximal ideal $t \mathbb{C}[[t]]$. Since $\operatorname{char}\left(\mathbb{C}\left[\left[t^{S}\right]\right] / \mathfrak{m}\right)=\operatorname{char}(\mathbb{C})=0, \mathbb{C}\left[\left[t^{S}\right]\right]$ has a large residue field. Thus, $\mathbb{C}\left[\left[t^{S}\right]\right]$ is admissible.

Obviously, ord $_{t}$ is a valuation of $\left.Q_{\left.\mathbb{C}\left[t^{s} S\right]\right]}=\mathbb{C}[t t]\right]\left[t^{-1}\right]$ with $\operatorname{ord}_{t}(x) \geq 0$ for all $x \in$ $\mathbb{C}\left[\left[t^{S}\right]\right]$. Since $\mathbb{C}\left[\left[t^{S}\right]\right]$ is analytically irreducible, we have $\left|\mathcal{V}_{\left.\mathbb{C}\left[t t^{S}\right]\right]}\right|=1$, see Remark 3.39 (Equation (3.19)). Thus, $\mathcal{V}_{\mathbb{C}\left[t^{s} S\right]}=\left\{\operatorname{ord}_{t}\right\}$, and the valuation ring of the valuation $\operatorname{ord}_{t}$ is

$$
\left\{x \in Q_{\left.\mathbb{C}\left[t^{S}\right]\right]} \mid \operatorname{ord}_{t}(x) \geq 0\right\}=\mathbb{C}[[t]] .
$$

This implies

$$
\Gamma_{\left.\mathbb{C}\left[t^{S}\right]\right]}=\operatorname{ord}_{t}\left(\mathbb{C}\left[\left[t^{S}\right]\right] \backslash\{0\}\right)=S
$$

## 5. Duality and Gorenstein Property

The canonical module $\omega_{R}$ of a Cohen-Macaulay ring $R$ is characterized by the duality

$$
M \mapsto \operatorname{Ext}_{R}^{\operatorname{dim} R-\operatorname{dim} M}\left(M, \omega_{R}\right)
$$

on the Cohen-Macaulay modules of $R$ (see Theorem C.22). Equivalently, there is a duality on the maximal Cohen-Macaulay modules of $R$ given by

$$
\begin{equation*}
M \mapsto \operatorname{Hom}_{R}\left(M, \omega_{R}\right) \tag{5.1}
\end{equation*}
$$

If $R$ is generically Gorenstein, then $\omega_{R}$ can by Proposition C. 23 be identified with a (regular) fractional ideal $\mathfrak{K}$ of $R$. If $R$ is one-dimensional, then all regular fractional ideals of $R$ are maximal Cohen-Macaulay modules. Therefore, Equation (5.1) induces with Lemma 2.13 a duality

$$
\mathfrak{I} \mapsto \mathfrak{K}: \mathfrak{I}
$$

on $\mathcal{R}_{R}$. This leads to the definition of a canonical ideal of a one-dimensional CohenMacaulay ring as a dualizing object on the fractional ideals, i.e. a regular fractional ideal $\mathfrak{K}$ of $R$ such that

$$
\mathfrak{I}=\mathfrak{K}:(\mathfrak{K}: \mathfrak{I})
$$

for all $\mathfrak{I} \in \mathcal{R}_{R}$. In fact, a canonical ideal of a one-dimensional Cohen-Macaulay ring $R$ is a canonical module of $R$ (see Section 5.1).

This Chapter is dedicated to a combinatorial version of this duality on the good semigroup ideals of a good semigroup and its relation to the duality on fractional ideals. In Section 5.2 we define a canonical semigroup ideal $K$ of a good semigroup $S$ as a dualizing object on the good semigroup ideals of $S$, i.e. $K-E$ is a good semigroup ideal, and

$$
\begin{equation*}
E=K-(K-E) \tag{5.2}
\end{equation*}
$$

for every good semigroup ideal $E$ of $S$. Moreover, if $R$ is an admissible ring, then canonical ideals of its semigroup of values $\Gamma_{R}$ characterize the canonical (fractional) ideals of $R$ in terms of their value semigroup ideals (see Section 5.3). This unifies and extends results by D'Anna [8] and Pol [14].

A Cohen-Macaulay ring $R$ is by Theorem C. 26 a Gorenstein ring if and only if $R$ is a canonical module of $R$. Historically, the first step in describing the value semigroup ideals of canonical ideals was a characterization of the semigroups of values of Gorenstein rings.

Kunz showed that an analytically irreducible and residually rational one-dimensional local ring $R$ is Gorenstein if and only if its (numerical) semigroup of values is symmetric [6], i.e. if and only if

$$
\begin{equation*}
\Gamma_{R}=\left\{\alpha \in D_{\Gamma_{R}} \mid \tau_{\Gamma_{R}}-\alpha \notin \Gamma_{R}\right\} \tag{5.3}
\end{equation*}
$$
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Jäger used this symmetry condition to define a canonical semigroup ideal

$$
K=\left\{\alpha \in D_{\Gamma_{R}} \mid \tau_{\Gamma_{R}}-\alpha \notin \Gamma_{R}\right\}
$$

such that a fractional ideal $\mathfrak{K}$ of $R$ with $R \subset \mathfrak{K} \subset \bar{R}$ is a canonical ideal of $R$ if and only if $\Gamma_{\mathfrak{K}}=K[11]$.

Waldi was the first to describe a symmetry property of the semigroup of values of a plane algebroid curve with two branches [3]. Note that plane algebroid curves are always Gorenstein (see [1, Corollary 5.2.9]). Delgado extended this symmetry to plane algebroid curves with arbitrarily many branches [12]. Later he generalized the symmetry of numerical semigroups to good semigroups (see Definition 5.36), and in analogy to Kunz' result he characterized Gorenstein algebroid curves by the symmetry of their semigroups of values [7]. In his setup the symmetry of the semigroup of values of an algebroid curve can be written as

$$
\begin{equation*}
\Gamma_{R}=\left\{\alpha \in D_{\Gamma_{R}} \mid \Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset\right\} \tag{5.4}
\end{equation*}
$$

(see Definition 4.31). Note that in the irreducible case Equation (5.4) reduces to Equation (5.3). Later Campillo, Delgado, and Kiyek extended Delgado's result to include analytically reduced and residually rational local rings with infinite residue field [13].

Starting from this result D'Anna followed Jäger's approach by turning Delgado's symmetry condition into an explicit formula for a canonical semigroup ideal

$$
K_{S}^{0}=\left\{\alpha \in D_{S} \mid \Delta^{S}\left(\tau_{S}-\alpha\right)=\emptyset\right\}
$$

of a good semigroup $S$ (see Definition 5.8). In analogy to Jäger's result he showed that a fractional ideal $\mathfrak{K}$ of an analytically reduced and residually rational one-dimensional local ring $R$ (having arbitrarily many branches) with $R \subset \mathfrak{K} \subset \bar{R}$ is a canonical ideal of $R$ if and only if $\Gamma_{\mathfrak{K}}=K_{\Gamma_{R}}^{0}$ [8]. In Section 5.2 we give an intrinsic definition of a canonical ideal of a good semigroup (see Definition 5.10). For a good semigroup ideal of a good semigroup this definition is equivalent to satisfying the duality of Equation (5.2) and to being a shift of D'Anna's $K^{0}$ (see Theorem 5.14).

In Section 5.3 we relate the duality on good semigroups to the duality on fractional ideals. We show that D'Anna's characterization of canonical ideals by their value semigroup ideal applies also for admissible rings. Moreover, with our definition of a canonical semigroup ideal allowing for shifts we can prove that any fractional ideal $\mathfrak{K}$ of an admissible ring $R$ is a canonical ideal of $R$ if and only if its value semigroup ideal $\Gamma_{\mathfrak{K}}$ is a canonical ideal of the semigroup of values $\Gamma_{R}$ of $R$ (see Theorem 5.31).

While giving a further characterization of local Gorenstein algebroid curves, Pol computed explicitly the value semigroup ideal of the dual $R: \mathfrak{I}$ of a fractional ideal $\mathfrak{I}$ of a Gorenstein algebroid curve $R[33,14]$. Using Delgado's characterization of Gorenstein algebroid curves in terms of their semigroups of values Pol's formula can be written as

$$
\begin{equation*}
\Gamma_{R: \mathfrak{I}}=\Gamma_{R}-\Gamma_{\mathfrak{J}} . \tag{5.5}
\end{equation*}
$$

Since $R$ is Gorenstein, it is a canonical ideal of itself. Therefore, $\Gamma_{R}$ is a canonical semigroup ideal of itself. Using properties of canonical semigroup ideals one can prove that

Equation (5.5) is valid in any admissible ring if $R$ is replaced by a canonical ideal $\mathfrak{K}$ of $R$ (see Theorem 5.34). This shows that the duality on good semigroup ideals is compatible with the duality on fractional ideals under taking values in the following sense: a regular fractional ideal $\mathfrak{K}$ of an admissible ring is a canonical ideal of $R$ if and only if its value semigroup ideal $\Gamma_{\mathfrak{K}}$ is a canonical ideal of $\Gamma_{R}$, and we obtain a commutative diagram


As a consequence of this result we extend in Section 5.4 Delgado's and Pol's characterizations of Gorensteinness from local algebroid curves to admissible rings (see Corollaries 5.37 and 5.41).

With a view towards the Grauert-Remmert algorithm for normalization presented in Section B.5.2 (also see Chapter 8) we study in Section 5.6 the endomorphism ring $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ for a local Gorenstein algebroid curve $R$ with maximal ideal $\mathfrak{m}_{R}$. We show that $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ is Gorenstein if and only if $R$ is of type $\mathrm{A}_{\mathrm{n}}$ (see [22]) for some $n \in \mathbb{N}$ (see Theorem 5.56). In the proof we use the corresponding statement for good semigroups: a good local semigroup $S$ and $M_{S}-M_{S}$ are symmetric if and only if $S$ is the semigroup of values of an algebroid curve of type $\mathrm{A}_{\mathrm{n}}$ (see Theorem 5.42).

### 5.1. Cohen-Macaulay Duality on One-dimensional Rings

Let $R$ be a one-dimensional equidimensional Cohen-Macaulay ring. Then Equation (5.1) and Lemma 2.13 lead to the following definition of a dualizing object on $\mathcal{R}_{R}$.

Definition 5.1. Let $R$ be a one-dimensional equidimensional Cohen-Macaulay ring. A regular fractional ideal $\mathfrak{K} \in \mathcal{R}_{R}$ is called a canonical (fractional) ideal of $R$ if

$$
\mathfrak{I}=\mathfrak{K}:(\mathfrak{K}: \mathfrak{I})
$$

for all $\mathfrak{I} \in \mathcal{R}_{R}$.
Being a canonical ideal is a local property in the following sense.
Lemma 5.2 (See [25], Lemma 5.1.3). Let $R$ be a one-dimensional equidimensional CohenMacaulay ring, and let $\mathfrak{K} \in \mathcal{R}_{R}$. Then $R$ is a canonical ideal of $R$ if and only if $\mathfrak{K}_{\mathfrak{m}}=$ $\mathfrak{K} R_{\mathfrak{m}} \in \mathcal{R}_{R_{\mathfrak{m}}}$ is a canonical ideal of $R_{\mathfrak{m}}$ for every $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. This follows from Lemma 2.16.(2) and (3) and Proposition A. 39 since equality is a local property (see [24, Lemma 2.6]).

In fact, if a one-dimensional Cohen-Macaulay ring $R$ has a canonical ideal $\mathfrak{K}$, then $\mathfrak{K}$ is a canonical module of $R$.
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Remark 5.3. Let $R$ be a one-dimensional equidimensional Cohen-Macaulay ring. Then a canonical ideal of $R$ is a canonical module of $R$, see [25, Remark 5.1.4].

Canonical ideals are unique "up to multiplication by units".
Proposition 5.4. Let $R$ be a one-dimensional equidimensional Cohen-Macaulay ring, and let $\mathfrak{K}$ be a canonical ideal of $R$. Then $\mathfrak{K}^{\prime} \in \mathcal{R}_{R}$ is a canonical ideal of $R$ if and only if $\mathfrak{K}^{\prime}=\mathfrak{I} \mathfrak{K}$ for some invertible fractional ideal $\mathfrak{I}$ of $R$. If $R$ is semilocal, then $\mathfrak{K}^{\prime}$ is a canonical ideal of $R$ if and only if $\mathfrak{K}^{\prime}=x \mathfrak{K}$ for some $x \in Q_{R}^{\text {reg }}$.

Proof. See [25, Proposition 5.1.5].
The existence of canonical ideals for one-dimensional Cohen-Macaulay rings can be characterized as follows.

Theorem 5.5. A one-dimensional local Cohen-Macaulay ring $R$ has a canonical ideal if and only if $\widehat{R}$ is generically Gorenstein. In particular, any one-dimensional analytically reduced local ring has a canonical ideal.

Proof. See [24, Korollar 2.12 and Satz 6.21].
Note that the particular claim of Theorem 5.5 includes local admissible rings (see Definition 3.18). Moreover, for a local admissible ring we can choose a "normalized" canonical ideal.

Corollary 5.6. Any one-dimensional analytically reduced local Cohen-Macaulay ring $R$ with large residue field has a canonical ideal $\mathfrak{K}$ such that $R \subset \mathfrak{K} \subset \bar{R}$. It is unique up to multiplication by $\bar{R}^{*}$ with unique value semigroup ideal.

Proof. See [25, Corollary 5.1.7].
Finally, as in Theorem C. 21 canonical ideals propagate along finite ring extensions.
Lemma 5.7. Let $R$ and $R^{\prime}$ be one-dimensional local Cohen-Macaulay rings, and let $\phi: R \rightarrow R^{\prime}$ be a local homomorphism such that $R^{\prime}$ is a finite $R$-module and $Q_{R}=Q_{R^{\prime}}$. If $\mathfrak{K}$ is a canonical ideal of $R$, then $\mathfrak{K}: R^{\prime}$ is a canonical ideal of $R^{\prime}$.

Proof. See [25, Lemma 5.1.8].

### 5.2. Duality on Good Semigroups

Motivated by a result by Jäger in the irreducible case (see [11, Hilfssatz 5]) D'Anna introduced the following semigroup ideal (see [8, Section 3]) based on a symmetry condition on the semigroup of values of Gorenstein algebroid curves by Delgado (see [7, Theorem 2.8]) to characterize canonical ideals in terms of their value semigroup ideals (see [8, Theorem 4.1] and Theorem 5.30).


Figure 5.1.: A good semigroup $S$ with canonical ideal $K_{S}^{0}$.

Definition 5.8. Let $S$ be a good semigroup. The set

$$
K_{S}^{0}=\left\{\alpha \in D_{S} \mid \Delta^{S}\left(\tau_{S}-\alpha\right)=\emptyset\right\}
$$

is called the (normalized) canonical (semigroup) ideal of $S$ (see Figure 5.1).

Lemma 5.9 (see [25], Lemma 5.2.2). Let $S$ be a good semigroup.
(1) The set $K_{S}^{0}$ is a semigroup ideal of $S$ satisfying property (E1)
(2) The minimal element of $K_{S}^{0}$ is $\mu_{K_{S}^{0}}=\mu_{S}=\mathbf{0}$. In particular, $S \subset K_{S}^{0} \subset \bar{S}$.
(3) The conductor of $K_{S}^{0}$ is $\gamma_{K_{S}^{0}}=\gamma_{S}$.

Proof. (1) See [8, Proposition 3.2].
(2) Since $K_{S}^{0}$ is a semigroup ideal of $S$ satisfying property (E1) by (1), it has by Lemma 4.12 a minimal element. By Lemma 4.34 we have

$$
\Delta^{S}\left(\tau_{S}-\mathbf{0}\right)=\Delta^{S}\left(\tau_{S}\right)=\emptyset
$$

and hence $\mathbf{0} \in K_{S}^{0}$ by Definition 5.8.
Now assume there is $\alpha \in K_{S}^{0}$ with $\alpha \nsupseteq \mathbf{0}$. Then there is $i \in I$ such that $\alpha_{i}<0$. Using (1) to apply property (E1) in $K_{S}^{0}$ to $\alpha$ and $\mathbf{0}$ yields a $\beta \in K_{S}^{0}$ with $\beta<\mathbf{0}$ and $\beta_{i}<0$. Therefore, $\left(\tau_{S}-\beta\right)_{i} \geq \gamma_{S}$, and hence $\Delta_{i}\left(\tau_{S}-\beta\right) \neq \emptyset$. This implies $\beta \neq K_{S}^{0}$, contradicting the assumption $\alpha \in K_{S}^{0}$. The particular claim follows from (1) and Lemma 4.14.
(3) By (1) and Lemmas 4.12 and $4.18, K_{S}^{0}$ also has a conductor. Since $K_{S}^{0}+S \subset K_{S}^{0}$ by (1) and $0 \in K_{S}^{0}$ by (2), we have $\gamma_{K_{S}^{0}} \leq \gamma_{S}$.
Now let $\alpha \in D_{S}$ with $\alpha \geq \gamma_{S}$. Then $\tau_{S}-\alpha<\mathbf{0}$, and hence $\Delta^{S}\left(\tau_{S}-\alpha\right)=\emptyset$ since $\mu_{S}=\mathbf{0}$. This implies $\gamma_{K_{S}^{0}} \geq \gamma_{S}$.

## 5. Duality and Gorenstein Property

The following definition of a canonical semigroup ideal relies on the inclusion relations of good semigroup ideals and avoids a fixed conductor.

Definition 5.10. Let $S$ be a good semigroup. A good semigroup ideal $K \in \mathcal{G}_{S}$ is called a canonical (semigroup) ideal of $S$ if $K \subset E$ implies $K=E$ for all $E \in \mathcal{G}$ with $\gamma_{K}=\gamma_{E}$.

Remark 5.11 (See [25], Remark 5.2.6). If $K$ is a canonical ideal of $S$, then also $\alpha+K$ is a canonical ideal of $S$ for any $\alpha \in D_{S}$. This follows immediately from Definition 5.10 and Remark 4.21.(1).

Proposition 5.12. Let $S$ be a good semigroup. Then for any $\alpha \in D_{S}$ there is a canonical ideal $K$ of $S$ having conductor $\gamma_{K}=\alpha$.

Proof. First we show that there is a canonical ideal $K$ of $S$ with conductor $\gamma_{K}=\gamma_{S}$. By Remark 4.6.(3) we have $S \in \mathcal{G}_{S}$. So there is a good semigroup ideal of $S$ with conductor $\gamma_{S}$. Now assume that $S$ does not have a canonical ideal with conductor $\gamma_{S}$. Then for any $E \in \mathcal{G}_{S}$ with $\gamma_{E}=\gamma_{S}$ there is an $E^{\prime} \in \mathcal{G}_{S}$ with $\gamma_{E^{\prime}}=\gamma_{S}$ and $E \subsetneq E^{\prime}$. Then starting with some $E^{(0)} \in \mathcal{G}_{S}$ with $\gamma_{E^{(0)}}=\gamma_{S}$ we find a sequence

$$
\left(E^{(i)}\right)_{i \in \mathbb{N}} \in\left(\mathcal{G}_{S}\right)^{\mathbb{N}}
$$

where $\gamma_{E^{(i)}}=\gamma_{S}$ and $E^{(i)} \subset E^{(i+1)}$ for all $i \in \mathbb{N}$. This yields

$$
\begin{equation*}
d\left(E^{(i+1)} \backslash E^{(i)}\right)>0 \tag{5.6}
\end{equation*}
$$

for all $i \in \mathbb{N}$ by Remark 4.47.(2) and Proposition 4.50. Moreover, Lemma 4.29 implies

$$
\mu_{E^{(i)}} \geq \gamma_{E^{(i)}}-\gamma_{S}=0
$$

for all $i \in \mathbb{N}$, and hence $E^{(i)} \subset \bar{S}$.
Therefore, we obtain with Equation (5.6), Lemma 4.49 and Remark 4.47.(2) for any $i \in \mathbb{N}$

$$
\begin{equation*}
d\left(\bar{S} \backslash E^{(i)}\right)<d\left(\bar{S} \backslash E^{(i)}\right)-d\left(E^{(i+1)} \backslash E^{(i)}\right)=d\left(\bar{S} \backslash E^{(i+1)}\right) \in \mathbb{N} \tag{5.7}
\end{equation*}
$$

Then by induction there is a $j \in \mathbb{N}$ such that

$$
d\left(\bar{S} \backslash E^{(j)}\right)<0
$$

contradicting Equation (5.7). Thus, there is a canonical ideal $K$ of $S$ with conductor $\gamma_{K}=\gamma_{S}$.

Set $\beta=\alpha-\gamma_{S}$. Then $\beta+K$ is by Remark 5.11 a canonical ideal of $S$ with conductor $\gamma_{\beta+K}=\beta+\gamma_{K}=\alpha+\gamma_{S}-\gamma_{S}=\alpha$.

The following result was stated by Barucci, D'Anna, and Fröberg in for the normalized canonical semigroup ideal (see [10, Proposition 2.15]).

Proposition 5.13 (See [25], Proposition 5.2.5). Let $S$ be a good semigroup, and let $S=\prod_{m \in M} S_{m}$ be the decomposition of $S$ into local good semigroups (see Theorem 4.9). Then a good semigroup ideal $K \in \mathcal{G}_{S}$ is a canonical ideal of $S$ if and only if $K_{m}$ is a canonical ideal of $S_{m}$ for every $m \in M$.

Proof. First note that $K_{m} \in \mathcal{G}_{S_{m}}$ for any $m \in M$ by Theorem 4.9. Suppose that $K$ is a canonical ideal of $S$. Let $m \in M$, and assume that $K_{m}$ is not a canonical ideal of $S_{m}$. Then there is an $E_{m} \in \mathcal{G}_{S_{m}}$ with $\gamma_{E_{m}}=\gamma_{K_{m}}$ and $K_{m} \subsetneq E_{m}$. Now Lemmas 4.11.(4) and 4.28 yield

$$
E=E_{m} \times \prod_{n \in M \backslash\{m\}} K_{n} \in \mathcal{G}_{S}
$$

with $\gamma_{E}=\gamma_{K}$ and $K \subsetneq E$, contradicting $E$ being a canonical ideal.
Suppose now that $K_{n}$ is a canonical ideal of $S_{m}$ for all $m \in M$. Let $E \in \mathcal{G}_{S}$ with $\gamma_{E}=\gamma_{K}$ and $E \subset K$. Then for every $m \in M$ Theorem 4.9 and Lemma 4.28 yield $E_{m} \in \mathcal{G}_{S_{m}}$ with $\gamma_{E_{m}}=\gamma_{K_{m}}$ and $K_{m} \subset E_{m}$. Since $K_{m}$ is a canonical ideal of $S_{m}$, this implies $K_{m}=E_{m}$ for every $m \in M$, and hence $E=K$. Thus, $K$ is a canonical ideal of $S$.

Our aim in this section is to establish the following result on canonical semigroup ideals in analogy with the properties of canonical ideals of admissible rings (see Theorems C.20, C.21, and C.22).

Theorem 5.14 (See [25], Theorem 5.2.6). Any good semigroup $S$ has a canonical ideal. Moreover, for any $K \in \mathcal{G}_{S}$ the following are equivalent:
(a) $K$ is a canonical ideal of $S$.
(b) There is an $\alpha \in D_{S}$ such that $\alpha+K=K_{S}^{0}$.
(c) For all $E \in \mathcal{G}_{S}$ we have $K-(K-E)=E$.

If $K$ is a canonical ideal of $S$, then the following hold:
(1) $S \subset K \subset \bar{S}$ if and only if $K=K_{S}^{0}$.
(2) If $E \in \mathcal{G}_{S}$, then $K-E \in \mathcal{G}_{S}$.
(3) $K-K=S$.
(4) If $S^{\prime}$ is a good semigroup with $S \subset S^{\prime} \subset \bar{S}$, then $K^{\prime}=K-S^{\prime}$ is a canonical ideal of $S^{\prime}$.

Proof. For the existence of a canonical ideal see Proposition 5.19.
(a) $\Longrightarrow(b)$ See Proposition 5.19.
$(\mathrm{b}) \Longrightarrow(\mathrm{c})$ See Corollary 5.28.
$(\mathrm{c}) \Longrightarrow(\mathrm{a})$ See Proposition 5.24.
(1) See Corollary 5.20.
(2) See Corollary 5.21.
(3) See Corollary 5.29.

## 5. Duality and Gorenstein Property

(4) See Corollary 5.23.

In particular, the equivalent statements of Theorem 5.14 show that for a good semigroup $S$ the normalized canonical ideal $K_{S}^{0}$ is a canonical ideal of $S$ in the sense of Definition 5.10, and hence a good semigroup ideal of $S$. This was stated in [10, Proposition 2.14].
Remark 5.15 (See [25], Remark 5.2.7). As the example given in Figure 5.2 shows, the assumption $E \in \mathcal{G}_{S}$ in Theorem 5.14.(c) and (2) is necessary.
The rest of this section is concerned with the proof of Theorem 5.14. To keep the notations shorter, we will write $\tau$ for $\tau_{S}$ and $\gamma$ for $\gamma_{S}$ if $S$ is a good semigroup.

First we deal with the statement of Theorem 5.14.(2) in the case $K=K_{S}^{0}$. For this we collect some properties of $K_{S}^{0}$.

Lemma 5.16 (See [25], Lemma 5.2.8). Let $S$ be a good semigroup. Then the semigroup ideal $K_{S}^{0}$ of $S$ (see Lemma 5.9.(1)) has the following properties:
(1) If $E$ is a semigroup ideal of $S$, then

$$
K_{S}^{0}-E=\left\{\alpha \in D_{S} \mid \Delta^{E}(\tau-\alpha)=\emptyset\right\} .
$$

(2) $\Delta^{K_{S}^{0}}(\tau)=\emptyset$.
(3) If $S$ is local (see Definition 4.5.(3)) and $|I| \geq 2$, then

$$
\tau+\underset{\substack{J \subset I \\|J| \leq|I|-2}}{ } \sum_{j \in J} \mathbb{N e}_{j} \subset K_{S}^{0} .
$$

(4) If $S$ is local and $|I| \geq 3$, then

$$
\tau+\bigcup_{i \in I} \mathbb{N e}_{i} \subset K_{S}^{0}
$$

Proof. (1) See [8, Computation 3.3].
(2) Let $\alpha \in \Delta^{K_{S}^{0}}(\tau)$. Then there is $i \in I$ such that

$$
\begin{aligned}
& \alpha_{i}=\tau_{i}, \\
& \alpha_{j}>\tau_{j} \text { for all } j \in I \backslash\{j\} .
\end{aligned}
$$

This implies

$$
\begin{aligned}
\tau_{i}-\alpha_{i} & =0, \\
\tau_{j}-\alpha_{j} & <0 \text { for all } j \in I \backslash\{j\},
\end{aligned}
$$

and hence

$$
0 \in \Delta_{i}(\tau-\alpha) .
$$

Since also $0 \in S$, this yields $\Delta^{S}(\tau-\alpha) \neq \emptyset$. Therefore, $\alpha \notin K_{S}^{0}$ by Definition 5.8.


Figure 5.2.: A good semigroup $S$ and semigroup ideal $E$ of $S$ satisfying property (E1) but not (E2), where $K_{S}^{0}-E \notin \mathcal{G}_{S}$ and $E \subsetneq K_{S}^{0}-\left(K_{S}^{0}-E\right)$.
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(3) Let $S$ be a local good semigroup, and let

$$
\alpha \in \bigcup_{\substack{J \subset I \\|J| \leq I| |-2}} \tau+\sum_{j \in J} \mathbb{N e}_{j} .
$$

This means there is $J \subset I$ with $|J| \leq|I|-2$, and for all $j \in J$ there are $n_{j} \in \mathbb{N}$ such that

$$
\alpha=\tau+\sum_{j \in J} n_{j} \mathbf{e}_{j} .
$$

This implies

$$
\tau-\alpha=-\sum_{j \in J} n_{j} \mathbf{e}_{j} \leq 0
$$

Now assume there is

$$
\beta \in \Delta^{S}(\tau-\alpha) \neq \emptyset,
$$

i.e. there is $i \in I$ such that

$$
\begin{aligned}
& \beta_{i}=\tau_{i}-\alpha_{i}, \\
& \beta_{j}>\tau_{j}-\alpha_{j} \text { for all } j \in I \backslash\{i\} .
\end{aligned}
$$

In particular, $\beta_{i} \leq 0$. Thus, $\beta \in S$ implies $\beta_{i}=0$ as $\mu_{s}=\mathbf{0}$. Then $\beta=0$ since $S$ is local, and hence $\alpha_{i}=\tau_{i}$.
However, since $|I| \geq 2$ and $|J| \leq|I|-2$, there is $k \in I \backslash\{i\}$ such that

$$
\beta_{k}>\tau_{k}-\alpha_{k}=0,
$$

and hence

$$
0 \notin \Delta^{S}(\tau-\alpha) .
$$

This yields

$$
\Delta(\tau-\alpha)=\emptyset,
$$

and thus $\alpha \in K_{S}^{0}$ by Definition 5.8.
(4) Let $S$ be local, and let

$$
\alpha \in \tau+\bigcup_{i \in I} \mathbb{N e}_{i}
$$

Then there is $i \in I$ and $n \in \mathbb{N}$ such that $\alpha=\tau+n \mathbf{e}_{i}$. This implies

$$
\tau-\alpha=-n \mathbf{e}_{i}
$$

Therefore,

$$
\Delta_{i}^{S}(\tau-\alpha)=\Delta_{i}^{S}\left(-n \mathbf{e}_{i}\right)=\left\{\beta \in D_{S} \mid \beta_{i}=-n \text { and } \beta_{j}>0 \text { for all } j \in I \backslash\{i\}\right\}=\emptyset
$$

since $\mu_{S}=\mathbf{0}$, and

$$
\Delta_{j}^{S}(\tau-\alpha)=\Delta_{j}^{S}\left(-n \mathbf{e}_{i}\right)=\emptyset
$$

for all $j \in I \backslash\{i\}$ since $S$ is local, and hence $\mathbf{0}$ is the only element of $S$ with a zero component but

$$
\mathbf{0} \notin \Delta_{j}^{S}\left(-n \mathbf{e}_{i}\right)=\left\{\beta \in D_{S} \mid \beta_{j}=0, \beta_{i}>-n \text { and } \beta_{k}>0 \text { for all } k \in I \backslash\{i, j\}\right\}
$$

Hence, $\alpha \in K_{S}^{0}$ by Definition 5.8.
The proof of Theorem 5.14.(2) is obtained by the following Proposition. In particular, it shows that $K_{S}^{0}$ is a good semigroup ideal of $S$. D'Anna established a weaker statement, where (E2) is replaced by a certain property (E3) (see [8, Theorem 3.6]). This property (E3) follows from (E2) (see [8, Proposition 2.3]).

Proposition 5.17 (See [25], Proposition 5.2.9). Let $S$ be a good semigroup. Then $K_{S}^{0}-E \in$ $\mathcal{G}_{S}$ for any $E \in \mathcal{G}_{S}$. In particular, $K_{S}^{0} \in \mathcal{G}_{S}$.

Proof. The idea of the following proof is illustrated in Figure 5.3.
Let $E \in \mathcal{G}_{S}$, and suppose that $K_{S}^{0}-E \notin \mathcal{G}_{S}$. Since $K_{S}^{0}-E$ is a semigroup ideal of $S$ satisfying property (E1) by Lemmas 4.18 and 5.9.(1), it then has to violate property (E2). This means that there are $\alpha, \beta \in K_{S}^{0}-E$ with

$$
\emptyset \neq J=\left\{j \in I \mid \alpha_{j} \neq \beta_{j}\right\} \subset I
$$

such that

$$
\zeta^{(0)}=\inf \{\alpha, \beta\} \in K_{S}^{0}-E
$$

and there is an $l_{0} \in I \backslash J$ such that

$$
\zeta \notin K_{S}^{0}-E
$$

for any $\zeta \in D_{S}$ with

$$
\begin{aligned}
\zeta_{l_{0}} & >\zeta_{l_{0}}^{(0)} \\
\zeta_{i} & \geq \zeta_{i}^{(0)} \text { for all } i \in I \\
\zeta_{j} & \geq \zeta_{j}^{(0)} \text { for all } j \in J
\end{aligned}
$$

In particular, any choice of a sequence $\left(l_{r}\right)_{r \in \mathbb{N}}$ in $I \backslash J$ yields a sequence $\left(\zeta^{(r)}\right)_{r \in \mathbb{N}}$ in $D_{S}$ with

$$
\begin{align*}
\zeta^{(0)} & \in K_{S}^{0}-E,  \tag{5.8}\\
\zeta^{(r)}=\zeta^{(r-1)}+\mathbf{e}_{l_{r-1}} & \notin K_{S}^{0}-E . \tag{5.9}
\end{align*}
$$

By Lemma 5.16.(1) this means that

$$
\begin{equation*}
\Delta^{E}\left(\tau-\zeta^{(0)}\right)=\emptyset \tag{5.10}
\end{equation*}
$$

and that for any $r \geq 1$ there is an $i \in I$ such that

$$
\begin{equation*}
\Delta_{i}^{E}\left(\tau-\zeta^{(r)}\right) \neq \emptyset \tag{5.11}
\end{equation*}
$$

## 5. Duality and Gorenstein Property

We construct a sequence as above by induction on $r$ with the additional property that for $r \geq 1$ we have

$$
\begin{equation*}
\Delta_{j}^{E}\left(\tau-\zeta^{(r)}\right)=\emptyset \tag{5.12}
\end{equation*}
$$

for all $j \in J$, where in each step we pick an $l_{r} \in I \backslash J$ and a

$$
\begin{equation*}
\delta^{(r)} \in \Delta_{l_{r}}^{E}\left(\tau-\zeta^{(r)}\right) . \tag{5.13}
\end{equation*}
$$

Assume we have a sequence $\left(l_{t}\right)_{t=1, \ldots, r-1}$ in $I \backslash J$ satisfying Equations (5.8), (5.9), (5.10), (5.11), (5.12), and (5.13), and suppose there is a $j \in J$ such that

$$
\Delta_{j}^{E}\left(\tau-\zeta^{(r)}\right) \neq \emptyset .
$$

In particular, we then have $j \neq l_{r-1}$. By Equation (5.11), and since $\zeta^{(r)}=\zeta^{(r-1)}+\mathbf{e}_{l_{r-1}}$ (see Equation (5.9)), this implies that there is a

$$
\begin{align*}
\delta & \in \Delta_{j}^{E}\left(\tau-\zeta^{(r)}\right)  \tag{5.14}\\
& =\Delta_{j}^{E}\left(\tau-\zeta^{(r-1)}\right) \cup \Delta_{\left\{j, l_{r-1}\right\}}^{E}\left(\tau-\zeta^{(r-1)}\right)  \tag{5.15}\\
& =\Delta_{\left\{j, l_{r-1}\right\}}^{E}\left(\tau-\zeta^{(r-1)}\right), \tag{5.16}
\end{align*}
$$

where the union in Equation (5.15) is disjoint, and the equality in Equation (5.16) follows from the induction hypothesis $\Delta_{j}^{E}\left(\tau-\zeta^{(r-1)}\right)=\emptyset$ for all $j \in J$ (see Equation (5.12)). We deduce contradictions with different arguments for $r=1$ and $r \geq 2$, respectively.

First consider the case $r=1$. As $j \in J$, we may assume that

$$
\begin{equation*}
\beta_{j}>\alpha_{j}=\zeta_{j}^{(0)} \tag{5.17}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\beta_{l_{0}}=\zeta_{l_{0}}^{(0)} \tag{5.18}
\end{equation*}
$$

by the choice of $l_{0} \in I \backslash J$. Since $\beta \in K_{S}^{0}-E$ and $\delta \in E$, we get

$$
\begin{equation*}
\delta+\beta \in K_{S}^{0} . \tag{5.19}
\end{equation*}
$$

Then Equations (5.14), (5.15), and (5.16) yield

$$
\delta+\zeta^{(0)} \in \Delta_{\left\{j, l_{0}\right\}}(\tau)
$$

and this implies with Equations (5.17), (5.18), and (5.19)

$$
\delta+\beta \in \Delta_{l_{0}}^{K_{S}^{0}}(\tau),
$$

contradicting Lemma 5.16.(2).
Assume now that $r \geq 2$. By Equations (5.13) and (5.16), and since $j \neq l_{r-1}$, we obtain

$$
\delta_{l_{r-1}}=\tau_{l_{r-1}}-\zeta_{l_{r-1}}^{(r-1)}=\delta_{l_{r-1}}^{(r-1)}
$$

and

$$
\delta_{j}=\tau_{j}-\zeta_{j}^{(r-1)}<\delta_{j}(r-1) .
$$

Since $E \in \mathcal{G}_{S}$, property (E2) applied to $\delta^{(r-1)}, \delta^{(r)} \in E$ yields an $\epsilon \in E$ with

$$
\begin{aligned}
\epsilon_{l_{r-1}} & >\delta_{l_{r-1}}^{(r-1)}=\delta_{l_{r-1}}, \\
\epsilon_{i} & \geq \min \left\{\delta_{i}^{(r-1)}, \delta_{i}\right\} \text { for all } i \in I, \\
\epsilon_{k} & =\min \left\{\delta_{k}^{(r-1)}, \delta_{k}\right\} \text { for all } k \in I \text { with } \delta_{k}^{(r-1)} \neq \delta_{k} .
\end{aligned}
$$

In particular, we have

$$
\epsilon_{j}=\delta_{j}=\tau_{j}-\zeta_{j}^{(r-1)}
$$

Then Equation (5.16) yields

$$
\epsilon \in \Delta_{j}\left(\tau-\zeta^{(r-1)}\right)
$$

contradicting the induction hypothesis (see Equation (5.12)).
Now pick

$$
r>\sum_{k \in I \backslash J}\left|\tau_{k}-\zeta_{k}^{(1)}-\left(\mu_{E}\right)_{k}\right| .
$$

Then Equation (5.13) yields

$$
\delta_{l_{r}}^{(r)}=\tau_{l_{r}}-\zeta_{l_{r}}^{(r)}<\left(\mu_{E}\right)_{l_{r}} .
$$

Since $\delta^{(r)} \in E$ by Equation (5.11), this contradicts the minimality of $\mu_{E}$ in $E$. Thus, it follows that $K_{S}^{0}-E \in \mathcal{G}_{S}$.

In particular, since $K_{S}^{0}$ is a semigroup ideal of $S$ by Lemma 5.9.(1), $\mathbf{0} \in S$, and $S \in \mathcal{G}_{S}$ by Remark 4.6.(3), this yields

$$
K_{S}^{0}=K_{S}^{0}-S \in \mathcal{G}_{S} .
$$

We can now relate our definition of canonical semigroup ideals (see Definition 5.10) to D'Anna's definition of normalized canonical semigroup ideals (see Definition 5.8).

Lemma 5.18 (See [25], Proposition 5.2.10). Let $S$ be a good semigroup. Then $E \subset K_{S}^{0}$ for any $E \in \mathcal{G}_{S}$ with $\gamma_{E}=\gamma$.

Proof. Let $E \in \mathcal{G}_{S}$ with conductor $\gamma_{E}=\gamma$, and assume there is a $\beta \in E \backslash K_{S}^{0}$. Then Definition 5.8 implies that there is a $\delta \in \Delta^{S}(\tau-\beta)$. Hence, $\beta+\delta \in \Delta^{E}(E)$. However, this contradicts Lemma 4.34, and therefore $E \subset K_{S}^{0}$.

Proposition 5.19 (See Theorem 5.14.(a) $\Longrightarrow(b)$ and [25], Proposition 5.2.10). Let $S$ be a good semigroup, and let $K \in \mathcal{G}_{S}$. Then $K$ is a canonical ideal of $S$ if and only if there is an $\alpha \in D_{S}$ such that $K=\alpha+K_{S}^{0}$. In particular, for any $\delta \in D_{S}$, there is a unique canonical ideal $K$ of $S$ with $\gamma_{K}=\delta$.


Figure 5.3.: Induction step in the proof of Proposition 5.17 in case $I \backslash J=\left\{l_{r-1}\right\}$.

Proof. Using Remark 5.11, it suffices to show that $K_{S}^{0}$ is the unique canonical ideal of $S$ with conductor $\gamma_{K_{S}^{0}}=\gamma$ (see Lemma 5.9.(3)). For any $E \in \mathcal{G}_{S}$ with $\gamma_{E}=\gamma$, Lemma 5.18 yields $E \subset K_{S}^{0}$. Since $K_{S}^{0} \in \mathcal{G}_{S}$ by Proposition 5.17, this implies that $K_{S}^{0}$ is a canonical ideal of $S$.

If $K \in \mathcal{G}_{S}$ is a canonical ideal of $S$ with $\gamma_{K}=\gamma$, then Lemma 5.18 yields $K \subset K_{S}^{0}$, and hence $K=K_{S}^{0}$ by Definition 5.10. Thus, $K_{S}^{0}$ is the unique canonical ideal of $S$ with conductor $\gamma_{K_{S}^{0}}=\gamma$.

As a consequence we deduce the combinatorial counterpart of Lemma 5.7 on good semigroups.

Corollary 5.20 (See Theorem 5.14.(1)). Let $S$ be a good semigroup. If $K$ is a canonical ideal of $S$ with $S \subset K \subset \bar{S}$, then $K=K_{S}^{0}$.

Proof. By Proposition 5.19 there is an $\alpha \in D_{S}$ such that $K=\alpha+K_{S}^{0}$. Then Lemma 5.9.(2) yields $\mu_{K}=\alpha+\mu_{K_{S}^{0}}=\alpha$. Since $S \subset K \subset \bar{S}$, we have

$$
\mathbf{0}=\mu_{S} \geq \mu_{K}+\alpha \geq \mu_{\bar{S}}=\mathbf{0} .
$$

Thus, $K=K_{S}^{0}$.
The relation of Proposition 5.19 between general canonical ideals of $S$ and the normalized canonical ideal of $S$ allows for deducing the statements of Theorem 5.14 from results on $K_{S}^{0}$.

Corollary 5.21 (See Theorem 5.14.(2)). Let $S$ be a good semigroup, and let $K$ be a canonical ideal of $S$. Then $K-E \in \mathcal{G}_{S}$ for all $E \in \mathcal{G}_{S}$.

Proof. By Proposition 5.19 there is an $\alpha \in D_{S}$ such that $K=\alpha+K_{S}^{0}$. Then

$$
K-E=\left(\alpha+K_{S}^{0}\right)-E=\alpha+\left(K_{S}^{0}-E\right)
$$

by Remark 4.21.(2). Since $K_{S}^{0}-E \in \mathcal{G}_{S}$ by Proposition 5.17, Remark 4.21.(1) yields $K-E \in \mathcal{G}_{S}$.

Corollary 5.22. Let $S$ be a good semigroup, and let $K$ be a canonical ideal of $S$. Then $E \subset K$ for all $E \in \mathcal{G}_{S}$ with $\gamma_{E}=\gamma_{K}$.

Proof. This follows from Remark 4.21.(1), Lemma 5.18 and Proposition 5.19.

Corollary 5.23 (See Theorem 5.14.(4) and [25], Corollary 5.2.11). Let $S$ and $S^{\prime}$ be good semigroups such that $S \subset S^{\prime} \subset \bar{S}$. If $K$ is a canonical ideal of $S$, then $K^{\prime}=K-S^{\prime}$ is a canonical ideal of $S^{\prime}$.

## 5. Duality and Gorenstein Property

Proof. By Remark 4.6.(3) we have $S^{\prime} \in \mathcal{G}_{S}$, and Proposition 5.19 implies $K=\alpha+K_{S}^{0}$ for some $\alpha \in D_{S}$. Then Lemma 5.16.(1) and Remark 4.21.(2) yield

$$
\begin{aligned}
K^{\prime} & =\left(\alpha+K_{S}^{0}\right)-S^{\prime} \\
& =\alpha+\left(K_{S}^{0}-S^{\prime}\right) \\
& =\alpha+\left\{\beta \in D_{S} \mid \Delta^{S^{\prime}}(\tau-\beta)=\emptyset\right\} \\
& =\alpha+\tau-\tau_{S^{\prime}}+\left\{\delta \in D_{S} \mid \Delta^{S^{\prime}}\left(\tau_{S^{\prime}}-\delta\right)=\emptyset\right\} \\
& =\alpha+\tau-\tau_{S^{\prime}}+K_{S^{\prime}}^{0} .
\end{aligned}
$$

Thus, $K^{\prime}$ is a canonical ideal of $S^{\prime}$ by Proposition 5.19.
In the following two Propositions 5.24 and 5.26 we establish an equivalent definition of canonical semigroup ideals (see Theorem 5.14.(c)) which corresponds to the definition of canonical fractional ideals (see Definition 5.1).

Proposition 5.24 (See Theorem 5.14.(c) $\Longrightarrow$ (a) and [25], Proposition 5.2.13). Let $S$ be a good semigroup. If $K \in \mathcal{G}_{S}$ with $K-(K-E)=E$ for all $E \in \mathcal{G}_{S}$, then $K$ is a canonical ideal of $S$.

Proof. Assume that $K$ is not a canonical ideal of $S$. Then there is an $E \in \mathcal{G}_{S}$ with $\gamma_{E}=\gamma_{K}$ and $K \subsetneq E$ (see Definition 5.10). Then Lemma 4.40.(2) yields the contradiction

$$
E \subsetneq K-(K-E)=E .
$$

Hence, $K$ is a canonical ideal of $S$.
Lemma 5.25 (See [25], Lemma 5.2.14). Let $S$ be a good semigroup, let $E$ be a semigroup ideal of $S$, and let $\alpha \in K_{S}^{0}-\left(K_{S}^{0}-E\right)$. If $\zeta \in D_{S}$ satisfies $\Delta^{E}(\tau-\zeta)=\emptyset$, then

$$
\Delta^{S}(\tau-\zeta-\alpha)=\emptyset .
$$

Equivalently, if $\beta \in D_{S}$ satisfies $\Delta^{S}(\tau-\beta) \neq \emptyset$, then

$$
\Delta^{E}(\tau-\beta+\alpha) \neq \emptyset .
$$

Proof. Using Lemma 5.16.(1) we have

$$
\begin{aligned}
K_{S}^{0}-\left(K_{S}^{0}-E\right) & =\left\{\alpha \in D_{S} \mid \alpha+\left(K_{S}^{0}-E\right) \subset K_{S}^{0}\right\} \\
& =\left\{\alpha \in D_{S} \mid \alpha+\left\{\zeta \in D_{S} \mid \Delta^{E}(\tau-\zeta)=\emptyset\right\} \subset K_{S}^{0}\right\} \\
& =\left\{\alpha \in D_{S} \mid \Delta^{S}(\tau-\zeta-\alpha)=\emptyset \text { for all } \zeta \in D_{S} \text { with } \Delta^{E}(\tau-\zeta)=\emptyset\right\} .
\end{aligned}
$$

Thus, if $\zeta \in D_{S}$ satisfies $\Delta^{E}(\tau-\zeta)=\emptyset$, then

$$
\Delta^{S}(\tau-\zeta-\alpha)=\emptyset
$$

for all $\alpha \in K_{S}^{0}-\left(K_{S}^{0}-E\right)$. By setting $\zeta=\beta-\alpha$ for $\alpha \in K_{S}^{0}-\left(K_{S}^{0}-E\right)$, we obtain equivalently

$$
\Delta^{E}(\tau-\beta+\alpha) \neq \emptyset
$$

if $\beta \in D_{S}$ satisfies $\Delta^{S}(\tau-\beta) \neq \emptyset$.
Proposition 5.26 (See [25], Proposition 5.2.15). Let $S$ be a good semigroup. Then

$$
K_{S}^{0}-\left(K_{S}^{0}-E\right)=E
$$

for any $E \in \mathcal{G}_{S}$. In particular, $K_{S}^{0}-K_{S}^{0}=S$.
Proof. Note that the inclusion $E \subset K_{S}^{0}-\left(K_{S}^{0}-E\right)$ holds trivially by Lemma 4.40.(1). So assume that

$$
E \subsetneq K_{S}^{0}-\left(K_{S}^{0}-E\right)
$$

By Lemmas 4.18 and 5.9.(1), $K_{S}^{0}-\left(K_{S}^{0}-E\right)$ is a semigroup ideal of $S$ satisfying property (E1), and hence it also satisfies property (E0) by Remark 4.6.(1). Thus, there is an

$$
\alpha \in\left(K_{S}^{0}-\left(K_{S}^{0}-E\right)\right) \backslash E
$$

which is minimal with respect to the partial order on $D_{S}$.
Since $E$ satisfies property (E1), and since $\alpha \notin E$, there is a $k \in I$ such that no $\epsilon \in E$ satisfies

$$
\begin{align*}
& \epsilon_{k}=\alpha_{k}  \tag{5.20}\\
& \epsilon_{i} \geq \alpha_{i} \text { for all } i \in I \backslash\{k\} . \tag{5.21}
\end{align*}
$$

We set $\beta=\gamma-\mathbf{e}_{k}$, i.e.

$$
\begin{align*}
& \beta_{k}=\tau_{k}  \tag{5.22}\\
& \beta_{i}=\gamma_{i} \text { for all } i \in I \backslash\{k\} . \tag{5.23}
\end{align*}
$$

Then $\mathbf{0} \in \Delta_{k}^{S}(\tau-\beta) \neq \emptyset$, and Lemma 5.25 yields a

$$
\zeta \in \Delta^{E}(\tau-\beta+\alpha) \neq \emptyset .
$$

This means there is a $j \in I$ such that $\zeta \in E$ with

$$
\begin{aligned}
& \zeta_{j}=\tau_{j}-\beta_{j}+\alpha_{j} \\
& \zeta_{i}>\tau_{i}-\beta_{i}+\alpha_{i} \text { for all } i \in I \backslash\{j\} .
\end{aligned}
$$

Now $j=k$ contradicts the choice of $k$ as then, using Equations (5.22) and (5.23),

$$
\begin{aligned}
& \zeta_{k}=\alpha_{k} \\
& \zeta_{i} \geq \alpha_{i} \text { for all } i \in I \backslash\{k\},
\end{aligned}
$$
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see Equations (5.20) and (5.21) with $\epsilon=\zeta$. Thus, we have $j \neq k$ and

$$
\begin{align*}
& \zeta_{j}=\alpha_{j}-1,  \tag{5.24}\\
& \zeta_{k}>\alpha_{k},  \tag{5.25}\\
& \zeta_{i} \geq \alpha_{i} \text { for all } i \in I \backslash\{j, k\} . \tag{5.26}
\end{align*}
$$

Since $\zeta \in E \subset K_{S}^{0}-\left(K_{S}^{0}-E\right)$ by Lemma 4.40.(1), $\alpha \in K_{S}^{0}-\left(K_{S}^{0}-E\right)$ by assumption, and since $K_{S}^{0}-\left(K_{S}^{0}-E\right)$ satisfies property (E1) by Lemmas 4.18 and 5.9.(1), we obtain, using Equations (5.24), (5.25), and (5.26),

$$
\alpha>\alpha-\mathbf{e}_{j}=\inf \{\alpha, \zeta\} \in K_{S}^{0}-\left(K_{S}^{0}-E\right) .
$$

Now set $\alpha^{\prime}=\inf \{\alpha, \zeta\}$, and assume that $\alpha^{\prime} \in E$. Then applying property (E2) to $\alpha^{\prime}$ and $\zeta$ in $E$ yields an $\epsilon \in E$ with

$$
\begin{aligned}
& \epsilon_{j}>\alpha^{\prime}=\zeta=\alpha-1, \\
& \epsilon_{k}=\min \left\{\alpha_{k}^{\prime}, \zeta_{k}\right\}=\alpha_{k}, \\
& \epsilon_{i} \geq \min \left\{\alpha_{i}^{\prime}, \zeta_{i}\right\}=\alpha_{i} \text { for all } i \in I \backslash\{j, k\} .
\end{aligned}
$$

However, this is a contradiction to the choice of $k$, see Equations (5.20) and (5.21). Thus,

$$
\alpha>\alpha^{\prime} \in\left(K_{S}^{0}-\left(K_{S}^{0}-E\right)\right) \backslash E,
$$

contradicting the minimality of $\alpha$. Therefore, we obtain

$$
K_{S}^{0}-\left(K_{S}^{0}-E\right)=E .
$$

Then setting $E=S$ the particular claim follows from Remark 4.21.(3) and (4) and Lemma 5.9.(1).

Remark 5.27. In case $|I|=1$, there is an easier proof of Proposition 5.26: Let $\alpha \in$ $\left(K_{S}^{0}-\left(K_{S}^{0}-E\right)\right) \backslash E$, and set $\beta=\tau$. Since

$$
\Delta^{S}(\tau-\beta)=\Delta(0) \cap S=\{0\} \cap S=\{0\} \neq \emptyset
$$

Lemma 5.25 yields

$$
\emptyset \neq \Delta^{E}(\tau-\beta+\alpha)=\Delta(\alpha) \cap E=\{\alpha\} \cap E,
$$

and hence $\alpha \in E$. Thus, $E=K_{S}^{0}-\left(K_{S}^{0}-E\right)$.
Corollary 5.28 (See Theorem 5.14.(b) $\Longrightarrow(c))$. Let $\alpha \in D_{S}$, and let $K=\alpha+K_{S}^{0} \in \mathcal{G}_{S}$ (see Remark 4.21.(1) and Proposition 5.17). Then

$$
K-(K-E)=E
$$

for any $E \in \mathcal{G}_{S}$.

Proof. By Remark 4.21.(2) and Proposition 5.26 we have

$$
\begin{aligned}
K-(K-E) & =\left(\alpha+K_{S}^{0}\right)-\left(\left(\alpha+K_{S}^{0}\right)-E\right) \\
& =\alpha-\alpha+\left(K_{S}^{0}-\left(K_{S}^{0}-E\right)\right) \\
& =E .
\end{aligned}
$$

Corollary 5.29 (See Theorem 5.14.(3)). Let $S$ be a good semigroup, and let $K$ be a canonical ideal of $S$. Then $K-K=S$.

Proof. By Proposition 5.19 there is $\alpha \in D_{S}$ such that $K=\alpha+K_{S}^{0}$. Since $S \in \mathcal{G}_{S}$ by Definition 4.5, Remark 4.21.(4) and Corollary 5.28 yield

$$
K-K=K-(K-S)=S .
$$

### 5.3. Relation of Dualities

In this section we relate the duality on good semigroup ideals (see Section 5.2) to the Cohen-Macaulay duality on fractional ideals (see Section 5.1). D'Anna characterized normalized canonical ideals of a local admissible ring in the following way.

Theorem 5.30. Let $R$ be a local admissible ring. Then a regular fractional ideal $\mathfrak{K}$ of $R$ is canonical if and only if $\Gamma_{\mathfrak{R}}=K_{\Gamma_{R}}^{0}$ (see Definition 5.8).

Proof. See [8, Theorem 4.1].
Note that $K_{\Gamma_{R}}^{0}$ is a canonical semigroup ideal of $\Gamma_{R}$ by Theorem 5.14. We extend Theorem 5.30 to admissible rings dropping the normalization of canonical ideals.

Theorem 5.31 (See [25], Theorem 5.3.2). Let $R$ be an admissible ring. Then $\mathfrak{K} \in \mathcal{R}_{R}$ is a canonical ideal of $R$ if and only if $\Gamma_{\mathfrak{K}}$ is a canonical ideal of $\Gamma_{R}$ (see Definition 5.10).

Proof. First suppose that $R$ is local. By Proposition 5.4 and Corollary $5.6 \mathfrak{K}$ is a canonical ideal of $R$ if and only if there is an $x \in Q_{R}^{\mathrm{reg}}$ such that $x \mathfrak{K}$ is a canonical ideal of $R$ with $R \subset x \mathfrak{K} \subset \bar{R}$. By Theorem 5.30 this is equivalent to

$$
K_{\Gamma_{R}}^{0}=\Gamma_{x \mathfrak{K}}=\nu(x)+\Gamma_{\mathfrak{K}} .
$$

By Theorem 5.14.(a) $\Longleftrightarrow$ (b) this is the case if and only if $\Gamma_{\mathfrak{K}}$ is a canonical ideal of $\Gamma_{R}$.
Let now $R$ be semilocal. By Lemma $5.2 \mathfrak{K}$ is a canonical ideal of $R$ if and only if $\mathfrak{K}_{\mathfrak{m}}$ is a canonical ideal of $R_{\mathfrak{m}}$ for every $\mathfrak{m} \in \operatorname{Max}(R)$. By Lemma 3.33 and the local case this is equivalent to $\left(\Gamma_{\mathfrak{R}}\right)_{\mathfrak{m}}=\Gamma_{\mathfrak{K}_{\mathfrak{m}}}$ being a canonical ideal of $\left(\Gamma_{R}\right)_{\mathfrak{m}}=\Gamma_{R_{\mathfrak{m}}}$ (see Theorem 4.9 and Remark 4.10). By Remark 4.10 and Proposition 5.13 this is the case if and only if $\Gamma_{\mathfrak{K}}$ is a canonical ideal of $\Gamma_{R}$.
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Example 5.32. Barucci, D'Anna, and Fröberg gave in [10, Example 2.16] the following example of a good semigroup which is not the value semigroup of an admissible ring: Consider the good semigroup $S$ depicted in Figure 5.4, and suppose that there is an admissible ring $R$ with $\Gamma_{R}=S$. Then $R$ is local by Proposition 3.17. Thus, there is by Corollary 5.6 a canonical ideal $\mathfrak{K}$ of $R$ with $R \subset \mathfrak{K} \subset \bar{R}$. Theorem 5.30 yields $\Gamma_{\mathfrak{K}}=K_{S}^{0}$.

Consider the maximal chains

$$
\begin{aligned}
& \left\{\mu_{S}=(0,0),(6,7),(9,7),(12,7),\right. \\
& \quad(12,14),(15,14),(16,14),(18,14),(19,14),(20,14), \\
& (21,14),(22,14),(23,14),(24,14),(25,14),(26,14),(27,14), \\
& \left.(27,15),(27,18),(27,19),(27,21),(27,22),(27,23),(27,25)=\gamma_{S}\right\}
\end{aligned}
$$

in $S$ and

$$
\begin{aligned}
& \left\{\mu_{K_{S}^{0}}=(0,0),(6,7),(9,7),(12,7),(12,11),\right. \\
& \quad(12,14),(13,14),(15,14),(16,14),(18,14),(19,14),(20,14), \\
& (21,14),(22,14),(23,14),(24,14),(25,14),(26,14),(27,14), \\
& \\
& \left.\quad(27,15),(27,18),(27,19),(27,21),(27,22),(27,23),(27,25)=\gamma_{K_{S}^{0}}\right\}
\end{aligned}
$$

in $K_{S}^{0}$. Then Proposition 4.51 yields

$$
\ell_{R}(\mathfrak{K} / R)=d\left(K_{S}^{0} \backslash S\right)=2
$$

Thus, there is an $\mathfrak{I} \in \mathcal{R}_{R}$ with $R \subsetneq \mathfrak{I} \subsetneq \mathfrak{K}$. Remark 3.15 and Corollary 4.52 imply

$$
\begin{equation*}
S=\Gamma_{R} \subsetneq \Gamma_{\mathfrak{J}} \subsetneq \Gamma_{\mathfrak{K}}=K_{S}^{0} . \tag{5.27}
\end{equation*}
$$

However, it is easy to see that for any $E \in \mathcal{G}_{S}$ with $S \subset E$ which contains a point of $K_{S}^{0} \backslash S$ we have $K_{S}^{0} \subset E$. This is a contradiction to Equation (5.27) since $\Gamma_{\mathfrak{J}} \in \mathcal{G}_{S}$ by Proposition 3.22.(4).

Let $R$ be a local plane algebroid curve, and let $\mathfrak{I} \in \mathcal{R}_{R}$. Pol gave an explicit formula for the value semigroup ideal $\Gamma_{R: \mathfrak{I}}$ of the dual $R: \mathfrak{I}$ of $\mathfrak{I}$.

Theorem 5.33. Let $R$ be a local plane algebroid curve. Then

$$
\begin{equation*}
\Gamma_{R: \mathcal{I}}=\left\{\alpha \in D_{\Gamma_{R}} \mid \Delta^{\Gamma_{\mathcal{J}}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset\right\} . \tag{5.28}
\end{equation*}
$$

Proof. See [33, Theorem 2.4].
Replacing $\mathfrak{I}$ by $R$ in Equation (5.28), Theorem 5.33 implies that for a local plane algebroid curve $R$ we have

$$
\begin{equation*}
\Gamma_{R}=\left\{\alpha \in D_{\Gamma_{R}} \mid \Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset\right\}=K_{\Gamma_{R}}^{0} \tag{5.29}
\end{equation*}
$$



Figure 5.4.: A good semigroup $S$ which is not the semigroup of values of an admissible ring (see Example 5.32). The canonical ideal $K_{S}^{0}$ of $S$ consists of $S$ together with the red points. The distance $d\left(K_{S}^{0} \backslash S\right)=2$ can be computed along the blue path. Moreover, using properties (E1) and (E2) we see that any good semigroup ideal $E$ of $S$ which contains a point of $K_{S}^{0} \backslash S$ has to contain $K_{S}^{0}$. See [10, Example 2.16].
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(see Definition 5.8) for the second equality). In fact, due to Delgado Equation (5.29) characterizes Gorensteinness of local algebroid curves (see [7, Theorem 2.8]). Then Lemma 5.16.(1), Theorem 5.33, and Equation (5.29) imply

$$
\begin{equation*}
\Gamma_{R: \mathfrak{I}}=K_{\Gamma_{R}}^{0}-\Gamma_{\mathfrak{J}}=\Gamma_{R}-\Gamma_{\mathfrak{J}} . \tag{5.30}
\end{equation*}
$$

Note that $R$ is a canonical ideal by Theorem 5.31. We extend Equation (5.30) to admissible rings replacing $R$ by a canonical ideal $\mathfrak{K}$ of $R$.

Theorem 5.34. Let $R$ be an admissible ring with canonical ideal $\mathfrak{K}$. Then

$$
\Gamma_{\mathfrak{K}: \mathfrak{I}}=\Gamma_{\mathfrak{K}}-\Gamma_{\mathfrak{I}}
$$

for any $\mathfrak{I} \in \mathcal{R}_{R}$, and

$$
d\left(\Gamma_{\mathfrak{K}}-\Gamma_{\mathfrak{J}} \backslash \Gamma_{\mathfrak{K}}-\Gamma_{\mathfrak{J}}\right)=d\left(\Gamma_{\mathfrak{J}} \backslash \Gamma_{\mathfrak{J}}\right)
$$

for any $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{R}$ with $\mathfrak{I} \subset \mathfrak{J}$.
Proof. See [25, Theorem 5.3.5].

### 5.4. Gorenstein Property and Symmetry of Good Semigroups

In this Section we give a characterization of Gorenstein (see Definition C.24) admissible rings in terms of their semigroup of values. A Cohen-Macaulay is by Theorem C. 26 Gorenstein if and only if it is a canonical module of itself.

Let $R$ be a one-dimensional Cohen-Macaulay ring. If $R$ is a canonical module of $R$, then it is a canonical ideal of $R$. Since, moreover, any canonical ideal of $R$ is a canonical module of $R$ by Remark 5.3, this yields the following characterization of one-dimensional Gorenstein rings in terms of canonical ideals.

Theorem 5.35. A one-dimensional Cohen-Macaulay ring $R$ is Gorenstein if and only if $R$ is a canonical ideal.

Proof. See [24, Korollar 3.4].
Theorem 5.31 leads to the following definition for good semigroups.
Definition 5.36. A good semigroup $S$ is called symmetric if $S$ is a canonical ideal of itself, i.e. if

$$
S=K_{S}^{0}=\left\{\alpha \in D_{S} \mid \Delta^{S}\left(\tau_{S}-\alpha\right)=\emptyset\right\}
$$

(see Theorem 5.14.(1)).
This symmetry condition was introduced by Kunz in the irreducible case (see [6]), and by Delgado for algebroid curves with arbitrarily many branches (see [7, Theorem 2.8]), to characterize Gorenstein curves. Here we extend this result to admissible rings.

Corollary 5.37 (See [25], Proposition 5.3.6). Let $R$ be an admissible ring. Then $R$ is Gorenstein if and only if $\Gamma_{R}$ is symmetric.


Figure 5.5.: The symmetric semigroup $S=\langle 4,7\rangle$.

Proof. Gorensteinness of $R$ is by Theorem 5.35 equivalent to $R$ being a canonical ideal of $R$, and hence to $\Gamma_{R}$ being a canonical semigroup ideal of $\Gamma_{R}$ by Theorem 5.31.

Remark 5.38. Let $S$ be a good semigroup. If $|I|=1$, then

$$
S=\left\{\alpha \in D_{S} \mid \tau_{S}-\alpha \notin S\right\} .
$$

So the symmetry condition above indeed means a symmetry of gaps and non-gaps in the semigroup, see Example 5.39 below.

Example 5.39. Let $S=\langle 4,7\rangle$. Then for any $\alpha \in D_{S}$ we have $\alpha \in S$ if and only if $\tau_{S}-\alpha \notin S$. So $S$ is symmetric according to Definition 5.36, and there is a symmetry of gaps and non-gaps of $S$, see Figure 5.5.

Example 5.40. Consider the admissible ring $R=\mathbb{C}[[x, y]] /\left\langle x^{5} y-y^{3}\right\rangle \cong \mathbb{C}\left[\left[\left(t_{1}^{2}, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right]$. Then $\Gamma_{R}$ is symmetric (see Figure 5.6), and hence $R$ is Gorenstein by Corollary 5.37. This follows also from $R$ being a plane algebroid curve (see [1, Corollary 5.2.9]).

Pol generalized Theorem 5.33 showing that local Gorenstein algebroid curves are characterized by satisfying Equation (5.28) for every regular fractional ideal (see [14, Théorème 5.2.1]). We extend Pol's result to admissible rings.
Corollary 5.41 (See [25], Proposition 5.3.7). Let $R$ be an admissible ring. Then $R$ is Gorenstein if and only if

$$
\begin{equation*}
\Gamma_{R: \mathfrak{I}}=\Gamma_{R}-\Gamma_{\mathfrak{J}}=\left\{\alpha \in D_{\Gamma_{R}} \mid \Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset\right\} \tag{5.31}
\end{equation*}
$$

for any $\mathfrak{I} \in \mathcal{R}_{R}$.
Proof. Suppose that $R$ is Gorenstein. Then $\Gamma_{R}$ is a canonical ideal by Corollary 5.37. Thus, Lemma 5.16.(1) and Theorems 5.14.(1) and 5.34 yield

$$
\Gamma_{R: \mathfrak{I}}=\Gamma_{R}-\Gamma_{\mathfrak{J}}=K_{\Gamma_{R}}^{0}-\Gamma_{\mathfrak{J}}=\left\{\alpha \in D_{\Gamma_{R}} \mid \Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset\right\}
$$

for every $\mathfrak{I} \in \mathcal{R}_{\mathfrak{J}}$.
Conversely, suppose that Equation (5.31) is satisfied for every $\mathfrak{I} \in \mathcal{R}_{R}$. Since $R \in \mathcal{R}_{R}$ with $R: R=R$ (see Section 2.1), this implies

$$
\Gamma_{R}=\left\{\alpha \in D_{\Gamma_{R}} \mid \Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset\right\}=K_{\Gamma_{R}}^{0} .
$$

Thus, $R$ is Gorenstein by Corollary 5.37 .


Figure 5.6.: The admissible ring $\mathbb{C}[[x, y]] /\left\langle x^{5} y-y^{3}\right\rangle \cong \mathbb{C}\left[\left[\left(t_{1}^{2}, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right]$ of Example 5.40 is Gorenstein with symmetric semigroup of values $\Gamma_{R}$ (see Corollary 5.37). For instance, we have $\alpha \in \Gamma_{R}$ and $\Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\alpha\right)=\emptyset, \beta \notin \Gamma_{R}$ and $\Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\beta\right) \neq \emptyset, \delta \in \Gamma_{R}$ and $\Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\delta\right)=\emptyset$, and $\epsilon \notin \Gamma_{R}$ and $\Delta^{\Gamma_{R}}\left(\tau_{\Gamma_{R}}-\epsilon\right) \neq \emptyset$.

### 5.5. Symmetric Semigroups

In this section we study local symmetric semigroups. A local semigroup $S$ has by Lemma 4.7 a maximal ideal $M_{S} \in \mathcal{G}_{S}$ (see Definition 4.5.(3)). We show that for a local symmetric semigroup $S$ the semigroup ideal $M_{S}-M_{S}$ is a good semigroup with $S \subset M_{S}-M_{S} \subset$ $\overline{M_{S}-M_{S}}=\bar{S}$ (see Proposition 5.43).

As the main result of this section we give a characterization of the case when $M_{S}-M_{S}$ is also a symmetric semigroup.

Theorem 5.42. Let $S$ be a local good semigroup. Then the following are equivalent:
(a) $S$ and $M_{S}-M_{S}$ are symmetric semigroups.
(b) We have $|I| \leq 2$. If $|I|=1$, then there is an $n \in 2 \mathbb{N}$ such that

$$
S=\langle 2, n+1\rangle,
$$

and if $|I|=2$, then there is an $n \in 1+2 \mathbb{N}$ such that

$$
\begin{aligned}
S & =\left\langle(1)_{i \in I}\right\rangle \cup\left(\left(\frac{n+1}{2}\right)_{i \in I}+\mathbb{N}^{I}\right) \\
& \cong\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right) .
\end{aligned}
$$

Proposition 5.43. Let $S$ be a local symmetric semigroup. Then $M_{S}-M_{S} \in \mathcal{G}_{S}$, and $M_{S}-M_{S}$ is a good semigroup with $D_{M_{S}-M_{S}}=D_{S}$ and $S \subset M_{S}-M_{S} \subset \overline{M_{S}-M_{S}}=\bar{S}$.

Proof. Since $S$ is a local symmetric semigroup, Proposition 4.38 and Theorem 5.14.(2) yield

$$
M_{S}-M_{S}=S-M_{S} \in \mathcal{G}_{S} .
$$

Then $M_{S}-M_{S}$ satisfies property (E0) by Remark 4.6.(1) and properties (E1) and (E2) by definition. Moreover, $M_{S}-M_{S}$ is by Lemma 4.7 and Proposition 4.25 a partially ordered cancellative commutative monoid with $D_{M_{S}-M_{S}}=D_{S}$ and $S \subset M_{S}-M_{S} \subset \overline{M_{S}-M_{S}}=$ $\bar{S}$.

In the remainder of the section we prove Theorem 5.42. First we show the implication $(\mathrm{b}) \Longrightarrow(\mathrm{a})$ in Proposition 5.45, then we show the implication $(\mathrm{a}) \Longrightarrow(\mathrm{b})$ for the case $|I|=1$ in Proposition 5.47 and for the case $|I|=2$ in Proposition 5.52.

Lemma 5.44. Let $S$ be a local symmetric semigroup. Then

$$
M_{S}-M_{S}=S \cup \Delta\left(\tau_{S}\right)
$$

Proof. By Proposition 4.25 we have $S \subset M_{S}-M_{S}$. Since $S$ is local, we have $\mu_{M_{S}} \geq \mathbf{1}$ (see Lemma 4.7 and Definition 4.13). Then Lemma 4.35 yields

$$
\gamma_{M_{S}-M_{S}}=\gamma_{M_{S}}-\mu_{M_{S}} \leq \gamma_{S}-\mathbf{1}=\tau_{S}
$$
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and hence $\Delta\left(\tau_{S}\right) \subset M_{S}-M_{S}$.
Assume now that there is an

$$
\alpha \in\left(M_{S}-M_{S}\right) \backslash\left(S \cup \Delta\left(\tau_{S}\right)\right) .
$$

Since $S$ is symmetric, this implies that there is a

$$
\beta \in \Delta^{S}\left(\tau_{S}-\alpha\right)
$$

Therefore, we have $\alpha+\beta \in \Delta\left(\tau_{S}\right)$.
As $S \cup \Delta\left(\tau_{S}\right)=S \cup\left(\tau_{S}+\bar{S}\right)$ by Lemma 5.16.(3) and (4), we have $\alpha \leq \tau_{S}-\mathbf{1}$. Therefore, $\beta \in M_{S}$. This yields the contradiction

$$
\alpha+\beta \in \Delta\left(\tau_{S}\right) \cap M_{S} \subset \Delta^{S}\left(\tau_{S}\right)=\emptyset,
$$

where the last equality follows from Lemma 5.16.(2) since $S$ is symmetric. Also see [8, Lemma 3.5].

Next we show the implication $(\mathrm{b}) \Longrightarrow(\mathrm{a})$ of Theorem 5.42.
Proposition 5.45. Let $S$ be a good semigroup.
(1) If

$$
S=\langle 2, n+1\rangle
$$

for some $n \in 2 \mathbb{N}$, then

$$
M_{S}-M_{S}=\langle 2, n-1\rangle .
$$

In particular, $S$ and $M_{S}-M_{S}$ are symmetric semigroups.
(2) If

$$
S=\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right)
$$

for some $n \in 1+2 \mathbb{N}$, then

$$
M_{S}-M_{S}=\langle(1,1)\rangle \cup\left(\left(\frac{n-1}{2}, \frac{n-1}{2}\right)+\mathbb{N}^{2}\right) .
$$

In particular, $S$ and $M_{S}-M_{S}$ are symmetric semigroups.
Proof. (1) Obviously, $\gamma_{S}=n$, and hence $\tau_{S}=n-1$. Then Lemma 5.44 yields

$$
M_{S}-M_{S}=S \cup\left\{\tau_{S}\right\}= \begin{cases}\langle 2, n-1\rangle & \text { if } n>0 \\ \bar{S}=\mathbb{N} & \text { if } n=0\end{cases}
$$

Clearly, $S$ and $M_{S}-M_{S}$ are symmetric.
(2) Obviously,

$$
\gamma_{S}=\left(\frac{n+1}{2}, \frac{n+1}{2}\right),
$$

and hence

$$
\tau_{S}=\gamma_{S}-\mathbf{1}=\left(\frac{n+1}{2}, \frac{n+1}{2}\right)-(1,1)=\left(\frac{n-1}{2}, \frac{n-1}{2}\right) .
$$

Then Lemma 5.44 yields

$$
M_{S}-M_{S}=S \cup \Delta\left(\tau_{S}\right)=\langle(1,1)\rangle \cup\left(\left(\frac{n-1}{2}, \frac{n-1}{2}\right)+\mathbb{N}^{2}\right) .
$$

Clearly, $S$ and $M_{S}-M_{S}$ are symmetric semigroups.
The following statement is well-known, see for example [6] or [1, Theorem 5.2.4].
Lemma 5.46. Let $S$ be a local symmetric semigroup with $|I|=1$. Then

$$
\gamma_{S}=2 d(\bar{S} \backslash S)
$$

Proof. First note that $|I|=1$ implies

$$
d(\bar{S} \backslash S)=|\bar{S} \backslash S|
$$

Now for any $\alpha \in D_{S}$ we have by Remark 5.38 and Definitions 4.31 and $5.8 \alpha \in S$ if and only if $\tau_{S}-\alpha \notin S$ since $S$ is symmetric. As $C_{S}=\gamma_{S}+\bar{S} \subset S$ and $\gamma=\tau+\mathbf{1}$, this yields

$$
|\bar{S} \backslash S|=\left|S \backslash C_{S}\right|
$$

Therefore, $\gamma_{S}=2 d(\bar{S} \backslash S)$.
We can already prove the converse of Proposition 5.45.(1).
Proposition 5.47. Let $S$ be a local symmetric semigroup with $|I|=1$. If $M_{S}-M_{S}$ is a symmetric semigroup, then there is an $n \in 2 \mathbb{N}$ such that

$$
S=\langle 2, n+1\rangle .
$$

Proof. By Lemma 5.44 we have $M_{S}-M_{S}=S \cup\left\{\tau_{S}\right\}$. This implies

$$
d\left(\bar{S} \backslash\left(M_{S}-M_{S}\right)\right)=d(\bar{S} \backslash S)-1
$$

So if $M_{S}-M_{S}$ is a symmetric semigroup, Lemma 5.46 yields

$$
\gamma_{M_{S}-M_{S}}=2 d\left(\bar{S} \backslash\left(M_{S}-M_{S}\right)\right)=2(d(\bar{S} \backslash S)-1)=\gamma_{S}-2 .
$$

Thus, we obtain by Lemmas 4.7 and 4.35

$$
2=\gamma_{S}-\gamma_{M_{S}-M_{S}}=\mu_{M_{S}} \in M_{S} \subset S
$$

This implies

$$
S=\left\langle 2, \gamma_{S}+1\right\rangle,
$$

and $\gamma_{S}=2 d(\bar{S} \backslash S)$ is even by Lemma 5.46.

## 5. Duality and Gorenstein Property

Lemma 5.48. Let $S$ be a local symmetric semigroup. If $M_{S}-M_{S}$ is a symmetric semigroup, then

$$
\mu_{M_{S}}+\left(M_{S}-M_{S}\right)=M_{S} .
$$

Proof. Note that $M_{S}$ satisfies property (E1) by Lemma 4.7 since $S$ is local. Hence, $\mu_{M_{S}}$ is defined by Lemma 4.12.

Let $\beta \in D_{S}$. First assume that $\beta \in \mu_{M_{S}}+\left(M_{S}-M_{S}\right)$, i.e. $\beta-\mu_{M_{S}} \in M_{S}-M_{S}$. Since $M_{S}-M_{S}$ is symmetric, Remark 5.38, Definitions 4.31 and 5.8, and Lemma 4.7 yield

$$
\Delta^{M_{S}-M_{S}}\left(\tau_{M_{S}-M_{S}}+\mu_{M_{S}}-\beta\right)=\emptyset
$$

By Lemma 4.35 we have

$$
\tau_{M_{S}-M_{S}}+\mu_{M_{S}}=\gamma_{M_{S}-M_{S}}+\mu_{M_{S}}-\mathbf{1}=\gamma_{S}-\mathbf{1}=\tau_{S},
$$

and hence we obtain

$$
\Delta^{M_{S}-M_{S}}\left(\tau_{S}-\beta\right)=\emptyset
$$

Since $S \subset M_{S}-M_{S}$ by Lemmas 4.7 and 4.20 , this yields

$$
\Delta^{S}\left(\tau_{S}-\beta\right)=\emptyset .
$$

As $S$ is symmetric, we obtain $\beta \in S$ by Remark 5.38 and Definitions 4.31 and 5.8 . Moreover, $M_{S}-M_{S} \subset \bar{S}$ by Lemma 4.39.(2) since $S$ is local, and hence $C_{S} \subset M_{S} \subset S$. This yields $\beta \geq \mu_{M_{S}}$, i.e. $\beta \in M_{S}$ by Definition 4.5.(3).

Suppose now that $\beta \notin \mu_{M_{S}}+M_{S}-M_{S}$, i.e. $\beta-\mu_{M_{S}} \notin M_{S}-M_{S}$. Since $M_{S}-M_{S}$ is symmetric, this implies

$$
\begin{equation*}
\Delta^{M_{S}-M_{S}}\left(\tau_{M_{S}-M_{S}}-\left(\beta-\mu_{M_{S}-M_{S}}\right)\right) \neq \emptyset \tag{5.32}
\end{equation*}
$$

Since $S \subset M_{S}-M_{S}$ by Lemmas 4.7 and 4.20, and since

$$
\mu_{M_{S}}=\gamma_{S}-\left(\gamma_{S}-\mu_{M_{S}}\right)=\gamma_{S}-\left(\gamma_{M_{S}}-\mu_{M_{S}}\right)=\gamma_{S}-\gamma_{M_{S}-M_{S}}=\tau_{S}-\tau_{M_{S}-M_{S}}
$$

by Lemma 4.35, Equation (5.32) yields

$$
\begin{aligned}
\emptyset & \neq \Delta^{M_{S}-M_{S}}\left(\tau_{M_{S}-M_{S}}-\left(\beta-\mu_{M_{S}-M_{S}}\right)\right) \\
& =\Delta^{S}\left(\tau_{M_{S}-M_{S}}-\left(\beta-\left(\tau_{S}-\tau_{M_{S}-M_{S}}\right)\right)\right) \\
& =\Delta^{S}\left(\tau_{S}-\beta\right) .
\end{aligned}
$$

Since $S$ is symmetric, this implies $\beta \notin S$, and hence $\beta \notin M_{S}$. Thus,

$$
\mu_{M_{S}}+\left(M_{S}-M_{S}\right)=M_{S} .
$$

Lemma 5.49. Let $S$ be a local symmetric semigroup, and let $\alpha \in M_{S} \backslash C_{S}$. If $M_{S}-M_{S}$ is a symmetric semigroup, then

$$
\alpha-\mu_{M_{S}} \in S .
$$

Proof. By Lemmas 5.44 and 5.48 we have

$$
\begin{aligned}
\alpha \in M_{S} & =\mu_{M_{S}}+\left(M_{S}-M_{S}\right) \\
& =\mu_{M_{S}}+\left(S \cup \Delta\left(\tau_{S}\right)\right) \\
& =\left(\mu_{M_{S}}+S\right) \cup \Delta\left(\tau_{S}+\mu_{M_{S}}\right) .
\end{aligned}
$$

Assume $\alpha \in \Delta\left(\tau_{S}+\mu_{M_{S}}\right)$. Then $\alpha \geq \gamma_{S}$ since $\mu_{M_{S}} \geq 1$ as $S$ is local. But this is a contradiction to the choice of $\alpha \notin C_{S}$. Hence, $\alpha-\mu_{M_{S}} \in S$.

Lemma 5.50. Let $S$ be a local symmetric semigroup, and let $\alpha \in M_{S} \backslash C_{S}$. If $M_{S}-M_{S}$ is a symmetric semigroup, then there is an $n \in \mathbb{N}$ such that

$$
\alpha=n \mu_{M_{S}} .
$$

In particular,

$$
S=\left\langle\mu_{M_{S}}\right\rangle \cup C_{S} .
$$

Proof. Since $S$ is local, and since $C_{S}=\gamma_{S}+\bar{S}$ by Remark 4.27.(1), repeatedly applying Lemma 5.49 yields

$$
\begin{equation*}
\alpha-m \mu_{M_{S}} \in S \tag{5.33}
\end{equation*}
$$

for all $m \in \mathbb{N}$ satisfying

$$
\begin{equation*}
(m-1) \mu_{M_{S}}<\alpha . \tag{5.34}
\end{equation*}
$$

Since $\alpha$ is finite, there is

$$
n=\max \left\{m \in \mathbb{N} \mid(m-1) \mu_{M_{S}}<\alpha\right\} .
$$

Then

$$
\begin{equation*}
n \mu_{M_{S}} \nless \alpha \tag{5.35}
\end{equation*}
$$

by definition, and

$$
\begin{equation*}
\alpha-n \mu_{M_{S}} \in S \tag{5.36}
\end{equation*}
$$

by Equations (5.33) and (5.34). Since $\mu_{S}=\mathbf{0}$, Equation (5.36) implies $\alpha-n \mu_{M_{S}} \geq \mathbf{0}$. However, $\alpha-n \mu_{M_{S}}>\mathbf{0}$ contradicts the choice of $n$ (see Equation (5.35)), and hence we obtain $\alpha-n \mu_{M_{S}}=\mathbf{0}$.

Lemma 5.51. Let $S$ be a local symmetric semigroup. If $M_{S}-M_{S}$ is a symmetric semigroup, then $|I| \leq 2$.

Proof. Assume that $|I| \geq 3$. Then

$$
\tau_{S}+\bigcup_{i \in I} \mathbb{N e}_{i} \subset S
$$

by Lemma 5.16.(4). Since

$$
\left(\tau_{S}+\bigcup_{i \in I} \mathbb{N e}_{i}\right) \cap C_{S}=\emptyset,
$$

this is a contradiction to Lemma 5.50.

## 5. Duality and Gorenstein Property

To complete the proof of Theorem 5.42 we show the converse of Proposition 5.45.(2).
Proposition 5.52. Let $S$ be a local symmetric semigroup with $|I|=2$. If $M_{S}-M_{S}$ is a symmetric semigroup, then

$$
\mu_{M_{S}}=(1,1) .
$$

Moreover, there is an $n \in 2 \mathbb{N}+1$ such that

$$
S=\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right) .
$$

Proof. Since $|I|=2$, we may assume $I=1,2$. Note that $M_{S}$ satisfies property (E1) by Lemma 4.7 since $S$ is local. Hence, $\mu_{M_{S}}$ is defined by Lemma 4.12. Moreover, we have $\mu_{M_{S}} \geq \mathbf{1}$ by Definition 4.5.(3). Hence, Lemma 4.35 yields

$$
\begin{equation*}
\gamma_{M_{S}-M_{S}}=\gamma_{M_{S}}-\mu_{M_{S}}=\gamma_{S}-\mu_{M_{S}} \leq \gamma_{S}-\mathbf{1}=\tau_{S} . \tag{5.37}
\end{equation*}
$$

Suppose that $\gamma_{M_{S}-M_{S}}<\tau_{S}$. Then

$$
\Delta\left(\tau_{S}-\mathbf{1}\right)=\left(\tau_{S}-\mathbf{1}\right)+\bigcup_{i \in I} \mathbb{N e}_{i} \subset M_{S}-M_{S}
$$

since $|I|=2$. However,

$$
\Delta\left(\tau_{S}-\mathbf{1}\right) \not \subset S
$$

by Lemma 5.50, and

$$
\Delta\left(\tau_{S}-\mathbf{1}\right) \cap \Delta\left(\tau_{S}\right)=\emptyset
$$

by Definition 4.31. Using Lemma 5.44 this yields the contradiction

$$
\Delta\left(\tau_{S}-\mathbf{1}\right) \not \subset S \cup \Delta\left(\tau_{S}\right)=M_{S}-M_{S}
$$

Hence, we obtain with Equation (5.37)

$$
\tau_{S}=\gamma_{M_{S}-M_{S}} .
$$

So Lemma 4.35 yields

$$
\begin{equation*}
\mu_{M_{S}}=\gamma_{S}-\gamma_{M_{S}-M_{S}}=\gamma_{S}-\tau_{S}=\mathbf{1} \tag{5.38}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
S=\langle(1,1)\rangle \cup C_{S} \tag{5.39}
\end{equation*}
$$

by Lemma 5.50 .
Assume $\left(\gamma_{S}\right)_{1} \neq\left(\gamma_{S}\right)_{2}$. Then without loss of generality

$$
\begin{equation*}
\left(\gamma_{S}\right)_{1}<\left(\gamma_{S}\right)_{2} . \tag{5.40}
\end{equation*}
$$

By Equation (5.39) we have

$$
\begin{equation*}
(\alpha, \alpha) \in S \tag{5.41}
\end{equation*}
$$

for any

$$
\begin{equation*}
\left(\gamma_{S}\right)_{1} \leq \alpha \in \mathbb{N} \tag{5.42}
\end{equation*}
$$

This implies by Lemma 4.33

$$
\begin{equation*}
(\alpha, \alpha)+\mathbb{N} \mathbf{e}_{1} \subset S \tag{5.43}
\end{equation*}
$$

Let now $n \in \mathbb{N}$ and

$$
\beta=(\alpha, \alpha+n) \in(\alpha, \alpha)+\mathbb{N e}_{2} .
$$

Then we have

$$
(\alpha+n, \alpha+n) \in S
$$

by Equations (5.41) and (5.42). Now $\alpha \geq\left(\gamma_{S}\right)_{1}$ and $\max \left\{\alpha+n,\left(\gamma_{S}\right)_{2}\right\} \geq\left(\gamma_{S}\right)_{2}$ imply

$$
\left(\alpha, \max \left\{\alpha+n,\left(\gamma_{S}\right)_{2}\right\}\right) \in S
$$

Since $S$ satisfies property (E1), this yields

$$
\beta=\min \left\{(\alpha+n, \alpha+n),\left(\alpha, \max \left\{\alpha+n,\left(\gamma_{S}\right)_{2}\right\}\right)\right\} \in S,
$$

and hence

$$
\begin{equation*}
(\alpha, \alpha)+\mathbb{N} \mathbf{e}_{2} \subset S \tag{5.44}
\end{equation*}
$$

Thus, Equations (5.43) and (5.44) imply

$$
(\alpha, \alpha)+\bigcup_{i \in I} \mathbb{N e}_{i} \subset S,
$$

for any $\left(\gamma_{S}\right)_{1} \leq \alpha \in \mathbb{N}$, and hence

$$
\left(\left(\gamma_{S}\right)_{1},\left(\gamma_{S}\right)_{1}\right)+\mathbb{N}^{I} \subset S
$$

contradicting the assumption $\left(\gamma_{S}\right)_{1}<\left(\gamma_{S}\right)_{2}$ (see Equation (5.40)).
Therefore, setting

$$
n=\left(2 \gamma_{S}\right)_{1}-1 \in 2 \mathbb{N}+1
$$

(note that $\gamma_{S} \geq \mathbf{1}$ since $S$ is local) we obtain

$$
C_{S}=\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}
$$

and hence

$$
S=\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right)
$$

by Equation (5.39).
Combining Propositions 5.45, 5.47, and 5.52 yields the proof of Theorem 5.42.

## 5. Duality and Gorenstein Property

Proof of Theorem 5.42. (a) $\Longrightarrow$ (b) Let $S$ be a local symmetric semigroup. If $M_{S}-M_{S}$ is a symmetric semigroup, then $|I| \leq 2$ by Lemma 5.51 .

If $|I|=1$, then by Proposition 5.47 there is an $n \in 2 \mathbb{N}$ such that

$$
S=\langle 2, n+1\rangle
$$

If $|I|=2$, then by Proposition 5.52 there is an $n \in 2 \mathbb{N}+1$ such that

$$
S=\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right)
$$

$(\mathrm{b}) \Longrightarrow(\mathrm{a})$ See Proposition 5.45.

### 5.6. Gorenstein Algebroid Curves

In Section 5.5 we characterized the class of good semigroups $S$ satisfying the property that $S$ and $M_{S}-M_{S}$ are symmetric (see Theorem 5.42 ). This class equals the class of semigroups of values of curve singularities of type $\mathrm{A}_{\mathrm{n}}$ (see [34] and Proposition 5.54). Conversely, we show that having semigroup of values $A_{n}$ determines an algebroid curve to be of type $A_{n}$ (see Proposition 5.57).

In analogy to Theorem 5.42 we characterize the class of local algebroid curves $R$ (with maximal ideal $\mathfrak{m}_{R}$ ) satisfying the property that $R$ and $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ are Gorenstein as the class of curve singularities of type $\mathrm{A}_{\mathrm{n}}$ (see Theorem 5.56).

In dependence on the classification of singularities by Arnold (see [34, 22]) we use the following notation.

Definition 5.53. Let $n \in \mathbb{N}$.
(1) Let $k$ be a field, and let $R$ be an algebroid curve over $k$. Then $R$ is said to be of type $\mathrm{A}_{\mathrm{n}}$ if there is a surjective $k$-algebra homomorphism

$$
\phi: k[[x, y]] \rightarrow R
$$

with

$$
\operatorname{ker} \phi=\left\langle x^{2}-y^{n+1}\right\rangle
$$

(2) A good semigroup $S$ is said to be of type $\mathrm{A}_{\mathrm{n}}$ if

$$
S= \begin{cases}\langle 2, n+1\rangle & \text { if } n \in 2 \mathbb{N} \text { and }|I|=1, \\ \left\langle(1)_{i \in I}\right\rangle \cup\left(\left(\frac{n+1}{2}\right)_{i \in I}+\mathbb{N}^{I}\right) & \text { if } n \in 2 \mathbb{N}+1 \text { and }|I|=2\end{cases}
$$

We relate algebroid curves of type $A_{n}$ to good semigroups of type $A_{n}$.
Proposition 5.54. Let $k$ be a field, let $R$ be an algebroid curve over $k$, and suppose that $R$ is of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$.
(1) If $n$ is even, then

$$
R=k\left[\left[t^{2}, t^{n+1}\right]\right] \subset k[[t]]=\bar{R}
$$

(2) If $n$ is odd, then

$$
R=k\left[\left[\left(t_{1}, t_{2}\right),\left(-t_{1}^{\frac{n+1}{2}}, t_{2}^{\frac{n+1}{2}}\right)\right]\right] \subset k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right]=\bar{R} .
$$

In particular, a good semigroup $S$ is of type $\mathrm{A}_{\mathrm{n}}$ if and only if there is an algebroid curve $A$ of type $\mathrm{A}_{\mathrm{n}}$ with $\Gamma_{A}=S$.

Proof. Let $k$ be a field, and let $R$ be an algebroid curve over $k$ of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$. Then we may assume that

$$
R=k[[X, Y]] /\left\langle X^{2}-Y^{n+1}\right\rangle
$$

(see Definition 5.53.(1)). We prove the claim by constructing the normalization of $R$.
(1) Suppose that $n \in 2 \mathbb{N}$. We write $\pi: k[[X, Y]] \rightarrow R$ for the canonical surjection, and we set $x=\pi(X)$ and $y=\pi(Y)$. Since $y \in R^{\text {reg }}$, we have

$$
t=\frac{x}{y^{n / 2}} \in Q_{R}
$$

with

$$
\begin{equation*}
t^{2}=\left(\frac{x}{y^{n / 2}}\right)^{2}=\frac{x^{2}}{y^{n}}=\frac{y^{n+1}}{y^{n}}=y \tag{5.45}
\end{equation*}
$$

This implies

$$
t^{2(n+1)}-x y^{n / 2} t=\left(t^{2}\right)^{n+1}-x y^{n / 2} \frac{x}{y^{n / 2}}=y^{n+1}-x^{2}=0
$$

and hence

$$
\begin{equation*}
t \in \bar{R} \tag{5.46}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
t^{n+1}=\left(\frac{x}{y^{n / 2}}\right)^{n+1}=\frac{x^{n+1}}{\left(y^{n+1}\right)^{n / 2}}=\frac{x^{n+1}}{\left(x^{2}\right)^{n / 2}}=x \tag{5.47}
\end{equation*}
$$

Therefore, Equations (5.45), (5.46), and (5.47) yield

$$
\bar{R} \supset R[t]=k\left[\left[t^{n+1}, t^{2}\right]\right][t]=k[[t]],
$$

and hence $R=k[[t]]$ since $\mathbb{C}[[t]]$ is integrally closed in

$$
Q_{R}=Q_{k[[t]]}=k[[t]]\left[t^{-1}\right]
$$

5. Duality and Gorenstein Property
(see Lemma A. 34 and Proposition B.5). Then Proposition B. 3 implies

$$
\begin{aligned}
R & =k[[X, Y]] /\left\langle X^{2}-Y^{n+1}\right\rangle \\
& =k[[x, y]] \\
& =k\left[\left[t^{n+1}, t^{2}\right]\right] \\
& \subset k[[t]] \\
& =\bar{R} .
\end{aligned}
$$

(2) Suppose that $n \in 2 \mathbb{N}+1$. Then

$$
\operatorname{Min}(R)=\left\{\left\langle X+Y^{\frac{n+1}{2}}\right\rangle_{R},\left\langle X-Y^{\frac{n+1}{2}}\right\rangle_{R}\right\} .
$$

Set

$$
R_{1}=R /\left\langle X+Y^{\frac{n+1}{2}}\right\rangle_{R}=k[[X, Y]] /\left\langle X+Y^{\frac{n+1}{2}}\right\rangle
$$

and

$$
R_{2}=R /\left\langle X+Y^{\frac{n+1}{2}}\right\rangle_{R}=k[[X, Y]] /\left\langle X-Y^{\frac{n+1}{2}}\right\rangle .
$$

Then Theorem B. 42 implies

$$
\begin{equation*}
\bar{R}=\overline{R_{1}} \times \overline{R_{2}} \tag{5.48}
\end{equation*}
$$

We write

$$
\begin{aligned}
& t_{1}=Y+\left\langle X+Y^{\frac{n+1}{2}}\right\rangle \in R_{1}, \\
& t_{2}=Y+\left\langle X-Y^{\frac{n+1}{2}}\right\rangle \in R_{2} .
\end{aligned}
$$

Then

$$
\begin{gathered}
X+\left\langle X+Y^{\frac{n+1}{2}}\right\rangle=-t_{1}^{\frac{n+1}{2}}, \\
X+\left\langle X-Y^{\frac{n+1}{2}}\right\rangle=t_{1}^{\frac{n+1}{2}} .
\end{gathered}
$$

This implies

$$
R_{1}=k\left[\left[-t_{1}^{\frac{n+1}{2}}, t_{1}\right]\right]=k\left[\left[t_{1}\right]\right]=\overline{R_{1}}
$$

and

$$
R_{2}=k\left[\left[t_{2}^{\frac{n+1}{2}}, t_{2}\right]\right]=k\left[\left[t_{2}\right]\right]=\overline{R_{2}} .
$$

Thus, Equation (5.48) and Proposition B. 3 imply

$$
\begin{aligned}
R & =k[[X, Y]] /\left\langle X^{2}-Y^{n+1}\right\rangle \\
& =k[[X, Y]] /\left(\left\langle X-Y^{\frac{n+1}{2}}\right\rangle \cap\left\langle X+Y^{\frac{n+1}{2}}\right\rangle\right) \\
& =k\left[\left[\left(-t_{1}^{\frac{n+1}{2}}, t_{2}^{\frac{n+1}{2}}\right),\left(t_{1}, t_{2}\right)\right]\right] \\
& \subset k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right] \\
& =\overline{R_{1}} \times \overline{R_{2}} \\
& =\bar{R} .
\end{aligned}
$$

The particular claim follows since by Theorem 3.44 the valuation of $Q_{R}$ containing $R$ is $\operatorname{ord}_{t}$.

Corollary 5.55. Let $k$ be a field, and let $R$ be an algebroid curve over $k$. If $R$ is of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$, then $R$ is Gorenstein.

Proof. This follows from Corollary 5.37, Theorem 5.42, and Proposition 5.54 (also see Definition 5.53.(2)).

Theorem 5.56. Let $k$ be an algebraically closed field, and let $R$ be a local algebroid curve over $k$ with maximal ideal $\mathfrak{m}_{R}$. Then $R$ and $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ (see Remark $B .49$ and Proposition B.57) are Gorenstein if and only if $R$ is of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$.

To prove Theorem 5.56 we start with showing that over an algebraically closed ground field also the converse of Proposition 5.54 is valid.

Proposition 5.57. Let $k$ be an algebraically closed field, and let $R$ be an algebroid curve over $k$. Then $R$ is of type $\mathrm{A}_{\mathrm{n}}$ for some $n$ if and only if $\Gamma_{R}$ is of type $\mathrm{A}_{\mathrm{n}}$, i.e.

$$
\Gamma_{R}=\langle 2, n+1\rangle
$$

with $n \in 2 \mathbb{N}$, respectively

$$
\Gamma_{R}=\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right)
$$

with $n \in 2 \mathbb{N}+1$.
For the proof of Proposition 5.57 we need the following Lemmas.
Lemma 5.58 (See [35], Lemma 4.25). Let $k$ be an algebraically closed field, and let $R$ be an irreducible algebroid curve over $k$. If $\Gamma_{R}$ is of type $\mathrm{A}_{\mathrm{n}}$ with $n \in 2 \mathbb{N}$, i.e.

$$
\Gamma=\langle 2, n+1\rangle
$$

then $R$ is of type $\mathrm{A}_{\mathrm{n}}$.
Proof. First note that the conductor of $\Gamma_{R}$ is $\gamma_{\Gamma_{R}}=n$.
Since $2 \in \Gamma_{R}$, there is an $x \in R$ with $\nu(x)=2$. Hence, identifying $\bar{R} \cong k[[t]]$ (see Theorem 3.44), there are $a \in k \backslash\{0\}$ and $b_{i} \in k$ for $i \in \mathbb{N}_{>0}$ such that

$$
x=a t^{2}+\sum_{i=1}^{\infty} b_{i} t^{2+i}=u t^{2},
$$

where

$$
u=a+\sum_{i=1}^{\infty} b_{i} t^{i} \in(k[[t]])^{*}
$$

## 5. Duality and Gorenstein Property

Since $k$ is algebraically closed, there is a $w \in(k[[t]])^{*}$ such that $w^{2}=u$ and $x=(w t)^{2}$. This yields a $k$-automorphism

$$
\begin{aligned}
k[[t]] & \rightarrow k[[t]] \\
t & \mapsto w^{-1} t
\end{aligned}
$$

sending $x$ to $t^{2}$. So we may assume that $x=t^{2}$. Note that this assumption corresponds to a suitable choice of a uniformizing parameter of $\bar{R}$ in the construction of the isomorphism $\bar{R} \cong k[[t]]$, see Proposition 2.23.(2), Lemma 3.43 and Theorem 3.44.

Since

$$
\mathfrak{C}_{R}=t^{\gamma_{\Gamma_{R}}} k[[t]] \subset R
$$

by Propositions 4.16.(2) and 4.56, we have

$$
y=t^{\gamma_{\Gamma_{R}}+1} \in R
$$

and

$$
\begin{equation*}
\nu\left((k[[x, y]])^{\mathrm{reg}}\right)=\Gamma_{R} \tag{5.49}
\end{equation*}
$$

Moreover, $R^{\prime}=k[[x, y]]$ is an algebroid curve over $k$ with $Q_{R}=Q_{R^{\prime}}$ and $\mathcal{V}_{R}=\mathcal{V}_{R^{\prime}}$. Thus, Proposition 4.56 and Equation (5.49) yield

$$
\mathfrak{C}_{R} \subset k[[x, y]] \subset R
$$

Then we obtain by Lemma 4.54.(2) $R=k[[x, y]]$. Hence, $R$ is of type $\mathrm{A}_{\gamma}$.
Lemma 5.59. Let $k$ be an algebraically closed field, and let $R$ be an algebroid curve over $k$. If $\Gamma_{R}$ is of type $\mathrm{A}_{\mathrm{n}}$ with $n \in 2 \mathbb{N}+1$, i.e.

$$
\Gamma_{R}=\langle(1,1)\rangle \cup\left(\left(\frac{n+1}{2}, \frac{n+1}{2}\right)+\mathbb{N}^{2}\right)
$$

then $R$ is of type $\mathrm{A}_{\mathrm{n}}$.
Proof. We set $\delta=\frac{n+1}{2} \in \mathbb{N}$. Then the conductor of $\Gamma_{R}$ is $\gamma_{\Gamma_{R}}=(\delta, \delta)$.
Since $(1,1) \in \Gamma_{R}$, there is an $x \in A$ with $\nu(x)=(1,1)$. Hence, identifying $\bar{R} \cong$ $k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right]$, there are $a_{1}, a_{2} \in k \backslash\{0\}$ and $b_{1, i}, b_{2, i} \in k$ for $i \in \mathbb{N}_{>0}$ such that

$$
x=\left(a_{1} t_{1}+\sum_{i=1}^{\infty} b_{1, i} t_{1}^{1+i}, a_{2} t_{2}+\sum_{i=1}^{\infty} b_{2, i} t_{2}^{1+i}\right)=u t
$$

where

$$
u=\left(a_{1}+\sum_{i=1}^{\infty} b_{1, i} t_{1}^{i}, a_{2}+\sum_{i=1}^{\infty} b_{2, i} t_{2}^{i}\right) \in\left(k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right]\right)^{*} .
$$

Thus, there is a $k$-automorphism

$$
\begin{aligned}
k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right] & \rightarrow k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right], \\
t & \mapsto u^{-1} t,
\end{aligned}
$$

sending $x$ to $t=\left(t_{1}, t_{2}\right)$. So we may assume $x=t$.
Since

$$
\mathfrak{C}_{R}=t^{\gamma_{\Gamma_{R}}}\left(k\left[\left[t_{1}\right]\right] \times k\left[\left[t_{2}\right]\right]\right) \subset R
$$

by Propositions 4.16.(2) and 4.56, we have

$$
y=\left(t_{1}^{\delta},-t_{2}^{\delta}\right) \in R
$$

and

$$
\begin{equation*}
\nu\left((k[[x, y]])^{\mathrm{reg}}\right)=\Gamma_{R} \tag{5.50}
\end{equation*}
$$

Moreover, $R^{\prime}=k[[x, y]]$ is an algebroid curve over $k$ with $Q_{R}=Q_{R^{\prime}}$ and $\mathcal{V}_{R}=\mathcal{V}_{R^{\prime}}$. Thus, Proposition 4.56 and Equation (5.50) yield

$$
\mathfrak{C}_{R} \subset k[[x, y]] \subset R
$$

Then we obtain by Lemma 4.54.(2) $R=k[[x, y]]$. Hence, $R$ is of type $\mathrm{A}_{\mathrm{n}}$ with $n=2 \delta-1$.
Proof of Proposition 5.57. This follows from Proposition 5.54 and Lemmas 5.58 and 5.59.

Remark 5.60. Let $R$ be Gorenstein. Then $\Gamma_{R}$ is a symmetric semigroup by Corollary 5.37, and hence Proposition B.60, Theorem 5.34, Remark 4.8, and Proposition 4.38 yield

$$
\Gamma_{\mathfrak{m}_{R}: \mathfrak{m}_{R}}=\Gamma_{R: \mathfrak{m}_{R}}=\Gamma_{R}-\Gamma_{\mathfrak{m}_{R}}=\Gamma_{R}-M_{\Gamma_{R}}=M_{\Gamma_{R}}-M_{\Gamma_{R}}
$$

Proof of Theorem 5.56. First note that $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ is by Lemma 2.17 an integral extension of $R$, and hence an admissible ring with $\mathcal{V}_{R}=\mathcal{V}_{\mathfrak{m}_{R}: \mathfrak{m}_{R}}$ by Theorem 3.45.(1). Let $R$ and $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ be Gorenstein. Then $\Gamma_{R}$ and $\Gamma_{\mathfrak{m}_{R}: \mathfrak{m}_{R}}=M_{\Gamma_{R}}-M_{\Gamma_{R}}$ (see Remark 5.60) are symmetric semigroups by Corollary 5.37. Thus, Theorem 5.42 implies that $\Gamma_{R}$ is of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$ (see Definition 5.53.(2)), and therefore $R$ is of type $\mathrm{A}_{\mathrm{n}}$ by Proposition 5.57.

Let now $R$ be of type $\mathrm{A}_{\mathrm{n}}$ for some $n \in \mathbb{N}$. Then $\Gamma_{R}$ is of type $\mathrm{A}_{\mathrm{n}}$ by Proposition 5.57 . Hence, $\Gamma_{R}$ and $M_{\Gamma_{R}}-M_{\Gamma_{R}}=\Gamma_{\mathfrak{m}_{R}: \mathfrak{m}_{R}}$ (see Remark 5.60) are symmetric semigroups by Theorem 5.42. Thus Corollary 5.37 implies that $R$ and $\mathfrak{m}_{R}: \mathfrak{m}_{R}$ are Gorenstein.

## 6. Quasihomogeneous Curves

In this Chapter we describe quasihomogeneous curves in terms of their semigroups of values and a coefficient map.

Definition 6.1. Let $R$ be a local complex algebroid curve, and let $w \in \mathbb{N}^{n}$ for some $n \in \mathbb{N}$ with $w_{i}>0$ for all $i=1, \ldots, n$. Then $R$ is called quasihomogeneous (of type $w$ ) if there is a $\mathbb{C}$-derivation $\mathfrak{d}$ of $R$ and a generating system $\left(x_{i}\right)_{i=1}^{n}$ for the maximal ideal $\mathfrak{m}_{R}$ of $R$ with $\mathfrak{d}\left(x_{i}\right)=w_{i} x_{i}$ for every $i=1, \ldots, n$. Equivalently, there is a surjective homomorphism $\phi: \mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right] \rightarrow R$ such that $\operatorname{ker} \phi$ is homogeneous with respect to weighted polynomial degree with weight $w$ (see Theorems A. 67 and E.13).

Since a quasihomogeneous curves is an algebroid curve by definition, it is an admissible ring by Proposition 3.41. Kunz and Ruppert proved that an irreducible quasihomogeneous curve $R$ is isomorphic to the semigroup ring of its semigroup of values, i.e.

$$
\begin{equation*}
R \cong \mathbb{C}\left[\left[t^{\Gamma_{R}}\right]\right] \tag{6.1}
\end{equation*}
$$

see [9, Satz 3.1]. In Section 6.1 we re-prove this statement (see Theorem 6.9).
Let $R$ be a quasihomogeneous curve with two branches. We write $\operatorname{Min}(R)=\{\mathfrak{p}, \mathfrak{q}\}$. Then $R$ can be written as the fibre product of its branches over their intersection. The branches are irreducible quasihomogeneous curve, and hence they can be expressed in terms of their semigroup of values. Moreover, Kunz and Ruppert show that the intersection of the branches can be described by the value semigroup ideal of a minimal prime ideal of $R$ in the branch corresponding to the other minimal prime ideal, i.e.

$$
\begin{equation*}
R / \mathfrak{p}+\mathfrak{q} \cong \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] / \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}}\right]\right] \cong \mathbb{C}\left[\left[t_{\mathfrak{q}}^{\Gamma_{R / \mathfrak{p}} / \Gamma_{\mathfrak{p}+\mathfrak{q} / \mathfrak{q}}}\right]\right] \tag{6.2}
\end{equation*}
$$

see [9, Satz 4.2]. The quotient semigroup is defined in Definition 4.74, and its semigroup ring is defined in Definition 4.77.(3).

## 6. Quasihomogeneous Curves

So Equations (6.1) and (6.2) yield a commutative diagram


Hence,

$$
\begin{equation*}
R \cong \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] \times_{\mathbb{C}}\left[{\left[t_{\mathfrak{p}} \Gamma_{R / \mathfrak{p}} / \Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}\right.}\right] \mathbb{C}\left[\left[t_{\mathbb{q}^{\prime}}^{\Gamma_{R / q}}\right]\right] \tag{6.3}
\end{equation*}
$$

where we take the fibre product with respect to the composition of the canonical surjection $\mathbb{C}\left[\left[t_{\mathfrak{q}}^{\Gamma_{R / \mathfrak{q}}}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{q}}^{\Gamma_{R / \mathfrak{q}} / \Gamma_{\mathfrak{p}+\mathfrak{q}} / \mathfrak{q}}\right]\right]$ and the isomorphism $\alpha^{-1}$, see [9, Satz 4.2]).

The isomorphism $\alpha$ can be described more explicitly. First Kunz and Ruppert noted that for a quasihomogeneous curve $R^{\prime}$ there is a $w \in \mathbb{N}^{\operatorname{Min}(R)}$ with $w_{\mathfrak{p}}>0$ for all $\mathfrak{p}^{\prime} \in \operatorname{Min}(R)$ such that for a homogeneous element $x$ of a $R^{\prime}$ we have

$$
\begin{equation*}
\operatorname{deg}(x)=w_{\mathfrak{p}} \nu_{\mathfrak{p}}(x) \tag{6.5}
\end{equation*}
$$

for all $\mathfrak{p} \in \operatorname{Min}(R)$ with $x \notin \mathfrak{p}$, see [9, Section 3]. So considering the values of homogeneous elements of $R$ which are neither contained in $\mathfrak{p}$ nor in $\mathfrak{q}$ Kunz and Ruppert obtained a bijection

$$
\begin{aligned}
\tau_{\mathfrak{p q}}: \Gamma_{R / \mathfrak{p}} \backslash \Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}} & \rightarrow \Gamma_{R / \mathfrak{q}} \backslash \Gamma_{\mathfrak{p}+\mathfrak{q} / \mathfrak{q}}, \\
\alpha & \mapsto \frac{w_{\mathfrak{p}} \alpha}{w_{\mathfrak{q}}} .
\end{aligned}
$$

Then $\alpha$ is induced by this bijection $\tau_{\mathfrak{p q}}$, see [9, Satz 4.1].
In the following we want to extend these results in two ways: we will drop the restriction on the number of branches, and we will deduce the combinatorial data determining a quasihomogeneous curve only from its semigroup of values. Passing to an arbitrary number of branches we use the generalized notion of a fibre product introduced in Section 2.3. Then considering the branches pairwise we obtain again diagrams as (6.3). However, in general $R$ is only contained in the fibre product of its branches but not isomorphic to it anymore. In Chapter 7 we will give a criterion on the value semigroup of values which determines this inclusion to be an isomorphism (see Theorem 7.23).

In order to deduce the combinatorial informations from the semigroup of values $\Gamma_{R}$ of a quasihomogeneous curve $R$, we first note that for any minimal prime ideals $\mathfrak{p}$ and $\mathfrak{q}$ with $\mathfrak{p} \neq \mathfrak{q}$ we have

$$
\Gamma_{R / \mathfrak{p}}=\left(\Gamma_{R}\right)_{\mathfrak{p}}
$$

by Proposition 4.67 and

$$
\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}=\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}
$$

by Proposition 4.69.
Theorem 6.2. Let $R$ be a quasihomogeneous curve.
(1) There is a $\left(\bar{w}_{\mathfrak{p}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in \mathbb{N}^{\operatorname{Min}(R)}$ with $\bar{w}_{\mathfrak{p}}>0$ for every $\mathfrak{p} \in \operatorname{Min}(R)$ such that for any homogeneous element $x \in R$ we have

$$
\operatorname{deg}(x)=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)
$$

for all $\mathfrak{p} \in \operatorname{Min}(R)$ with $x \notin \mathfrak{p}$.
(2) For any $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$ there is a bijection

$$
\begin{aligned}
\tau_{\mathfrak{p q}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} & \rightarrow\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}, \\
\alpha & \mapsto \frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}}
\end{aligned}
$$

(see Definition 4.60).
(3) For any $\mathfrak{p} \in \operatorname{Min}(R)$ the isomorphism $\bar{R} \rightarrow \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]$ of Theorem 3.44 induces a homogeneous surjective homomorphism (see Definition E.8)

$$
\psi_{\mathfrak{p}}: R \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with

$$
\begin{equation*}
\left.\nu_{\mathfrak{p}}\right|_{R}=\operatorname{ord}_{t} \circ \psi_{\mathfrak{p}} \tag{6.6}
\end{equation*}
$$

and for any $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$ there is a map

$$
\zeta_{\mathfrak{p q}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \rightarrow \mathbb{C}
$$

(see Definition 4.74) with

$$
\begin{equation*}
\zeta_{\mathfrak{p q}}(\alpha+\beta)=\zeta_{\mathfrak{p q}}(\alpha) \zeta_{\mathfrak{p q}}(\beta) \tag{6.7}
\end{equation*}
$$

for all $\alpha, \beta \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ with $\alpha+\beta \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, and a homogeneous isomorphism

$$
\begin{align*}
\sigma_{\mathfrak{p q}}: \mathbb{C}\left[t_{\mathfrak{p}}\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}\right] & \rightarrow \mathbb{C}\left[t_{\mathfrak{q}}\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}\right.  \tag{6.8}\\
\overline{t_{\mathfrak{p}}^{\alpha}} & \mapsto \zeta_{\mathfrak{p q}}(\alpha) \overline{t_{\mathfrak{q}}^{\tau_{\mathfrak{p q}}(\alpha)}}
\end{align*}
$$
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induced by $\tau_{\mathfrak{p q}}$ and $\zeta_{\mathfrak{p q}}$ such that there is a commutative diagram

where $\chi_{\mathfrak{p q}}$ and $\chi_{\mathfrak{q p}}$ denote the homogeneous surjective homomorphisms of Proposition 4.79.
(4) With $\zeta=\left(\left(\zeta_{\mathfrak{p}, \mathfrak{q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$ we denote by $\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ the $\mathbb{C}$-subalgebra of $\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]$ consisting of the elements

$$
\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with

$$
\begin{equation*}
a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) a_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})} \tag{6.9}
\end{equation*}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$, for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and for all $\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then the $\mathbb{C}$-algebra isomorphism

$$
Q_{R} \rightarrow \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]\left[t_{\mathfrak{p}}^{-1}\right]
$$

of Theorem 3.44 restricts to an injective homogeneous $\mathbb{C}$-algebra homomorphism

$$
\begin{aligned}
\Psi: R & \rightarrow \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right), \\
x & \mapsto\left(\psi_{\mathfrak{p}}(x)\right)_{\mathfrak{p} \in \operatorname{Min}(R)}
\end{aligned}
$$

with $\psi_{\mathfrak{p}}$ as in (3) for all $\mathfrak{p} \in \operatorname{Min}(R)$. Moreover, for any $\mathfrak{q}, \mathfrak{q}^{\prime} \in \operatorname{Min}(R)$ there is a commutative diagram

(5) Let $x \in R$, and write $\Psi(x)=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$. Then for any $d \in \mathbb{Z}$ and for every $\mathfrak{p} \in \operatorname{Min}(R)$ we have

$$
\left((\Psi(x))_{d}\right)_{\mathfrak{p}}=\left(\psi_{\mathfrak{p}}(x)\right)_{d}= \begin{cases}a_{d / \overline{w_{\mathfrak{p}}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\frac{d}{\overline{w_{\mathfrak{p}}}}} & \text { if there is an } \alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \text { with } \bar{w}_{\mathfrak{p}} \alpha=d \\ 0 & \text { else. }\end{cases}
$$

Moreover,

$$
\operatorname{ord}_{t}\left((\Psi(x))_{d}\right) \geq \nu(x)
$$

for all $d \in \mathbb{Z}$.
Proof. See Section 6.2.
To ease notation in future constructions of fibre products we introduce the following.
Definition 6.3. Let $R$ be a quasihomogeneous curve. Using the notation of Theorem 6.2, we call $\bar{w}$ normal weights and $\zeta=\left(\left(\zeta_{\mathfrak{p q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$ connecting maps for $R$.

Unlike in the case $|\operatorname{Min}(R)| \leq 2$ which was treated by Kunz and Ruppert, in general the homomorphism $\Psi: R \rightarrow \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ of Theorem 6.2.(4) is only an inclusion. We give a name to the special case when $\Psi$ is an isomorphism.

Definition 6.4. Let $R$ be a quasihomogeneous curve. We say that $R$ is a fibre product if the homomorphism $\Psi: R \rightarrow \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ of Theorem 6.2.(4) is an isomorphism.

Remark 6.5. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ and connecting maps $\zeta$ (see Definition 6.3). Theorem 6.2.(4) and the following Proposition 6.6 show that the fibre product $\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ is a "closure" of $R$ in the following sense: It is the "largest" quasihomogeneous curve contained in $\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]$ with normal weights $\bar{w}$ and connecting maps $\zeta$.

Proposition 6.6. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ and connecting maps $\zeta$ (see Definition 6.3), and set

$$
A=\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)
$$

(1) $A$ is a quasihomogeneous curve.
(2) There is a bijection

$$
\eta: \operatorname{Min}(R) \rightarrow \operatorname{Min}(A)
$$

and $A$ has normal weights

$$
\bar{w}^{(A)}=\left(\bar{w}_{\eta^{-1}(\mathfrak{p})}\right)_{\mathfrak{p} \in \operatorname{Min}(A)} \in \mathbb{N}^{\operatorname{Min}(A)}
$$

and connecting maps

$$
\zeta^{(A)}=\left(\left(\zeta_{\eta^{-1}(\mathfrak{p}), \eta^{-1}(\mathfrak{q})}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}
$$
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(3) For any $\mathfrak{p} \in \operatorname{Min}(A)$ we have (considering $\left(\Gamma_{A}\right)_{\mathfrak{p}},\left(\Gamma_{R}\right)_{\eta^{-1}(\mathfrak{p})},\left(\Gamma_{A}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ and $\left(\Gamma_{R}\right)_{\eta^{-1}(\mathfrak{p})}^{\eta^{-1}(\mathfrak{q}}$ as subsets of $\mathbb{N}$ )

$$
\left(\Gamma_{A}\right)_{\mathfrak{p}}=\left(\Gamma_{R}\right)_{\eta^{-1}(\mathfrak{p})},
$$

and

$$
\left(\Gamma_{A}\right)_{\mathfrak{p}}^{\mathfrak{q}}=\left(\Gamma_{R}\right)_{\eta^{-1}(\mathfrak{p})}^{\eta^{-1}(\mathfrak{q})}
$$

for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$. Moreover, $A$ is a fibre product (see Definition 6.4), i.e.

$$
A=\operatorname{Fib}\left(\Gamma_{A}, \bar{w}^{(A)}, \zeta^{(A)}\right)
$$

(4) Let $\bar{\Psi}: \bar{R} \rightarrow \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]$ be the isomorphism of Theorem 3.44. Then

$$
\bar{\Psi}^{-1}(A) \in \mathcal{R}_{R}
$$

and $\eta$ induces a bijection

$$
\begin{aligned}
\Gamma_{\bar{\Psi}^{-1}(A)} & \rightarrow \Gamma_{A} \\
\left(\alpha_{\mathfrak{p}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} & \mapsto\left(\alpha_{\eta^{-1}(\mathfrak{q})}\right)_{\mathfrak{q} \in \operatorname{Min}(A)}
\end{aligned}
$$

Proof. See Section 6.3.
Finally, we show some important properties of the connecting maps of a quasihomogeneous curve.

Lemma 6.7. Let $R$ be a quasihomogeneous curve with connecting maps

$$
\left(\left(\zeta_{\mathfrak{p q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}
$$

and let $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$.
(1) For any $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ we have $\zeta_{\mathfrak{p q}}(\alpha) \neq 0$.
(2) We have $\zeta_{\mathfrak{p q}}(0)=1$.

Proof. (1) The rings $\mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right]$ and $\mathbb{C}\left[t_{\mathfrak{q}}\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}\right]$ are $\mathbb{C}$-vector spaces with bases $\left(t_{\mathfrak{p}}^{\alpha}\right)_{\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}$ and $\left(t_{\mathfrak{q}}^{\beta}\right)_{\beta \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}}$, respectively. Since

$$
\sigma_{\mathfrak{p q}}: \mathbb{C}\left[t_{\mathfrak{p}}\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}\right] \rightarrow \mathbb{C}\left[t_{\mathfrak{q}}\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}\right]
$$

is by Theorem 6.2.(3) a $\mathbb{C}$-vector space isomorphism, this implies $\zeta_{\mathfrak{p q}}(\alpha) \neq 0$ for all $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ (see Equation (6.8)).
(2) Since $R$ is local, we have $0 \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ by Theorem 4.9 and Proposition 4.65. Therefore, Theorem 6.2.(3) yields

$$
\zeta_{\mathfrak{p q}}(0)=\zeta_{\mathfrak{p q}}(0+0)=\zeta_{\mathfrak{p q}}(0) \zeta_{\mathfrak{p q}}(0)
$$

(see Equation (6.7)). Thus, we have either $\zeta_{\mathfrak{p q}}(0)=0$ or $\zeta_{\mathfrak{p q}}(0)=1$, and (1) yields the claim.

Remark 6.8. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ and connecting maps $\zeta=\left(\left(\zeta_{\mathfrak{p q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$ (see Definition 6.3). Then Lemma 6.7.(2) implies that if $x \in \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$, then all components of $x$ have the same constant term. Thus, with Theorem 6.2.(4) we have inclusions

$$
\Psi(R) \subset \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right) \subset\left(\prod_{\mathfrak{p} \in \operatorname{Min}(R)}\right)_{\mathbb{C}} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

This was also shown by Kunz and Ruppert in [9, Satz 3.4].

### 6.1. Irreducible Curves

Before we treat the case of general quasihomogeneous curves, we investigate irreducible curves. More precisely, we prove the following.

Theorem 6.9. Let $R$ be an irreducible quasihomogeneous curve of type $w \in \mathbb{N}^{n}$ with respect to $\mathfrak{d}_{R} \in \operatorname{Der}_{\mathbb{C}}(R)$. This means that $R$ is $\mathbb{Z}$-graded.
(1) The normalization $\bar{R}$ is quasihomogeneous with respect to a derivation $\mathfrak{d}_{\bar{R}} \in \operatorname{Der}_{\mathbb{C}}(\bar{R})$ with $\left.\mathfrak{d}_{\bar{R}}\right|_{R}=\mathfrak{d}_{R}$. In particular, there is a uniformizing parameter $t \in \bar{R}$ and $a \bar{w} \in \mathbb{N}$ such that $\mathfrak{d}_{\bar{R}}(t)=\bar{w} t$.
(2) For any homogeneous element $x \in R^{\text {reg }}$ we have

$$
\operatorname{deg}(x)=\bar{w} \nu(x)
$$

(3) The isomorphism

$$
\begin{aligned}
\phi: \bar{R} & \rightarrow \mathbb{C}[[T]], \\
t & \mapsto T
\end{aligned}
$$

of Theorem 3.44 is homogeneous, and it restricts to a homogeneous isomorphism

$$
\phi^{\prime}: R \rightarrow \mathbb{C}\left[\left[T^{\Gamma_{R}}\right]\right]
$$

and

$$
\nu=\operatorname{ord}_{T} \circ \phi
$$

if we extend $\phi$ to an isomorphism $Q_{R} \rightarrow \mathbb{C}[[T]]\left[T^{-1}\right]$.
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(4) Let $R$ be also quasihomogeneous of type $w^{\prime} \in \mathbb{N}^{n}$ with respect to $\mathfrak{d}_{R}^{\prime} \in \operatorname{Der}_{\mathbb{C}}(R)$. Let $\mathfrak{d}_{\bar{R}}^{\prime} \in \operatorname{Der}_{\mathbb{C}}(\bar{R})$ with $\left.\mathfrak{d}_{\bar{R}}^{\prime}\right|_{R}=\mathfrak{d}^{\prime}$, $s \in \bar{R}$ a uniformizing parameter and $\bar{w}^{\prime} \in \mathbb{N}$ such that $\mathfrak{d}_{\bar{R}}^{\prime}(s)=\bar{w}^{\prime}$ s as in (1). Then with the isomorphism

$$
\begin{aligned}
\phi: \bar{R} & \rightarrow \mathbb{C}[[S]], \\
s & \mapsto S
\end{aligned}
$$

of Theorem 3.44 we obtain commutative diagrams

and


Moreover, there is a unit $u \in(\mathbb{C}[[S]])^{*}$ such that

$$
\begin{aligned}
\psi \circ \phi^{-1}: \mathbb{C}\left[\left[T^{\Gamma_{R}}\right]\right] & \rightarrow \mathbb{C}\left[\left[S^{\Gamma_{R}}\right]\right], \\
T & \mapsto u S .
\end{aligned}
$$

Note that the isomorphisms $\phi, \phi^{\prime}, \psi$, and $\psi^{\prime}$ are homogeneous but the isomorphisms $\mathbb{C}[[T]] \rightarrow \mathbb{C}[[S]]$ and $\mathbb{C}\left[\left[T^{\Gamma_{R}}\right]\right] \rightarrow \mathbb{C}\left[\left[S^{\Gamma_{R}}\right]\right]$ are in general not homogeneous.
(5) Let $\mathfrak{i}$ be a homogeneous non-zero ideal of $R$. Then

$$
\phi(\mathfrak{i})=\mathbb{C}\left[\left[T^{\Gamma_{\mathbf{i}}}\right]\right] .
$$

To prove Theorem 6.9 we need the following Lemmas.
Lemma 6.10. Let $\mathfrak{i} \subset \mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ be an ideal, and let $\mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right] / \mathfrak{i}$ be quasihomogeneous of type $w \in \mathbb{N}^{n}$ with respect to $\mathfrak{d} \in \operatorname{Der}_{\mathbb{C}}\left(\mathbb{C}\left[\left[x_{1}, \ldots, x_{n}\right]\right] / \mathfrak{i}\right)$ such that $\mathfrak{d}\left(x_{i}\right)=w_{i} x_{i}$, where $x_{i}=X_{i}+\mathfrak{i}$, for all $i=1, \ldots, n$.
(1) There is a commutative diagram

where $\pi: \mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right] \rightarrow \mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right] / \mathfrak{i}$ is the canonical surjection. Moreover,

$$
\sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}}(\mathfrak{i}) \subset \mathfrak{i} .
$$

(2) An element $y \in \mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right] / \mathfrak{i}$ is homogeneous with respect to $\mathfrak{d}$ if and only if for any $\alpha \in \mathbb{N}^{n}$ with $|\alpha|_{w}=\operatorname{deg}(y)$ there is an $a_{\alpha} \in \mathbb{C}$ such that

$$
y=\sum_{\substack{\alpha \in \mathbb{N}^{n} \\|\alpha|_{w}=\operatorname{deg}(y)}} a_{\alpha} \bar{X}^{\alpha},
$$

where we write $|\alpha|_{w}=\sum_{i=1}^{n} w_{i} \alpha_{i}$.
Proof. (1) By Theorem E. 13 there is a $\mathbb{C}$-derivation $\mathfrak{d}^{\prime}$ of $\mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ such that $\mathfrak{d} \circ \pi=\pi \circ \mathfrak{d}^{\prime}$ and $\mathfrak{d}(\mathfrak{i}) \subset \mathfrak{i}$. Moreover, Theorem E. 13 yields $\mathfrak{d}^{\prime}\left(X_{i}\right)=w_{i} X_{i}$ for all $i=1, \ldots, n$. This implies

$$
\mathfrak{d}^{\prime}=\sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}} .
$$

(2) By Theorem E. 13 an element $y \in \mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right] / \mathfrak{i}$ is homogeneous if and only if there is a homogeneous element $Y \in\left(\mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right]\right)_{\operatorname{deg}(y)}$ with $\operatorname{pr}(Y)=y$, where on $\mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ we consider the grading corresponding to the $\mathbb{C}$-derivation $\sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}}$ (see Theorem E.11.(1)). Write $Y=\sum_{\alpha \in \mathbb{N}^{s}} a_{\alpha} X^{\alpha}$. Then $Y$ is by Theorem E.11.(1) homogeneous of degree $\operatorname{deg}(y)$ if and only if

$$
\begin{aligned}
\sum_{\alpha \in \mathbb{N}^{s}} \operatorname{deg}(y) a_{\alpha} X^{\alpha} & =\operatorname{deg}(y) Y \\
& =\sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}}(Y) \\
& =\sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}}\left(\sum_{\alpha \in \mathbb{N}^{n}} y_{\alpha} X^{\alpha}\right) \\
& =\sum_{\alpha \in \mathbb{N}^{n}} y_{\alpha} \sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}}\left(X^{\alpha}\right) \\
& =\sum_{\substack{\alpha \in \mathbb{N}^{n} \\
|\alpha| \neq 0}} y_{\alpha} \sum_{i=1}^{n} w_{i} \alpha_{i} X^{\alpha} \\
& =\sum_{\substack{\alpha \in \mathbb{N}^{n} \\
|\alpha| \neq 0}} y_{\alpha}|\alpha|_{w} X^{\alpha} .
\end{aligned}
$$
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Comparing coefficients we see that this is the case if and only if

$$
Y=\sum_{\substack{\alpha \in \mathbb{N}^{s} \\|\alpha|_{w}=\operatorname{deg}(y)}} a_{\alpha} X^{\alpha} .
$$

Therefore, $y$ is homogeneous if and only if for any $\alpha \in \mathbb{N}^{s}$ with $|\alpha|_{w}=\operatorname{deg}(y)$ there is an $a_{\alpha} \in \mathbb{C}$ such that

$$
y=\pi\left(\sum_{\substack{\alpha \in \mathbb{N}^{s} \\|\alpha|_{w}=\operatorname{deg}(y)}} a_{\alpha} X^{\alpha}\right)=\sum_{\substack{\alpha \in \mathbb{N}^{s} \\|\alpha| w=\operatorname{deg}(y)}} a_{\alpha} x^{\alpha} .
$$

Lemma 6.11. Let $R$ be an irreducible quasihomogeneous curve of type $w \in \mathbb{N}^{n}$.
(1) The normalization $\bar{R}$ is quasihomogeneous with respect to a derivation $\mathfrak{d}_{\bar{R}} \in \operatorname{Der}_{\mathbb{C}}(\bar{R})$ with $\left.\mathfrak{d}_{\bar{R}}\right|_{R}=\mathfrak{d}_{R}$. In particular, there is a uniformizing parameter $t \in \bar{R}$ and $a \bar{w} \in \mathbb{N}$ such that $\mathfrak{d}_{\bar{R}}(t)=\bar{w} t$. Moreover, the isomorphism

$$
\begin{aligned}
\phi: \bar{R} & \rightarrow \mathbb{C}[[T]], \\
t & \mapsto T,
\end{aligned}
$$

of Theorem 6.9.(3) is homogeneous if we consider on $\mathbb{C}[[T]]$ the grading corresponding to the $\mathbb{C}$-derivation $\bar{w} t \frac{\partial}{\partial_{t}}$ (see Theorem E.11.(1)).
(2) Let $\left(y_{d}\right)_{d \in \bar{w} \mathbb{Z}} \in \prod_{d \in \bar{w} \mathbb{Z}} R_{d}$. Then $\sum_{d \in \bar{w} \mathbb{Z}} y_{d} \in R$. Moreover, $R \cong \prod_{d \in \bar{w} \mathbb{Z}} R_{d}$.
(3) For any $d \in \mathbb{Z}$ we have

$$
\bar{R}_{d}= \begin{cases}\phi^{-1}\left(\mathbb{C} \cdot T^{\frac{d}{w}}\right) & \text { if } d \in \bar{w} \mathbb{N} \\ 0 & \text { else } .\end{cases}
$$

(4) Let $\alpha \in \mathbb{N}$, and let $x \in R_{\bar{w} \alpha}$. Then $\nu(x)=\alpha$.
(5) For any $\alpha \in \Gamma_{R}$ there is an $x \in R_{\bar{w} \alpha}$ with $\nu(x)=\alpha$. In particular, $x \neq 0$.
(6) For any $\alpha \in \mathbb{N}$ we have

$$
R_{\bar{w} \alpha}= \begin{cases}\bar{R}_{\bar{w} \alpha}=\phi^{-1}\left(\mathbb{C} \cdot T^{\alpha}\right), & \text { if } \alpha \in \Gamma_{R}, \\ 0, & \text { else. }\end{cases}
$$

Proof. (1) By Theorem E.11.(2) the grading of $R$ corresponds to a derivation $\mathfrak{d}_{R} \in$ $\operatorname{Der}_{\mathbb{C}}(R)$. Then by [36, Satz 2.12] $\bar{R}$ is quasihomogeneous with respect to a $\mathbb{C}$ derivation $\mathfrak{d}_{\bar{R}} \in \operatorname{Der}_{\mathbb{C}}(\bar{R})$ with $\left.\mathfrak{d}_{\bar{R}}\right|_{R}=\mathfrak{d}_{R}$. Therefore, there are generators $x_{1}, \ldots, x_{n}$ of the maximal ideal $\mathfrak{m}_{\bar{R}}$ of $\bar{R}$ and weights $w_{1}, \ldots, w_{n} \in \mathbb{N}_{>0}$ such that $\mathfrak{d}_{\bar{R}}\left(x_{i}\right)=w_{i} x_{i}$ for every $i=1, \ldots, n$. Since $\bar{R}$ is by Remark 3.39 a discrete valuation ring and a domain by Corollary A.73, there is by Proposition 2.23.(2) and (3) a uniformizing parameter $t \in \bar{R}$ such that $\mathfrak{d}_{\bar{R}}(t)=\bar{w} t$ for some $\bar{w} \in \mathbb{N}$.
(2) Since $R$ is quasihomogeneous, there are generators $x_{1}, \ldots, x_{n}$ of the maximal ideal $\mathfrak{m}_{\bar{R}}$ of $\bar{R}$ and weights $w_{1}, \ldots, w_{n} \in \mathbb{N}_{>0}$ such that $x_{i}$ is homogeneous with $\operatorname{deg}\left(x_{i}\right)=w_{i}$ for any $i=1, \ldots, n$. By Theorem A. 67 there is a surjective $\mathbb{C}$-algebra homomorphism

$$
\begin{aligned}
\phi: \mathbb{C}\left[\left[X_{1}, \ldots, X_{s}\right]\right] & \rightarrow R, \\
X_{i} & \mapsto x_{i} \text { for all } i=1, \ldots, n
\end{aligned}
$$

By Theorem E. 13 ker $\phi$ is homogeneous with respect to the grading on $\mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ corresponding to the $\mathbb{C}$-derivation $\sum_{i=1}^{n} w_{i} X_{i} \frac{\partial}{\partial X_{i}}$ (see Theorem E.11.(1)). Moreover, the grading on $A=\mathbb{C}\left[\left[X_{1}, \ldots, X_{s}\right]\right] / \operatorname{ker} \phi$ induced via $\psi^{-1}$ agrees with the grading induced by that on $\mathbb{C}\left[\left[X_{1}, \ldots, X_{n}\right]\right]$, where $\psi: A \rightarrow R$ is the isomorphism induced by $\phi$.

Let $\left(y_{d}\right)_{d \in G} \in \prod_{d \in G} R_{d}$. Then $\phi\left(y_{d}\right)$ is homogeneous in $A$ for any $d \in G$, and hence by Lemma 6.10.(2) there is

$$
\left(z_{\alpha}\right)_{\alpha \in\left\{\beta \in \mathbb{N}^{n} \|\left.\beta\right|_{w}=d\right\}} \in \mathbb{C}\left\{\beta \in \mathbb{N}^{n} \|\left.\beta\right|_{w}=d\right\}
$$

such that

$$
\psi^{-1}\left(y_{d}\right)=\sum_{\substack{\alpha \in \mathbb{N}^{n} \\|\alpha|_{w}=d}} z_{\alpha} x^{\alpha}
$$

Let now $m \in \mathbb{N}$ and $v=\max \left\{w_{i} \mid i=1, \ldots, n\right\}$. Then for any $\alpha \in \mathbb{N}^{n}$ with $|\alpha|_{w}=m$ we have

$$
m=|\alpha|_{w}=\sum_{i=1}^{n} w_{i} \alpha_{i} \leq \sum_{i=1}^{n} v \alpha_{i}=v \sum_{i=1}^{n} \alpha_{i}
$$

and hence

$$
\sum_{i=1}^{n} \alpha_{i} \geq \frac{m}{v}
$$

This implies that for any $d \in G$ we have

$$
\psi^{-1}\left(y_{d}\right) \in\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle_{\mathbb{C}\left[\left[x_{1}, \ldots, x_{n}\right]\right] / \mathfrak{i}}\right)^{r}
$$

and hence

$$
\begin{equation*}
y_{d} \in\left(\mathfrak{m}_{R}\right)^{r} \tag{6.10}
\end{equation*}
$$

for all $r \in \mathbb{N}$ with $v r \leq d$.
For $g \in \mathbb{N}$ we write

$$
y^{(g)}=\sum_{\substack{d \in G \\ d \leq g}} y_{d}
$$

and we consider the sequence

$$
\left(y^{(g)}\right)_{g \in \mathbb{N}} \in R^{\mathbb{N}}
$$
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Let now $e \in \mathbb{N}$. Then for any $g, g^{\prime} \in \mathbb{N}$ with $g, g^{\prime} \geq v e$ we have with Equation (6.10)

$$
y^{(g)}-y^{\left(g^{\prime}\right)}=\sum_{\substack{d \in G \\ d \leq g}} y_{d}-\sum_{\substack{d \in G \\ d \leq g^{\prime}}} y_{d}=\sum_{\substack{d \in G \\ \min \left(g, g^{\prime}\right)<d \leq \max \left(g, g^{\prime}\right)}} y_{d} \in\left(\mathfrak{m}_{R}\right)^{e} .
$$

Hence, $\left(y^{(g)}\right)_{g \in \mathbb{N}}$ is a Cauchy sequence in $R$, and since $R$ is complete, this implies

$$
\sum_{d \in G} y_{d}=\lim _{g \in \mathbb{N}} y^{(g)} \in R .
$$

Moreover, since by Proposition E. 4 for any $x \in R$ there is $\left(z_{d}\right)_{d \in G} \in \prod_{d \in G} R_{d}$ such that $z=\sum_{d \in G} z_{d}$, we obtain $R \cong \prod_{d \in G} R_{d}$.
(3) Since $\phi$ is a homogeneous isomorphism by (1), we have

$$
\bar{R}_{d}=\phi^{-1}\left((\mathbb{C}[[T]])_{d}\right)
$$

for any $d \in \mathbb{Z}$, where the grading on $\mathbb{C}[[T]]$ corresponds to the $\mathbb{C}$-derivation $\bar{w} t \frac{\partial}{\partial_{t}}$ (see Theorem E.11.(1)). The statement follows from Lemma 6.10.(2).
(4) Since $\phi$ is homogeneous by (1), there is an $a \in \mathbb{C}$ such that $\phi(x)=a T^{\alpha}$. Since $\nu=\operatorname{ord}_{T} \circ \phi$ by Theorem 3.44, this implies $\nu(x)=\alpha$.
(5) Let $\alpha \in \Gamma_{R}$. Then there is an $x \in R$ with $\nu(x)=\alpha$. Now let

$$
\left(x_{d}\right)_{d \in \bar{w} \mathbb{Z}} \in \prod_{d \in \bar{w} \mathbb{Z}} R_{d}
$$

such that $x=\sum_{d \in \bar{w} \mathbb{Z}} x_{d}$. Then by Lemma 6.10.(2) and Proposition E. 9 there is $\left(a_{d}\right)_{d \in \bar{w} \mathbb{Z}} \in \mathbb{C}^{\bar{w} \mathbb{Z}}$ such that

$$
\phi(x)=\phi\left(\sum_{d \in \bar{w} \mathbb{Z}} x_{d}\right)=\sum_{d \in \bar{w} \mathbb{Z}} \phi\left(x_{d}\right)=\sum_{d \in \bar{w} \mathbb{Z}} a_{d} T^{\frac{d}{\bar{w}}} .
$$

Since $\nu=\operatorname{ord}_{T} \circ \phi$ by Theorem 3.44, this implies $a_{\bar{w} \alpha} \neq 0$. Hence, $x_{\bar{w} \alpha} \neq 0$, and

$$
\nu\left(x_{\bar{w} \alpha}\right)=\operatorname{ord}_{T} \circ \phi\left(x_{\bar{w} \alpha}\right)=\operatorname{ord}_{T}\left(a_{\bar{w} \alpha} T^{\frac{\overline{\bar{w}} \alpha}{\bar{w}}}\right)=\alpha .
$$

(6) By (1) and Lemma 6.10.(2) we have for any $\alpha \in \mathbb{N}$

$$
R_{\bar{w} \alpha} \subset \bar{R}_{\bar{w} \alpha}=\phi^{-1}\left(\mathbb{C} \cdot T^{\alpha}\right) .
$$

Moreover, if $\alpha \in \mathbb{N} \backslash \Gamma_{R}$, then $R_{\bar{w} \alpha}=0$ by (4). It remains to show that $\phi^{-1}\left(a T^{\alpha}\right) \in$ $R_{\bar{w} \alpha}$ for any $\alpha \in \Gamma_{R}$ and for any $a \in \mathbb{C}$.
So let $\alpha \in \Gamma_{R}$. Then by (5) there is $x \in R_{\bar{w} \alpha} \backslash\{0\}$, and Lemma 6.10.(2) yields a $b \in \mathbb{C}$ such that $\phi(x)=b T^{\alpha}$. So for any $a \in \mathbb{C}$ we have $\frac{a}{b} x \in R_{\bar{w} \alpha}$ and

$$
\phi\left(\frac{a}{b} x\right)=\frac{a}{b} \phi(x)=\frac{a}{b} b T^{\alpha}=a T^{\alpha} .
$$

Proof of Theorem 6.9. (1) See Lemma 6.11.(1).
(2) Let $x \in R^{\text {reg }}$ be homogeneous of degree $\operatorname{deg}(x)$, and let

$$
\begin{aligned}
\phi: \bar{R} & \rightarrow \mathbb{C}[[T]], \\
t & \mapsto T
\end{aligned}
$$

be the isomorphism of Theorem 3.44. Then $\phi$ is homogeneous by Lemma 6.11.(1) if we consider on $\mathbb{C}[[T]]$ the grading corresponding to the $\mathbb{C}$-derivation $\bar{w} t \frac{\partial}{\partial_{t}}$ (see Theorem E.11.(1)), and hence $\phi(x) \in(\mathbb{C}[[T]])_{\operatorname{deg}(x)}$. So by Lemma 6.10.(2) there is an $a \in \mathbb{C}$ such that $\phi(x)=a T^{\frac{\operatorname{deg}(x)}{\bar{w}}}$. Thus, Theorem 3.44 yields

$$
\nu(x)=\operatorname{ord}_{T} \circ \phi(x)=\frac{\operatorname{deg}(x)}{\bar{w}} .
$$

(3) The isomorphism $\phi$ is homogeneous by Lemma 6.11.(1), and Lemma 6.11.(2) and (6) yield the homogeneous restriction $\phi^{\prime}$.
(4) The commutative diagrams follow immediately from (3). Now the isomorphism $\psi \circ \phi^{-1}$ is determined by

$$
\psi \circ \phi^{-1}(S)=f
$$

for some power series $f \in \mathbb{C}[[T]]$. Since

$$
1=\operatorname{ord}_{S}(S)=\operatorname{ord}_{T}\left(\psi \circ \phi^{-1}(S)\right)=\operatorname{ord}_{T}(f)
$$

we obtain

$$
f=T g
$$

where $g \in \mathbb{C}[[T]]$ with $\operatorname{ord}_{T}(g)=0$. As ord ${ }_{T}=\nu \circ \phi^{-1}$, this implies $g \in(\mathbb{C}[[T]])^{*}$ by Lemma 3.4.(3).
(5) Let $\mathfrak{i}$ be a homogeneous non-zero ideal of $R$. Since $R$ is Noetherian, $\mathfrak{i}$ is by Proposition E.6.(1) generated by finitely many homogeneous elements $y_{1}, \ldots, y_{m}$. For any $i=1, \ldots, m$ there is by Lemma 6.10.(2) an $b_{i} \in \mathbb{C}$ such that

$$
\phi\left(y_{i}\right)=b_{i} T^{\frac{\operatorname{deg}\left(y_{i}\right)}{\bar{w}}} .
$$

Now let $x \in R$. Then there is $\left(x_{d}\right)_{d \in G} \in \prod_{d \in G} R_{d}$ such that $x=\sum_{d \in G} x_{d}$. Moreover, by Lemma 6.10.(2) there is $\left(a_{d}\right)_{d \in G} \in \mathbb{C}^{G}$ such that

$$
\phi\left(x_{d}\right)=a_{d} T^{\frac{d}{w}}
$$

for all $d \in G$. So for any $i=1, \ldots, m$ and any $d \in G$ we have

$$
\phi\left(y_{i} x_{d}\right)=\phi\left(y_{i}\right) \phi\left(x_{d}\right)=b_{i} a_{d} T^{\frac{\operatorname{deg}\left(y_{i}\right)+d}{\bar{w}}}
$$
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and Remark 4.6.(5) and Theorem 3.44 yield

$$
\frac{\operatorname{deg}\left(y_{i}\right)+d}{\bar{w}}=\operatorname{ord}_{T} \circ \phi\left(y_{i} x_{d}\right)=\nu\left(y_{i} x_{d}\right)=\nu\left(y_{i}\right)+\nu\left(x_{d}\right) \in \Gamma_{\mathrm{i}} .
$$

Therefore, we obtain with Proposition E. 9

$$
\phi\left(y_{i} x\right)=\phi\left(y_{i} \sum_{d \in G} x_{d}\right)=\phi\left(\sum_{d \in G} y_{i} x_{d}\right)=\sum_{d \in G} \phi\left(y_{i} x_{d}\right) \in \mathbb{C}\left[\left[T^{\Gamma_{i}}\right]\right] .
$$

This implies

$$
\begin{equation*}
\phi(\mathfrak{i}) \subset \mathbb{C}\left[\left[T^{\Gamma_{\mathrm{i}}}\right]\right] \tag{6.11}
\end{equation*}
$$

Since $\phi(R)=\mathbb{C}\left[\left[T^{\Gamma_{R}}\right]\right]$ by (3), since $\mathbb{C}\left[\left[T^{\Gamma_{i}}\right]\right] \in \mathcal{R}_{\mathbb{C}\left[\left[T^{\Gamma_{R}}\right]\right]}$ (see Remark 4.78.(1)), and since $\Gamma_{\mathfrak{i}}=\Gamma_{\phi(i)}=\Gamma_{\mathbb{C}\left[\left[T^{\Gamma_{i}}\right]\right]}$ by Theorem 3.44, Equation (6.11) yields with Corollary 4.52

$$
\phi(\mathfrak{i})=\mathbb{C}\left[\left[T^{\Gamma_{\mathbf{i}}}\right]\right]
$$

We conclude this section with a lemma we will use later on.
Lemma 6.12. Let $S$ be a numerical semigroup, and let $E \in \mathcal{G}_{S}$ with $E \subset S$.
(1) Let $M$ be a finite set of generators of $S$ not containing 0 (see Proposition 4.72 and Lemma 4.85). Then $\mathbb{C}\left[\left[T^{S}\right]\right]$ is quasihomogeneous of type $(\alpha)_{\alpha \in M} \in \mathbb{N}^{M}$.
(2) The ideal $\mathbb{C}\left[\left[t^{E}\right]\right]$ of $\mathbb{C}\left[\left[t^{S}\right]\right]$ (see Remark 4.78.(1)) is homogeneous.
(3) An element

$$
\overline{\sum_{\alpha \in S} a_{\alpha} t^{\alpha}} \in \mathbb{C}\left[\left[t^{S}\right]\right] / \mathbb{C}\left[\left[t^{E}\right]\right]
$$

is homogeneous in the induced grading on $\mathbb{C}\left[\left[t^{S}\right]\right] / \mathbb{C}\left[\left[t^{E}\right]\right]$ (see (1) and (2), Remark 4.78.(1) and Proposition E.6.(3)) if and only if there is a $\beta \in S \backslash E$ such that $a_{\alpha}=0$ for all $\alpha \in(S \backslash E) \backslash\{\beta\}$.
Proof. (1) First note that $\mathbb{C}\left[\left[T^{S}\right]\right]$ is a local admissible ring by Proposition 4.80 , and it is complete by Proposition 4.81. Hence, it is a complex local algebroid curve.
Consider the $\mathbb{C}$-derivation

$$
\mathfrak{d}=t \partial_{t}: \mathbb{C}\left[\left[t^{S}\right]\right] \rightarrow \mathbb{C}\left[\left[t^{S}\right]\right] .
$$

Indeed we have for any $\sum_{\alpha \in S} a_{\alpha} t^{\alpha}$

$$
\mathfrak{d}\left(\sum_{\alpha \in S} a_{\alpha} t^{\alpha}\right)=\sum_{\alpha \in S} a_{\alpha} t \partial_{t} t^{\alpha}=\sum_{\alpha \in S} \alpha a_{\alpha} t^{\alpha} \in \mathbb{C}\left[\left[t^{S}\right]\right] .
$$

In particular, for any $\alpha \in M$ we obtain

$$
\mathfrak{d}\left(t^{\alpha}\right)=t \partial_{t} t^{\alpha}=\alpha t^{\alpha} .
$$

Since

$$
\left\langle t^{\alpha} \mid \alpha \in M\right\rangle=\mathfrak{m}_{\mathbb{C}\left[\left[t^{S}\right]\right]}
$$

by Lemma 4.85 , the ring $\mathbb{C}\left[\left[t^{S}\right]\right]$ is quasihomogeneous (see Definition 6.1).
(2) Let $\sum_{\alpha \in E} a_{\alpha} t^{\alpha} \in \mathbb{C}\left[\left[t^{E}\right]\right]$. Then

$$
\mathfrak{d}\left(\sum_{\alpha \in E} a_{\alpha} t^{\alpha}\right)=\sum_{\alpha \in E} \alpha a_{\alpha} t^{\alpha} .
$$

Hence, the ideal $\mathbb{C}\left[\left[t^{E}\right]\right]$ is homogeneous by Lemma E. 15 .
(3) An element $\overline{\sum_{\alpha \in S} a_{\alpha} t^{\alpha}} \in \mathbb{C}\left[\left[t^{S}\right]\right] / \mathbb{C}\left[\left[t^{E}\right]\right]$ is homogeneous with respect to the induced grading if and only if

$$
\sum_{\alpha \in S} \alpha a_{\alpha} t^{\alpha}=\mathfrak{d}\left(\sum_{\alpha \in S} a_{\alpha} t^{\alpha}\right) \in \sum_{\alpha \in S} a_{\alpha} t^{\alpha}+\mathbb{C}\left[\left[t^{E}\right]\right]
$$

The statement follows.

### 6.2. Proof of Theorem 6.2

Let $R$ be a complex algebroid curve which is quasihomogeneous of type $w \in \mathbb{N}^{n}$. Then every $\mathfrak{p} \in \operatorname{Min}(R)$ is homogeneous by Proposition E.17, and hence also $\mathfrak{p}+\mathfrak{q}$ is homogeneous for any $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$. This implies that $R / \mathfrak{p}$ and $R / \mathfrak{p}+\mathfrak{q}$ are quasihomogeneous of type $w$ with the induced grading by Proposition E.6.(3).

Moreover, also $\mathfrak{q}+\mathfrak{p} / \mathfrak{p}$ is a homogeneous ideal of $R / \mathfrak{p}$. Hence, $(R / \mathfrak{p}) /(\mathfrak{q}+\mathfrak{p} / \mathfrak{p})$ is quasihomogeneous with respect to $w$ with the induced grading by Proposition E.6.(3), and this grading corresponds to that on $R / \mathfrak{p}+\mathfrak{q}$.

Since by Theorem E. 11 any grading corresponds to a derivation, we obtain for any $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ a commutative diagram
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where $\pi_{\mathfrak{p}}, \pi_{\mathfrak{p}+\mathfrak{q}}$ and $\pi_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}$ are the canonical surjections, and $\mathfrak{d}, \mathfrak{d}_{\mathfrak{p}}, \mathfrak{d}_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}$ and $\mathfrak{d}_{\mathfrak{p}+\mathfrak{q}}$ are the $\mathbb{C}$-derivations of $R, R / \mathfrak{p},(R / \mathfrak{p}) /(\mathfrak{q}+\mathfrak{p} / \mathfrak{p})$ and $R / \mathfrak{p}+\mathfrak{q}$ corresponding to the respective gradings.

So by Theorem 6.9.(4) and (5), Remark 3.39 (Equation (3.19)) and Propositions 4.67.(2), 4.69 , and 4.79 there is a commutative diagram of homogeneous homomorphisms


This leads to the proof of Theorem 6.2.
Proof of Theorem 6.2. Let $R$ be quasihomogeneous of type $w \in \mathbb{N}^{n}$. Then every $\mathfrak{p} \in$ $\operatorname{Min}(R)$ is homogeneous by Proposition E.17, and hence $R / \mathfrak{p}$ is quasihomogeneous of type $w$ with induced grading by Proposition E.6.(3). Hence, Theorem 6.9.(1) yields a $\bar{w}=\left(\bar{w}_{\mathfrak{p}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in \mathbb{N}^{\operatorname{Min}(R)}$ such that $\overline{R / \mathfrak{p}}$ is quasihomogeneous of type $\bar{w}_{\mathfrak{p}}$ for any $\mathfrak{p} \in \operatorname{Min}(R)$, i.e. $R / \mathfrak{p}$ is $G_{\mathfrak{p}}$-graded with $G_{\mathfrak{p}}=\bar{w}_{\mathfrak{p}} \mathbb{Z}$.
(1) Let $x \in R$ homogeneous. Then $\pi_{\mathfrak{p}}(x)$ is homogeneous in $R / \mathfrak{p}$, and if $\pi(x) \neq 0$, Remark 3.39, Proposition E.6.(3) and Theorem 6.9.(2) yield

$$
\operatorname{deg}(x)=\operatorname{deg}(\pi(x))=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x) .
$$

(2) Let $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$, and let $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Since $\left(\Gamma_{R}\right)_{\mathfrak{p}}=\Gamma_{R / \mathfrak{p}}$ by Remark 3.39 (Equation (3.19)) and Proposition 4.67.(2) and $\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}=\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}$ by

Proposition 4.69, there is by Lemma 6.11.(5) an

$$
x \in(R / \mathfrak{p})_{\bar{w}_{\mathfrak{p}} \alpha} \backslash\left((\mathfrak{q}+\mathfrak{p} / \mathfrak{p}) \cap(R / \mathfrak{p})_{\bar{w}_{\mathfrak{p}} \alpha}\right)
$$

with $\nu_{\overline{R / \mathfrak{p}}}(x)=\alpha$ (see Remark 3.39). In particular, $x \neq 0$. Then by Lemma E. 7 there is an

$$
X \in R_{\bar{w}_{\mathfrak{p}} \alpha} \backslash\left((\mathfrak{p}+\mathfrak{q}) \cap R_{\bar{w}_{\mathfrak{p}} \alpha}\right)
$$

with $\pi_{\mathfrak{p}}(X)=x$ and $\nu_{\mathfrak{p}}(X)=\nu_{\overline{R / \mathfrak{p}}} \circ \pi_{\mathfrak{p}}(X)=\alpha$ (see Remark 3.39).
Now Lemma E. 7 yields

$$
\pi_{\mathfrak{q}}(X) \in(R / \mathfrak{q})_{\bar{w}_{\mathfrak{p}} \alpha} \backslash\left((\mathfrak{p}+\mathfrak{q} / \mathfrak{q}) \cap(R / \mathfrak{q})_{\bar{w}_{\mathfrak{p}} \alpha}\right) .
$$

In particular, $\pi_{\mathfrak{q}}(X) \neq 0$. So $\nu_{\mathfrak{q}}(X) \in\left(\Gamma_{R}\right) \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$ by Remark 3.39 (Equation (3.19)) and Propositions 4.67.(2) and 4.69. Moreover, by (1) we obtain

$$
\bar{w}_{\mathfrak{p}} \alpha=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(X)=\operatorname{deg}(X)=\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(X)
$$

This yields a map

$$
\begin{aligned}
\tau_{\mathfrak{p q}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} & \rightarrow\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}, \\
\alpha & \mapsto \frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}}
\end{aligned}
$$

By symmetry, there is also a map $\tau_{\mathfrak{q p}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \rightarrow\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$, and for any $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ we have

$$
\tau_{\mathfrak{q p}} \circ \tau_{\mathfrak{p q}}(\alpha)=\tau_{\mathfrak{q p}}\left(\frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}}\right)=\frac{\bar{w}_{\mathfrak{q}} \frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}}}{\bar{w}_{\mathfrak{p}}}=\alpha .
$$

Hence, $\tau_{\mathfrak{p q}}$ is surjective, and therefore bijective as $\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ and $\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$ are finite (see Remark 4.75).
(3) Let $\mathfrak{p} \in \operatorname{Min}(R)$. By Theorem 6.9.(3) there is an isomorphism

$$
\phi_{\mathfrak{p}}: R / \mathfrak{p} \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right]
$$

such that $\nu_{\mathfrak{p}}=\operatorname{ord}_{t} \circ \phi_{\mathfrak{p}}$ by Remark 3.39 (Equation (3.19)). Since $\Gamma_{R / \mathfrak{p}}=\left(\Gamma_{R}\right)_{\mathfrak{p}}$ by Remark 3.39 (Equation (3.19)) and Proposition 4.67.(2), we obtain a natural isomorphism

$$
\eta_{\mathfrak{p}}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

This yields a surjective homomorphism

$$
\psi_{\mathfrak{p}}=\eta_{\mathfrak{p}} \circ \phi_{\mathfrak{p}} \circ \pi_{\mathfrak{p}}: R \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

6. Quasihomogeneous Curves
satisfying

$$
\begin{equation*}
\nu_{\mathfrak{p}}=\operatorname{ord}_{t_{\mathfrak{p}}} \circ \psi_{\mathfrak{p}} . \tag{6.14}
\end{equation*}
$$

Let now $\mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$. Then $\mathfrak{q}+\mathfrak{p} / \mathfrak{p} \in \mathcal{R}_{R / \mathfrak{p}}$ since $\mathfrak{q}$ is an ideal of $R$ not contained in $\mathfrak{p}$ (as $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q})$, and since $R / \mathfrak{p}$ is a domain. Moreover, $\mathfrak{q}+\mathfrak{p} / \mathfrak{p}$ is homogeneous since $\mathfrak{q} \in \operatorname{Min}(R)$ is homogeneous by Proposition E.17, and since the grading on $R / \mathfrak{p}$ is induced by that on $R$. Therefore, Theorem 6.9.(5) yields

$$
\phi_{\mathfrak{p}}(\mathfrak{q}+\mathfrak{p} / \mathfrak{p})=\mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{\mathfrak{q}} / \mathfrak{p} / \mathfrak{p}}\right]\right] .
$$

Thus, we obtain an isomorphism

$$
\phi_{\mathfrak{p q}}:(R / \mathfrak{p}) /(\mathfrak{q}+\mathfrak{p} / \mathfrak{p}) \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] / \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{\mathfrak{q}+\mathfrak{p}} / \mathfrak{p}}\right]\right]
$$

such that $\phi_{\mathfrak{p q}} \circ \pi_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}=\theta_{\mathfrak{p q}} \circ \phi_{\mathfrak{p}}$, where

$$
\pi_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}: R / \mathfrak{p} \rightarrow(R / \mathfrak{p}) /(\mathfrak{q}+\mathfrak{p} / \mathfrak{p})
$$

and

$$
\theta_{\mathfrak{p q}}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] / \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}}\right]\right]
$$

are the canonical surjections. Now Proposition 4.79 yields a isomorphism

$$
\mu_{\mathfrak{p q}}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] / \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}} / \Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}}\right]
$$

and a surjective homomorphism

$$
\vartheta_{\mathfrak{p q}}=\mu_{\mathfrak{p q}} \circ \theta_{\mathfrak{p q}}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}} / \Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}}\right] .
$$

Since $\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}=\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ by Proposition 4.69, there is a natural isomorphism

$$
\lambda_{\mathfrak{p q}}: \mathbb{C}\left[t_{\mathfrak{p}}^{\left.\Gamma_{R / \mathfrak{p}} / \Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}\right]} \rightarrow \mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{q}}}\right] .\right.
$$

So setting

$$
\chi_{\mathfrak{p q}}=\lambda_{\mathfrak{p q}} \circ \vartheta_{\mathfrak{p q}} \circ\left(\eta_{\mathfrak{p}}\right)^{-1}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]
$$

we obtain a commutative diagram

$$
\begin{aligned}
& \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right] \xrightarrow{\chi_{\mathfrak{p q}}} \mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right],
\end{aligned}
$$

where $\pi_{\mathfrak{p}+\mathfrak{q}}: R \rightarrow R / \mathfrak{p}+\mathfrak{q}$ denotes the canonical surjection, and $\kappa_{\mathfrak{p q}}: R / \mathfrak{p}+\mathfrak{q} \rightarrow$ $(R / \mathfrak{p}) /(\mathfrak{q}+\mathfrak{p} / \mathfrak{p})$ denotes the natural isomorphism, see Diagram (6.12). Moreover, since all gradings are induced from $R$, all maps in Diagram (6.15) are homogeneous. So interchanging $\mathfrak{p}$ and $\mathfrak{q}$ we obtain a homogeneous isomorphism

$$
\begin{aligned}
& \sigma_{\mathfrak{p q}}=\kappa_{\mathfrak{q p}} \circ \phi_{\mathfrak{q p}} \circ \mu_{\mathfrak{q p}} \circ \lambda_{\mathfrak{q p}} \circ\left(\kappa_{\mathfrak{p q}} \circ \phi_{\mathfrak{p q}} \circ \mu_{\mathfrak{p q}} \circ \lambda_{\mathfrak{p q}}\right)^{-1}: \\
& \mathbb{C}\left[t _ { \mathfrak { p } } ^ { ( \Gamma _ { R } ) _ { \mathfrak { p } } / ( \Gamma _ { R } ) _ { \mathfrak { p } } ^ { \mathfrak { q } } ] } \rightarrow \mathbb { C } \left[t_{\mathfrak{q}}\left(\Gamma_{R}\right)_{\mathfrak{q}} /\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}\right.\right.
\end{aligned} .
$$

such that the diagram

commutes. It remains to prove that this isomorphism is induced by $\tau_{\mathrm{pq}}$, i.e. that $\sigma_{\mathfrak{p q}}\left(\overline{t_{\mathfrak{p}}^{\alpha}}\right)=c_{\mathfrak{p q}} \overline{\tau_{\mathfrak{p}}(\alpha)}$ for some $c_{\mathfrak{p q}} \in \mathbb{C}$ and for every $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$.
So let $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, and let $\overline{t_{\mathfrak{p}}^{\alpha}} \in \mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right]$. Then

$$
\overline{t_{\mathfrak{p}}^{\alpha}} \in\left(\mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right)_{\overline{w_{\mathfrak{p}} \alpha}}
$$

6. Quasihomogeneous Curves
by Lemma E. 7 since $t_{\mathfrak{p}}^{\alpha} \in\left(\mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R}}\right]\right]\right)_{\bar{w}_{\mathfrak{p} \alpha}}$ by Lemma 6.11.(6) with $\chi_{\mathfrak{p q}}\left(t_{\mathfrak{p}}^{\alpha}\right)=\overline{t_{\mathfrak{p}}^{\alpha}}$.
Moreover, we have

$$
t_{\mathfrak{p}}^{\alpha} \in \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{R / \mathfrak{p}}}\right]\right] \backslash \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\Gamma_{\mathfrak{q}+\mathfrak{p} / \mathfrak{p}}}\right]\right]
$$

by Proposition 4.79. Hence,

$$
\left(\eta_{\mathfrak{p}} \circ \phi_{\mathfrak{p}}\right)^{-1}\left(t_{\mathfrak{p}}^{\alpha}\right) \in(R \backslash \mathfrak{p})_{\bar{w}_{\mathfrak{p}} \alpha} \backslash\left(\mathfrak{q}+\mathfrak{p} / \mathfrak{p} \cap(R \backslash \mathfrak{p})_{\overline{w_{\mathfrak{p}} \alpha}}\right)
$$

by Proposition 4.69 and Theorem 6.9.(5). Then there is by Lemma E. 7 an $x \in R_{\bar{w}_{\mathrm{p}} \alpha}$ with $\psi_{\mathfrak{p}}(x)=t_{\mathfrak{p}}^{\alpha}$ and $\pi_{\mathfrak{q}}(x) \neq 0$. Since $\nu_{\mathfrak{p}}(x)=\alpha$ by Equation (6.14), (1) yields

$$
\nu_{\mathfrak{q}}(x)=\frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}}=\tau_{\mathfrak{p q}}(\alpha) .
$$

So Equation (6.14) yields with Lemma 6.10.(2) $\psi_{\mathfrak{q}}(x)=a_{\alpha} t_{t_{\mathfrak{q} q}}^{\tau_{\mathfrak{q}}(\alpha)}$ for some $a_{\alpha} \in \mathbb{C}$. Then Diagram (6.16) implies

$$
\sigma_{\mathfrak{p q}}\left(\overline{t_{\mathfrak{p}}^{\alpha}}\right)=\sigma_{\mathfrak{p q}} \circ \chi_{\mathfrak{p q}} \circ \psi_{\mathfrak{p}}(x)=\chi_{\mathfrak{q p}} \circ \psi_{\mathfrak{q}}(x)=\chi_{\mathfrak{p p}}\left(a_{\alpha} t_{\mathfrak{q}}^{\tau_{\mathfrak{p}}(\alpha)}\right)=\overline{a_{\alpha} t_{\mathfrak{q}}^{\tau_{\mathfrak{p}}(\alpha)}} .
$$

Moreover, since $\sigma_{\mathfrak{p q}}$ is a $\mathbb{C}$-algebra isomorphism, we have for any $\beta \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$

$$
\begin{aligned}
\overline{a_{\alpha+\beta} t_{\mathfrak{q}}^{\tau_{\mathfrak{p q}}(\alpha+\beta)}} & =\sigma_{\mathfrak{p q}}\left(\overline{t_{\mathfrak{p}}^{\alpha+\beta}}\right) \\
& =\sigma_{\mathfrak{p q}}\left(\overline{t_{\mathfrak{p}}^{\alpha} t_{\mathfrak{p}}^{\beta}}\right) \\
& =\sigma_{\mathfrak{p q}}\left(\overline{t_{\mathfrak{p}}^{\alpha}}\right) \sigma_{\mathfrak{p q}}\left(\overline{t_{\mathfrak{p}}^{\beta}}\right) \\
& =\overline{a_{\alpha} a_{\beta} t_{\mathfrak{q}}^{\tau_{\mathfrak{p q}}}(\alpha)} t_{\mathrm{p}_{\mathfrak{p q}}(\alpha)}^{\tau_{1}(\alpha)} \\
& =\overline{a_{\alpha} a_{\beta} t_{\mathfrak{q}}^{\tau_{\mathfrak{p}}(\alpha+\alpha)}} .
\end{aligned}
$$

Hence, we may define a map

$$
\begin{aligned}
\zeta_{\mathfrak{p q}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} & \rightarrow \mathbb{C}, \\
\alpha & \mapsto a_{\alpha}
\end{aligned}
$$

with

$$
\zeta_{\mathfrak{p q}}(\alpha+\beta)=\zeta_{\mathfrak{p q}}(\alpha) \zeta_{\mathfrak{p q}}(\beta)
$$

for all $\alpha, \beta \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ with $\alpha+\beta \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ such that $\sigma_{\mathfrak{p q}}$ is induced by $\tau_{\mathrm{pq}}$ and $\zeta_{\mathrm{pq}}$.
(4) Let $\mathcal{C}$ be the category of $\mathbb{C}$-algebras, let $\mathcal{I}$ be a category with $\operatorname{Ob} \mathcal{I}=\operatorname{Min}(R)$, and let $D: \mathcal{I} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{I}$ with $D(\mathfrak{p})=\mathbb{C}\left[\left[t^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]$ for any $\mathfrak{p} \in \operatorname{Min}(R)$.

Let $\mathcal{J}$ and $F: \mathcal{J} \rightarrow \mathcal{C}$ be as in Definition 2.29, where for any $(\mathfrak{p}, \mathfrak{q}) \in \operatorname{Ob} \mathcal{J}$ with $\mathfrak{p} \neq \mathfrak{q}$ we have

$$
\begin{gathered}
F((\mathfrak{p}, \mathfrak{q}))=\mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right], \\
F((\mathfrak{p}, \mathfrak{p}) \rightarrow(\mathfrak{q}, \mathfrak{p}))=\chi_{\mathfrak{p q}}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right],
\end{gathered}
$$

and

$$
F((\mathfrak{p}, \mathfrak{q}) \rightarrow(\mathfrak{q}, \mathfrak{p}))=\sigma_{\mathfrak{p q}}
$$

Then by Corollary 2.34 there is a $\mathbb{C}$-algebra isomorphism

$$
\Phi: \operatorname{Fib}(F) \rightarrow A
$$

where $A$ is the $\mathbb{C}$-subalgebra of $\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]$ consisting of all elements

$$
\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with

$$
\begin{aligned}
\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} \zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) t_{\mathfrak{q}}^{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)} & =\sigma_{\mathfrak{p q}}\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right) \\
& =\sigma_{\mathfrak{p q}} \circ \chi_{\mathfrak{p q}}\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right) \\
& =\chi_{\mathfrak{q p}}\left(\sum_{\alpha_{\mathfrak{q}} \in\left(\Gamma_{R}\right)_{\mathfrak{q}}} a_{\alpha_{\mathfrak{q}}}^{(\mathfrak{q})} t_{\mathfrak{q}}^{\alpha_{\mathfrak{q}}}\right) \\
& =\frac{\sum_{\alpha_{\mathfrak{q}} \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}} a_{\alpha_{\mathfrak{q}}}^{(\mathfrak{q})} t_{\mathfrak{q}}^{\alpha_{\mathfrak{q}}}}{}
\end{aligned}
$$

for every $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$. This is equivalent to the condition

$$
a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) a_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})}
$$

for all $\mathfrak{p} \in \operatorname{Min}(R)$, for any $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and for every $\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Thus,

$$
A=\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)_{\mathfrak{p} \in \operatorname{Min}(R)}
$$

where $\zeta=\left(\left(\zeta_{\mathfrak{p}, \mathfrak{q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$.
6. Quasihomogeneous Curves

By (3) and the universal property of the fibre product (see Lemma 2.31) there is a unique $\mathbb{C}$-algebra homomorphism

$$
\begin{aligned}
\Psi: R & \rightarrow \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right), \\
x & \mapsto\left(\psi_{\mathfrak{p}}(x)\right)_{\mathfrak{p} \in \operatorname{Min}(R)} .
\end{aligned}
$$

By definition $\Psi$ is the restriction of the isomorphism of Theorem 3.44 (cf. (3) and the proof of (3)). In particular, $\Psi$ is injective.
(5) Let $x \in R$, let $\psi_{\mathfrak{p}}(x)=\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} \alpha^{\alpha_{\mathfrak{p}}}$ for any $\mathfrak{p} \in \operatorname{Min}(R)$, and for every $d \in \mathbb{Z}$ define $y_{d} \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t^{\left(\Gamma_{R}\right)_{p}}\right]\right]$ by

$$
\left(y_{d}\right)_{\mathfrak{p}}= \begin{cases}a_{d / \overline{w_{\mathfrak{p}}}} t^{\frac{d}{\bar{w}_{\mathfrak{p}}}} & \text { if there is an } \alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \text { with } \bar{w}_{\mathfrak{p}} \alpha=d, \\ 0 & \text { else }\end{cases}
$$

for each $\mathfrak{p} \in \operatorname{Min}(R)$. Since $\psi_{\mathfrak{p}}$ is homogeneous by (3), for any $\mathfrak{p} \in \operatorname{Min}(R)$, Lemma 6.10.(2) yields

$$
\psi_{\mathfrak{p}}\left(x_{d}\right)=\left(\psi_{\mathfrak{p}}(x)\right)_{d}=\left(y_{d}\right)_{\mathfrak{p}}
$$

### 6.3. Proof of Proposition 6.6

Let $R$ be a quasihomogeneous curve. With the notation of Theorem 6.2, we set

$$
A=\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right),
$$

where $\zeta=\left(\left(\zeta_{\mathfrak{p q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$, i.e. $A$ is the subset of $\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]$ consisting of all elements

$$
\left(\sum_{\alpha_{p} \in\left(\Gamma_{R}\right)_{p}} a_{\alpha_{p}}^{(p)} t_{p}^{\alpha_{p}}\right)_{p \in \operatorname{Min}(R)} \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{p}^{\left(\Gamma_{p}\right)_{p}}\right]\right]
$$

with

$$
a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) a_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$, for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and for all $\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, where

$$
\begin{aligned}
\tau_{\mathfrak{p q}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} & \rightarrow\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}, \\
\alpha & \mapsto \frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}} .
\end{aligned}
$$

Lemma 6.13. In the natural way, $A$ is a $\mathbb{C}$-algebra.

Proof. Let $\mathcal{C}$ be the category of $\mathbb{C}$-algebras, let $\mathcal{I}$ be a category with $\operatorname{Ob} \mathcal{I}=\operatorname{Min}(R)$, and let $D: \mathcal{I} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{I}$ with $D(\mathfrak{p})=\mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]$ for any $\mathfrak{p} \in \operatorname{Min}(R)$. Let $\mathcal{J}$ and $F: \mathcal{J} \rightarrow \mathcal{C}$ be as in Definition 2.29, where for any $(\mathfrak{p}, \mathfrak{q}) \in \operatorname{Ob} \mathcal{J}$ with $\mathfrak{p} \neq \mathfrak{q}$ we have

$$
\begin{gathered}
F((\mathfrak{p}, \mathfrak{q}))=\mathbb{C}\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right] \\
F((\mathfrak{p}, \mathfrak{p}) \rightarrow(\mathfrak{q}, \mathfrak{p}))=\chi_{\mathfrak{p q}}: \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right] \rightarrow \mathbb{C}\left[t_{\mathfrak{p}}{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}\right]
\end{gathered}
$$

and

$$
F((\mathfrak{p}, \mathfrak{q}) \rightarrow(\mathfrak{q}, \mathfrak{p}))=\sigma_{\mathfrak{p q}} .
$$

Then Corollary 2.34 yields

$$
A=\operatorname{Fib}(F)
$$

In particular, $A$ is a $\mathbb{C}$-subalgebra of $\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]$.
Lemma 6.14. The following hold for $A$.
(1) We have $\bar{A}=\overline{\Psi(R)}$. In particular, $\operatorname{dim} A=1$.
(2) There is a bijection

$$
\begin{aligned}
\eta: \operatorname{Min}(R) & \rightarrow \operatorname{Min}(A), \\
\mathfrak{p} & \mapsto \mathfrak{p} A, \\
\mathfrak{q} \cap R & \hookrightarrow \mathfrak{q} .
\end{aligned}
$$

Proof. (1) By Theorem 6.2.(4) and Lemma 6.13 we have $\Psi(R) \subset A \subset Q_{\Psi(R)}$, and hence Lemma A. 34 yields $Q_{A}=Q_{\Psi(R)}$. Since $\Psi(R) \subset A \subset \overline{\Psi(R)}$ by construction (see Theorem 3.44), Proposition B. 5 implies $\bar{A}=\overline{\Psi(R)}$. In particular,

$$
\operatorname{dim} A=\operatorname{dim} R=1
$$

by Theorem B.14.
(2) This follows from (1) and Theorem A.72.

Lemma 6.15. The ring $A$ is local with maximal ideal

$$
\mathfrak{m}_{A}=\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0}\right\} .
$$

Proof. Assume $A$ is not local, and let $\mathfrak{m}, \mathfrak{n} \in \operatorname{Max}(A)$ with $\mathfrak{m} \neq \mathfrak{n}$. Then by Propositions B. 3 and B. 15 and Theorem B. 12 there are $\overline{\mathfrak{m}}, \overline{\mathfrak{n}} \in \operatorname{Max}(\bar{A})$ with $\overline{\mathfrak{m}} \cap A=\mathfrak{m}$ and $\overline{\mathfrak{n}} \cap A=\mathfrak{n}$. Since

$$
\bar{A}=\overline{\Psi(R)}=\Psi(\bar{R})=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]
$$

## 6. Quasihomogeneous Curves

by Theorems 3.44 and 6.2.(4) and Lemma 6.14.(1), there are by Lemma A.6.(2) $\mathfrak{p}_{\mathfrak{m}}, \mathfrak{p}_{\mathfrak{n}} \in$ $\operatorname{Min}(R)$ such that

$$
\begin{aligned}
\overline{\mathfrak{m}} & =t_{\mathfrak{p}_{\mathfrak{m}}} \mathbb{C}\left[\left[t_{\mathfrak{p}_{\mathfrak{k}}}\right]\right] \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\left(\mathfrak{p}_{\mathfrak{m}}\right)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right], \\
\overline{\mathfrak{n}} & =t_{\mathfrak{p}_{\mathfrak{n}}} \mathbb{C}\left[\left[t_{\mathfrak{p}_{\mathfrak{n}}}\right]\right] \times \prod_{\mathfrak{p} \in \operatorname{Min}(R) \backslash\left(\mathfrak{p}_{\mathfrak{n}}\right)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right] .
\end{aligned}
$$

Then for any $x \in \mathfrak{m} \backslash(\mathfrak{n} \cap \mathfrak{m})$ this implies

$$
\begin{aligned}
& \operatorname{pr}_{\mathfrak{p}_{\mathfrak{m}}}(x) \in t_{\mathfrak{p}_{\mathfrak{m}}} \mathbb{C}\left[\left[t_{\mathfrak{p}_{\mathfrak{m}}}\right]\right], \\
& \operatorname{pr}_{\mathfrak{p}_{\mathfrak{n}}}(x) \in \mathbb{C}\left[\left[t_{\mathfrak{p}_{\mathfrak{n}}}\right]\right] \backslash t_{\mathfrak{p}_{\mathfrak{n}}} \mathbb{C}\left[\left[t_{\mathfrak{p}_{\mathfrak{n}}}\right]\right],
\end{aligned}
$$

where for every $\mathfrak{p} \in \operatorname{Min}(R)$ we denote by $\operatorname{pr}_{\mathfrak{p}}: \prod_{\mathfrak{q} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{q}}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]$ the projection. In particular, we obtain $\operatorname{ord}_{t_{\mathfrak{p}_{\mathfrak{m}}}}(x)>0$ and $\operatorname{ord}_{t_{\mathfrak{p}_{\mathfrak{n}}}}(x)=0$. So writing

$$
x=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)
$$

we have

$$
\begin{align*}
& a_{0}^{\left(\mathfrak{p}_{\mathfrak{m}}\right)}=0  \tag{6.17}\\
& a_{0}^{\left(\mathfrak{p}_{\mathfrak{n}}\right)} \neq 0
\end{align*}
$$

Since $x \in A$, since $\Gamma_{R}$ is local by Theorem 4.9, and since therefore $0 \in\left(\Gamma_{R}\right)_{\mathfrak{p}_{\mathfrak{m}}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}_{\mathfrak{m}}}^{\mathfrak{p}_{\mathfrak{n}}}$ by Proposition 4.65, Equation (6.17) and the definition of $A$ yield the contradiction

$$
0=a_{0}^{\left(\mathfrak{p}_{\mathfrak{m}}\right)}=\zeta_{\mathfrak{p}_{\mathfrak{m}} \mathfrak{p}_{\mathfrak{n}}}(0) a_{\tau_{\mathfrak{p}_{\mathfrak{m}} \mathfrak{p}_{\mathfrak{n}}}^{\left(\mathfrak{p}_{\mathfrak{n}}\right)}}^{(0)}=\zeta_{\mathfrak{p}_{\mathfrak{m}} \mathfrak{p}_{\mathfrak{n}}}(0) a_{0}^{\left(\mathfrak{p}_{\mathfrak{n}}\right)} \neq 0
$$

where the last inequality follows as $\zeta_{\mathfrak{p}_{\mathfrak{m}} \mathfrak{p}_{\mathfrak{n}}}(0) \neq 0$ by Lemma 6.7.(2). Thus, $A$ is local, and the maximal ideal of $A$ is by Theorems 3.44 and B.12, Propositions B. 3 and B. 15 and Lemmas A.6.(2) and 6.14

$$
\begin{aligned}
\mathfrak{m}_{A} & =\left(\bigcap_{\mathfrak{m} \in \operatorname{Max}(\bar{A})} \mathfrak{m}\right) \cap A \\
& =\left(\bigcap_{\mathfrak{p} \in \operatorname{Min}(R)} t_{\mathfrak{p}} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right] \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}} \mathbb{C}\left[\left[t_{\mathfrak{q}}\right]\right]\right) \cap A \\
& =\left(t \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]\right) \cap A \\
& =\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0}\right\} .
\end{aligned}
$$

Lemma 6.16. The ring $A$ is a local complex algebroid curve.

Proof. By definition the ring $R$ is a local complex algebroid curve, and hence $\Psi(R)$ is a complex algebroid curve. By construction, we have $\Psi(R) \subset A \subset \overline{\Psi(R)}$ (see Theorem 3.44), and hence $A$ is an integral extension of $\Psi(R)$. Thus, $A$ is a complex algebroid curve by Theorem 3.45.(2), and it is local by Lemma 6.15.

Since $A$ is admissible, we may consider its semigroup of values.
Lemma 6.17. Let $\eta: \operatorname{Min}(R) \rightarrow \operatorname{Min}(A)$ be the bijection of Lemma 6.14.(2). We have

$$
\mathcal{V}_{A}=\mathcal{V}_{\Psi(R)}=\left\{\Psi(V) \mid V \in \mathcal{V}_{R}\right\}
$$

and for any $\mathfrak{p} \in \operatorname{Min}(A)$ the corresponding valuation of $Q_{A}$ is $\operatorname{ord}_{t_{\eta^{-1}(\mathfrak{p})}}$. Moreover, considered as subsets of $\mathbb{N}$, we obtain

$$
\left(\Gamma_{A}\right)_{\mathfrak{p}}=\left(\Gamma_{R}\right)_{\eta^{-1}(\mathfrak{p})}
$$

and for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$ we have

$$
\left(\Gamma_{A}\right)_{\mathfrak{p}}^{\mathfrak{q}}=\left(\Gamma_{R}\right)_{\eta^{-1}(\mathfrak{p})}^{\eta^{-1}(\mathfrak{q})}
$$

Proof. Since $\Psi(R)$ and $A$ are admissible (see Definition 6.1, Lemma 6.16, and Proposition 3.41), and since $A$ is by Theorems 3.44 and 6.2.(4) an integral extension of $\Psi(R)$ in $Q_{\Psi(R)}$, Theorem 3.45.(1) yields

$$
\mathcal{V}_{A}=\mathcal{V}_{\Psi(R)}=\left\{\Psi(V) \mid V \in \mathcal{V}_{R}\right\}
$$

This implies

$$
\Gamma_{R} \subset \Gamma_{A} .
$$

Thus, for any $\mathfrak{p} \in \operatorname{Min}(R)$ we obtain

$$
\left(\Gamma_{R}\right)_{\mathfrak{p}} \subset\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})}
$$

Moreover, we have by definition

$$
\operatorname{pr}_{\mathfrak{p}}(A) \subset \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

where $\operatorname{pr}_{\mathfrak{p}}: \prod_{\mathfrak{q} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{q}}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]$ is the projection. Therefore,

$$
\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})} \subset\left(\Gamma_{R}\right)_{\mathfrak{p}}
$$

since the valuation corresponding to $\eta(\mathfrak{p})$ is ord $_{t_{\mathfrak{p}}}$ (see Theorem 6.2.(4)). This yields

$$
\begin{equation*}
\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})}=\left(\Gamma_{R}\right)_{\mathfrak{p}} \tag{6.18}
\end{equation*}
$$

Let now $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$. Since $\Gamma_{R} \subset \Gamma_{A}$, we have

$$
\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \subset\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}
$$

## 6. Quasihomogeneous Curves

Let $\alpha \in\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}$. Then by Proposition 4.69 there is an $x \in \eta(\mathfrak{q})$ with $\operatorname{ord}_{t_{\mathfrak{p}}}(x)=\alpha$. So writing

$$
x=\left(\sum_{\alpha_{\mathfrak{p}^{\prime}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}^{\prime}}} a_{\alpha_{\mathfrak{p}^{\prime}}}^{\left(\mathfrak{p}^{\prime}\right)} t_{\mathfrak{p}^{\prime}}^{\alpha_{p^{\prime}}}\right)_{\mathfrak{p}^{\prime} \in \operatorname{Min}(R)}
$$

we have

$$
\begin{align*}
& a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=0 \text { for all } \alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \text { with } \alpha_{\mathfrak{p}}<\alpha,  \tag{6.19}\\
& a_{\alpha}^{(\mathfrak{p})} \neq 0,  \tag{6.20}\\
& a_{\alpha_{\mathfrak{q}}}^{(\mathfrak{q})}=0 \text { for all } \alpha_{\mathfrak{q}} \in\left(\Gamma_{R}\right)_{\mathfrak{q}} . \tag{6.21}
\end{align*}
$$

By Equation (6.18) we have $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}}$. Assume $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then $\tau_{\mathfrak{p q}}(\alpha) \in$ $\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$ by Theorem 6.2.(2). Hence, Equation (6.21) and the definition of $A$ yield

$$
0=a_{\tau_{\mathfrak{p q}}(\alpha)}^{(\mathfrak{q})}=\zeta_{\mathfrak{q p}}\left(\tau_{\mathfrak{p q}}(\alpha)\right) a_{\alpha}^{\mathfrak{p}} .
$$

Since $a_{\alpha}^{(\mathfrak{p})} \neq 0$ (see Equation (6.20)), this implies $\zeta_{\mathfrak{q p}}\left(\tau_{\mathfrak{p q}}(\alpha)\right)=0$. However, this is a contradiction to $\zeta_{\mathfrak{q p}}(\beta) \neq 0$ for all $\beta \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$ (see Lemma 6.7.(1)). Thus, $\alpha \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. This yields

$$
\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})} \subset\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}
$$

and therefore

$$
\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}=\left(\Gamma_{A}\right)_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})} .
$$

Lemma 6.18. The $\mathbb{C}$-derivation

$$
\left(\bar{w}_{\mathfrak{p}} t_{\mathfrak{p}} \partial_{t_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}
$$

of $\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]$ restricts to a $\mathbb{C}$-derivation $\mathfrak{d}$ of $A$.
Proof. Let $x \in A$, i.e.

$$
x=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with

$$
a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) a_{\tau_{\mathfrak{p}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$, for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and for all $\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then

$$
\mathfrak{d}(x)=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\{0\}} \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} .
$$

Now Theorem 6.2.(2) implies for any $\mathfrak{p} \in \operatorname{Min}(R)$, for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and for all $\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \cup\{0\}\right)$

$$
\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\bar{w}_{\mathfrak{q}} \alpha_{\mathfrak{q}} \zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) a_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})}
$$

Thus, $\mathfrak{d}(x) \in A$.
Lemma 6.19. An element

$$
x=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in A
$$

is an eigenvector of $\mathfrak{d}$ (see Lemma 6.18) if and only if there is $d \in \mathbb{Z}$ such that for any $\mathfrak{p} \in \operatorname{Min}(R)$ we have

$$
x_{\mathfrak{p}}= \begin{cases}a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} & \text { if there is an } \alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \text { such that } \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=d \\ 0 & \text { else. }\end{cases}
$$

In particular, $\mathfrak{d}$ has only eigenvalues in $\mathbb{N}$.
Proof. Let

$$
x=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in A
$$

be an eigenvector of $\mathfrak{d}$, i.e. there is $c \in \mathbb{C}$ such that

$$
\begin{aligned}
c x & =\mathfrak{d}(x) \\
& =\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\{0\}} \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} .
\end{aligned}
$$

This implies

$$
x_{\mathfrak{p}}= \begin{cases}a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} & \text { if there is an } \alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \text { such that } \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=c \\ 0 & \text { else. }\end{cases}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$. In particular, we have $c \in \mathbb{N}$ since $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ and $\Gamma_{R} \subset \mathbb{N}^{\operatorname{Min}(R)}$.
Let now $d \in \mathbb{Z}$, and let

$$
x=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in A
$$

with

$$
x_{\mathfrak{p}}= \begin{cases}a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} & \text { if there is an } \alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \text { such that } \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=d \\ 0 & \text { else. }\end{cases}
$$

## 6. Quasihomogeneous Curves

for any $\mathfrak{p} \in \operatorname{Min}(R)$. Then

$$
\begin{aligned}
\mathfrak{d}(x) & =\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\{0\}} \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \\
& =d\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\{0\}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \\
& =d x .
\end{aligned}
$$

Note that $x=0$ if $d<0$ since $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ and $\Gamma_{R} \subset \mathbb{N}^{\operatorname{Min}(R)}$.
Lemma 6.20. Let

$$
x=\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in A,
$$

and let $d \in \mathbb{Z}$. For any $\mathfrak{p} \in \operatorname{Min}(R)$, for every $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and for all $\alpha_{\mathfrak{p}} \in$ $\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ we define

$$
b_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}= \begin{cases}a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} & \text { if } \bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=d \\ 0 & \text { else }\end{cases}
$$

Then

$$
\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} b_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in A
$$

Proof. Let $d \in \mathbb{Z}$, let $\mathfrak{p} \in \operatorname{Min}(R)$, let $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$, and let $\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. First suppose $\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} \neq d$. Then also

$$
\bar{w}_{\mathfrak{q}} \tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)=\bar{w}_{\mathfrak{q}} \frac{\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}}{\bar{w}_{\mathfrak{q}}}=\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} \neq d,
$$

and hence

$$
b_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=0=b_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})} .
$$

This implies

$$
b_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) b_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})} .
$$

Assume now that $\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=d$. Then also

$$
\bar{w}_{\mathfrak{q}} \tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)=\bar{w}_{\mathfrak{q}} \frac{\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}}{\bar{w}_{\mathfrak{q}}}=\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=d,
$$

Hence,

$$
b_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) a_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})}=\zeta_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right) b_{\tau_{\mathfrak{p q}}\left(\alpha_{\mathfrak{p}}\right)}^{(\mathfrak{q})}
$$

This implies

$$
\left(\sum_{\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}} b_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in A
$$

Lemma 6.21. For any $x \in A$ there is a sequence $\left(x_{d}\right)_{d \in \mathbb{Z}} \in A^{\mathbb{Z}}$, where for every $d \in \mathbb{Z}$ either $x_{d}=0$ or $\mathfrak{d}\left(x_{d}\right)=d x_{d}$, such that $x=\sum_{d \in \mathbb{Z}} x_{d}$.
Proof. This follows from Lemmas 6.19 and 6.20.
Lemma 6.22. The maximal ideal $\mathfrak{m}_{A}$ of $A$ (see Lemma 6.15) is generated by eigenvectors of $\mathfrak{d}$ with positive eigenvalues.

Proof. We want to show that $\mathfrak{m}_{A}$ is generated by the set

$$
M=\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0} \text { and } \mathfrak{d}(x)=d_{x} x \text { for some } d_{x} \in \mathbb{Z}\right\} .
$$

Lemma 6.15 immediately yields $M \subset \mathfrak{m}_{A}$.
Let $x \in \mathfrak{m}_{A}$. Then $\operatorname{ord}_{t}(x)>\mathbf{0}$ by Lemma 6.15, and by Lemma 6.21 there is a sequence $\left(x_{d}\right)_{d \in \mathbb{Z}} \in A^{\mathbb{Z}}$ with $x_{d}=0$ or $\mathfrak{d}\left(x_{d}\right)=d x_{d}$ for every $d \in \mathbb{Z}$ such that $x=\sum_{d \in \mathbb{Z}} x_{d}$. In particular, we have $\operatorname{ord}_{t}\left(x_{d}\right)>\mathbf{0}$ (see Lemma 6.20), and hence $x_{d} \in \mathfrak{m}_{A}$ for every $d \in \mathbb{Z}$ by Lemma 6.15.

Pick an $\alpha \in C_{\Gamma_{R}}$ with $\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=\bar{w}_{\mathfrak{q}} \alpha_{\mathfrak{q}}$ for all $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$. Then $t^{\alpha} \in \Psi\left(\mathfrak{C}_{R}\right) \subset R \subset A$ by Proposition 4.56 and Theorem 6.2.(4). Moreover,

$$
\begin{aligned}
\mathfrak{d}\left(t^{\alpha}\right) & =\left(\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \\
& =d_{\alpha} t^{\alpha},
\end{aligned}
$$

where $d_{\alpha}=\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}$ for all $\mathfrak{p} \in \operatorname{Min}(R)$, i.e. $t^{\alpha} \in M$. Then

$$
\begin{equation*}
t^{\alpha+\gamma_{\Gamma_{R}}} \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]=t^{\alpha} \Psi\left(\mathfrak{C}_{R}\right) \subset t^{\alpha} R \subset t^{\alpha} A \subset \mathfrak{m}_{A} \tag{6.22}
\end{equation*}
$$

by Theorems 3.44 and 6.2.(4) and Lemma 6.15, and we can write

$$
x=\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord} d_{t}\left(x_{d}\right) \nsubseteq \alpha+\gamma_{\Gamma_{R}}}} x_{d}+\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord} d_{t}\left(x_{d}\right) \geq \alpha+\gamma_{\Gamma_{R}}}} x_{d},
$$

where

$$
\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \geq \alpha+\gamma_{\Gamma_{R}}}} x_{d} \in t^{\alpha} A
$$

by Equation (6.22).
Let now $d \in \mathbb{Z}$ such that $\operatorname{ord}_{t}\left(x_{d}\right) \nsupseteq \alpha+\gamma_{\Gamma_{R}}$. Then by Lemma 6.19 there is a $\mathfrak{p} \in \operatorname{Min}(R)$ such that $d=\bar{w}_{\mathfrak{p}} \operatorname{ord}_{t_{\mathfrak{p}}}\left(x_{d}\right) \leq \bar{w}_{\mathfrak{p}}\left(\alpha+\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$. In particular, we have

$$
d \leq \max \left\{\bar{w}_{\mathfrak{p}}\left(\alpha+\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}} \mid \mathfrak{p} \in \operatorname{Min}(R)\right\} .
$$
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This implies that

$$
\sum_{\substack{d \in \mathbb{Z} \\\left(x_{d}\right) \nsupseteq \alpha+\gamma_{\Gamma_{R}}}} x_{d}
$$

is finite. Thus,

$$
x=\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \nsubseteq \alpha+\gamma_{\Gamma_{R}}}} x_{d}+t^{\alpha} y \in\langle M\rangle
$$

with some $y \in A$.
Finally, note that by Lemma 6.19 the eigenvalue of every $x \in M$ with respect to $\mathfrak{d}$ is positive.

Proof of Proposition 6.6. (1) By Lemma 6.16 $A$ is a local complex algebroid curve. By Lemma 6.22 (and since $A$ is Noetherian) there is a generating system $\left(x_{i}\right)_{i=1}^{n}$ for the maximal ideal $\mathfrak{m}_{A}$ of $A$ such that $\mathfrak{d}\left(x_{i}\right)=w_{i} x_{i}$ for some $w_{i} \in \mathbb{N}$ with $w_{i}>0$ for every $i=1, \ldots, n$. Thus, $A$ is quasihomogeneous.
(2) Lemma 6.14.(2) yields the bijection $\eta: \operatorname{Min}(R) \rightarrow \operatorname{Min}(A)$. Since the grading on $A$ is induced by the restriction of the $\mathbb{C}$-derivation

$$
\left(\bar{w}_{\mathfrak{p}} t_{\mathfrak{p}} \partial_{t_{\mathfrak{p}}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}=\left(\bar{w}_{\eta^{-1}(\mathfrak{q})} t_{\eta^{-1}(\mathfrak{q})} \partial_{t^{-1}(\mathfrak{q})}\right)_{\mathfrak{q} \in \operatorname{Min}(A)}
$$

of $\overline{\Psi(R)}=\bar{A}$ (see Lemma 6.14.(1)), and since the valuation of $Q_{A}$ is $\operatorname{ord}_{t}($ see Theorem 6.2.(3), Equation (6.6)), $A$ has normal weights $\bar{w}$ (see Definition 6.3).
(3) Lemma 6.17 yields

$$
A=\operatorname{Fib}\left(\Gamma_{A}, \bar{w}, \zeta\right) .
$$

Since $\bar{A}=\overline{\Psi(R)}$ by Lemma 6.14.(1), $A$ is a fibre product with connecting maps $\zeta=\left(\left(\zeta_{\eta^{-1}(\mathfrak{p}) \eta^{-1}(\mathfrak{q})}\right)_{\mathfrak{q} \in \operatorname{Min}(A) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(A)}$ (see Definitions 6.3 and 6.4).
(4) Let $x \in\left(\mathfrak{C}_{R}\right)^{\text {reg }}$. Then

$$
x \Psi^{-1}(A) \subset x \bar{R} \subset \mathfrak{C}_{R} \subset R,
$$

and hence $\Psi^{-1}(A) \in \mathcal{R}_{R}$ since $\emptyset \neq R^{\text {reg }} \subset\left(\Psi^{-1}(A)\right)^{\text {reg }}$. The rest of the statement follows from Lemma 6.17.

## 7. Quasihomogeneous Semigroups

In this chapter we consider two approaches to introduce quasihomogeneity on good semigroups. First we define gradings on good semigroups in analogy to gradings on rings as in Definition 6.1 and E. 1 (see Section 7.1, in particular Definitions 7.2 and 7.3). Alternatively, we use properties of the values of homogeneous ring elements to define "homogeneous" semigroup elements (see Section 7.2, in particular Definition 7.14). Then a good semigroup is quasihomogeneous if it is generated by taking sums and infima of these elements. It turns out that both approaches lead to the same concept of quasihomogeneity (see Theorem 7.19). Moreover, the quasihomogeneity on good semigroups is compatible with the quasihomogeneity on algebroid curves under taking values, i.e. the semigroup of values of a quasihomogeneous curve is quasihomogeneous (see Proposition 7.6).

An element of a graded ring can be decomposed as a sum of its homogeneous components (see Proposition E.4). The semigroup operation corresponding to the addition on rings is the infimum. Thus, in a quasihomogeneous semigroup we want to represent any element as an infimum of its homogeneous components.

The values of homogeneous elements of a quasihomogeneous curve lie on lines which are determined by the normal weights of the curve (see Theorem 6.2.(1)), like the blue, red, and green lines in the following illustration.


Here the color depends on the number of minimal primes a homogeneous element is contained in.
In a graded ring the element 0 is homogeneous of any degree. The value of zero is $\infty$ but $\infty$ is not contained in a good semigroup. However, with Lemma 4.33 we can consider the conductor instead of $\infty$. This motivates the following definition.

## 7. Quasihomogeneous Semigroups

Definition 7.1. Let $S$ be a good semigroup. On $S$ we have an equivalence relation $\sim$ defined by $\alpha \sim \beta$ for $\alpha, \beta \in S$ if for any $i \in I$ we have $\beta_{i}=\alpha_{i}$ if $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ and $\beta_{i} \geq\left(\gamma_{S}\right)_{i}$ if $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$. Then $\widetilde{S}=S / \sim$ denotes the quotient set of $S$ by $\sim$.

### 7.1. Gradings

Using Definition 7.1 the graded parts of a quasihomogeneous semigroup $S$ will be constructed from equivalence classes in $\widetilde{S}$. In particular, for each class we can choose a representative which is less than or equal to the conductor $\gamma_{S}$ of $S$. Then those representatives defining the graded parts of $S$ have to lie on the colored lines in the following illustration.


In analogy to Definition E. 1 we first introduce a general notion of a $G$-grading on a good semigroup for some additive abelian group $G$.

Definition 7.2. Let $S$ be a good semigroup, and let $G$ be an additive abelian group.
(1) A (G-)grading of $S$ is a system $\left(\psi_{d}\right)_{d \in G}$ of maps $\psi_{d}: S \rightarrow \widetilde{S}$ such that the following hold:
(1) For any $d \in G$ and every $\alpha, \beta \in \bigcup_{\delta \in S} \psi_{d}(\delta)$ we have

$$
\inf \{\alpha, \beta\} \in \bigcup_{\delta \in S} \psi_{d}(\delta)
$$

(2) For any $d, d^{\prime} \in G$ we have

$$
\bigcup_{\delta \in S} \psi_{d}(\delta)+\bigcup_{\epsilon \in S} \psi_{d^{\prime}}(\epsilon) \subset \bigcup_{\eta \in S} \psi_{d+d^{\prime}}(\eta) .
$$

(3) For any $\alpha \in S$ there is

$$
\left(\alpha^{(d)}\right)_{d \in G} \in \prod_{d \in G} \psi_{d}(\alpha)
$$



Figure 7.1.: The good semigroup $S$ is quasihomogeneous of type (3,4), see Example 7.4. Its homogeneous elements are marked red.
with $\alpha^{(d)} \in \psi_{d}\left(\alpha^{(d)}\right)$ for all $d \in G$ such that

$$
\alpha=\inf \left\{\alpha^{(d)} \mid d \in G\right\} .
$$

If there is a $G$-grading of $S$, then $S$ is called ( $G$-) graded.
(2) Let $S$ be $G$-graded, and let $\alpha \in S$. For any $d \in G$ we call every $\beta \in \psi_{d}(\alpha)$ a $d$-th homogeneous component of $\alpha$. If $\alpha \in \psi_{d}(\alpha)$ for some $d \in G$, then $\alpha$ is called homogeneous, and $d$ is the degree of $\alpha$. We denote the degree of $\alpha$ by $\operatorname{deg}(\alpha)$.

As discussed above, Theorem 6.2 leads to the following definition of quasihomogeneous semigroups.

Definition 7.3. Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$ with $w_{i}>0$ for all $i \in I$. Then $S$ is called quasihomogeneous (of type $w$ ) if there is a $\mathbb{Z}$-grading $\left(\psi_{d}\right)_{d \in \mathbb{Z}}$ of $S$ such that for any $d \in \mathbb{Z}$ every $\alpha \in \bigcup_{\beta \in S} \psi_{d}(\beta)$ satisfies

$$
w_{i} \alpha_{i}=d
$$

for all $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$.
Example 7.4. The good semigroup $S$ depicted in Figure 7.1 is quasihomogeneous of type $(3,4)$.

## 7. Quasihomogeneous Semigroups

Proposition E. 4 shows that the decomposition of an element of a quasihomogeneous curve into its homogeneous components is unique. The decomposition on quasihomogeneous semigroups has weaker properties.
Proposition 7.5. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and let $\alpha \in S$. Then for any $d \in \mathbb{Z}$ and for every $\alpha^{(d)} \in \psi_{d}(\alpha)$ we have

$$
\inf \left\{\alpha^{(d)}, \gamma_{S}\right\} \geq \inf \left\{\alpha, \gamma_{S}\right\}
$$

Moreover, for any $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ we have $\beta_{i}=\alpha_{i}$ for all $\beta \in \psi_{w_{i} \alpha_{i}}(\alpha)$.
Proof. Since $S$ is quasihomogeneous, there is a family

$$
\left(\beta^{(d)}\right)_{d \in \mathbb{Z}} \in \prod_{d \in \mathbb{Z}} \psi_{d}(\alpha)
$$

such that

$$
\begin{equation*}
\alpha=\inf \left\{\beta^{(d)} \mid d \in \mathbb{Z}\right\}, \tag{7.1}
\end{equation*}
$$

see Definition 7.2.(3). In particular, we have $\beta^{(d)} \geq \alpha$. Let now $\alpha^{(d)} \in \psi_{d}(\alpha)$. Since $\alpha^{(d)} \sim \beta^{(d)}$ (see Definition 7.2.(1)), this implies for any $i \in I$

$$
\left(\alpha^{(d)}\right)_{i} \geq\left(\gamma_{S}\right)_{i}
$$

if $\left(\beta^{(d)}\right)_{i} \geq\left(\gamma_{S}\right)_{i}$, and

$$
\left(\alpha^{(d)}\right)_{i}=\left(\beta^{(d)}\right)_{i} \geq \alpha_{i}
$$

if $\left(\beta^{(d)}\right)_{i}<\left(\gamma_{S}\right)_{i}$. Thus,

$$
\inf \left\{\alpha^{(d)}, \gamma_{S}\right\} \geq \inf \left\{\alpha, \gamma_{S}\right\}
$$

By Equation 7.1 there is for any $i \in I$ a $d_{i} \in \mathbb{Z}$ such that $\left(\beta^{\left(d_{i}\right)}\right)_{i}=\alpha_{i}$. Suppose that $\alpha_{i}<\left(\gamma_{S}\right)_{i}$. Then

$$
d_{i}=w_{i}\left(\beta^{\left(d_{i}\right)}\right)_{i}=w_{i} \alpha_{i},
$$

see Definition 7.3. Let now

$$
\beta \in \psi_{w_{i} \alpha_{i}}(\alpha)=\psi_{d_{i}}(\alpha) .
$$

Then $\beta \sim \beta^{\left(d_{i}\right)}$, see Definition 7.2.(1). Since $\left(\beta^{\left(d_{i}\right)}\right)_{i}=\alpha_{i}<\left(\gamma_{S}\right)_{i}$, this implies

$$
\beta_{i}=\left(\beta^{\left(d_{i}\right)}\right)_{i}=\alpha_{i} .
$$

Being constructed in analogy to the quasihomogeneity on algebroid curves we expect the quasihomogeneity on good semigroups to be compatible with its algebraic prototype under taking values. More precisely, we show the following.

Proposition 7.6. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w}$ (see Definition 6.3). Then $\Gamma_{R}$ is quasihomogeneous of type $\bar{w}$.


Figure 7.2.: The semigroup of values of the quasihomogeneous curve $R=\mathbb{C}[[X, Y]] /\left\langle\left(X^{5}-Y^{2}\right) Y\right\rangle$ with normal weights $(1,2)$ is quasihomogeneous of type $(1,2)$, see Example 7.7. The homogeneous elements are marked red.

Proof. See Section 7.7.
Example 7.7. The algebroid curve

$$
\begin{aligned}
R & =\mathbb{C}[[X, Y]] /\left\langle\left(X^{5}-Y^{2}\right) Y\right\rangle \\
& =\mathbb{C}[[X, Y]] /\left(\left\langle X^{5}-Y^{2}\right\rangle \cap\langle Y\rangle\right) \\
& \cong \mathbb{C}\left[\left[\left(t_{1}^{2}, t_{2}\right),\left(t_{1}^{5}, 0\right)\right]\right]
\end{aligned}
$$

is quasihomogeneous of type $(2,5)$. Since $X \mapsto\left(t_{1}^{2}, t_{2}\right)$ and $Y \mapsto\left(t_{1}^{5}, 0\right)$, Theorem 6.2.(1) implies that the normal weights of $R$ are $(1,2)$ (see Definition 6.3). Then by Proposition 7.6 the semigroup of values $\Gamma_{R}$ of $R$ is quasihomogeneous of type (1,2), see Figure 7.2.

Let $R$ be a quasihomogeneous curve with normal weights $\bar{w}$. Then by Theorem 6.2.(2) there is for any $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$ a bijection

$$
\begin{aligned}
\tau_{\mathfrak{p q}}:\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} & \rightarrow\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}, \\
\alpha & \mapsto \frac{\bar{w}_{\mathfrak{p}} \alpha}{\bar{w}_{\mathfrak{q}}} .
\end{aligned}
$$

Therefore, Proposition 7.6 suggests the following.
Proposition 7.8. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. For any $i, j \in I$ with $i \neq j$ there is a bijection

$$
\begin{aligned}
\tau_{i j}: S_{i} \backslash S_{i}^{j} & \rightarrow S_{j} \backslash S_{j}^{i}, \\
\alpha & \mapsto \frac{w_{i} \alpha}{w_{j}} .
\end{aligned}
$$

## 7. Quasihomogeneous Semigroups

Proof. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and let $i, j \in I$ with $i \neq j$. Let $\alpha \in S_{i} \backslash S_{i}^{j}$. In particular, we have $\alpha<\left(\gamma_{S}\right)_{i}$, see Definition 4.60. Pick a $\delta \in S$ with $\delta_{i}=\alpha$. Since $S$ is quasihomogeneous, there is by Proposition 7.5 a $\beta \in \psi_{w_{i} \alpha}(\delta)$ with $\beta_{i}=\alpha$. As $\alpha \in S_{i} \backslash S_{i}^{j}$, we have $\beta_{j}<\left(\gamma_{S}\right)_{j}$, see Definition 4.60. Since $\beta \in \bigcup_{\epsilon \in S} \psi_{w_{i} \alpha}(\epsilon)$, this implies

$$
\begin{equation*}
w_{j} \beta_{j}=w_{i} \alpha=w_{i} \beta_{i}, \tag{7.2}
\end{equation*}
$$

see Definition 7.3. Hence, $\frac{w_{i} \alpha}{w_{j}}=\beta_{j} \in S_{j}$. Suppose that $\beta_{j} \in S_{j}^{i}$. Then there is a $\zeta \in S$ with $\zeta_{i} \geq\left(\gamma_{S}\right)_{i}$ and $\zeta_{j}=\beta_{j}$. So property (E2) applied to $\beta$ and $\zeta$ yields an $\eta \in S$ with $\eta_{i}=\min \left\{\beta_{i}, \zeta_{i}\right\}=\beta_{i}=\alpha$ and $\eta_{j}>\beta_{j}=\zeta_{j}$. Then by Proposition 7.5 there is a $\theta \in \psi_{w_{i} \alpha}(\eta)$ with $\theta_{i}=\eta_{i}=\alpha$ and $\theta_{j} \geq \eta_{j}>\beta_{j}$. Since $\alpha \in S_{i} \backslash S_{i}^{j}$, we have $\theta_{j}<\left(\gamma_{S}\right)_{j}$, see Definition 4.60. With Equation (7.2) this yields the contradiction

$$
w_{i} \alpha=w_{j} \theta_{j}>w_{j} \beta_{j}=w_{i} \alpha,
$$

see Definition 7.3. Thus, there is a map

$$
\begin{aligned}
\tau_{i j}: S_{i} \backslash S_{i}^{j} & \rightarrow S_{j} \backslash S_{j}^{i}, \\
\alpha & \mapsto \frac{w_{i} \alpha}{w_{j}} .
\end{aligned}
$$

Since, moreover,

$$
\tau_{j i} \circ \tau_{i j}(\alpha)=\frac{w_{j} \frac{w_{i} \alpha}{w_{j}}}{w_{i}}=\alpha,
$$

it follows that $\tau_{i j}$ is bijective.

## Example 7.9.

(1) By Proposition 7.8 there is for the quasihomogeneous semigroup $S$ of type $(3,4)$ of Example 7.4 and Figure 7.1 a bijection

$$
\begin{aligned}
\tau_{12}: S_{1} \backslash S_{1}^{2} & \rightarrow S_{2} \backslash S_{2}^{1}, \\
\alpha & \mapsto \frac{3 \alpha}{4},
\end{aligned}
$$

see Figure 7.3.
(2) Similarly, for the quasihomogeneous semigroup $\Gamma_{R}$ of type $(1,2)$ of Example 7.7 and Figure 7.2 there is a bijection

$$
\begin{aligned}
\tau_{12}:\left(\Gamma_{R}\right)_{1} \backslash\left(\Gamma_{R}\right)_{1}^{2} & \rightarrow\left(\Gamma_{R}\right)_{2} \backslash\left(\Gamma_{R}\right)_{2}^{1}, \\
\alpha & \mapsto \frac{1 \alpha}{2},
\end{aligned}
$$

see Figure 7.4.


Figure 7.3.: The quasihomogeneous semigroup $S$ of type $(3,4)$ of Example 7.4 and Figure 7.1 with the bijection $\tau_{12}: S_{1} \backslash S_{1}^{2} \rightarrow S_{2} \backslash S_{2}^{1}$ of Proposition 7.8, see Example 7.9.(1).

## 7. Quasihomogeneous Semigroups



Figure 7.4.: The quasihomogeneous semigroup $\Gamma_{R}$ of type (1,2) of Example 7.7 and Figure 7.2 with the bijection $\tau_{12}:\left(\Gamma_{R}\right)_{1} \backslash\left(\Gamma_{R}\right)_{1}^{2} \rightarrow\left(\Gamma_{R}\right)_{2} \backslash\left(\Gamma_{R}\right)_{2}^{1}$ of Proposition 7.8, see Example 7.9.(2).

Let $R$ be a quasihomogeneous curve. With the normal weights $\bar{w}$ and the connecting maps $\zeta$ we construct the fibre product

$$
\operatorname{Fib}(R, \bar{w}, \zeta)
$$

of the semigroup rings

$$
\mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

for $\mathfrak{p} \in \operatorname{Min}(R)$ over the semigroup rings

$$
\mathbb{C}[t_{\overbrace{\mathfrak{q}}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}} /\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}}]]
$$

for $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$ (see Theorem 6.2.(4)).
Now the semigroup of values $\Gamma_{R}$ of $R$ is quasihomogeneous of type $\bar{w}$ by Proposition 7.6. So we want to extend the construction of $\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ to general quasihomogeneous semigroups $S$, given "connecting maps" $\zeta_{i j}: S_{i} \backslash S_{i}^{j} \rightarrow \mathbb{C}$ satisfying the properties of Lemma 6.7.

Definition 7.10. Let $S$ be a local quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and for any $i, j \in I$ with $i \neq j$ let $\zeta_{i j}: S_{i} \backslash S_{i}^{j} \rightarrow \mathbb{C}$ be a map satisfying the following
(1) $\zeta_{i j}(\alpha+\beta)=\zeta_{i j}(\alpha) \zeta_{i j}(\beta)$ for all $\alpha, \beta \in S_{i} \backslash S_{i}^{j}$ with $\alpha+\beta \in S_{i} \backslash S_{i}^{j}$,
(2) $\zeta_{i j}(0)=1$, and
(3) $\zeta_{i j}(\alpha) \neq 0$ for all $\alpha \in S_{i} \backslash S_{i}^{j}$.

Then with $\zeta=\left(\left(\zeta_{i j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}$ we denote by

$$
\operatorname{Fib}(S, w, \zeta)
$$

the subset of $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}^{S_{i}}\right]\right]$ consisting of all elements

$$
\left(\sum_{\alpha_{i} \in S_{i}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in \prod_{i \in I} \mathbb{C}\left[\left[t_{i}^{S_{i}}\right]\right]
$$

satisfying

$$
a_{\alpha_{i}}^{(i)}=\zeta_{i j}\left(\alpha_{i}\right) a_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)}
$$

for all $i \in I$, for any $j \in I \backslash\{i\}$, and for every $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$ (see Proposition 7.8).
If $\zeta_{i j}\left(\alpha_{i}\right)=1$ for all $i \in I$, for any $j \in I \backslash\{i\}$, and for every $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$, we write $\operatorname{Fib}(S, w)$ instead of $\operatorname{Fib}(S, w, \zeta)$.
The object Fib $(S, w, \zeta)$ constructed in Definition 7.10 is indeed a fibre product.
Remark 7.11. Let $S$ be a local quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and for any $i, j \in I$ with $i \neq j$ let $\zeta_{i j}: S_{i} \backslash S_{i}^{j} \rightarrow \mathbb{C}$ be a map satisfying the following
(1) $\zeta_{i j}(\alpha+\beta)=\zeta_{i j}(\alpha) \zeta_{i j}(\beta)$ for all $\alpha, \beta \in S_{i} \backslash S_{i}^{j}$ with $\alpha+\beta \in S_{i} \backslash S_{i}^{j}$,
(2) $\zeta_{i j}(0)=1$, and
(3) $\zeta_{i j}(\alpha) \neq 0$ for all $\alpha \in S_{i} \backslash S_{i}^{j}$.

With $\tau_{i j}: S_{i} \backslash S_{i}^{j} \rightarrow S_{j} \backslash S_{j}^{i}$ as in Proposition 7.8 we define for any $i, j \in I$ with $i \neq j$ a $\mathbb{C}$-algebra isomorphism

$$
\begin{aligned}
\sigma_{i j}: \mathbb{C}\left[t^{S_{i} / S_{i}^{j}}\right] & \rightarrow \mathbb{C}\left[t^{S_{j} / S_{j}^{i}}\right], \\
\overline{t^{\alpha}} & \mapsto \overline{\zeta_{i j}(\alpha) t^{\tau_{i j}(\alpha)}} .
\end{aligned}
$$

Let $\mathcal{C}$ be the category of $\mathbb{C}$-algebras, let $\mathcal{I}$ be a category with $\operatorname{Ob} \mathcal{I}=I$, and let $D: \mathcal{I} \rightarrow \mathcal{C}$ be a diagram of type $\mathcal{I}$ with $D(i)=\mathbb{C}\left[\left[t^{S_{i}}\right]\right]$ for any $i \in I$. Let $\mathcal{J}$ and $F: \mathcal{J} \rightarrow \mathcal{C}$ be as in Definition 2.29, where for any $(i, j) \in \operatorname{Ob} \mathcal{J}$ with $i \neq j$ we have

$$
\begin{gathered}
F((i, j))=\mathbb{C}\left[t^{S_{i} / S_{i}^{j}}\right] \\
F((i, j) \rightarrow(j, i))=\chi_{i j}: \mathbb{C}\left[\left[t^{S_{i}}\right]\right] \rightarrow \mathbb{C}\left[t^{S_{i} / S_{i}^{j}}\right]
\end{gathered}
$$

as in Proposition 4.79, and

$$
F((i, j) \rightarrow(j, i))=\sigma_{i j} .
$$

Then Corollary 2.34 yields

$$
\operatorname{Fib}(S, w, \zeta)=\operatorname{Fib}(F)
$$

where $\zeta=\left(\left(\zeta_{i j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}$. In particular, $\operatorname{Fib}(S, w, \zeta)$ is a $\mathbb{C}$-subalgebra of $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}^{S_{i}}\right]\right]$.
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In analogy to Proposition 6.6 we obtain the following.
Proposition 7.12. Let $S$ be a local quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and for any $i, j \in I$ with $i \neq j$ let $\zeta_{i j}: S_{i} \backslash S_{i}^{j} \rightarrow \mathbb{C}$ be a map satisfying the following
(1) $\zeta_{i j}(\alpha+\beta)=\zeta_{i j}(\alpha) \zeta_{i j}(\beta)$ for all $\alpha, \beta \in S_{i} \backslash S_{i}^{j}$ with $\alpha+\beta \in S_{i} \backslash S_{i}^{j}$,
(2) $\zeta_{i j}(0)=1$, and
(3) $\zeta_{i j}(\alpha) \neq 0$ for all $\alpha \in S_{i} \backslash S_{i}^{j}$.

Then $\operatorname{Fib}(S, w, \zeta)$ (with $\zeta=\left(\left(\zeta_{i j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}$ ) is a quasihomogeneous curve with normal weights w (see Definition 6.3). Moreover, $\operatorname{Fib}(S, w)$ is a fibre product (see Definition 6.4).

Proof. See Section 7.8.

## 7.2. $w$-Elements

The second approach to quasihomogeneity on good semigroups is based on the properties of values of homogeneous elements of a quasihomogeneous curve.

Proposition 7.13. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ (see Definition 6.3), and let $x \in R$ be a homogeneous element. Then for any $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$ the following hold:
(1) If $\nu_{\mathfrak{p}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, then $\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(x)=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)$.
(2) If $\nu_{\mathfrak{p}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, then either $\nu_{\mathfrak{q}}(x)=\infty$ (i.e. $x \in \mathfrak{q}$ ) or $\nu_{\mathfrak{q}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$ with $\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(x)=$ $\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)$.

See Figure 7.5.
Proof. Let $x \in R$ be a homogeneous element, set $d=\operatorname{deg}(x)$, and let $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$. We may suppose that $x \notin \mathfrak{p}$. Then

$$
\begin{equation*}
d=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x) \tag{7.3}
\end{equation*}
$$

by Theorem 6.2.(1).
Let

$$
\Psi: R \rightarrow \operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)
$$

be the injective homomorphism of Theorem 6.2.(4), where $\zeta=\left(\left(\zeta_{\mathfrak{p q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$ are the connecting maps for $R$. We write

$$
\Psi(x)=\left(\sum_{\alpha_{\mathfrak{p}^{\prime}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}^{\prime}}} a_{\alpha_{\mathfrak{p}^{\prime}}}^{\left(\mathfrak{p}^{\prime}\right)} t_{\mathfrak{p}^{\prime}}^{\alpha_{\mathfrak{p}^{\prime}}}\right)_{\mathfrak{p}^{\prime} \in \operatorname{Min}(R)} .
$$

Then $a_{d / \bar{w}_{\mathfrak{p}}}^{(\mathcal{p})} \neq 0$, and

$$
(\Psi(x))_{\mathfrak{p}}=a_{d / \bar{w}_{\mathfrak{p}}}^{(\mathfrak{p})} t_{\mathfrak{p}}^{\frac{d}{\bar{w}_{\mathfrak{p}}}}
$$

by Theorem 6.2.(5) and Equation (7.3).
Suppose that $\frac{d}{\bar{w}_{\mathfrak{p}}}=\nu_{\mathfrak{p}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then

$$
\frac{d}{\bar{w}_{\mathfrak{q}}}=\tau_{\mathfrak{p q}}\left(\nu_{\mathfrak{p}}(x)\right) \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}
$$

by Theorem 6.2.(2). Therefore, Theorem 6.2.(5) implies

$$
(\Psi(x))_{\mathfrak{q}}=a_{d / \bar{w}_{\mathfrak{q}}}^{(\mathfrak{q})} t_{t_{\mathfrak{w}}}^{\frac{d}{\bar{w}_{\mathfrak{q}}}} .
$$

Since

$$
a_{d / \bar{w}_{\mathfrak{q}}}^{(\mathfrak{q})}=\zeta_{\mathfrak{q p}}\left(\frac{d}{\bar{w}_{\mathfrak{q}}}\right) a_{d / \overline{w_{\mathfrak{p}}}}^{(\mathfrak{p})}
$$

by Theorem 6.2.(4) (see Equation (6.9)), and hence $a_{d / \bar{w}_{q}}^{(\mathfrak{q})} \neq 0$, this implies by Theorem 6.2.(3)

$$
\nu_{\mathfrak{q}}(x)=\frac{d}{\bar{w}_{\mathfrak{q}}}=\frac{\bar{w}_{\mathfrak{p}}}{\bar{w}_{\mathfrak{q}}} \nu_{\mathfrak{p}}(x) .
$$

Now suppose $\nu_{\mathfrak{p}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, and assume that $\nu_{\mathfrak{q}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{q}}$. Then

$$
\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)=\operatorname{deg}(x)=\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(x)
$$

by Theorem 6.2.(1). If $\nu_{\mathfrak{q}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$, then

$$
\nu_{\mathfrak{p}}(x)=\frac{\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(x)}{\bar{w}_{\mathfrak{p}}}=\tau_{\mathfrak{q p}}\left(\nu_{\mathfrak{q}}(x)\right) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}
$$

by Theorem 6.2.(2). But this contradicts the assumption.
The properties of Proposition 7.13 lead to the following definition.
Definition 7.14. Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$. An element $\alpha \in \prod_{i \in I} S_{i}$ is called a $w$-element (of $S$ ) if for any $i, j \in I$ with $i \neq j$ the following hold (see Figure 7.6):
(1) If $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$, then $w_{i} \alpha_{i}=w_{j} \alpha_{j}$.
(2) If $\alpha_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$, then either $\alpha_{j} \in\left(C_{S}\right)_{j}$ or $\alpha_{j} \in S_{j}^{i}$ with $w_{i} \alpha_{i}=w_{j} \alpha_{j}$.
(3) If $\alpha_{i} \in\left(C_{S}\right)_{i}$, then $\alpha_{j} \in S_{j}^{i}$.

Remark 7.15. Let $S$ be a good semigroup, let $w \in \mathbb{N}^{I}$, let $\alpha$ be a $w$-element of $S$, and let $i, j \in I$ with $i \neq j$. If $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$, then $\alpha_{j} \in S_{j} \backslash S_{j}^{i}$.


Figure 7.5.: The values of homogeneous elements of the quasihomogeneous curve $R=$ $\mathbb{C}[[X, Y]] /\left\langle\left(X^{5}-Y^{2}\right) Y\right\rangle(\mathrm{red})$.


Figure 7.6.: A good semigroup $S$ with its $w$-elements (red) for $w=(3,4)$. Note that all $w$-elements of $S$ are contained in $S$ (also see Proposition 7.25).

## 7. Quasihomogeneous Semigroups

Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$. If $S$ is quasihomogeneous of type $w$, the $w$-elements of $S$ contained in $S$ will be exactly the homogeneous elements of $S$ (see Theorem 7.19). First we associate to a $w$-element a "degree".

Proposition 7.16. Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$. If $\alpha \in \prod_{i \in I} S_{i}$ is a $w$-element of $S$, then there is a $d \in \mathbb{Z}$ such that $w_{i} \alpha_{i}=d$ for all $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$. Moreover, $d$ is unique if $\alpha \in\left(\prod_{i \in I} S_{i}\right) \backslash C_{S}$.
Proof. If $\alpha \in C_{S}$, the statement is trivial. So suppose $\alpha \in \prod_{i \in I} S_{i} \backslash C_{S}$.
Let $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$, and set $d=w_{i} \alpha_{i}$. Let $j \in I \backslash\{i\}$. If $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$, then $w_{j} \alpha_{j}=w_{i} \alpha_{i}=d$. If $\alpha_{i} \in S_{i}^{j}$, then $\alpha_{j} \in S_{j}^{i}$ with $\alpha_{j} \geq\left(\gamma_{S}\right)_{j}$ or $w_{j} \alpha_{j}=w_{i} \alpha_{i}=d$. So for any $w$-element $\alpha \in \prod_{i \in I} S_{i} \backslash C_{S}$ we obtain a unique $d \in \mathbb{Z}$ such that $w_{i} \alpha_{i}=d$ for all $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$.

Definition 7.17. Let $S$ be a good semigroup, let $w \in \mathbb{N}^{I}$, and let $\alpha \in \prod_{i \in I} S_{i}$ be a $w$-element of $S$. If $\alpha \in \prod_{i \in I} S_{i} \backslash C_{S}$, we define the $w$-degree of $\alpha$ as

$$
\operatorname{deg}_{w}(\alpha)=w_{i} \alpha_{i}
$$

for some $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ (see Proposition 7.16). If $\alpha \in C_{S}$, then $\operatorname{deg}_{w}(\alpha)$ is arbitrary. Remark 7.18. Let $S$ be a good semigroup, let $w \in \mathbb{N}^{I}$, let $\alpha \in \prod_{i \in I} \backslash C_{S}$ be a $w$-element of $S$, and let $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$. Then Proposition 7.16 yields $\beta_{i} \geq \alpha_{i}$ for any $w$-element $\beta$ of $S$ with $\operatorname{deg}_{w}(\beta)=\operatorname{deg}_{w}(\alpha)$.

Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$ with $w_{i}>0$ for all $i \in I$. We want to use the $w$-elements of $S$ to determine quasihomogeneity of $S$. In a homogeneous ring every element can be decomposed into a sum of its homogeneous components (see Proposition E.4). The semigroup operation corresponding to addition in rings is the infimum. So we would like to call a good semigroup quasihomogeneous of type $w$ if for any element $\alpha \in S$ there is a family $\left(\alpha^{(i)}\right)_{i \in I}$ of $w$-elements of $S$ with $\alpha^{(i)} \in S$ such that $\left(\alpha^{(i)}\right)_{i}=\alpha_{i}$ and

$$
\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)
$$

This definition can be illustrated by

or


Indeed it turns out that the definition of quasihomogeneity on good semigroups using $w$-elements yields the same concept as the one introduced in Section 7.1 (see Definition 7.3).

Theorem 7.19. Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$. The following are equivalent:
(a) $S$ is quasihomogeneous of type $w$.
(b) For any $\alpha \in S$ there is a family

$$
\left(\alpha^{(i)}\right)_{i \in I} \in S^{I}
$$

of $w$-elements such that

$$
\left(\alpha^{(i)}\right)_{i}=\alpha_{i}
$$

for any $i \in I$ and

$$
\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)
$$

In particular, we have $\alpha^{(i)} \geq \alpha$ for all $i \in I$.
If $S$ is quasihomogeneous of type $w$, an element $\alpha \in S$ is homogeneous if and only if it is a $w$-element, and for homogeneous elements $\alpha \in S$ we have $\operatorname{deg}(\alpha)=\operatorname{deg}_{w}(\alpha)$.

Proof. See Section 7.4.

## Example 7.20.

(1) The good semigroup $S$ in Figure 7.6 is not quasihomogeneous of type $w=(3,4)$. Indeed, we have for example $(15,11) \in S$ but there is no $w$-element $\alpha \in S$ with $\alpha_{1}=15$.
(2) Since the good semigroups in Figures 7.1 and 7.2 are quasihomogeneous, their homogeneous elements are their $w$-elements which are contained in the respective semigroup. In fact, these are all the $w$-elements (also see Proposition 7.25).

### 7.3. Properties

A quasihomogeneous curve $R$ is a fibre product (see Definition 6.4) if its homogeneous elements only satisfy certain relations between any pair of branches of $R$ (cf. Theorem 6.2.(5)) depending on the normal weights and the connecting maps (see Definition 6.3). After taking values these relations correspond to the definition of $\bar{w}$-elements of $\Gamma_{R}$ (see Propositions 7.6 and 7.13, Definition 7.14, and Theorem 7.19. So in analogy to being a fibre product we introduce the following closedness property of a quasihomogeneous semigroup.

Definition 7.21. Let $S$ be a good semigroup and let $w \in \mathbb{N}^{I}$. Then $S$ is called closed with respect to $w$ or $w$-closed if $\alpha \in S$ for any $w$-element $\alpha \in \prod_{i \in I} S_{i}$ of $S$.

Let $R$ be a quasihomogeneous curve with normal weights $\bar{w}$ and connecting maps $\zeta$ (see Definition 6.3). Recall that the fibre product $\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ is by Remark 6.5 the largest quasihomogeneous curve in

$$
\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with normal weights $\bar{w}$ and connecting maps $\zeta$. For an analogous construction on quasihomogeneous semigroups we use the property of $w$-closedness.

Proposition 7.22. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. There is a unique quasihomogeneous semigroup $S^{w}$ of type $w$ which is $w$-closed and satisfies

$$
S \subset S^{w} \subset \bar{S}
$$

and

$$
\left(S_{i},\left(S_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}=\left(\left(S^{w}\right)_{i},\left(\left(S^{w}\right)_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}
$$

The semigroup $S^{w}$ is called the $w$-closure of $S$, and it is generated by the $w$-elements of $S$ in the following sense: for any element $\alpha \in D_{S}$ we have $\alpha \in S^{w}$ if and only if there is a family $\left(\alpha^{(i)}\right)_{i \in I}$ of $w$-elements of $S$ such that

$$
\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right) .
$$

Proof. See Section 7.6.
Indeed, if $R$ is a quasihomogeneous curve with normal weights $\bar{w}$ and connecting maps $\zeta$ (see Definition 6.3), the fibre product $\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)$ corresponds to the $\bar{w}$-closure of $\Gamma_{R}$ in the following sense.

Theorem 7.23. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w}$ (see Definition 6.3). Then $R$ is a fibre product (see Definition 6.4) if and only if $\Gamma_{R}$ is quasihomogeneous of type $\bar{w}$ and $\bar{w}$-closed. In particular, if $R$ has normal weights $\bar{w}$ and connecting maps $\zeta$ (see Definition 6.3), then

$$
\Gamma_{\mathrm{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)}=\left(\Gamma_{R}\right)^{\bar{w}} .
$$

Proof. See Section 7.9.
Theorem 7.24. Let $S$ be a local quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. Then $S^{w}=\Gamma_{\text {Fib }(S, w)}$. In particular, $S$ is $w$-closed if and only if $S=\Gamma_{\text {Fib }(S, w)}$.

Proof. See Section 7.9.
As the following proposition shows, Theorem 7.23 leads to the description of a quasihomogeneous curve with two branches in terms of the semigroups of values of its branches by Kunz and Ruppert (see [9, Satz 4.2]).

Proposition 7.25. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. If $|I| \leq 2$, then $S$ is $w$-closed. In particular, if $R$ is a quasihomogeneous curve with $|\operatorname{Min}(R)| \leq 2$, then $R$ is a fibre product (see Definition 6.4).

Proof. If $|I|=1$, the claim is trivial. So suppose that $I=\{1,2\}$, and let $\alpha$ be a $w$-element of $S$. Assume that $\alpha_{1} \in S_{1} \backslash S_{1}^{2}$. Then $\alpha_{2} \in S_{2} \backslash S_{2}^{1}$ with

$$
\begin{equation*}
w_{1} \alpha_{1}=w_{2} \alpha_{2} \tag{7.4}
\end{equation*}
$$

(see Definition 7.14 and Remark 7.15). Moreover, by Theorem 7.19 there is a $w$-element $\beta$ of $S$ with $\beta \in S$ and $\beta_{1}=\alpha_{1}$. Then Equation (7.4) implies $\alpha=\beta \in S$.
So assume now that $\alpha_{1} \in S_{1}^{2}$. Then there is a $\beta \in S$ with $\beta_{1}=\alpha_{1}$ and $\beta_{2} \geq\left(\gamma_{S}\right)_{2}$. By Lemma 4.33 we may assume that $\beta_{2} \geq \alpha_{2}$. Since $S$ is quasihomogeneous, there is by Theorem 7.19 a $w$-element $\delta$ of $S$ with $\delta \in S, \delta_{1}=\beta_{1}=\alpha_{1}$, and $\delta_{2} \geq \beta_{2} \geq \alpha_{2}$. Since $\alpha_{1} \in S_{1}^{2}$ implies $\alpha_{2} \in S_{2}^{1}$ (see Definition 7.14), there also is a $w$-element $\epsilon$ of $S$ with $\epsilon \in S$, $\epsilon_{2}=\alpha_{2}$, and $\epsilon_{1} \geq \alpha_{1}$. This implies $\alpha=\inf \{\delta, \epsilon\} \in S$. Thus, $S$ is $w$-closed.
The particular claim follows then with Proposition 7.6 and Theorem 7.23.
A quasihomogeneous curve $R$ can be embedded into the fibre product of its branches over their pairwise intersections. Theorem 7.23 gives a criterion on the semigroup of values of $R$ which characterizes this embedding to be an isomorphism. If $R$ is a fibre product, it can be reconstructed from information on its branches. By Theorem 7.24 this implies that any quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$ which is $w$-closed can be reconstructed from data on its branches. In fact, we can extend this statement to arbitrary quasihomogeneous semigroups. In order to make this statement more precise we define the following "stronger" version of $w$-elements.

Definition 7.26. Let $S$ be a good semigroup, and let $w \in \mathbb{N}^{I}$. A $w$-element $\alpha$ of $S$ is called maximal if the following hold:
(1) $\alpha \in S$.
(2) If $\alpha \in S \backslash C_{S}$, then there is $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ such that $\inf \left\{\alpha, \gamma_{S}\right\}=\inf \left\{\beta, \gamma_{S}\right\}$ for all $w$-elements $\beta$ of $S$ with $\beta \in S, \beta_{i}=\alpha_{i}$, and $\inf \left\{\alpha, \gamma_{S}\right\} \leq \inf \left\{\beta, \gamma_{S}\right\}$.

The set of maximal $w$-elements of $S$ is denoted by $\mathcal{M}_{w}(S)$.

## 7. Quasihomogeneous Semigroups

Theorem 7.27. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. Then the following data are equivalent:
(a) The semigroup $S$.
(b) The family

$$
\left(S_{i},\left(S_{i}^{J}\right)_{J \subset I \backslash\{i\}}\right)_{i \in I}
$$

consisting of the branches $S_{i}$ of $S$ together with all ideals $S_{i}^{J}$ for every $J \subset I \backslash\{i\}$.
(c) The set of maximal w-elements $\mathcal{M}_{w}(S)$ of $S$.

The maximal w-elements determine the semigroup $S$ in the following way: For an element $\alpha \in D_{S}$ we have $\alpha \in S$ if and only if there is a family

$$
\left(\alpha^{(i)}\right)_{i \in I} \in\left(\mathcal{M}_{w}(S)\right)^{I}
$$

with

$$
\left(\alpha^{(i)}\right)_{i}=\alpha_{i}
$$

for every $i \in I$ and

$$
\left(\alpha^{(i)}\right)_{j} \geq \alpha_{j}
$$

for each $j \in I \backslash\{i\}$. In particular,

$$
\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right) .
$$

Proof. See Section 7.5.

### 7.4. Proof of Theorem 7.19

Lemma 7.28. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, let $\alpha \in S$, let $d \in \mathbb{Z}$, and let $\beta \in \psi_{d}(\alpha)$. Then for any $i \in I$ the following hold:
(1) If $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ or $\beta_{i}<\left(\gamma_{S}\right)_{i}$, then $\beta_{i} \geq \alpha_{i}$. In particular, $\beta_{i}<\left(\gamma_{S}\right)_{i}$ implies $\alpha_{i}<\left(\gamma_{S}\right)_{i}$.
(2) If $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ and $w_{i} \alpha_{i}=d$, then $\beta_{i}=\alpha_{i}$.
(3) If $w_{i} \alpha_{i}>d$ or $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$, then $\beta_{i} \geq\left(\gamma_{S}\right)_{i}$.

Proof. (1) Since there is $\left(\delta^{(g)}\right)_{g \in \mathbb{Z}} \in \prod_{g \in \mathbb{Z}} \psi_{g}(\alpha)$ such that $\alpha=\inf \left\{\delta^{(g)} \mid g \in \mathbb{Z}\right\}$, we have

$$
\begin{equation*}
\delta^{(g)} \geq \alpha \tag{7.5}
\end{equation*}
$$

for every $g \in \mathbb{Z}$.
Let $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ or $\beta_{i}<\left(\gamma_{S}\right)_{i}$, and assume that $\beta_{i}<\alpha_{i}$. Then we have $\beta_{i}<\left(\gamma_{S}\right)_{i}$ in either case. So suppose that $\beta_{i}<\left(\gamma_{S}\right)_{i}$, and assume that $\beta_{i}<\alpha_{i}$. Then $\delta^{(d)} \sim \beta$ implies $\left(\delta^{(d)}\right)_{i}=\beta_{i}<\alpha_{i}$ since $\beta, \delta^{(d)} \in \psi_{d}(\alpha)$ (see Definition 7.1). But this contradicts Equation (7.5).
(2) Suppose that $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ and $w_{i} \alpha_{i}=d$. Since there is $\left(\delta^{(g)}\right)_{g \in \mathbb{Z}} \in \prod_{g \in \mathbb{Z}} \psi_{g}(\alpha)$ such that $\alpha=\inf \left\{\delta^{(g)} \mid g \in \mathbb{Z}\right\}$, there is an $e \in \mathbb{Z}$ such that $\left(\delta^{(e)}\right)_{i}=\alpha_{i}$. This implies $\left(\delta^{(e)}\right)_{i}<\left(\gamma_{S}\right)_{i}$, and hence

$$
e=\operatorname{deg}\left(\delta^{(e)}\right)=w_{i}\left(\delta^{(e)}\right)_{i}=w_{i} \alpha_{i}=d
$$

Thus, $\beta, \delta^{(d)} \in \psi_{d}(\alpha)$, i.e. $\beta \sim \delta^{(d)}$, and we obtain $\beta_{i}=\left(\delta^{(d)}\right)_{i}=\alpha_{i}$.
(3) Suppose $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$, and assume that $\beta_{i}<\left(\gamma_{S}\right)_{i}$. Then $\beta_{i}<\alpha_{i}$, contradicting (1).

Suppose now that $\alpha_{i}<\left(\gamma_{S}\right)_{i}$, and assume that $\beta_{i}<\left(\gamma_{S}\right)_{i}$. Then (1) yields $d<$ $w_{i} \alpha_{i} \leq w_{i} \beta_{i}$. But as $\beta \in \psi_{d}(\alpha)$ with $\beta_{i}<\left(\gamma_{S}\right)_{i}$, this is a contradiction to $w_{i} \beta_{i}=$ $\operatorname{deg}(\beta)=d$.

Lemma 7.29. Let $S$ be a quasihomogeneous semigroup (of type $w \in \mathbb{N}^{I}$ ), and let $\alpha \in S$ be a homogeneous element. If $\alpha_{i} \in S_{i}^{j}$ for some $i, j \in I$ with $i \neq j$, then $\alpha_{j} \in S_{j}^{i}$.

Proof. Let $\alpha \in S$ with $\alpha_{i} \in S_{i}^{j}$, and assume $\alpha_{j} \in S_{j} \backslash S_{j}^{i}$. Then $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ (see Definition 4.60), and $\alpha_{j}<\left(\gamma_{S}\right)_{j}$ by Lemma 4.63. Since $\alpha$ is homogeneous, this implies $w_{i} \alpha_{i}=\operatorname{deg}(\alpha)=w_{j} \alpha_{j}$.

As $\alpha_{i} \in S_{i}^{j}$, there is a $\beta \in S$ with $\beta_{i}=\alpha_{i}$ and $\beta_{j}>\left(\gamma_{S}\right)_{j}$ (see Definition 4.60). So property (E2) yields a $\delta \in S$ with $\delta_{i}>\alpha_{i}$ and $\delta_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\}=\alpha_{j}$.
Let now $\epsilon \in \psi_{\operatorname{deg}(\alpha)}(\delta)$. Then $\epsilon_{j}=\delta_{j}$ by Lemma 7.28.(2) since $\delta_{j}=\alpha_{j}<\left(\gamma_{S}\right)_{j}$ and $w_{j} \delta_{j}=w_{j} \alpha_{j}=\operatorname{deg}(\alpha)$, and $\epsilon_{i} \geq\left(\gamma_{S}\right)_{i}$ by Lemma 7.28.(3) since $w_{i} \delta_{i}>w_{i} \alpha_{i}=\operatorname{deg}(\alpha)$ (see Definition 7.3). This implies $\alpha_{j}=\delta_{j}=\epsilon_{j} \in S_{j}^{i}$, contradicting the assumption.

Corollary 7.30. Let $S$ be a quasihomogeneous semigroup (of type $w \in \mathbb{N}^{I}$ ). Any homogeneous element $\alpha \in S$ is a w-element of $S$ with $\operatorname{deg}_{w}(\alpha)=\operatorname{deg}(\alpha)$.

Proof. Let $\alpha \in S$ be homogeneous, and let $i, j \in I$ with $i \neq j$. First assume $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$. Then Lemma 7.29 yields $\alpha_{j} \in S_{j} \backslash S_{j}^{i}$. So, in particular, $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ and $\alpha_{j}<\left(\gamma_{S}\right)_{j}$ (see Definition 4.60). Since $\alpha$ is homogeneous, this implies $w_{i} \alpha_{i}=\operatorname{deg}(\alpha)=w_{j} \alpha_{j}$ (see Definition 7.3).

Let now $\alpha_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$. Then Lemma 7.29 yields $\alpha_{j} \in S_{j}^{i}$. So assume $\alpha_{j} \in S_{j}^{i} \backslash\left(C_{S}\right)_{j}$. Since $\alpha$ is homogeneous, this implies again $w_{i} \alpha_{i}=\operatorname{deg}(\alpha)=w_{j} \alpha_{j}$.
If $\alpha_{i} \in\left(C_{S}\right)_{i}$, then $\alpha_{j} \in S_{j}^{i}$ since $\alpha \in S$. Thus, $\alpha$ is a $w$-element of $S$.
Finally, for any $i \in I$ we have $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$ or $\operatorname{deg}(\alpha)=w_{i} \alpha_{i}=\operatorname{deg}_{w}(\alpha)$.
Lemma 7.31. Let $S$ be a good semigroup, let $w \in \mathbb{N}^{I}$ with $w_{i}>0$ for every $i \in I$, and let $\alpha, \beta \in S$ be $w$-elements with $\operatorname{deg}_{w}(\alpha)=\operatorname{deg}_{w}(\beta)$. Then $\inf \{\alpha, \beta\} \in S$ is a $w$-element with $\operatorname{deg}_{w}(\inf \{\alpha, \beta\})=\operatorname{deg}_{w}(\alpha)=\operatorname{deg}_{w}(\beta)$.

Proof. If $\alpha, \beta \in C_{S}$, then $\inf \{\alpha, \beta\} \in C_{S}$ by Lemma 4.18 and Definition 4.26. So assume that $\alpha \in S \backslash C_{S}$ or $\beta \in S \backslash C_{S}$.

## 7. Quasihomogeneous Semigroups

Set $\delta=\inf \{\alpha, \beta\}$, and let $i, j \in I$ with $i \neq j$. First assume that $\delta_{i} \in S_{i} \backslash S_{i}^{j}$. Then without loss of generality $\alpha_{i}=\delta_{i} \in S_{i} \backslash S_{i}^{j}$ and $\beta_{i} \geq \alpha_{i}$. Since $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ by Lemma 4.63, Proposition 7.16 yields $w_{i} \alpha_{i}=w_{j} \alpha_{j}$ and $\beta_{j} \in\left(C_{S}\right)_{j}$ or $w_{j} \beta_{j}=\operatorname{deg}_{w}(\beta)=\operatorname{deg}_{w}(\alpha)=w_{i} \alpha_{i}$. In particular, since $\alpha_{j}<\left(\gamma_{S}\right)_{j}$, we have $\beta_{j} \geq \alpha_{j}$. Hence $w_{j} \delta_{j}=w_{j} \alpha_{j}=w_{i} \alpha_{i}=w_{i} \delta_{i}$.

Now suppose that $\delta_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$, and again assume without loss of generality that $\delta_{i}=\alpha_{i} \leq \beta_{i}$. Then $\alpha_{i}=\delta_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$ implies $\alpha_{j} \in S_{j}^{i}$ with $\alpha_{j} \in\left(C_{S}\right)_{j}$ or $w_{j} \alpha_{j}=w_{i} \alpha_{i}=$ $\operatorname{deg}_{w}(\alpha)$ (see Definition 7.14

Assume that $\beta_{i} \in S_{i} \backslash S_{i}^{j}$. Then, in particular, $\beta_{i}<\left(\gamma_{S}\right)_{i}$ by Lemma 4.63. Therefore, we have by Proposition $7.16 w_{i} \alpha_{i}=\operatorname{deg}_{w}(\alpha)=\operatorname{deg}_{w}(\beta)=w_{i} \beta_{i}$ but $\alpha_{i}=\beta_{i}$ is a contradiction to $\alpha_{i} \in S_{i}^{j}$ and $\beta_{i} \in S_{i} \backslash S_{i}^{j}$. Thus, we have $\beta_{i} \in S_{i}^{j}$.

This implies $\beta_{j} \in S_{j}^{i}$ (see Definition 4.60). In particular, we have $\beta_{j} \in\left(C_{S}\right)_{j}$ or $w_{j} \beta_{j}=\operatorname{deg}_{w}(\beta)=\operatorname{deg}_{w}(\alpha)$ by Proposition 7.16. Since $\delta_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\}$, this yields $\delta_{j} \in S_{i}^{j}$ with $\delta_{j} \in\left(C_{S}\right)_{j}$ or $w_{j} \delta_{j}=\operatorname{deg}_{w}(\alpha)=\operatorname{deg}_{w}(\beta)$. Therefore, $\inf \{\alpha, \beta\}$ is a $w$-element.
Let $i \in I$ with $\delta_{i}<\left(\gamma_{S}\right)_{i}$. Without loss of generality, we may assume $\alpha_{i}=\delta_{i}<\left(\gamma_{S}\right)_{i}$ by Proposition 7.16. Hence, $w_{i} \delta_{i}=w_{i} \alpha_{i}=\operatorname{deg}_{w}(\alpha)$. Thus, $\operatorname{deg}_{w}(\inf \{\alpha, \beta\})=\operatorname{deg}_{w}(\alpha)=$ $\operatorname{deg}_{w}(\beta)$.

Lemma 7.32. Let $S$ be a good semigroup, let $w \in \mathbb{N}^{I}$ with $w_{i}>0$ for all $i \in I$, and let $\alpha, \beta \in \prod_{i \in I} S_{i}$.
(1) If $(\alpha+\beta)_{i} \in S_{i} \backslash S_{i}^{j}$ for some $i, j \in I$ with $i \neq j$, then $\alpha_{i}, \beta_{i} \in S_{i} \backslash S_{i}^{j}$.
(2) Let $\alpha$ and $\beta$ be $w$-elements of $S$, and suppose that for every $i, j \in I$ with $i \neq j$ there is a bijection

$$
\begin{aligned}
\tau_{i j}: S_{i} \backslash S_{i}^{j} & \rightarrow S_{j} \backslash S_{j}^{i}, \\
\delta & \mapsto \frac{w_{i} \delta}{w_{j}} .
\end{aligned}
$$

Then $\alpha+\beta$ is a $w$-element of $S$ with $\operatorname{deg}_{w}(\alpha+\beta)=\operatorname{deg}_{w}(\alpha)+\operatorname{deg}_{w}(\beta)$.
Proof. (1) Let $i, j \in I$ with $i \neq j$ such that $(\alpha+\beta)_{i} \in S_{i} \backslash S_{i}^{j}$, and assume $\alpha_{i} \in S_{i}^{j}$. Since $\alpha, \beta \in \prod_{i \in I} S_{i}$, there are $\delta, \epsilon \in S$ with $\delta_{i}=\alpha_{i}, \delta_{j} \geq\left(\gamma_{S}\right)_{j}$ and $\epsilon_{i}=\beta_{i}$. This yields $\delta+\epsilon \in S$ with $(\delta+\epsilon)_{i}=(\alpha+\beta)_{i}$ and $(\delta+\epsilon)_{j} \geq\left(\gamma_{S}\right)_{j}$. In particular, we obtain $(\alpha+\beta)_{i} \in S_{i}^{j}$, contradicting the assumption.
(2) Since $\alpha, \beta \in \prod_{i \in I} S_{i}$, for every $i \in I$ there are $\alpha^{(i)}, \beta^{(i)} \in S$ with $\left(\alpha^{(i)}\right)_{i}=\alpha_{i}$ and $\left(\beta^{(i)}\right)_{i}=\beta_{i}$. Thus, $(\alpha+\beta)_{i}=\left(\alpha^{(i)}+\beta^{(i)}\right)_{i} \in S_{i}$.

Let $i, j \in I$ with $i \neq j$, and assume that $(\alpha+\beta)_{i} \in S_{i} \backslash S_{i}^{j}$. Then $\alpha_{i}, \beta_{i} \in S_{i} \backslash S_{i}^{j}$ by (1). This implies $w_{i} \alpha_{i}=w_{j} \alpha_{j}$ and $w_{i} \beta_{i}=w_{j} \beta_{j}$, see Definition 7.14. Hence,

$$
\begin{equation*}
w_{i}(\alpha+\beta)_{i}=w_{i} \alpha_{i}+w_{i} \beta_{i}=w_{j} \alpha_{j}+w_{j} \beta_{j}=w_{j}(\alpha+\beta)_{j} . \tag{7.6}
\end{equation*}
$$

Suppose now that $(\alpha+\beta)_{i} \in S_{i}^{j}$, and assume that $(\alpha+\beta)_{j} \in S_{j} \backslash S_{j}^{i}$. Then $w_{j}(\alpha+\beta)_{j}=w_{i}(\alpha+\beta)_{i}$ by Equation (7.6) (with $i$ and $j$ interchanged). This implies

$$
(\alpha+\beta)_{i}=\frac{w_{j}(\alpha+\beta)_{j}}{w_{i}}=\tau_{i j}\left((\alpha+\beta)_{j}\right) \in S_{i} \backslash S_{i}^{j}
$$

contradicting the assumption $(\alpha+\beta)_{i} \in S_{i}^{j}$. Thus, $(\alpha+\beta)_{j} \in S_{j}^{i}$.
Assume that $(\alpha+\beta)_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$. Since $\alpha, \beta \geq \mathbf{0},(\alpha+\beta)_{i}<\left(\gamma_{S}\right)_{i}$ implies $\alpha_{i}, \beta_{i}<\left(\gamma_{S}\right)_{i}$, i.e. $\alpha_{i}, \beta_{i} \in S_{i} \backslash\left(C_{S}\right)_{i}$. If $(\alpha+\beta)_{j}<\left(\gamma_{S}\right)_{j}$, then $\alpha_{j}, \beta_{j}<\left(\gamma_{S}\right)_{j}$, and hence

$$
w_{i}(\alpha+\beta)_{i}=w_{i} \alpha_{i}+w_{i} \beta_{i}=w_{j} \alpha_{j}+w_{j} \beta_{j}=w_{j}(\alpha+\beta)_{j}
$$

If $\alpha_{j} \geq\left(\gamma_{S}\right)_{j}$ or $\beta_{j} \geq\left(\gamma_{S}\right)_{j}$, then $(\alpha+\beta)_{j} \geq\left(\gamma_{S}\right)_{j}$. Thus, $\alpha+\beta$ is a $w$-element of $S$.

Lemma 7.33. Let $S$ be a good semigroup, and let $\alpha, \beta \in S$ with $\alpha \sim \beta$. If $\alpha$ is a w-element of $S$, then $\beta$ is a w-element of $S$ with $\operatorname{deg}_{w}(\alpha)=\operatorname{deg}_{w}(\beta)$.

Proof. Let $\alpha, \beta \in S$ with $\alpha \sim \beta$, and suppose that $\alpha$ is a $w$-element of $S$. Let $i, j \in I$ with $i \neq j$. First assume that $\beta_{i} \in S_{i} \backslash S_{i}^{j}$. Then $\beta_{i}<\left(\gamma_{S}\right)_{i}$ by Lemma 4.63, and hence $\alpha_{i}=\beta_{i} \in S_{i} \backslash S_{i}^{j}$ as $\alpha \sim \beta$. Since $\alpha$ is a $w$-element, this implies $\alpha_{j} \in S_{j} \backslash S_{j}^{i}$ with $w_{i} \alpha_{i}=w_{j} \alpha_{j}$ (see Definition 7.14 and Remark 7.15). In particular, we have $\alpha_{j}<\left(\gamma_{S}\right)_{j}$ (see Definition 4.60), and hence

$$
w_{j} \beta_{j}=w_{j} \alpha_{j}=w_{i} \alpha_{i}=w_{i} \beta_{i}
$$

since $\alpha \sim \beta$.
Assume now that $\beta_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$. Then $\beta_{i}<\left(\gamma_{S}\right)_{i}$, and hence $\alpha_{i}=\beta_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$. Since $\alpha$ is a $w$-element, this implies $\alpha_{j} \in\left(C_{S}\right)_{j}$ or $\alpha_{j} \in S_{j}^{i}$ with $w_{i} \alpha_{i}=w_{j} \alpha_{j}$. If $\alpha_{j} \in\left(C_{S}\right)_{j}$, then $\beta_{j} \in\left(C_{S}\right)_{j}$ since $\alpha \sim \beta$. If $\alpha_{j} \in S_{j}^{i} \backslash\left(C_{S}\right)_{j}$, then $\beta_{j}=\alpha_{j} \in S_{j}^{i} \backslash\left(C_{S}\right)_{j}$ since $\alpha \sim \beta$, and we obtain

$$
w_{i} \beta_{i}=w_{i} \alpha_{i}=w_{j} \alpha_{j}=w_{j} \beta_{j}
$$

since $\alpha$ is a $w$-element.
If there is an $i \in I$ with $\beta_{i}<\left(\gamma_{S}\right)_{i}$, then $\beta_{i}=\alpha_{i}<\left(\gamma_{S}\right)_{i}$ since $\alpha \sim \beta$. This implies $\operatorname{deg}_{w}(\alpha)=\operatorname{deg}_{w}(\beta)$.

Lemma 7.34. Let $S$ be a good semigroup, let $w \in \mathbb{N}^{I}$ with $w_{i}>0$ for all $i \in I$, and suppose that for any $\alpha \in S$ there is a family $\left(\alpha^{(i)}\right)_{i \in I} \in S^{I}$ of $w$-elements such that $\left(\alpha^{(i)}\right)_{i}=\alpha_{i}$ for any $i \in I$ and $\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)$. Then for every $i, j \in I$ with $i \neq j$ there is a bijection

$$
\begin{aligned}
\tau_{i j}: S_{i} \backslash S_{i}^{j} & \rightarrow S_{j} \backslash S_{j}^{i} \\
\alpha & \mapsto \frac{w_{i} \alpha}{w_{j}}
\end{aligned}
$$
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Proof. Let $i, j \in I$ with $i \neq j$, and let $\alpha \in S_{i} \backslash S_{i}^{j}$. Then by assumption there is a $w$-element $\beta \in S$ of $S$ with $\beta_{i}=\alpha$. This implies

$$
\frac{w_{i} \alpha}{w_{j}}=\frac{w_{i} \beta_{i}}{w_{j}}=\beta_{j} \in S_{j}
$$

(see Definition 7.14). Suppose that $\beta_{j} \in S_{i}^{j}$. Since $\beta$ is a $w$-element, this implies $\beta_{i} \in S_{i}^{j}$, contradicting $\beta_{i}=\alpha \in S_{i} \backslash S_{i}^{j}$. Thus, there is a map

$$
\begin{aligned}
\tau_{i j}: S_{i} \backslash S_{i}^{j} & \rightarrow S_{j} \backslash S_{j}^{i}, \\
\alpha & \mapsto \frac{w_{i} \alpha}{w_{j}} .
\end{aligned}
$$

Since, moreover,

$$
\tau_{j i} \circ \tau_{i j}(\alpha)=\frac{w_{j} \frac{w_{i} \alpha}{w_{j}}}{w_{i}}=\alpha,
$$

it follows that $\tau_{i j}$ is bijective.
Proof of Theorem 7.19. (a) $\Longrightarrow$ (b) Let $S$ be quasihomogeneous of type $w$. Then for any $\alpha \in S$ there is a family

$$
\left(\alpha^{(d)}\right)_{d \in \mathbb{Z}} \in \prod_{d \in \mathbb{Z}} \psi_{d}(\alpha)
$$

such that

$$
\alpha=\inf \left(\alpha^{(d)} \mid d \in \mathbb{Z}\right)
$$

In particular, this implies that for any $i \in I$ there is an $\alpha^{\left(d_{i}\right)} \in \psi_{d_{i}}(\alpha)$ with $\left(\alpha^{\left(d_{i}\right)}\right)_{i}=$ $\alpha_{i}$ and $\left(\alpha^{\left(d_{i}\right)}\right)_{j} \geq \alpha_{j}$ for all $j \in I \backslash\{i\}$. Thus, we have

$$
\alpha=\inf \left(\alpha^{\left(d_{i}\right)} \mid i \in I\right)
$$

and by Corollary $7.30 \alpha^{\left(d_{i}\right)}$ is a $w$-element for any $i \in I$.
(b) $\Longrightarrow$ (a) Let $\alpha \in S$, and suppose that there is a family $\left(\alpha^{(i)}\right)_{i \in I} \in S^{I}$ of $w$-elements such that for any $i \in I$ we have $\left(\alpha^{(i)}\right)_{i}=\alpha_{i}$ and $\left(\alpha^{(i)}\right)_{j} \geq \alpha_{j}$. Note that if $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$ for some $i \in I$, then we may assume that $\alpha^{(i)} \geq\left(\gamma_{S}\right)_{i}$.
For every $d \in \mathbb{Z}$ we set

$$
\begin{equation*}
\beta_{\alpha}^{(d)}=\inf \left(\left\{\gamma_{S}\right\} \cup\left\{\alpha^{(i)} \mid i \in I \text { and } \operatorname{deg}_{w}\left(\alpha^{(i)}\right)=d\right\}\right) . \tag{7.7}
\end{equation*}
$$

Then for any $d \in \mathbb{Z}$ we have

$$
\begin{equation*}
\left(\beta_{\alpha}^{(d)}\right)_{i} \geq \alpha_{i} \tag{7.8}
\end{equation*}
$$

for all $i \in I$ with $\alpha_{i} \leq\left(\gamma_{S}\right)_{i}$. Moreover, $\beta_{\alpha}^{(d)}$ is by Lemma 7.31 a $w$-element with $\operatorname{deg}_{w}\left(\beta_{\alpha}^{(d)}\right)=d$ for any $d \in \mathbb{Z}$, and we have $\beta_{\alpha}^{(d)} \in S$ since $S$ satisfies property (E1). So repeating this construction for all $\delta \in S$ we may define a map

$$
\begin{align*}
\psi_{d}: S & \rightarrow \widetilde{S}  \tag{7.9}\\
\delta & \mapsto \overline{\beta_{\delta}^{(d)}}
\end{align*}
$$

for every $d \in \mathbb{Z}$. If $\alpha$ is a $w$-element, then Proposition 7.16 and Equation 7.7 yield for any $d \in \mathbb{Z}$

$$
\psi_{d}(\alpha)= \begin{cases}\overline{\inf \left\{\alpha, \gamma_{S}\right\}}=\bar{\alpha} & \text { if } \operatorname{deg}_{w}(\alpha)=d \\ \overline{\gamma_{S}} & \text { else }\end{cases}
$$

In particular, we have

$$
\begin{equation*}
\alpha \in \psi_{\operatorname{deg}_{w}(\alpha)}(\alpha) \tag{7.10}
\end{equation*}
$$

We now verify that the map $\psi$ satisfies the properties in Definition 7.2.(1).
(1) Let $d \in \mathbb{Z}$, and let $\alpha, \beta \in \bigcup_{\delta \in S} \psi_{d}(\delta)$. Then $\alpha$ and $\beta$ are by Lemma 7.33 and Equation (7.9) $w$-elements of $S$ with $\alpha, \beta \in S$ and $\operatorname{deg}_{w}(\alpha)=d=$ $\operatorname{deg}_{w}(\beta)$ since $\beta_{\delta}^{(d)}$ is a $w$-element of $S$ with $\operatorname{deg}_{w}\left(\beta_{\delta}^{(d)}\right)=d$ for every $\delta \in S$. Therefore, Lemma 7.31 implies that also $\inf \{\alpha, \beta\}$ is a $w$-element of $S$ with $\operatorname{deg}_{w}(\inf \{\alpha, \beta\})=d$. Moreover, we have $\inf \{\alpha, \beta\} \in S$ since $S$ satisfies property (E1). Thus, Equation (7.10) yields

$$
\inf \{\alpha, \beta\} \in \psi_{d}(\inf \{\alpha, \beta\}) \subset \bigcup_{\delta \in S} \psi_{d}(\delta)
$$

(2) Let $d, d^{\prime} \in \mathbb{Z}$, and let $\alpha \in \bigcup_{\delta \in S} \psi_{d}(\delta)$ and $\beta \in \bigcup_{\epsilon \in S} \psi_{d^{\prime}}(\epsilon)$. Then as before $\alpha$ and $\beta$ are $w$-elements of $S$ with $\alpha, \beta \in S$ and $\operatorname{deg}_{w}(\alpha)=d$ and $\operatorname{deg}_{w}(\beta)=d^{\prime}$ by Lemma 7.33. Therefore, Lemmas 7.32.(2) and 7.34 imply that $\alpha+\beta$ is a $w$-element of $S$ with $\operatorname{deg}_{w}(\alpha+\beta)=d+d^{\prime}$. Moreover, we have $\alpha+\beta \in S$ since $S$ is a monoid. Thus, Equation (7.10) yields

$$
\alpha+\beta \in \psi_{d+d^{\prime}}(\alpha+\beta) \subset \bigcup_{\delta \in S} \psi_{d+d^{\prime}}(\delta)
$$

(3) Let now $\alpha \in S$ be any element, let $d \in \mathbb{Z}$, and let $\delta^{(d)} \in \psi_{d}(\alpha)$. Then $\delta^{(d)} \sim \beta_{\alpha}^{(d)}$ (see Equation (7.9)), where $\beta_{\alpha}^{(d)}$ is defined as in Equation (7.7). Let $i \in I$, and assume that $\alpha_{i}<\left(\gamma_{S}\right)_{i}$. Since $\left(\alpha^{(j)}\right)_{i} \geq \alpha_{i}$ for all $j \in I$, Equation (7.7) implies $\left(\gamma_{S}\right)_{i} \geq\left(\beta_{\alpha}^{(d)}\right)_{i} \geq \alpha_{i}$, and hence

$$
\begin{equation*}
\left(\delta^{(d)}\right)_{i} \geq\left(\beta_{\alpha}^{(d)}\right)_{i} \geq \alpha_{i} \tag{7.11}
\end{equation*}
$$

(see Definition 7.1).
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If $d=w_{i} \alpha_{i}$, then $\operatorname{deg}_{w}\left(\alpha^{(i)}\right)=d$ since $\left(\alpha^{(i)}\right)_{i}=\alpha_{i}<\left(\gamma_{S}\right)_{i}$. As $\epsilon_{i} \geq \alpha_{i}=$ $\left(\alpha^{(i)}\right)_{i}$ for all $w$-elements $\epsilon$ of $S$ with $\operatorname{deg}_{w}(\epsilon)=d$ (see Remark 7.18), this implies

$$
\begin{aligned}
\left(\beta_{\alpha}^{(d)}\right)_{i} & =\min \left(\left\{\left(\gamma_{S}\right)_{i}\right\} \cup\left\{\left(\alpha^{(j)}\right)_{i} \mid j \in I \text { and } \operatorname{deg}_{w}\left(\alpha^{(j)}\right)=d\right\}\right) \\
& =\left(\alpha^{(i)}\right)_{i} \\
& =\alpha_{i} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left(\delta^{(d)}\right)_{i}=\left(\beta_{\alpha}^{(d)}\right)_{i}=\alpha_{i} \tag{7.12}
\end{equation*}
$$

since $\left(\beta_{\alpha}^{(d)}\right)_{i}=\alpha_{i}<\left(\gamma_{S}\right)_{i}$ and $\beta_{\alpha}^{(d)} \sim \delta^{(d)}$.
Let now $i \in I$ with $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$. Then $\left(\alpha^{(j)}\right)_{i} \geq \alpha_{i} \geq\left(\gamma_{S}\right)_{i}$ for all $j \in I$. Hence,

$$
\left(\beta_{\alpha}^{(d)}\right)_{i}=\min \left(\left\{\left(\gamma_{S}\right)_{i}\right\} \cup\left\{\left(\alpha^{(j)}\right)_{i} \mid j \in I \text { and } \operatorname{deg}_{w}\left(\alpha^{(j)}\right)=d\right\}\right)=\left(\gamma_{S}\right)_{i} .
$$

Since $\delta^{(d)} \sim \beta_{\alpha}^{(d)}$, this implies $\left(\delta^{(d)}\right)_{i} \geq\left(\gamma_{S}\right)_{i}$. Hence, we may by Lemma 4.33 assume that

$$
\begin{equation*}
\left(\delta^{(d)}\right)_{i}=\alpha_{i} \tag{7.13}
\end{equation*}
$$

(also see Definition 7.14).
Since $w_{i} \alpha_{i} \in \mathbb{Z}$ for any $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$, Equations (7.11), (7.12), and (7.13) imply

$$
\alpha=\inf \left\{\delta^{(d)} \mid d \in \mathbb{Z}\right\} .
$$

Thus, $S$ is $\mathbb{Z}$-graded. In fact, $S$ is quasihomogeneous of type $w$ by Equation (7.9) since $\overline{\beta_{\delta}^{(d)}}$ is for any $\delta \in S$ a $w$-element (see Proposition 7.16.
Let $S$ be a quasihomogeneous semigroup of type $w$. Then a homogeneous element $\alpha$ of $S$ is by Corollary 7.30 a $w$-element of $S$ with $\operatorname{deg}_{w}(\alpha)=\operatorname{deg}(\alpha)$. Conversely, a $w$-element $\beta$ of $S$ is by Equation (7.10) a homogeneous element of $S$ with $\operatorname{deg}(\beta)=\operatorname{deg}_{w}(\beta)$.

### 7.5. Proof of Theorem 7.27

Lemma 7.35. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. An element $\alpha \in \prod_{i \in I} S_{i}$ is a maximal $w$-element of $S$ if and only if $\alpha \in C_{S}$ or there is an $i \in I$ such that

$$
\begin{aligned}
\alpha_{i} & <\left(\gamma_{S}\right)_{i}, \\
\alpha_{J} & \geq\left(\gamma_{S}\right)_{J}, \\
w_{k} \alpha_{k} & =w_{i} \alpha_{i} \text { for all } k \in I \backslash J,
\end{aligned}
$$

where $J \subset I \backslash\{i\}$ such that $\alpha_{i} \in S_{i}^{J}$ and $J^{\prime}=J$ for all subsets $J^{\prime}$ of $I \backslash\{i\}$ containing $J$ with $\alpha_{i} \in S_{i}^{J^{\prime}}$.

Proof. Let $\alpha \in S \backslash C_{S}$. First suppose that $\alpha$ is a maximal $w$-element of $S$. Then there is by Definition 7.26 an $i \in I$ with $\alpha_{i}<\left(\gamma_{S}\right)_{i}$ such that $\inf \left\{\alpha, \gamma_{S}\right\}=\inf \left\{\beta, \gamma_{S}\right\}$ for all $w$-elements $\beta$ of $S$ with $\beta \in S, \beta_{i}=\alpha_{i}$ and $\inf \left\{\alpha, \gamma_{S}\right\} \leq \inf \left\{\beta, \gamma_{S}\right\}$. Set

$$
J=\left\{j \in I \mid \alpha_{j} \geq\left(\gamma_{S}\right)_{j}\right\}
$$

Then $\alpha_{i} \in S_{i}^{J}$ since $\alpha \in S$ (see Definition 4.60), and Proposition 7.16 and Definition 7.26 yield

$$
\begin{aligned}
\alpha_{i} & <\left(\gamma_{S}\right)_{i} \\
\alpha_{J} & \geq\left(\gamma_{S}\right)_{J} \\
w_{k} \alpha_{k} & =\operatorname{deg}_{w}(\alpha)=w_{i} \alpha_{i} \text { for all } k \in I \backslash J .
\end{aligned}
$$

Let now $J^{\prime} \subset I \backslash\{i\}$ such that $J \subset J^{\prime}$ and $\alpha_{i} \in S_{i}^{J^{\prime}}$. Then there is $\beta \in S$ with

$$
\begin{aligned}
\beta_{i} & =\alpha_{i} \\
\beta_{J^{\prime}} & \geq\left(\gamma_{S}\right)_{J^{\prime}}
\end{aligned}
$$

(see Definition 4.60). Since $S$ is quasihomogeneous, Theorem 7.19 yields a $w$-element $\delta \in S$ with $\delta \geq \beta$ and $\delta_{i}=\beta_{i}=\alpha_{i}$. In particular, if we set

$$
J^{\prime \prime}=\left\{j \in I \mid \delta_{j} \geq\left(\gamma_{S}\right)_{j}\right\}
$$

then $J^{\prime} \subset J^{\prime \prime}$. Since

$$
w_{j} \alpha_{j}=w_{i} \alpha_{i}=w_{i} \delta_{i}=w_{j} \delta_{j}
$$

for all $j \in I \backslash J^{\prime \prime}$ by Proposition 7.16, we obtain

$$
\begin{gathered}
\min \left\{\alpha_{j},\left(\gamma_{S}\right)_{j}\right\}=\left(\gamma_{S}\right)_{j}=\min \left\{\delta_{j},\left(\gamma_{S}\right)_{j}\right\} \text { for all } j \in J, \\
\min \left\{\alpha_{k},\left(\gamma_{S}\right)_{k}\right\}=\alpha_{k}<\left(\gamma_{S}\right)_{k}=\min \left\{\delta_{k},\left(\gamma_{S}\right)_{k}\right\} \text { for all } k \in J^{\prime \prime} \backslash J, \\
\min \left\{\alpha_{l},\left(\gamma_{S}\right)_{l}\right\}=\alpha_{l}=\delta_{l}=\min \left\{\delta_{l},\left(\gamma_{S}\right)_{l}\right\} \text { for all } l \in I \backslash J^{\prime \prime}
\end{gathered}
$$

This implies

$$
\inf \left\{\alpha, \gamma_{S}\right\} \leq \inf \left\{\delta, \gamma_{S}\right\}
$$

Therefore, we have $\inf \left\{\alpha, \gamma_{S}\right\}=\inf \left\{\delta, \gamma_{S}\right\}$ since $\alpha$ is maximal. Thus, $J=J^{\prime}=J^{\prime \prime}$.
Let now $\alpha \in \prod_{i \in I} S_{i}$, and suppose that there is an $i \in I$ such that

$$
\begin{align*}
\alpha_{i} & <\left(\gamma_{S}\right)_{i}  \tag{7.14}\\
\alpha_{J} & \geq\left(\gamma_{S}\right)_{J},  \tag{7.15}\\
w_{k} \alpha_{k} & =w_{i} \alpha_{i} \text { for all } k \in I \backslash J, \tag{7.16}
\end{align*}
$$

where $J \subset I \backslash\{i\}$ such that $\alpha_{i} \in S_{i}^{J}$ and $J^{\prime}=J$ for all $J \subset J^{\prime} \subset I \backslash\{i\}$ with $\alpha_{i} \in S_{i}^{J^{\prime}}$. First we want to show that $\alpha$ is a $w$-element of $S$ with $\alpha \in S$. Since $\alpha_{i} \in S_{i}^{J}$, there is $\beta \in S$ with

$$
\begin{gathered}
\beta_{i}=\alpha_{i} \\
\beta_{J} \geq\left(\gamma_{S}\right)_{J}
\end{gathered}
$$
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(see Definition 4.60). Since $S$ is quasihomogeneous of type $w$, there is by Theorem 7.19 a $w$-element $\delta \in S$ with

$$
\begin{align*}
& \delta_{i}=\beta_{i},  \tag{7.17}\\
& \delta_{j} \geq \beta_{j} \text { for all } j \in I \backslash\{i\} . \tag{7.18}
\end{align*}
$$

In particular, we have

$$
\begin{align*}
\delta_{i} & =\alpha_{i}<\left(\gamma_{S}\right)_{i},  \tag{7.19}\\
\delta_{J} & \geq\left(\gamma_{S}\right)_{J} . \tag{7.20}
\end{align*}
$$

Assume now that there is a $k \in I \backslash(\{i\} \cup J)$ such that $\delta_{k} \geq\left(\gamma_{S}\right)_{k}$. Then $J \subsetneq J \cup\{k\}$ and $\alpha_{i}=\delta_{i} \in S_{i}^{J \cup\{k\}}$. But this is a contradiction to the definition of $J$. Therefore, we have $\delta_{k}<\left(\gamma_{S}\right)_{k}$ for all $k \in I \backslash(\{i\} \cup J)$, and Proposition 7.16 yields

$$
\begin{equation*}
w_{k} \delta_{k}=\operatorname{deg}_{w}(\delta)=w_{i} \delta_{i} \tag{7.21}
\end{equation*}
$$

for all $k \in I \backslash J$. Since $\alpha_{i}=\delta_{i}$ by Equation (7.19), combining Equations (7.16) and (7.21) we obtain $\alpha_{j}=\delta_{j}$ for all $j \in I \backslash J$. Since $\alpha_{k} \geq\left(\gamma_{S}\right)_{k}$ and $\delta_{k} \geq\left(\gamma_{S}\right)_{k}$ for all $k \in J$, this yields $\alpha \sim \delta$. Thus, $\alpha$ is a $w$-element of $S$ by Lemma 7.33 since $\delta$ is a $w$-element.

Let now $\epsilon$ be a $w$-element of $S$ with $\epsilon \in S, \epsilon_{i}=\alpha_{i}$ and $\inf \left\{\alpha, \gamma_{S}\right\} \leq \inf \left\{\epsilon, \gamma_{S}\right\}$. Thus, if we set

$$
J^{\prime}=\left\{j \in I \mid \epsilon_{j} \geq\left(\gamma_{S}\right)_{j}\right\}
$$

then $J \subset J^{\prime} \subset I \backslash\{i\}$. Since, moreover, we have $\alpha_{i}=\epsilon_{i} \in S_{i}^{J^{\prime}}$ (see Definition 4.60), the definition of $J$ yields $J=J^{\prime}$. Hence, we obtain $\inf \left\{\alpha, \gamma_{S}\right\}=\inf \left\{\epsilon, \gamma_{S}\right\}$. Therefore, $\alpha \in S$ by Lemma 4.33, and hence $\alpha$ is a maximal $w$-element of $S$.

Lemma 7.36. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and let $i \in I$. For any $\alpha \in S_{i}$ and for any $J \subset I \backslash\{i\}$ with $\alpha \in S_{i}^{J}$ there is a maximal $w$-element $\beta$ of $S$ with $\beta_{i}=\alpha$ and $\beta_{J} \geq\left(\gamma_{S}\right)_{J}$.
Proof. Possibly replacing $J$ by a larger subset of $I \backslash\{i\}$ containing $J$ we may assume that $\alpha \in S_{i}^{J}$ and $J=J^{\prime}$ for all $J \subset J^{\prime} \subset I \backslash\{i\}$ with $\alpha \in S_{i}^{J^{\prime}}$.

Suppose $\alpha \notin\left(C_{S}\right)_{i}$. Since $\alpha \in S_{i}^{J}$, there is a $\delta \in S$ with

$$
\begin{aligned}
\delta_{i} & \alpha, \\
\delta_{J} & \geq\left(\gamma_{S}\right)_{J} .
\end{aligned}
$$

Since $S$ is quasihomogeneous of type $w$, there is by Theorem 7.19 a $w$-element $\beta \in S$ with

$$
\begin{aligned}
& \beta_{i}=\delta_{i}, \\
& \beta_{j} \geq \delta_{j} \text { for all } j \in I \backslash\{i\} .
\end{aligned}
$$

In particular, we have

$$
\begin{aligned}
& \beta_{i}=\alpha<\left(\gamma_{S}\right)_{i}, \\
& \beta_{J} \geq\left(\gamma_{S}\right)_{J} .
\end{aligned}
$$

Then by Proposition 7.16 and Lemma $7.35 \beta$ is a maximal $w$-element of $S$.

Lemma 7.37. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, let $\left(\alpha^{(i)}\right)_{i \in I} \in S^{I}$, and set $\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)$. Then there is a map $\eta: I \rightarrow I$ (which is not necessarily bijective) such that

$$
\alpha=\inf \left(\alpha^{(\eta(i))} \mid i \in I\right)
$$

and

$$
\left(\alpha^{(\eta(i))}\right)_{i}=\alpha_{i}
$$

Proof. Since $\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)$, there is for any $j \in I$ an $i_{j} \in I$ such that

$$
\begin{aligned}
& \left(\alpha^{\left(i_{j}\right)}\right)_{j}=\alpha_{j} \\
& \left(\alpha^{\left(i_{j}\right)}\right)_{k} \geq \alpha_{k} \text { for all } k \in I \backslash\{j\} .
\end{aligned}
$$

We define the map

$$
\begin{aligned}
\eta: I & \rightarrow I, \\
& j \mapsto i_{j} .
\end{aligned}
$$

Then we have for any $i \in I$

$$
\begin{aligned}
& \left(\alpha^{(\eta(i))}\right)_{i}=\alpha_{i}, \\
& \left(\alpha^{(\eta(i))}\right)_{j} \geq \alpha_{j} \text { for all } j \in I \backslash\{i\} .
\end{aligned}
$$

This implies

$$
\inf \left(\alpha^{(\eta(i))} \mid i \in I\right)=\alpha
$$

Proof of Theorem 7.27. Obviously, the family $\left(S_{i},\left(S_{i}^{J}\right)_{J \subset I \backslash\{i\}}\right)_{i \in I}$ is determined by $S$.
Since $\gamma_{S}$ can be computed from $\left(S_{i},\left(S_{i}^{J}\right)_{J \subset I \backslash\{i\}}\right)_{i \in I}$ by Proposition 4.64, the set $\mathcal{M}_{w}(S)$ of all maximal $w$-elements of $S$ is determined by $\left(S_{i},\left(S_{i}^{J}\right)_{J \subset I \backslash\{i\}}\right)_{i \in I}$ by Lemma 7.35. So we want to show that $S$ can be constructed from $\mathcal{M}_{w}(S)$ in the following way: for any element $\alpha \in D_{S}$ we have $\alpha \in S$ if and only if there is a family $\left(\alpha^{(i)}\right)_{i \in I}$ of maximal $w$-elements of $S$ with

$$
\begin{aligned}
& \left(\alpha^{(i)}\right)_{i}=\alpha_{i}, \\
& \left(\alpha^{(i)}\right)_{j} \geq \alpha_{j} \text { for all } j \in I \backslash\{i\},
\end{aligned}
$$

i.e. $\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)$.

## 7. Quasihomogeneous Semigroups

By Definition 7.26 we have $\mathcal{M}_{w}(S) \subset S$. So for any family $\left(\alpha^{(i)}\right)_{i \in I} \in\left(\mathcal{M}_{w}(S)\right)^{I}$ we have $\inf \left(\alpha^{(i)} \mid i \in I\right) \in S$ since $S$ satisfies property (E1). Moreover, by Lemma 7.37 there is a family $\beta^{(i)} \in\left(\mathcal{M}_{w}(S)\right)^{I}$ with

$$
\begin{aligned}
& \left(\beta^{(i)}\right)_{i}=\left(\inf \left(\alpha^{(k)} \mid k \in I\right)\right)_{i}, \\
& \left(\beta^{(i)}\right)_{j} \geq\left(\inf \left(\alpha^{(k)} \mid k \in I\right)\right)_{j} \text { for all } j \in I \backslash\{i\},
\end{aligned}
$$

Let now $\alpha \in S$, and let $i \in I$. If $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$, we choose $\alpha^{(i)} \in C_{S}$ with

$$
\begin{aligned}
& \left(\alpha^{(i)}\right)_{i}=\alpha_{i}, \\
& \left(\alpha^{(i)}\right)_{j} \geq \alpha_{j} \text { for all } j \in I \backslash\{i\} .
\end{aligned}
$$

Assume now that $\alpha_{i}<\left(\gamma_{S}\right)_{i}$. Since $S$ is quasihomogeneous, there is by Theorem 7.19 a $w$-element $\beta \in S$ with

$$
\begin{align*}
& \beta_{i}=\alpha_{i}, \\
& \beta_{j} \geq \alpha_{j} \text { for all } j \in I \backslash\{i\} .
\end{align*}
$$

Set $J=\left\{j \in I \mid \beta_{j} \geq\left(\gamma_{S}\right)_{j}\right\}$. Then $\alpha_{i}=\beta_{i} \in S_{i}^{J}$, and by Lemmas 4.33 and 7.36 there is a maximal $w$-element $\alpha^{(i)}$ of $S$ with

$$
\begin{gather*}
\left(\alpha^{(i)}\right)_{i}=\beta_{i},  \tag{7.23}\\
\left(\alpha^{(i)}\right)_{J} \geq \beta_{J} .
\end{gather*}
$$

Let $j \in I \backslash J$. Then $\beta_{j}<\left(\gamma_{S}\right)_{j}$. So if $\left(\alpha^{(i)}\right)_{j}<\left(\gamma_{S}\right)_{j}$, then Proposition 7.16 yields

$$
w_{j}\left(\alpha^{(i)}\right)_{j}=w_{i}\left(\alpha^{(i)}\right)_{i}=w_{i} \beta_{i}=w_{j} \beta_{j},
$$

and hence

$$
\begin{equation*}
\left(\alpha^{(i)}\right)_{j}=\beta_{j} . \tag{7.24}
\end{equation*}
$$

Equations (7.23) and (7.24) imply $\alpha^{(i)} \geq \beta$ with $\left(\alpha^{(i)}\right)_{i}=\beta_{i}$. Thus, for any $i \in I$ there is by Equation (7.22) a $w$-element $\alpha^{(i)} \in W_{S}$ with

$$
\begin{aligned}
& \left(\alpha^{(i)}\right)_{i}=\alpha_{i}, \\
& \left(\alpha^{(i)}\right)_{j} \geq \alpha_{j} .
\end{aligned}
$$

### 7.6. Proof of Proposition 7.22

Lemma 7.38. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and let

$$
\left(\alpha^{(i)}\right)_{i \in I},\left(\beta^{(i)}\right)_{i \in I} \in S^{I}
$$

Then there are maps $\eta_{\alpha}: I \rightarrow I$ and $\eta_{\beta}: I \rightarrow I$ such that

$$
\begin{aligned}
& \inf \left(\alpha^{(i)} \mid i \in I\right)=\inf \left(\alpha^{\left(\eta_{\alpha}(i)\right)} \mid i \in I\right) \\
& \inf \left(\beta^{(i)} \mid i \in I\right)=\inf \left(\beta^{\left(\eta_{\beta}(i)\right)} \mid i \in I\right)
\end{aligned}
$$

and

$$
\inf \left(\alpha^{(i)} \mid i \in I\right)+\inf \left(\beta^{(i)} \mid i \in I\right)=\inf \left(\alpha^{\left(\eta_{\alpha}(i)\right)}+\beta^{\left(\eta_{\beta}(i)\right)} \mid i \in I\right)
$$

Proof. Set $\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)$ and $\beta=\inf \left(\beta^{(i)} \mid i \in I\right)$. By Lemma 7.37 there are maps $\eta_{\alpha}: I \rightarrow I$ and $\eta_{\beta}: I \rightarrow I$ such that for any $i \in I$ we have

$$
\begin{aligned}
& \left(\alpha^{\left(\eta_{\alpha}(i)\right)}\right)_{i}=\alpha_{i} \\
& \left(\alpha^{\left(\eta_{\alpha}(i)\right)}\right)_{j} \geq \alpha_{j} \text { for all } j \in I \backslash\{i\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(\beta^{\left(\eta_{\beta}(i)\right)}\right)_{i}=\beta_{i} \\
& \left(\beta^{\left(\eta_{\beta}(i)\right)}\right)_{j} \geq \beta_{j} \text { for all } j \in I \backslash\{i\} .
\end{aligned}
$$

Therefore, we have for any $i \in I$

$$
\begin{aligned}
& \left(\alpha^{\left(\eta_{\alpha}(i)\right)}+\beta^{\left(\eta_{\beta}(i)\right)}\right)_{i}=\alpha_{i}+\beta_{i} \\
& \left(\alpha^{\left(\eta_{\alpha}(i)\right)}+\beta^{\left(\eta_{\beta}(i)\right)}\right)_{j} \geq \alpha_{j}+\beta_{j} \text { for all } j \in I \backslash\{i\}
\end{aligned}
$$

This implies

$$
\alpha+\beta=\inf \left(\alpha^{\left(\eta_{\alpha}(i)\right)}+\beta^{\left(\eta_{\beta}(i)\right)} \mid i \in I\right)
$$

Lemma 7.39. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and let $\alpha$ be a $w$-element of $S$. If $i, j, k \in I$ pairwise different with $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$ and $\alpha_{j} \in S_{j} \backslash S_{j}^{k}$, then $\alpha_{i} \in S_{i} \backslash S_{i}^{k}$.

Proof. Assume $\alpha_{i} \in S_{i}^{k}$. Then there is an element $\beta \in S$ with $\beta_{i}=\alpha_{i}$ and $\beta_{k} \geq\left(\gamma_{S}\right)_{k}$. Since $S$ is quasihomogeneous, there is by Theorem 7.19 a $w$-element $\delta \in S$ such that $\delta_{i}=\beta_{i}=\alpha_{i}$ and $\delta_{k} \geq \beta_{k} \geq\left(\gamma_{S}\right)_{k}$, hence $\delta_{j} \in S_{j}^{k}$. Moreover, we have $w_{j} \delta_{j}=w_{i} \delta_{i}=w_{i} \alpha_{i}=w_{j} \alpha_{j}$ since $\delta_{i}=\alpha_{i} \in S_{i} \backslash S_{i}^{j}$, and since $\alpha$ and $\delta$ are $w$-elements of $S$ (see Definition 7.14). This implies $\alpha_{j}=\delta_{j} \in S_{j}^{k}$, contradicting the assumption.

## 7. Quasihomogeneous Semigroups

Lemma 7.40. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$. If $S$ is $w$-closed, then

$$
\gamma_{S}=\left(\max \left(\gamma_{S_{i}^{j}} \mid j \in I \backslash\{i\}\right)\right)_{i \in I}
$$

Proof. Set

$$
\gamma=\left(\max \left(\gamma_{S_{i}^{j}} \mid j \in I \backslash\{i\}\right)\right)_{i \in I}
$$

For any $i \in I$ we have $\left(\gamma_{S}\right)_{i} \in C_{S_{i}^{j}}$ for every $j \in I \backslash\{i\}$ (see Definition 4.60 and Lemma 4.62). This implies

$$
\gamma_{S} \geq\left(\max \left(\gamma_{S_{i}^{j}} \mid j \in I \backslash\{i\}\right)\right)_{i \in I}=\gamma .
$$

Let $\alpha \in \gamma+\bar{S}$. Then

$$
\alpha_{i} \geq \gamma_{i}=\max \left(\gamma_{S_{i}^{j}} \mid j \in I \backslash\{i\}\right)
$$

for any $i \in I$. In particular, we have $\alpha_{i} \in S_{i}^{j}$ for every $j \in I \backslash\{i\}$. So if for any $i \in I$ we choose an element $\alpha^{(i)} \in \prod_{i \in I} S_{i}$ with

$$
\begin{aligned}
& \left(\alpha^{(i)}\right)_{i}=\alpha_{i} \in \bigcap_{k \in I \backslash\{i\}} S_{i}^{k} \\
& \left(\alpha^{(i)}\right)_{j} \geq \max \left\{\alpha_{j},\left(\gamma_{S}\right)_{j}\right\} \in\left(C_{S}\right)_{j} \text { for each } j \in I \backslash\{i\},
\end{aligned}
$$

then $\alpha^{(i)}$ is a $w$-element of $S$ (see Definition 7.14). Since $S$ is $w$-closed, we have $\alpha^{(i)} \in S$ for all $i \in I$. Thus,

$$
\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right) \in S
$$

as $S$ satisfies property (E1). This implies $\gamma \geq \gamma_{S}$, and hence we obtain $\gamma=\gamma_{S}$.
Proof of Proposition 7.22. We show that the $w$-elements of $S$ generate a good semigroup $S^{w}$ in the following sense: for any element $\alpha \in D_{S}$ we have $\alpha \in S^{w}$ if and only if there is a family $\left(\alpha^{(i)}\right)_{i \in I}$ of $w$-elements of $S$ such that $\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right)$.
$S^{w}$ is a good semigroup. By Proposition 7.8 and Lemmas 7.32.(2) and $7.38 S^{w}$ is a partially ordered cancellative commutative monoid with $D_{S^{w}}=D_{S}$ and $\alpha \geq \mathbf{0}$ for all $\alpha \in S^{w}$. Since $S \subset S^{w}$ and $\overline{S^{w}}=\bar{S}, S^{w}$ satisfies property (E0). It remains to verify properties (E1) and (E2) for $S^{w}$.
(E1) Let $\alpha, \beta \in S^{w}$. Then by definition of $S^{w}$ and by Lemma 7.37 there are families $\left(\alpha^{(i)}\right)_{i \in I}$ and $\left(\beta^{(i)}\right)_{i \in I}$ of $w$-elements of $S$ with $\left(\alpha^{(i)}\right)_{i}=\alpha_{i}$ and $\left(\beta^{(i)}\right)_{i}=\beta_{i}$ for any $i \in I$ and $\left(\alpha^{(i)}\right)_{j} \geq \alpha_{j}$ and $\left(\beta^{(i)}\right)_{j} \geq \beta_{j}$ for all $j \in I \backslash\{i\}$. For any $i \in I$ set

$$
\delta^{(i)}= \begin{cases}\alpha^{(i)} & \text { if } \alpha_{i}<\beta_{i}, \\ \beta^{(i)} & \text { else } .\end{cases}
$$

Then $\left(\delta^{(i)}\right)_{i}=\min \left\{\alpha_{i}, \beta_{i}\right\}$ and $\left(\delta^{(i)}\right)_{j} \geq \min \left\{\alpha_{j}, \beta_{j}\right\}$ for all $j \in I \backslash\{i\}$. This shows that

$$
\inf \{\alpha, \beta\}=\inf \left(\delta^{(i)} \mid i \in I\right) \in S^{w}
$$

and hence $S^{w}$ satisfies property (E1).
(E2) Suppose there is an $i \in I$ such that $\alpha_{i}=\beta_{i}$. First assume $\alpha_{i} \geq\left(\gamma_{S}\right)_{i}$. Then $\left(\delta^{(j)}\right)_{i} \geq\left(\gamma_{S}\right)_{i}$ for all $j \in I$. Thus, for any $j \in I$ there is a $w$-element $\epsilon^{(j)}$ of $S$ with $\left(\epsilon^{(j)}\right)_{i}>\alpha_{i}$ and $\left(\epsilon^{(j)}\right)_{k}=\left(\delta^{(j)}\right)_{k}$ for all $k \in I \backslash\{i\}$ (see Definition 7.14). Then

$$
\epsilon=\inf \left(\epsilon^{(j)} \mid j \in I\right) \in S^{w}
$$

with

$$
\begin{aligned}
& \epsilon_{i}>\alpha_{i}=\beta_{i} \\
& \epsilon_{j} \geq \min \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j \in I \\
& \epsilon_{k}=\min \left\{\alpha_{k}, \beta_{k}\right\} \text { for all } k \in I \text { with } \alpha_{k} \neq \beta_{k}
\end{aligned}
$$

Next we treat the case $\alpha_{i}<\left(\gamma_{S}\right)_{i}$. Set

$$
\begin{equation*}
J=\left\{j \in I \mid \alpha_{j} \neq \beta_{j}\right\} \tag{7.25}
\end{equation*}
$$

We show that for every $j \in J$ there is a $w$-element $\eta^{(j)}$ of $S$ with $\eta^{(j)} \geq \inf \{\alpha, \beta\}$, $\left(\eta^{(j)}\right)_{i}>\alpha_{i}=\beta_{i}$, and $\left(\eta^{(j)}\right)_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\}$. For this we consider the family $\left(\delta^{(k)}\right)_{k \in I}$ of $w$-elements with $\delta^{(k)} \geq \inf \{\alpha, \beta\}$ and $\left(\delta^{(k)}\right)_{k}=\min \left\{\alpha_{k}, \beta_{k}\right\}$ for any $k \in I$ as above.
Let $j \in J$. Then without loss of generality we may suppose that $\alpha_{j}<\beta_{j}$. We distinguish the cases $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$ and $\alpha_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$.
First assume that $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$. If $\alpha_{j} \in S_{j} \backslash S_{j}^{i}$, then

$$
\begin{aligned}
w_{i} \alpha_{i}=w_{i} \beta_{i}=w_{i}\left(\beta^{(i)}\right)_{i}=w_{j}\left(\beta^{(i)}\right)_{j} \geq & w_{j} \beta_{j} \\
& >w_{j} \alpha_{j}=w_{j}\left(\alpha^{(j)}\right)_{j}=w_{i}\left(\alpha^{(j)}\right)_{i} \geq w_{i} \alpha_{i}
\end{aligned}
$$

(see Definition 7.14). This is a contradiction, and hence $\alpha_{j} \in S_{j}^{i}$. This implies $\left(\delta^{(j)}\right)_{i}>\alpha_{i}$ as otherwise $\left(\delta^{(j)}\right)_{i}=\alpha_{i} \in S_{i} \backslash S_{i}^{j}$, and therefore $\alpha_{j}=\left(\delta^{(j)}\right)_{j} \in S_{j} \backslash S_{j}^{i}$ by Remark 7.15 since $\delta^{(j)}$ is a $w$-element of $S$. So if we set $\eta^{(j)}=\delta^{(j)}$, then $\eta^{(j)} \geq \inf \{\alpha, \beta\}$ with $\left(\eta^{(j)}\right)_{i}>\alpha_{i}=\beta_{i}$ and $\left(\eta^{(j)}\right)_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\}=\alpha_{j}$.
Now assume that $\alpha_{i} \in S_{i}^{j} \backslash\left(C_{S}\right)_{i}$. If $\alpha_{j} \in S_{j} \backslash S_{j}^{i}$, then as above $\left(\delta^{(j)}\right)_{i}>\alpha_{i}$ by Remark 7.15 since $\delta^{(j)}$ is a $w$-element. So if we set $\eta^{(j)}=\delta^{(j)}$, then $\eta^{(j)} \geq \inf \{\alpha, \beta\}$ with $\left(\eta^{(j)}\right)_{i}>\alpha_{i}=\beta_{i}$ and $\left(\eta^{(j)}\right)_{j}=\alpha_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\}$.
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Let now $\alpha_{j} \in S_{j}^{i}$, and consider an element $\eta^{(j)} \in \prod_{k \in I} S_{k}$ with

$$
\begin{aligned}
& \left(\eta^{(j)}\right)_{j}=\left(\delta^{(j)}\right)_{j}, \\
& \left(\eta^{(j)}\right)_{k} \geq \max \left\{\left(\gamma_{S}\right)_{k},\left(\delta^{(j)}\right)_{k}\right\} \text { for all } k \in I \backslash\{j\} \text { with }\left(\delta^{(j)}\right)_{j} \in S_{j}^{k}, \\
& \left(\eta^{(j)}\right)_{l}=\left(\delta^{(j)}\right)_{l} \text { for all } l \in I \backslash\{j\} \text { with }\left(\delta^{(j)}\right)_{j} \in S_{j} \backslash S_{j}^{l} .
\end{aligned}
$$

We show that $\eta^{(j)}$ is a $w$-element of $S$.
So let $m, n \in I$ with $m \neq n$ and

$$
\left(\eta^{(j)}\right)_{j}=\left(\delta^{(j)}\right)_{j} \in S_{j}^{m} \cap S_{j}^{n} .
$$

Then

$$
\left(\eta^{(j)}\right)_{m} \in\left(C_{S}\right)_{m} \subset S_{m}^{j} \cap S_{m}^{n}
$$

and

$$
\left(\eta^{(j)}\right)_{n} \in\left(C_{S}\right)_{n} \subset S_{n}^{j} \cap S_{n}^{m}
$$

(see Lemma 4.63).
Let $m, n \in I$ with $m \neq n$ and

$$
\left(\eta^{(j)}\right)_{j}=\left(\delta^{(j)}\right)_{j} \in\left(S_{j} \backslash S_{j}^{m}\right) \cap\left(S_{j} \backslash S_{j}^{n}\right) .
$$

Then

$$
\left(\eta^{(j)}\right)_{m}=\left(\delta^{(j)}\right)_{m} \in S_{m} \backslash S_{m}^{j}
$$

and

$$
\left(\eta^{(j)}\right)_{n}=\left(\delta^{(j)}\right)_{n} \in S_{n} \backslash S_{n}^{j}
$$

by Remark 7.15 since $\delta^{(j)}$ is a $w$-element of $S$. This implies

$$
\left(\eta^{(j)}\right)_{m}=\left(\delta^{(j)}\right)_{m} \in S_{m} \backslash S_{m}^{n}
$$

and

$$
\left(\eta^{(j)}\right)_{n}=\left(\delta^{(j)}\right)_{n} \in S_{n} \backslash S_{n}^{m}
$$

by Lemma 7.39. Moreover, we have

$$
\begin{gathered}
w_{j}\left(\eta^{(j)}\right)_{j}=w_{j}\left(\delta^{(j)}\right)_{j}=w_{m}\left(\delta^{(j)}\right)_{m}=w_{m}\left(\eta^{(j)}\right)_{m} \\
w_{j}\left(\eta^{(j)}\right)_{j}=w_{j}\left(\delta^{(j)}\right)_{j}=w_{n}\left(\delta^{(j)}\right)_{n}=w_{n}\left(\eta^{(j)}\right)_{n} \\
w_{m}\left(\eta^{(j)}\right)_{m}=w_{m}\left(\delta^{(j)}\right)_{m}=w_{n}\left(\delta^{(j)}\right)_{n}=w_{n}\left(\eta^{(j)}\right)_{n}
\end{gathered}
$$

(see Definition 7.14).

Let $m, n \in I$ with $m \neq n$ and

$$
\left(\delta^{(j)}\right)_{j} \in\left(S_{j} \backslash S_{j}^{m}\right) \cap S_{j}^{n} .
$$

Then

$$
\left(\eta^{(j)}\right)_{m}=\left(\delta^{(j)}\right)_{m}
$$

and

$$
\left(\eta^{(j)}\right)_{n} \geq\left(\gamma_{S}\right)_{n} .
$$

Suppose that $\eta^{(j)}$ is not a $w$-element of $S$. Then

$$
\left(\delta^{(j)}\right)_{m}=\left(\eta^{(j)}\right)_{m} \in S_{m} \backslash S_{m}^{n}
$$

(see Definition 7.14). But then Lemma 7.39 yields the contradiction

$$
\left(\delta^{(j)}\right)_{j} \in S_{j} \backslash S_{j}^{n} .
$$

Therefore, $\eta^{(j)}$ is a $w$-element of $S$.
Thus, for any $j \in J$ (see Equation (7.25)) there is a $w$-element $\eta^{(j)}$ of $S$ with $\eta^{(j)} \geq \inf \{\alpha, \beta\},\left(\eta^{(j)}\right)_{i}>\alpha_{i}=\beta_{i}$, and $\left(\eta^{(j)}\right)_{j}=\left(\delta^{(j)}\right)_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\}$. So for every $k \in I \backslash J$ choose an element $j_{k} \in J$ with

$$
\left(\eta^{\left(j_{k}\right)}\right)_{k}=\min \left(\left(\eta^{(j)}\right)_{k} \mid j \in J\right),
$$

and set $\eta^{(k)}=\eta^{\left(j_{k}\right)}$. Then

$$
\eta=\inf \left\{\eta^{(j)} \mid j \in J\right\}=\inf \left(\eta^{(j)} \mid j \in I\right) \in S^{w}
$$

with

$$
\begin{aligned}
& \eta_{i}>\alpha_{i}=\beta_{i}, \\
& \eta_{j}=\min \left\{\alpha_{j}, \beta_{j}\right\} \text { for all } j \in J, \\
& \eta_{k} \geq \min \left\{\alpha_{k}, \beta_{k}\right\} \text { for all } k \in I .
\end{aligned}
$$

Thus, $S^{w}$ satisfies property (E2), and hence it is a good semigroup.
$S^{w}$ is quasihomogeneous of type $w$. First note that $S \subset S^{w} \subset \bar{S}$ by Theorem 7.19, and hence $\gamma_{S} \geq \gamma_{S^{w}}$. So by construction we have

$$
\begin{equation*}
S_{i}=\left(S^{w}\right)_{i} \tag{7.26}
\end{equation*}
$$

for any $i \in I$ and

$$
\begin{equation*}
S_{i}^{j} \subset\left(S^{w}\right)_{i}^{j} \tag{7.27}
\end{equation*}
$$

for every $j \in I \backslash\{i\}$.

## 7. Quasihomogeneous Semigroups

Let now $i, j \in I$ with $i \neq j$, and let $\alpha \in\left(S^{w}\right)_{i}^{j}$. Then there is a $\beta \in S^{w}$ with $\beta_{i}=\alpha$ and $\beta_{j} \geq\left(\gamma_{S^{w}}\right)_{j}$ (see Definition 4.60). Since $S^{w}$ is a good semigroup, Lemma 4.33 yields a $\delta \in S^{w}$ with $\delta_{i}=\beta_{i}=\alpha$ and $\delta_{j} \geq\left(\gamma_{S}\right)_{j}$. Then by construction of $S^{w}$ there is a $w$-element $\epsilon$ of $S$ with $\epsilon_{i}=\delta_{i}=\alpha$ and $\epsilon_{j} \geq \delta_{j} \geq\left(\gamma_{S}\right)_{j}$. Hence, $\alpha=\epsilon_{i} \in S_{i}^{j}$ (see Definition 7.14). Thus, with Equations (7.26) and (7.27) we obtain

$$
\begin{equation*}
\left(S_{i},\left(S_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}=\left(\left(S^{w}\right)_{i},\left(\left(S^{w}\right)_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I} \tag{7.28}
\end{equation*}
$$

Since $S \subset S^{w}$ by Theorem 7.19, we have $\gamma_{S} \geq \gamma_{S^{w}}$. Thus, a $w$-element of $S$ is also a $w$ element of $S^{w} \operatorname{since}\left(S_{i},\left(S_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}=\left(\left(S^{w}\right)_{i},\left(\left(S^{w}\right)_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}$ by Equation (7.28). This implies that $S^{w}$ is quasihomogeneous of type $w$ by construction and by Theorem 7.19.
$S^{w}$ is $w$-closed. Let $\alpha$ be a $w$-element of $S^{w}$, and set

$$
J=\left\{i \in I \mid \alpha_{i}<\left(\gamma_{S^{w}}\right)_{i}\right\} .
$$

Then there is a $w$-element $\beta$ of $S^{w}$ with

$$
\begin{aligned}
& \beta_{i}=\alpha_{i} \text { for all } i \in J, \\
& \beta_{j} \geq \max \left\{\alpha_{j},\left(\gamma_{S}\right)_{j}\right\} \text { for all } j \in I \backslash J
\end{aligned}
$$

(see Definition 7.14). By Equation (7.28) $\beta$ is also a $w$-element of $S$ (see again Definition 7.14). For any $i \in J$ we set $\alpha^{(i)}=\beta$.

Let now $i \in I \backslash J$. Then $\alpha_{i} \geq\left(\gamma_{S^{w}}\right)_{i}$, and hence $\alpha_{i} \in\left(S^{w}\right)_{i}^{j}=S_{i}^{j}$ for all $j \in I \backslash\{i\}$, see Equation (7.28). Thus, any element $\alpha^{(i)} \in \prod_{j \in I} S_{j}$ with

$$
\begin{aligned}
& \left(\alpha^{(i)}\right)_{i}=\alpha_{i}, \\
& \left(\alpha^{(i)}\right)_{j} \geq \max \left\{\alpha_{j},\left(\gamma_{S}\right)_{j}\right\} \text { for every } j \in I \backslash\{i\}
\end{aligned}
$$

is a $w$-element of $S$ (see Definition 7.14). In particular, we obtain

$$
\alpha=\inf \left(\alpha^{(i)} \mid i \in I\right) \in S^{w}
$$

by construction. Therefore, $S^{w}$ is $w$-closed.
$S^{w}$ is the unique $w$-closure of $S$. Assume that $S^{\prime}$ is a quasihomogeneous semigroup of type $w$ which is $w$-closed and satisfies $S \subset S^{\prime} \subset \bar{S}$ and

$$
\left(S_{i},\left(S_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}=\left(\left(S^{\prime}\right)_{i},\left(\left(S^{\prime}\right)_{i}^{j}\right)_{j \in I \backslash\{i\}}\right)_{i \in I}
$$

Then $S$ and $S^{\prime}$ have by Equation 7.28 the same $w$-elements since $\gamma_{S^{w}}=\gamma_{S^{\prime}}$ by Lemma 7.40, and these elements have to be contained in $S^{w}$ as well as in $S^{\prime}$. Then Theorem 7.19 and property (E1) yield $S^{w}=S^{\prime}$.

### 7.7. Proof of Proposition 7.6

Lemma 7.41. Let $R$ be a quasihomogeneous curve, and let $\bar{w} \in \mathbb{N}^{n}$ as in Theorem 6.2. If $x \in R$ is homogeneous and $\alpha \in C_{\Gamma_{R}}$ with $\alpha_{\mathfrak{p}} \neq \nu_{\mathfrak{p}}(x)$ for all $\mathfrak{p} \in \operatorname{Min}(R)$, then $\inf \{\nu(x), \alpha\} \in \Gamma_{R}$ is a $\bar{w}$-element of $\Gamma_{R}$.

Proof. Let $\alpha \in C_{\Gamma_{R}}$ with $\alpha>\inf \left\{\nu(x), \gamma_{\Gamma_{R}}\right\}$. Then there is $y \in\left(\mathfrak{C}_{R}\right)^{\text {reg }}$ with $\nu(y)=$ $\alpha$. Since $\nu_{\mathfrak{p}}(x+y)=\min \left\{\nu_{\mathfrak{p}}(x), \nu_{\mathfrak{p}}(y)\right\}<\infty$ for all $\mathfrak{p} \in \operatorname{Min}(R)$ by Lemma D.22.(5), Lemma 3.4.(2) yields $x+y \in R^{\text {reg }}$, and hence $\inf \{\nu(x), \alpha\} \in \Gamma_{R}$.

Set

$$
\begin{equation*}
\beta=\inf \{\nu(x), \alpha\}, \tag{7.29}
\end{equation*}
$$

and let $\mathfrak{p} \in \operatorname{Min}(R)$ such that $\beta_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$. Then $\beta_{\mathfrak{p}}=\nu_{\mathfrak{p}}(x)$, and hence $x \notin \mathfrak{p}$ by Theorems 3.2.(2) and A.74.(2) and Proposition D.13.(4). Therefore, Theorem 6.2.(1) yields

$$
\begin{equation*}
\bar{w}_{\mathfrak{p}} \beta_{\mathfrak{p}}=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)=\operatorname{deg}(x) . \tag{7.30}
\end{equation*}
$$

Let $\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}$ such that $\beta_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then $\beta_{\mathfrak{p}}<\left(\gamma_{S}\right)_{\mathfrak{p}}$ by Lemma 4.63, and hence $\beta_{\mathfrak{p}}=\nu_{\mathfrak{p}}(x)$ by Equation (7.29). Since $x$ is quasihomogeneous, Theorem 6.2.(5) yields an $a \in \mathbb{C}$ such that

$$
(\Psi(x))_{\mathfrak{p}}=a t_{\mathfrak{p}}^{\nu_{\mathfrak{p}}(x)}
$$

(see Equation (7.30)), where we use the notation of Theorem 6.2. Moreover, $a \neq 0$ since $\nu=\operatorname{ord}_{t} \circ \Psi$ by Theorem 6.2.(3). Since $\nu_{\mathfrak{p}}(x) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$, Theorem 6.2.(4) and (5) imply

$$
(\Psi(x))_{\mathfrak{q}}=\left(\zeta_{\mathfrak{p q}}\left(\nu_{\mathfrak{p}}(x)\right)\right)^{-1} a t_{\mathfrak{q}}^{\tau_{\mathfrak{p}}}\left(\nu_{\mathfrak{q}}(x)\right) .
$$

Since $\zeta_{\mathfrak{p q}}\left(\nu_{\mathfrak{p}}(x)\right) \neq 0$ by Lemma 6.7.(1), Theorem 6.2.(2) and (3) yield where

$$
\nu_{\mathfrak{q}}(x)=\tau_{\mathfrak{p q}}\left(\nu_{\mathfrak{p}}(x)\right)=\frac{\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)}{\bar{w}_{\mathfrak{q}}} \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}} .
$$

Since $\nu_{\mathfrak{p}}(x)<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ and $\nu_{\mathfrak{q}}(x)<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}}$ by Proposition 4.67.(2), Theorem 6.2.(1) yields

$$
\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(x)=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x) .
$$

Moreover, we have $\nu_{\mathfrak{q}}(x)<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}}$ by Lemma 4.63, and hence

$$
\bar{w}_{\mathfrak{q}} \beta_{\mathfrak{q}}=\bar{w}_{\mathfrak{q}} \nu_{\mathfrak{q}}(x)=\bar{w}_{\mathfrak{p}} \nu_{\mathfrak{p}}(x)=\bar{w}_{\mathfrak{p}} \beta_{\mathfrak{p}}
$$

(see Equation (7.29)).
Proof of Proposition 7.6. Let $\alpha \in \Gamma_{R}$. Then there is an $x \in R^{\mathrm{reg}}$ with $\nu(x)=\alpha$. Let now $\mathfrak{p} \in \operatorname{Min}(R)$. Then Theorem 6.2.(5) yields

$$
\begin{aligned}
\nu\left(x_{\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}}\right) & =\operatorname{ord}_{t} \circ \Psi\left(x_{\bar{w}_{\mathfrak{p}} \alpha_{\mathrm{p}}}\right) \\
& =\operatorname{ord}_{t}\left((\Psi(x))_{\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}}\right) \\
& \geq \nu(x) \\
& =\alpha
\end{aligned}
$$
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with

$$
\nu_{\mathfrak{p}}\left(x_{\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}}\right)=\nu_{\mathfrak{p}}(x)=\alpha_{\mathfrak{p}}
$$

(also see Theorem 6.2.(3)).
Let now $\beta \in C_{\Gamma_{R}}$ with $\beta_{\mathfrak{q}}>\alpha_{\mathfrak{q}}$ for all $\mathfrak{q} \in \operatorname{Min}(R)$, and set

$$
\alpha^{(\mathfrak{p})}=\inf \left\{\nu\left(x_{\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}}\right), \beta\right\} .
$$

Then $\alpha^{(\mathfrak{p})}$ is a $\bar{w}$-element of $\Gamma_{R}$ by Lemma 7.41 with

$$
\begin{aligned}
& \left(\alpha^{(\mathfrak{p})}\right)_{\mathfrak{p}}=\alpha_{\mathfrak{p}} \\
& \left(\alpha^{(\mathfrak{q})}\right)_{\mathfrak{q}} \geq \alpha_{\mathfrak{q}} \text { for all } \mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}
\end{aligned}
$$

Therefore, we can find a family $\left(\alpha^{(\mathfrak{p})}\right)_{\mathfrak{p} \in \operatorname{Min}(R)} \in\left(\Gamma_{R}\right)^{\operatorname{Min}(R)}$ of $\bar{w}$-elements such that

$$
\alpha=\inf \left(\alpha^{(\mathfrak{p})} \mid \mathfrak{p} \in \operatorname{Min}(R)\right)
$$

and hence $\Gamma_{R}$ is quasihomogeneous of type $\bar{w}$ by Theorem 7.19.

### 7.8. Proof of Proposition 7.12

Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{I}$, and for any $i, j \in I$ with $i \neq j$ let $\zeta_{i j}: S_{i} \backslash S_{i}^{j} \rightarrow \mathbb{C}$ be a map satisfying $\zeta_{i j}(\alpha+\beta)=\zeta_{i j}(\alpha) \zeta_{i j}(\beta)$ for all $\alpha, \beta \in S_{i} \backslash S_{i}^{j}$ with $\alpha+\beta \in S_{i} \backslash S_{i}^{j}$. We set

$$
A=\operatorname{Fib}(S, w, \zeta)
$$

with $\zeta=\left(\left(\zeta_{i j}\right)_{j \in I \backslash\{j\}}\right)_{i \in I}$. Note that $A$ is a $\mathbb{C}$-subalgebra of $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$, see Remark 7.11.
The proof of Proposition 7.12 is in parts analogous to that of Proposition 6.6, see Section 6.3.

Lemma 7.42. We have $\bar{A}=\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$. In particular, $\operatorname{dim} A=1$.
Proof. First note that we have $A \subset \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$, and Proposition 4.64 yields

$$
t^{\gamma_{S}} \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right] \subset A
$$

This implies

$$
Q_{A}=\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]\left[t_{i}^{-1}\right]
$$

Let now $x=\left(\sum_{\alpha_{i} \in \mathbb{N}} a_{i}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in \mathbb{C}\left[\left[t_{i}\right]\right]$. Then

$$
\begin{aligned}
x & =\left(\sum_{\substack{\alpha_{i} \in \mathbb{N} \\
\alpha_{i} \leq\left(\gamma_{S}\right)_{i}}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I}+\left(\sum_{\substack{\left.\alpha_{i} \in \mathbb{N}\right) \\
\alpha_{i}>\left(\gamma_{S}\right)_{i}}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \\
& =\sum_{i \in I} \sum_{\substack{\left.\alpha_{i} \in \mathbb{N}\right)_{i} \leq\left(\gamma_{S}\right)_{i}}} a_{\alpha_{i}}^{(i)}\left(t^{\mathbf{e}_{i}}\right)^{\alpha_{i}}+\left(\sum_{\substack{\alpha_{i} \in \mathbb{N} \\
\alpha_{i}>\left(\gamma_{S}\right)_{i}}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I},
\end{aligned}
$$

where for any $i \in I$ we denote by $\mathbf{e}_{i}$ the $i$-th unit vector in $\mathbb{Z}^{I}$. Since

$$
\left(\sum_{\substack{\alpha_{i} \in \mathbb{N} \\ \alpha_{i}>\left(\gamma_{S}\right)_{i}}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in t^{\gamma_{S}} \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right] \subset A
$$

this implies that $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$ is generated as an $A$-algebra by $\left\{t^{\mathbf{e}_{i}} \mid i \in I\right\}$.
Moreover, for any $i \in I$ we have

$$
\left(t^{\mathbf{e}_{i}}\right)^{\left(\gamma_{S}\right)_{i}} \in t^{\gamma_{S}} \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right] \subset A
$$

Hence, $t^{\mathbf{e}_{i}}$ is integral over $A$. Therefore, $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$ is an integral extension of $A$ in its total ring of fractions. Proposition B. 5 yields

$$
\bar{A}=\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]
$$

since $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$ is integrally closed in $Q_{A}$. Moreover, Theorem B. 14 yields $\operatorname{dim} A=$ $\operatorname{dim} \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]=1$.

Lemma 7.43. The ring $A$ is local with maximal ideal

$$
\mathfrak{m}_{A}=\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0}\right\} .
$$

Proof. See the proof of Lemma 6.15.
Assume $A$ is not local, and let $\mathfrak{m}, \mathfrak{n} \in \operatorname{Max}(A)$ with $\mathfrak{m} \neq \mathfrak{n}$. Then by Propositions B. 3 and B. 15 and Theorem B. 12 there are $\overline{\mathfrak{m}}, \overline{\mathfrak{n}} \in \operatorname{Max}(\bar{A})$ with $\overline{\mathfrak{m}} \cap A=\mathfrak{m}$ and $\overline{\mathfrak{n}} \cap A=\mathfrak{n}$. Since

$$
\bar{A}=\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]
$$

by Lemma 7.42, there are by Lemma A.6.(2) $i_{\mathfrak{m}}, i_{\mathfrak{n}} \in I$ such that

$$
\begin{aligned}
& \overline{\mathfrak{m}}=t_{i_{\mathrm{m}}} \mathbb{C}\left[\left[t_{i_{\mathrm{m}}}\right]\right] \times \prod_{i \in I \backslash\left(i_{\mathrm{m}}\right)} \mathbb{C}\left[\left[t_{i}\right]\right], \\
& \overline{\mathfrak{n}}=t_{i_{\mathrm{n}}} \mathbb{C}\left[\left[t_{i_{\mathrm{n}}}\right]\right] \times \prod_{i \in I \backslash\left(i_{\mathrm{n}}\right)} \mathbb{C}\left[\left[t_{i}\right]\right] .
\end{aligned}
$$
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Then for any $x \in \mathfrak{m} \backslash(\mathfrak{n} \cap \mathfrak{m})$ this implies

$$
\begin{aligned}
& \operatorname{pr}_{i_{\mathrm{m}}}(x) \in t_{i_{\mathrm{m}}} \mathbb{C}\left[\left[t_{i_{\mathrm{m}}}\right]\right], \\
& \operatorname{pr}_{i_{\mathrm{n}}}(x) \in \mathbb{C}\left[\left[t_{i_{\mathrm{n}}}\right]\right] \backslash t_{i_{\mathrm{n}}} \mathbb{C}\left[\left[t_{i_{\mathrm{n}}}\right]\right],
\end{aligned}
$$

where for every $i \in I$ we denote by $\mathrm{pr}_{i}: \prod_{j \in I} \mathbb{C}\left[\left[t_{j}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{i}\right]\right]$ the projection. In particular, we obtain $\operatorname{ord}_{t_{i_{\mathrm{m}}}}(x)>0$ and $\operatorname{ord}_{t_{i_{\mathrm{n}}}}(x)=0$. So writing

$$
x=\left(\sum_{\alpha_{i} \in\left(\Gamma_{R}\right)_{i}} a_{\alpha_{i}}^{(i)} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}}\right)
$$

we have

$$
\begin{align*}
& a_{0}^{\left(i_{\mathrm{m}}\right)}=0,  \tag{7.31}\\
& a_{0}^{\left(i_{\mathrm{n}}\right)} \neq 0 .
\end{align*}
$$

Since $x \in A$, since $S$ is local, and since therefore $0 \in S_{i_{\mathrm{m}}} \backslash S_{i_{\mathrm{m}}}^{i_{\mathrm{n}}}$ by Proposition 4.65, Equation (7.31) and the definition of $A$ yield the contradiction
where the last inequality follows as $\zeta_{i_{\mathrm{m}} i_{\mathrm{n}}}(0) \neq 0$ by assumption. Thus, $A$ is local, and the maximal ideal of $A$ is by Theorem B.12, Proposition B.15, and Lemmas 6.14 and A.6.(2)

$$
\begin{aligned}
\mathfrak{m}_{A} & =\left(\bigcap_{\mathfrak{m} \in \operatorname{Max}(\bar{A})} \mathfrak{m}\right) \cap A \\
& =\left(\bigcap_{i \in I} t_{i} \mathbb{C}\left[\left[t_{i}\right]\right] \times \prod_{j \in I \backslash\{i\}} \mathbb{C}\left[\left[t_{j}\right]\right]\right) \cap A \\
& =\left(t \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]\right) \cap A \\
& =\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0}\right\} .
\end{aligned}
$$

Lemma 7.44. For any $\mathfrak{p} \in \operatorname{Min}(A)$ there is an $i_{\mathfrak{p}} \in I$ such that

$$
\mathfrak{p}=\left\{x \in A \mid \operatorname{pr}_{i_{\mathfrak{p}}}(x)=0\right\},
$$

where $\operatorname{pr}_{j}: A \rightarrow \mathbb{C}\left[\left[t_{j}^{S_{j}}\right]\right]$ is the projection for any $j \in I$. Conversely, for every $i \in I$ we have

$$
\mathfrak{p}_{i}=\left\{x \in A \mid \operatorname{pr}_{i}(x)=0\right\} \in \operatorname{Min}(A) .
$$

In particular, there is a bijection

$$
\begin{aligned}
\operatorname{Min}(A) & \rightarrow I, \\
\mathfrak{p} & \mapsto i_{\mathfrak{p}}, \\
\mathfrak{p}_{i} & \leftrightarrow i .
\end{aligned}
$$

Proof. By Lemma 7.42 we have $\bar{A}=\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$. Then Lemma A.6.(2) yields

$$
\operatorname{Min}(\bar{A})=\left\{0 \times \prod_{j \in I \backslash\{i\}} \mathbb{C}\left[\left[t_{i}\right]\right] \mid i \in I\right\} .
$$

Thus, the statement follows from Theorem A.72.
Lemma 7.45. For any $i \in I$ there is a numerical subsemigroup $S_{i}^{\prime}$ of $S_{i}$ such that

$$
\operatorname{pr}_{i}(A)=\mathbb{C}\left[\left[t_{i}^{S_{i}^{\prime}}\right]\right]
$$

where $\operatorname{pr}_{i}: \prod_{j \in I} \mathbb{C}\left[\left[t_{j}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{i}\right]\right]$ is the projection.
Proof. Let $i \in I$, and set

$$
\begin{equation*}
S_{i}^{\prime}=\left\{\alpha \in S_{i} \mid \text { there is }\left(\sum_{\alpha_{j} \in S_{j}} a_{\alpha_{j}}^{(j)} t_{j}^{\alpha_{j}}\right)_{j \in I} \in A \text { with } a_{\alpha_{i}}^{(i)} \neq 0\right\} . \tag{7.32}
\end{equation*}
$$

Let $\alpha \in S_{i}^{\prime}$, and let

$$
\left(\sum_{\alpha_{j} \in S_{j}} a_{\alpha_{j}}^{(j)} t_{j}^{\alpha_{j}}\right)_{j \in I} \in A
$$

with $a_{\alpha_{i}}^{(i)} \neq 0$. Set

$$
J=\left\{j \in I \backslash\{i\} \mid \alpha \in S_{i}^{j}\right\},
$$

and for any $j \in I$ let

$$
b_{j}= \begin{cases}0 & \text { if } j \in J, \\ a_{\alpha}^{(i)} & \text { if } j=i, \\ a_{\tau_{i j}(\alpha)}^{(j)} & \text { else },\end{cases}
$$

and

$$
\beta_{j}= \begin{cases}\infty & \text { if } j \in J, \\ \alpha & \text { if } j=i, \\ \tau_{i j}(\alpha) & \text { else. }\end{cases}
$$

Then we have for any $j, k \in I \backslash J$ with $j \neq k$

$$
b_{\beta_{j}}^{(j)}=a_{\beta_{j}}^{(j)}=\zeta_{j k}\left(\beta_{j}\right) a_{\tau_{j k}\left(\beta_{j}\right)}^{(k)}=\zeta_{j k}\left(\beta_{j}\right) b_{\tau_{j k}\left(\beta_{j}\right)}^{(k)} .
$$

Let $j \in J$. Since $\alpha \in S_{i}^{j}$, and since $S$ is quasihomogeneous of type $w$, there is a $w$-element $\delta \in S$ with $\delta_{i}=\alpha$ and $\delta_{j} \geq\left(\gamma_{S}\right)_{j}$. Let now $k \in I \backslash J$. Then $\delta_{k}<\left(\gamma_{S}\right)_{k}$, and hence $\delta_{k}=\tau_{i k}(\alpha)$ by Proposition 7.16. Thus, $\tau_{i k}(\alpha) \in S_{k}^{j}$. This implies that

$$
\begin{equation*}
\left(b_{j} t_{j}^{\beta_{j}}\right)_{j \in I} \in A, \tag{7.33}
\end{equation*}
$$
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where we use the convention $t_{j}^{\infty}=0$ for any $j \in I$. Thus, $S_{i}^{\prime}$ is a subsemigroup of $S_{i}$. Moreover, $0 \in S_{i}^{\prime}$ as $\mathbb{C} \subset A$. Since obviously $\left(C_{S}\right)_{i} \subset S_{i}^{\prime}, S_{i}^{\prime}$ is a numerical semigroup. Therefore, Equations (7.32) and (7.33) yield

$$
\mathbb{C}\left[\left[t_{i}^{S_{i}^{\prime}}\right]\right] \subset \operatorname{pr}_{i}(A) .
$$

Lemma 7.46. The ring $A$ is Noetherian.
Proof. By Lemma 7.44 there is a bijection

$$
\begin{aligned}
I & \rightarrow \operatorname{Min}(A), \\
i & \mapsto \mathfrak{p}_{i}=\left\{x \in A \mid \operatorname{pr}_{i}(x)=0\right\} \in \operatorname{Min}(A),
\end{aligned}
$$

where $\mathrm{pr}_{i}: \prod_{j \in I} \mathbb{C}\left[\left[t_{j}\right]\right] \rightarrow \mathbb{C}\left[\left[t_{i}\right]\right]$ is the projection for any $i \in I$. This obviously yields

$$
\bigcap_{\mathfrak{p} \in \operatorname{Min}(A)} \mathfrak{p}=\{0\} .
$$

Moreover, for any $i \in I$ we obtain

$$
\operatorname{ker}\left(\operatorname{pr}_{i}\right)=\mathfrak{p}_{i} .
$$

Thus, the Homomorphism Theorem yields an isomorphism

$$
A / \mathfrak{p}_{i} \cong \operatorname{pr}_{i}(A)
$$

Since by Lemma 7.45 there is a numerical subsemigroup $S_{i}^{\prime}$ of $S_{i}$ such that $\operatorname{pr}_{i}(A)=\mathbb{C}\left[\left[t_{i}^{S_{i}^{\prime}}\right]\right]$, $A / \mathfrak{p}_{i}$ is Noetherian by Corollary 4.83. Therefore, $A$ is Noetherian by Lemma A.3.

Lemma 7.47. The ring $A$ is reduced.
Proof. This follows from the definition of $A$ as a subring of the reduced ring $\left.\prod_{i \in I} \mathbb{C}\left[t_{i}\right]\right]$.
Lemma 7.48. The ring $A$ is a local complex algebroid curve.
Proof. By Remark 7.11 and Lemmas 7.43, 7.46 and $7.47 A$ is a local complete reduced Noetherian $\mathbb{C}$-algebra with maximal ideal $\mathfrak{m}_{A}=\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0}\right\}$. Since $\zeta_{i j}(0)=1$, and since $0 \in S_{i} \backslash S_{i}^{j}$ for any $i, j \in I$ with $i \neq j$, all components of an element $x \in A$ have the same constant term. This implies $A / \mathfrak{m}_{A} \cong \mathbb{C}$. Hence, $A$ is a local complex algebroid curve.

Lemma 7.49. The $\mathbb{C}$-derivation

$$
\left(w_{i} t_{i} \partial_{t_{i}}\right)_{i \in I}
$$

of $\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$ restricts to $a \mathbb{C}$-derivation $\mathfrak{d}$ of $A$.

Proof. Let $x \in A$, i.e.

$$
x=\left(\sum_{\alpha_{i} \in S_{i}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]
$$

with

$$
a_{\alpha_{i}}^{(i)}=\zeta_{i j}\left(\alpha_{i}\right) a_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)}
$$

for any $i \in I$, for every $j \in I \backslash\{i\}$, and for all $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$. Then

$$
\mathfrak{d}(x)=\left(\sum_{\alpha_{i} \in S_{i} \backslash\{0\}} w_{i} \alpha_{i} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} .
$$

Now Proposition 7.8 implies for any $i \in I$, for every $j \in I \backslash\{i\}$, and for all $\alpha_{i} \in$ $S_{i} \backslash\left(S_{i}^{j} \cup\{0\}\right)$

$$
w_{i} \alpha_{i} a_{\alpha_{i}}^{(i)}=w_{j} \alpha_{j} \zeta_{i j}\left(\alpha_{i}\right) a_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)} .
$$

Thus, $\mathfrak{o}(x) \in A$.
Lemma 7.50. An element

$$
x=\left(\sum_{\alpha_{i} \in S_{i}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in A
$$

is an eigenvector of $\mathfrak{d}$ (see Lemma 7.49) if and only if there is a $d \in \mathbb{Z}$ such that for any $i \in I$ we have

$$
x_{i}= \begin{cases}a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}} & \text { if there is an } \alpha_{i} \in S_{i} \text { such that } w_{i} \alpha_{i}=d, \\ 0 & \text { else } .\end{cases}
$$

In particular, $\mathfrak{d}$ has only eigenvalues in $\mathbb{N}$.
Proof. Let $x=\left(\sum_{\alpha_{i} \in S_{i}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I}$ be an eigenvector of $\mathfrak{d}$, i.e. there is $c \in \mathbb{C}$ such that

$$
\begin{aligned}
c x & =\mathfrak{d}(x) \\
& =\left(\sum_{\alpha_{i} \in S_{i} \backslash\{0\}} w_{i} \alpha_{i} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} .
\end{aligned}
$$

This implies

$$
x_{i}= \begin{cases}a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}} & \text { if there is an } \alpha_{i} \in S_{i} \text { such that } w_{i} \alpha_{i}=c, \\ 0 & \text { else. }\end{cases}
$$

for any $i \in I$. In particular, we have $c \in \mathbb{N}$ since $w \in \mathbb{N}^{I}$ and $S \subset \mathbb{N}^{I}$.
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Let now $d \in \mathbb{Z}$, and let $x=\left(\sum_{\alpha_{i} \in S_{i}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I}$ with

$$
x_{i}= \begin{cases}a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}} & \text { if there is an } \alpha_{i} \in S_{i} \text { such that } w_{i} \alpha_{i}=d, \\ 0 & \text { else. }\end{cases}
$$

for any $i \in I$. Then

$$
\begin{aligned}
\mathfrak{d}(x) & =\left(\sum_{\alpha_{i} \in S_{i} \backslash\{0\}} w_{i} \alpha_{i} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \\
& =d\left(\sum_{\alpha_{i} \in S_{i} \backslash\{0\}} a_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \\
& =d x .
\end{aligned}
$$

Note that $x=0$ if $d<0$ since $w \in \mathbb{N}^{I}$ and $S \subset \mathbb{N}^{I}$.
Lemma 7.51. Let

$$
x=\left(\sum_{\alpha_{i} \in S_{i}} a_{\alpha_{i}}^{(i)} \alpha_{i}^{\alpha_{i}}\right)_{i \in I} \in A,
$$

and let $d \in \mathbb{Z}$. For any $i \in I$, for every $j \in I \backslash\{i\}$, and for all $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$ we define

$$
b_{\alpha_{i}}^{(i)}= \begin{cases}a_{\alpha_{i}}^{(i)} & \text { if } w_{i} \alpha_{i}=d, \\ 0 & \text { else }\end{cases}
$$

Then

$$
\left(\sum_{\alpha_{i} \in S_{i}} b_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in A
$$

Proof. Let $d \in \mathbb{Z}$, let $i \in I$, let $j \in I \backslash\{i\}$, and let $\alpha_{i} \in S_{i} \backslash S_{i}^{j}$. First suppose $w_{i} \alpha_{i} \neq d$. Then also

$$
w_{j} \tau_{i j}\left(\alpha_{i}\right)=w_{j} \frac{w_{i} \alpha_{i}}{w_{j}}=w_{i} \alpha_{i} \neq d,
$$

and hence

$$
b_{\alpha_{i}}^{(i)}=0=b_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)} .
$$

This implies

$$
b_{\alpha_{i}}^{(i)}=\zeta_{i j}\left(\alpha_{i}\right) b_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)} .
$$

Assume now that $w_{i} \alpha_{i}=d$. Then also

$$
w_{j} \tau_{i j}\left(\alpha_{i}\right)=w_{j} \frac{w_{i} \alpha_{i}}{w_{j}}=w_{i} \alpha_{i}=d,
$$

Hence,

$$
b_{\alpha_{i}}^{(i)}=a_{\alpha_{i}}^{(i)}=\zeta_{i j}\left(\alpha_{i}\right) a_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)}=\zeta_{i j}\left(\alpha_{i}\right) b_{\tau_{i j}\left(\alpha_{i}\right)}^{(j)} .
$$

This implies

$$
\left(\sum_{\alpha_{i} \in S_{i}} b_{\alpha_{i}}^{(i)} t_{i}^{\alpha_{i}}\right)_{i \in I} \in A
$$

Lemma 7.52. For any $x \in A$ there is a sequence $\left(x_{d}\right)_{d \in \mathbb{Z}} \in A^{\mathbb{Z}}$, where for every $d \in \mathbb{Z}$ either $x_{d}=0$ or $\mathfrak{d}\left(x_{d}\right)=d x_{d}$, such that $x=\sum_{d \in \mathbb{Z}} x_{d}$.
Proof. This follows from Lemmas 7.50 and 7.51 .
Lemma 7.53. The maximal ideal $\mathfrak{m}_{A}$ of $A$ (see Lemma 7.43) is generated by eigenvectors of $\mathfrak{d}$ with positive eigenvalues.
Proof. We want to show that $\mathfrak{m}_{A}$ is generated by the set

$$
M=\left\{x \in A \mid \operatorname{ord}_{t}(x)>\mathbf{0} \text { and } \mathfrak{d}(x)=d_{x} x \text { for some } d_{x} \in \mathbb{Z}\right\} .
$$

Lemma 7.43 immediately yields $M \subset \mathfrak{m}_{A}$.
Let $x \in \mathfrak{m}_{A}$. Then $\operatorname{ord}_{t}(x)>\mathbf{0}$ by Lemma 6.15, and by Lemma 7.52 there is a sequence $\left(x_{d}\right)_{d \in \mathbb{Z}} \in A^{\mathbb{Z}}$ with $x_{d}=0$ or $\mathfrak{d}\left(x_{d}\right)=d x_{d}$ for every $d \in \mathbb{Z}$ such that $x=\sum_{d \in \mathbb{Z}} x_{d}$. In particular, we have $\operatorname{ord}_{t}\left(x_{d}\right)>\mathbf{0}$ (see Lemma 7.51), and hence $x_{d} \in \mathfrak{m}_{A}$ for every $d \in \mathbb{Z}$ by Lemma 7.43.

Pick an $\alpha \in C_{S}$ with $w_{i} \alpha_{i}=w_{j} \alpha_{j}$ for all $i, j \in I$. Then $t^{\alpha} \in A$ by the definition of $A$ since $\alpha_{i} \in S_{i}^{j}$ for any $i, j \in I$ with $i \neq j$, see Lemma 4.63. Moreover,

$$
\begin{aligned}
\mathfrak{d}\left(t^{\alpha}\right) & =\left(w_{i} \alpha_{i} t_{i}^{\alpha_{i}}\right)_{i \in I} \\
& =d_{\alpha} t^{\alpha},
\end{aligned}
$$

where $d_{\alpha}=w_{i} \alpha_{i}$ for all $i \in I$, i.e. $t^{\alpha} \in M$. Then

$$
\begin{equation*}
t^{\alpha+\gamma_{S}} \prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right] t^{\alpha} A \subset \mathfrak{m}_{A} \tag{7.34}
\end{equation*}
$$

by the definition of $A$ since $\alpha_{i} \in S_{i}^{j}$ for any $i, j \in I$ with $i \neq j$ (see Lemma 4.63), and we can write

$$
x=\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \nsupseteq \alpha+\gamma_{S}}} x_{d}+\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \geq \alpha+\gamma_{S}}} x_{d},
$$

where

$$
\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \geq \alpha+\gamma_{S}}} x_{d} \in t^{\alpha} A
$$

by Equation (7.34).
Let now $d \in \mathbb{Z}$ such that $\operatorname{ord}_{t}\left(x_{d}\right) \nsupseteq \alpha+\gamma_{S}$. Then by Lemma 7.50 there is an $i \in I$ such that $d=w_{i} \operatorname{ord}_{t_{i}}\left(x_{d}\right) \leq w_{i}\left(\alpha+\gamma_{S}\right)_{i}$. In particular, we have $d \leq \max \left\{w_{i}\left(\alpha+\gamma_{S}\right)_{i} \mid i \in I\right\}$. This implies that

$$
\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \notin \alpha+\gamma_{S}}} x_{d}
$$
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is finite. Thus,

$$
x=\sum_{\substack{d \in \mathbb{Z} \\ \operatorname{ord}_{t}\left(x_{d}\right) \geq \alpha+\gamma_{S}}} x_{d}+t^{\alpha} y \in\langle M\rangle
$$

with some $y \in A$.
Finally, note that by Lemma 7.50 the eigenvalue of every $x \in M$ with respect to $\mathfrak{d}$ is positive.

Lemma 7.54. Using the bijection $\eta: \operatorname{Min}(\operatorname{Fib}(S, w)) \rightarrow I$ of Lemma 7.44 to identify $\mathbb{N}^{I}=\mathbb{N}^{\operatorname{Min}(\operatorname{Fib}(S, w))}$ we have

$$
\begin{equation*}
S \subset \Gamma_{\mathrm{Fib}(S, w)} \tag{7.35}
\end{equation*}
$$

as well as equalities equalities

$$
\left(\Gamma_{\mathrm{Fib}(S, w)}\right)_{\mathfrak{p}}=S_{\eta(\mathfrak{p})}
$$

for any $\mathfrak{p} \in \operatorname{Min}(\operatorname{Fib}(S, w))$ and

$$
\left(\Gamma_{\text {Fib }(S, w)}\right)_{\mathfrak{p}}^{\mathfrak{q}}=S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}
$$

for every $\mathfrak{q} \in \operatorname{Min}(\operatorname{Fib}(S, w)) \backslash\{\mathfrak{q}\}$.
Proof. Let $\alpha \in S$. Then $t^{\alpha} \in \operatorname{Fib}(S, w)$ since $S$ is quasihomogeneous. Using $\eta$ to identify $\mathbb{N}^{I}=\mathbb{N}^{\operatorname{Min}(\operatorname{Fib}(S, w))}$ this implies

$$
S \subset \Gamma_{\mathrm{Fib}(S, w)},
$$

and hence $S_{\eta(\mathfrak{p})} \subset\left(\Gamma_{\mathrm{Fib}(S, w)}\right)_{\mathfrak{p}}$ for any $\mathfrak{p} \in \operatorname{Min}(\operatorname{Fib}(S, w))$. Moreover, by Lemma 7.44 and the definition of $A$ we have for any $\mathfrak{p} \in \operatorname{Min}(\operatorname{Fib}(S, w))$

$$
\operatorname{Fib}(S, w) / \mathfrak{p} \cong \operatorname{pr}_{\eta(\mathfrak{p})}(\operatorname{Fib}(S, w)) \subset \mathbb{C}\left[\left[t_{\eta(\mathfrak{p})}^{S_{\eta(\mathfrak{p}}}\right]\right]
$$

This implies

$$
\begin{equation*}
\left(\Gamma_{\mathrm{Fib}(S, w)}\right)_{\mathfrak{p}}=S_{\eta(\mathfrak{p})} . \tag{7.36}
\end{equation*}
$$

Let now $\mathfrak{p} \in \operatorname{Min}(\operatorname{Fib}(S, w))$, and let $\mathfrak{q} \in \operatorname{Min}(\operatorname{Fib}(S, w)) \backslash\{\mathfrak{p}\}$. Since $S \subset \Gamma_{\text {Fib }(S, w)}$ (see Equation (7.35)), we have $S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})} \subset\left(\Gamma_{\text {Fib }(S, w)}\right)_{\mathfrak{p}}^{\mathfrak{q}}$.
Let $\alpha \in(\operatorname{Fib}(S, w))_{\mathfrak{p}}^{\mathfrak{q}}$. Then by Proposition 4.69 there is an $x \in \mathfrak{q}$ with $\operatorname{ord}_{t_{\eta(\mathfrak{p})}}(x)=\alpha$. So writing

$$
x=\left(\sum_{\alpha_{p^{\prime}} \in S_{\eta\left(\boldsymbol{p}^{\prime}\right)}} a_{\alpha_{\mathfrak{p}^{\prime}}}^{\left(p^{\prime}\right)} t_{\eta\left(\mathfrak{p}^{\prime}\right)}^{\alpha_{p^{\prime}}}\right)_{\mathfrak{p}^{\prime} \in \operatorname{Min}(\operatorname{Fib}(S, w))}
$$

we have by Lemma 7.44

$$
\begin{align*}
& a_{\alpha_{\mathfrak{p}}}^{(\mathfrak{p})}=0 \text { for all } \alpha_{\mathfrak{p}} \in S_{\eta(\mathfrak{p})} \text { with } \alpha_{\mathfrak{p}}<\alpha,  \tag{7.37}\\
& a_{\alpha}^{(\mathfrak{p})} \neq 0,  \tag{7.38}\\
& a_{\alpha_{\mathfrak{q}}}^{(\mathfrak{q})}=0 \text { for all } \alpha_{\mathfrak{q}} \in S_{\eta(\mathfrak{q})} . \tag{7.39}
\end{align*}
$$

By Equation (7.36) we have $\alpha \in S_{\eta(\mathfrak{p})}$. Assume $\alpha \in S_{\eta(\mathfrak{p})} \backslash S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}$. Then $\tau_{\eta(\mathfrak{p}) \eta(\mathfrak{q})}(\alpha) \in$ $S_{\eta(\mathfrak{q})} \backslash S_{\eta(\mathfrak{q})}^{\eta(\mathfrak{p})}$ by Proposition 7.8. Hence, Equation (7.39) and the definition of $A$ yield

$$
0=a_{\tau_{\eta(\mathfrak{p}) \eta(\mathfrak{q})}^{(\mathfrak{q})}}^{(\alpha)}=\zeta_{\eta(\mathfrak{q}) \eta(\mathfrak{p})}\left(\tau_{\eta(\mathfrak{p}) \eta(\mathfrak{q})}(\alpha)\right) a_{\alpha}^{\mathfrak{p}}
$$

Since $a_{\alpha}^{(\mathfrak{p})} \neq 0$ (see Equation (7.38)), this implies $\zeta_{\eta(\mathfrak{q}) \eta(\mathfrak{p})}\left(\tau_{\eta(\mathfrak{q}) \eta(\mathfrak{p})}(\alpha)\right)=0$, contradicting the assumption. Thus, $\alpha \in S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}$. This yields $\left(\Gamma_{A}\right)_{\mathfrak{p}}^{\mathfrak{q}} \subset S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}$, and therefore

$$
S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}=\left(\Gamma_{A}\right)_{\mathfrak{p}}^{\mathfrak{q}}
$$

Proof of Proposition 7.12. By Lemma $7.48 A$ is a local complex algebroid curve. By Lemma 7.53 (and since $A$ is Noetherian) there is a generating system $\left(x_{i}\right)_{i=1}^{n}$ for the maximal ideal $\mathfrak{m}_{A}$ of $A$ such that $\mathfrak{d}\left(x_{i}\right)=w_{i}^{\prime} x_{i}$ for some $w_{i}^{\prime} \in \mathbb{N}$ with $w_{i}^{\prime}>0$ for every $i=1, \ldots, n$. Thus, $A$ is quasihomogeneous. Since the grading on $A$ is induced by the $\mathbb{C}$-derivation

$$
\left(w_{i} t_{i} \partial_{t_{i}}\right)_{i \in I}
$$

on $\bar{A}=\prod_{i \in I} \mathbb{C}\left[\left[t_{i}\right]\right]$ (see Lemma 7.42 ), and since the valuation of $Q_{A}$ is $\operatorname{ord}_{t}, A$ has normal weights $w$ (see Definition 6.3).

Using the bijection $\eta: \operatorname{Min}(\operatorname{Fib}(S, w)) \rightarrow I$ of Lemma 7.44 , we have by Lemma 7.54 equalities

$$
\left(\Gamma_{\operatorname{Fib}(S, w)}\right)_{\mathfrak{p}}=S_{\eta(\mathfrak{p})}
$$

for any $\mathfrak{p} \in \operatorname{Min}(\operatorname{Fib}(S, w))$ and

$$
\left(\Gamma_{\operatorname{Fib}(S, w)}\right)_{\mathfrak{p}}^{\mathfrak{q}}=S_{\eta(\mathfrak{p})}^{\eta(\mathfrak{q})}
$$

for every $\mathfrak{q} \in \operatorname{Min}(\operatorname{Fib}(S, w)) \backslash\{\mathfrak{q}\}$. This yields commutative diagrams

and hence

$$
\operatorname{Fib}(S, w)=\operatorname{Fib}\left(\Gamma_{\operatorname{Fib}(S, w)}, w\right)
$$

is a fibre product (see Definition 6.4).

### 7.9. Proof of Theorems 7.23 and 7.24

Lemma 7.55. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ (see Definition 6.3). Then for any $\bar{w}$-element $\alpha$ of $\Gamma_{R}$ with $\alpha \in \Gamma_{R}$ there is a homogeneous element $x \in R_{\operatorname{deg}_{\bar{w}}(\alpha)}$ with

$$
\nu_{\mathfrak{p}}(x)= \begin{cases}\alpha_{\mathfrak{p}} & \text { if } \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}, \\ \infty & \text { else },\end{cases}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$. In particular, for any $\mathfrak{p} \in \operatorname{Min}(R)$ with $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ there is an $a^{(\mathfrak{p})} \in \mathbb{C} \backslash\{0\}$ such that

$$
(\Psi(x))_{\mathfrak{p}}= \begin{cases}a^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}} & \text { if } \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}, \\ 0 & \text { else },\end{cases}
$$

where we use the notations of Theorem 6.2.
Proof. If $\alpha \in C_{\Gamma_{R}}$, then the statement is trivial. So let $\alpha \in \Gamma_{R} \backslash C_{\Gamma_{R}}$, and let $x \in R$ with $\nu(x)=\alpha$. Since $\alpha$ is a $\bar{w}$-element of $\Gamma_{R}$, Proposition 7.16 yields $\bar{w}_{\mathfrak{p}} \alpha_{\mathfrak{p}}=\operatorname{deg}_{\bar{w}}(\alpha)$ for every $\mathfrak{p} \in \operatorname{Min}(R)$ with $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$.

In the notation of Theorem 6.2, there is by Theorem 6.2.(5) for any $\mathfrak{p} \in \operatorname{Min}(R)$ with $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ an $a^{(\mathfrak{p})} \in \mathbb{C}$ such that

$$
\left((\Psi(x))_{\operatorname{deg}_{\bar{w}}(\alpha)}\right)_{\mathfrak{p}}=a_{\mathfrak{p}} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}} .
$$

Then $a_{\mathfrak{p}} \neq 0$ for every $\mathfrak{p} \in \operatorname{Min}(R)$ with $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ by Theorem 6.2.(3) since $\nu(x)=\alpha$. Let now $y \in Q_{R}$ with

$$
(\Psi(y))_{\mathfrak{p}}= \begin{cases}\left((\Psi(x))_{\operatorname{deg}_{\bar{w}}(\alpha)}\right)_{\mathfrak{p}} & \text { if } \alpha_{\mathfrak{p}} \geq\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}, \\ 0 & \text { else },\end{cases}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$. Then $\nu(y) \geq \gamma_{\Gamma_{R}}$, and hence $y \in \mathfrak{C}_{R}$ by Proposition 4.56. Moreover, $y \in R_{\operatorname{deg}_{\bar{w}}(\alpha)}$ by construction. Thus, $x-y \in R_{\operatorname{deg}_{\bar{w}}(\alpha)}$ with

$$
(\Psi(x-y))_{\mathfrak{p}}= \begin{cases}a^{(\mathfrak{p}} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}} & \text { if } \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}} \\ 0 & \text { else }\end{cases}
$$

for every $\mathfrak{p} \in \operatorname{Min}(R)$. Then the claim follows from Theorem 6.2.(3).
Lemma 7.56. Let $R$ be a fibre product with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ (see Definitions 6.3 and 6.4), let $\alpha \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)}\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash C_{\Gamma_{R}}$ be a $\bar{w}$-element of $\Gamma_{R}$, let $\beta \in \Gamma_{R}$ be a $\bar{w}$-element of $\Gamma_{R}$ with $\beta_{\mathfrak{p}}=\alpha_{\mathfrak{p}}$ for some $\mathfrak{p} \in \operatorname{Min}(R)$ with $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ (see Proposition 7.6 and Theorem 7.19), and set

$$
J=\left\{\mathfrak{q} \in \operatorname{Min}(R) \mid \alpha_{\mathfrak{q}}<\min \left\{\beta_{\mathfrak{q}},\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}}\right\}\right\}
$$

If $J=\emptyset$, then $\alpha \in \Gamma_{R}$, and if $J \neq \emptyset$, then there is a subset $J^{\prime}$ of $J$ with $J^{\prime} \neq J$ and a $\bar{w}$-element $\delta$ of $\Gamma_{R}$ with $\delta \in \Gamma_{R}$ such that

$$
\begin{aligned}
\delta_{\operatorname{Min}(R) \backslash J^{\prime}} & =\alpha_{\operatorname{Min}(R) \backslash J^{\prime}}, \\
\delta_{\mathfrak{q}} & >\alpha_{\mathfrak{q}} \text { for all } \mathfrak{q} \in J^{\prime}
\end{aligned}
$$

Proof. By Lemma 4.33 we may replace $\alpha$ by $\inf \left\{\alpha, \gamma_{\Gamma_{R}}\right\}$ and $\beta$ by $\inf \left\{\beta, \gamma_{\Gamma_{R}}\right\}$ (see Definition 7.14). Then

$$
\begin{equation*}
J=\left\{\mathfrak{q} \in \operatorname{Min}(R) \mid \alpha_{\mathfrak{q}}<\beta_{\mathfrak{q}}\right\} \tag{7.40}
\end{equation*}
$$

and we set

$$
\begin{equation*}
J_{1}=\left\{\mathfrak{p} \in \operatorname{Min}(R) \mid \beta_{\mathfrak{q}}<\alpha_{\mathfrak{q}}\right\} \tag{7.41}
\end{equation*}
$$

Since there is a $\mathfrak{p} \in \operatorname{Min}(R)$ with $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ and $\alpha_{\mathfrak{p}}=\beta_{\mathfrak{p}}$, we have

$$
\begin{equation*}
\operatorname{deg}_{\bar{w}}(\alpha)=\operatorname{deg}_{\bar{w}}(\beta) \tag{7.42}
\end{equation*}
$$

(see Definition 7.17). The construction of the sets $J$ and $J_{1}$ yields with Proposition 7.16 and Equation (7.42)

$$
\begin{align*}
\alpha_{\operatorname{Min}(R) \backslash\left(J \cup J_{1}\right)} & =\beta_{\operatorname{Min}(R) \backslash\left(J \cup J_{1}\right)},  \tag{7.43}\\
\alpha_{\mathfrak{p}} & <\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}} \text { for all } \mathfrak{p} \in J,  \tag{7.44}\\
\alpha_{J_{1}} & =\left(\gamma_{\Gamma_{R}}\right)_{J_{1}},  \tag{7.45}\\
\beta_{J} & =\left(\gamma_{\Gamma_{R}}\right)_{J},  \tag{7.46}\\
\beta_{\mathfrak{q}} & <\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}} \text { for all } \mathfrak{q} \in J_{1} \tag{7.47}
\end{align*}
$$

This implies with Definition 7.14

$$
\begin{align*}
& \alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \text { for any } \mathfrak{p} \in \operatorname{Min}(R) \text { and } \mathfrak{q} \in J_{1} \text { with } \mathfrak{p} \neq \mathfrak{q}  \tag{7.48}\\
& \beta_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \text { for any } \mathfrak{p} \in \operatorname{Min}(R) \text { and } \mathfrak{q} \in J \text { with } \mathfrak{p} \neq \mathfrak{q},  \tag{7.49}\\
& \alpha_{\mathfrak{p}}= \beta_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \text { for any } \mathfrak{p} \in \operatorname{Min}(R) \backslash\left(J \cup J_{1}\right) \text { and } \mathfrak{q} \in J \cup J_{1},  \tag{7.50}\\
& \alpha_{\mathfrak{p}}, \beta_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \text { for any } \mathfrak{p} \in J \cup J_{1} \text { and } \mathfrak{q} \in \operatorname{Min}(R) \backslash\left(J \cup J_{1}\right), \tag{7.51}
\end{align*}
$$

where Equation (7.51) follows from Equation (7.50) applying Definition 7.14.
Let

$$
\Psi: Q_{R} \rightarrow \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}\right]\right]\left[t_{\mathfrak{p}}^{-1}\right]
$$

be the $\mathbb{C}$-algebra isomorphism of Theorem 3.44 (also see Theorem 6.2.(4)). Then by Lemma 7.55 there is a homogeneous element $x \in(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\beta)}$ such that for any $\mathfrak{p} \in$ $\operatorname{Min}(R)$ we have

$$
x_{\mathfrak{p}}= \begin{cases}a^{(\mathfrak{p})} t_{\mathfrak{p}}^{\beta_{\mathfrak{p}}} & \text { if } \beta_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}  \tag{7.52}\\ 0 & \text { else }\end{cases}
$$

where $a^{(\mathfrak{p})} \in \mathbb{C} \backslash\{0\}$ for all $\mathfrak{p} \in \operatorname{Min}(R)$ with $\beta_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$. Note that, in particular, we have $x_{\mathfrak{p}}=0$ for all $\mathfrak{p} \in J$ by Equation (7.46).
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Let now

$$
y \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with

$$
y_{\mathfrak{p}}= \begin{cases}x_{\mathfrak{p}} & \text { if } \mathfrak{p} \in \operatorname{Min}(R) \backslash J_{1},  \tag{7.53}\\ 0 & \text { else },\end{cases}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$. Then Equations (7.43), (7.46), and (7.52) yield

$$
y_{\mathfrak{p}}= \begin{cases}a^{(\mathfrak{p})} t_{\mathfrak{p}}^{\beta_{\mathfrak{p}}}=a^{(\mathfrak{p})} t_{\mathfrak{p}}^{\alpha_{\mathfrak{p}}} & \text { if } \mathfrak{p} \in \operatorname{Min}(R) \backslash\left(J \cup J_{1}\right) \text { and } \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}},  \tag{7.54}\\ 0 & \text { else },\end{cases}
$$

Let $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$, and suppose that $\nu_{\mathfrak{p}}\left(\Psi^{-1}(y)\right) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then

$$
\begin{equation*}
\beta_{\mathfrak{p}}=\nu_{\mathfrak{p}}\left(\Psi^{-1}(y)\right) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \tag{7.55}
\end{equation*}
$$

by Lemma 3.16, Theorem 6.2.(3) (see Equation (6.6)), and Equation (7.54). In particular, this implies

$$
\begin{equation*}
\mathfrak{p} \in \operatorname{Min}(R) \backslash\left(J \cup J_{1}\right) \tag{7.56}
\end{equation*}
$$

(see Equation (7.54)). Moreover, since $\beta$ is a $\bar{w}$-element of $\Gamma_{R}$, Equation (7.55) yields $\beta_{\mathfrak{q}} \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$ by Remark 7.15. Therefore, $\mathfrak{q} \in \operatorname{Min}(R) \backslash\left(J \cup J_{1}\right)$ by Equation (7.51), and hence $\alpha_{\mathfrak{q}}=\beta_{\mathfrak{q}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}}$ by Lemma 4.63 and Equation (7.43). This implies $y_{\mathfrak{q}}=a^{(\mathfrak{q})} t_{\mathfrak{q}}^{\beta_{\mathfrak{q}}}$ by Equation (7.54). Since $\beta$ is a $\bar{w}$-element of $\Gamma_{R}$, we have $\tau_{\mathfrak{p q}}\left(\beta_{\mathfrak{p}}\right)=\beta_{\mathfrak{q}}$, and since $x \in R$, Theorem 6.2.(4) and Equations (7.52) and (7.53) yield $a^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\beta_{\mathfrak{p}}\right) a_{\tau_{\mathrm{pq}}}^{(\mathfrak{q})}\left(\beta_{\mathfrak{p}}\right)$. Thus, $y \in \Psi(R)$ by Theorem 6.2.(4) since $R$ is a fibre product (see Definition 6.4). Hence,

$$
\begin{equation*}
y \in(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\beta)}=(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\alpha)} \tag{7.57}
\end{equation*}
$$

by Theorem 6.2.(5), Proposition 7.16, and Equation (7.42).
Let $\mathfrak{p} \in J$. Then by Proposition 7.6 and Theorem 7.19 there is a $\bar{w}$-element $\epsilon \in \Gamma_{R}$ with $\epsilon_{\mathfrak{p}}=\alpha_{\mathfrak{p}}$. In particular, this implies

$$
\begin{equation*}
\operatorname{deg}_{\bar{w}}(\alpha)=\operatorname{deg}_{\bar{w}}(\epsilon) \tag{7.58}
\end{equation*}
$$

by Proposition 7.16 and Equation (7.44). Set

$$
J_{2}=\left\{\mathfrak{q} \in J \mid \alpha_{\mathfrak{q}}<\epsilon_{\mathfrak{q}}\right\} .
$$

Then $J_{2} \subsetneq J$ if $J \neq \emptyset$ since $\mathfrak{p} \in J$, or $J_{2}=\emptyset$ otherwise. Moreover, Proposition 7.16 and Equation (7.44) yield

$$
\begin{equation*}
\epsilon_{\mathfrak{q}}=\alpha_{\mathfrak{q}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}} \tag{7.59}
\end{equation*}
$$

for all $\mathfrak{q} \in J \backslash J_{2}$ and

$$
\begin{equation*}
\epsilon_{\mathfrak{q}} \geq\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}} \tag{7.60}
\end{equation*}
$$

for all $\mathfrak{q} \in J_{2}$.

By Lemma 7.55 there is for any $\mathfrak{p} \in \operatorname{Min}(R)$ with $\epsilon_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$ a $b^{(\mathfrak{p})} \in \mathbb{C} \backslash\{0\}$ such that for the element

$$
z \in \prod_{\mathfrak{q} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{q}}^{\left(\Gamma_{R}\right)_{\mathfrak{q}}}\right]\right]
$$

defined by

$$
z_{\mathfrak{p}}= \begin{cases}b^{(\mathfrak{p})} t^{\epsilon_{\mathfrak{p}}} & \text { if } \epsilon_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)  \tag{7.61}\\ 0 & \text { else }\end{cases}
$$

we have $z \in(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\epsilon)}=(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\alpha)}$ (see Equation (7.58)).
Let now

$$
u \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)} \mathbb{C}\left[\left[t_{\mathfrak{p}}^{\left(\Gamma_{R}\right)_{\mathfrak{p}}}\right]\right]
$$

with

$$
u_{\mathfrak{p}}= \begin{cases}z_{\mathfrak{p}} & \text { if } \mathfrak{p} \in J  \tag{7.62}\\ 0 & \text { else }\end{cases}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$. Then Equations (7.59), (7.60), and (7.61) yield

$$
u_{\mathfrak{p}}= \begin{cases}b^{(\mathfrak{p})} t^{\epsilon_{\mathfrak{p}}}=b^{(\mathfrak{p})} t^{\alpha_{\mathfrak{p}}} & \text { if } \mathfrak{p} \in J \backslash J_{2}  \tag{7.63}\\ 0 & \text { else }\end{cases}
$$

Let $\mathfrak{p}, \mathfrak{q} \in \operatorname{Min}(R)$ with $\mathfrak{p} \neq \mathfrak{q}$, and suppose that $\nu_{\mathfrak{p}}\left(\Psi^{-1}(u)\right) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$. Then

$$
\begin{equation*}
\epsilon_{\mathfrak{p}}=\nu_{\mathfrak{p}}(u) \in\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}} \tag{7.64}
\end{equation*}
$$

by Lemma 3.16, Theorem 6.2.(3) (see Equation (6.6)), and Equation (7.63). In particular, this implies

$$
\begin{equation*}
\mathfrak{p} \in J \backslash J_{2} \tag{7.65}
\end{equation*}
$$

(see Equation (7.63)). Moreover, Equations (7.51), (7.59), and (7.65) yield $\mathfrak{q} \in J \cup J_{1}$, and Equations (7.48), (7.59), and (7.65) imply $\mathfrak{q} \notin J_{1}$ as otherwise $\epsilon_{\mathfrak{p}}=\alpha_{\mathfrak{p}} \in\left(\Gamma_{R}\right)_{\mathfrak{p}}^{\mathfrak{q}}$ in both cases. Thus, we have

$$
\begin{equation*}
\mathfrak{q} \in J \tag{7.66}
\end{equation*}
$$

Since $\epsilon$ is a $\bar{w}$-element of $S$, Remark 7.15 and Equation (7.64) yield $\epsilon_{\mathfrak{q}} \in\left(\Gamma_{R}\right)_{\mathfrak{q}} \backslash\left(\Gamma_{R}\right)_{\mathfrak{q}}^{\mathfrak{p}}$, and hence $\epsilon_{\mathfrak{q}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}}$ by Lemma 4.63. Therefore, $\mathfrak{q} \in J \backslash J_{2}$ by Equations (7.59) and (7.66). Then Equation (7.63) yields $u_{\mathfrak{q}}=b^{(\mathfrak{q})} t_{\mathfrak{q}}^{\epsilon_{\mathfrak{q}}}$. Since $\epsilon$ is a $\bar{w}$-element of $S$, we have $\tau_{\mathfrak{p q}}\left(\epsilon_{\mathfrak{p}}\right)=\epsilon_{\mathfrak{q}}$ (see Definition 7.14 and Equation (7.64)), and since $z \in \Psi(R)$, Theorem 6.2.(4) and Equations (7.61) and (7.62) yield $b^{(\mathfrak{p})}=\zeta_{\mathfrak{p q}}\left(\epsilon_{\mathfrak{p}}\right) b_{\tau_{\mathfrak{p q}}\left(\epsilon_{\mathfrak{p}}\right)}^{(\mathfrak{q})}$. Thus, $u \in \Psi(R)$ since $R$ is a fibre product (see Definition 6.4), and hence

$$
\begin{equation*}
u \in(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\epsilon)}=(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\alpha)} \tag{7.67}
\end{equation*}
$$

by Theorem 6.2.(5) and Equation (7.58).
Now Equations (7.57) and (7.67) yield

$$
\begin{equation*}
y+u \in(\Psi(R))_{\operatorname{deg}_{\bar{w}}(\alpha)} \tag{7.68}
\end{equation*}
$$

## 7. Quasihomogeneous Semigroups

and by Equations (7.54) and (7.63) we have

$$
(y+u)_{\mathfrak{p}}= \begin{cases}y_{\mathfrak{p}}=a^{(\mathfrak{p})} t^{\alpha_{\mathfrak{p}}} & \text { if } \mathfrak{p} \in \operatorname{Min}(R) \backslash\left(J \cup J_{1}\right) \text { and } \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}},  \tag{7.69}\\ u_{\mathfrak{p}}=b^{(\mathfrak{p})} t^{\alpha_{\mathfrak{p}}} & \text { if } \mathfrak{p} \in J \backslash J_{2}, \\ 0 & \text { else },\end{cases}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$. Then

$$
\delta=\inf \left\{\nu\left(\Psi^{-1}(y+u)\right), \gamma_{\Gamma_{R}}\right\}
$$

is by Lemma 7.41 and Equation (7.68) a $\bar{w}$-element of $\Gamma_{R}$ with $\delta \in \Gamma_{R}$. Moreover, for any $\mathfrak{p} \in \operatorname{Min}(R)$ Equations (7.59) and (7.69) yield

$$
\delta_{\mathfrak{p}}= \begin{cases}\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}} & \text { if } \mathfrak{p} \in \operatorname{Min}(R) \backslash\left(J_{1} \cup J_{2}\right) \text { with } \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}, \\ \left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}} & \text { else },\end{cases}
$$

since $\nu\left(\Psi^{-1}(y+u)\right)=\operatorname{ord}_{t}(y+u)$ by Theorem 6.2.(4). As $\alpha \leq \gamma_{\Gamma_{R}}$ with $\alpha_{J_{1}}=\left(\gamma_{\Gamma_{R}}\right)_{J_{1}}$ by Equation (7.45), this implies

$$
\begin{aligned}
\delta_{\operatorname{Min}(R) \backslash J_{2}} & =\alpha_{\operatorname{Min}(R) \backslash J_{2}}, \\
\delta_{J_{2}} & =\left(\gamma_{\Gamma_{R}}\right)_{J_{2}} .
\end{aligned}
$$

In particular, if we set

$$
J^{\prime}=\left\{\mathfrak{p} \in J_{2} \mid \alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}\right\} \subset J_{2}
$$

then

$$
\begin{aligned}
\delta_{\operatorname{Min}(R) \backslash J^{\prime}} & =\alpha_{\operatorname{Min}(R) \backslash J^{\prime}}, \\
\delta_{\mathfrak{q}} & =\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{q}}>\alpha_{\mathfrak{q}} \text { for all } \mathfrak{q} \in J^{\prime}
\end{aligned}
$$

Lemma 7.57. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w} \in \mathbb{N}^{\operatorname{Min}(R)}$ (see Definition 6.3), and let $\alpha \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)}\left(\Gamma_{R}\right)_{\mathfrak{p}}$ be a $\bar{w}$-element of $\Gamma_{R}$. If $R$ is a fibre product (see Definition 6.4), then $\alpha \in \Gamma_{R}$.

Proof. If $\alpha \in C_{\Gamma_{R}}$, the statement is trivial. So suppose that $\alpha \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)}\left(\Gamma_{R}\right)_{\mathfrak{p}} \backslash C_{\Gamma_{R}}$. Then there is a $\mathfrak{p} \in \operatorname{Min}(R)$ such that $\alpha_{\mathfrak{p}}<\left(\gamma_{\Gamma_{R}}\right)_{\mathfrak{p}}$. Since $\alpha_{\mathfrak{p}} \in$
$b r \Gamma_{R \mathfrak{p}}$, and since $R$ is quasihomogeneous, there is by Proposition 7.6 and Theorem 7.19 a $\bar{w}$-element $\beta$ of $S$ with $\beta \in \Gamma_{R}$ and $\alpha_{\mathfrak{p}}=\beta_{\mathfrak{p}}$. In particular, this implies

$$
\begin{equation*}
\operatorname{deg}_{\bar{w}}(\alpha)=\operatorname{deg}_{\bar{w}}(\beta) \tag{7.70}
\end{equation*}
$$

(see Proposition 7.16 and Definition 7.17). Inductively applying Lemma 7.56 yields a chain of subsets $\ldots \subset J_{1} \subsetneq J \subset \operatorname{Min}(R)$ such that for any $i \geq 1$ we have $J_{i}=\emptyset$ or $J_{i+1} \subsetneq J_{i}$, and there is a $\bar{w}$-element $\beta^{(i)}$ of $\Gamma_{R}$ with

$$
\left(\beta^{(i)}\right)_{\operatorname{Min}(R) \backslash J_{i}}=\alpha_{\operatorname{Min}(R) \backslash J_{i}} .
$$

Since $\operatorname{Min}(R)$ is finite by Corollary A.46, we eventually obtain that $J_{n}=\emptyset$ for some $n$, and hence $\alpha=\beta^{(n)} \in \Gamma_{R}$.

Proof of Theorem 7.23. Let $R$ be a quasihomogeneous curve with normal weights $\bar{w}$ and connecting maps $\zeta=\left(\left(\zeta_{\mathfrak{p q}}\right)_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}}\right)_{\mathfrak{p} \in \operatorname{Min}(R)}$ (see Definition 6.3). Then $\Gamma_{R}$ is quasihomogeneous of type $\bar{w}$ by Proposition 7.6 .
Let $R$ be a fibre product (see Definition 6.4), and let $\alpha \in \prod_{\mathfrak{p} \in \operatorname{Min}(R)}\left(\Gamma_{R}\right)_{\mathfrak{p}}$ be a $\bar{w}$-element of $\Gamma_{R}$. Then $\alpha \in \Gamma_{R}$ by Lemma 7.57, and hence $\Gamma_{R}$ is $\bar{w}$-closed.
Suppose now that $\Gamma_{R}$ is $\bar{w}$-closed. Set

$$
A=\operatorname{Fib}\left(\Gamma_{R}, \bar{w}, \zeta\right)
$$

Then $A$ is a quasihomogeneous curve with normal weights $\bar{w}$ by Proposition 6.6.(1) and (2), and it is a fibre product by Proposition 6.6.(3). Therefore, $\Gamma_{A}$ is $\bar{w}$-closed. Since $\Psi^{-1}(A) \in \mathcal{R}_{R}$ by Proposition 6.6.(4), Propositions 6.6.(4) and 7.22 yield

$$
\Gamma_{R}=\Gamma_{\Psi^{-1}(A)}
$$

Thus, $R=A$ is a fibre product by Corollary 4.52 since $R \subset \Psi^{-1}(A)$ by Theorem 6.2.(4).
The particular claim follows with Proposition 6.6.
Proof of Theorem 7.24. Let $S$ be a quasihomogeneous semigroup of type $w \in \mathbb{N}^{s}$. Then Fib $(S, w)$ is a quasihomogeneous curve with normal weights $w$ by Proposition 7.12. Since Fib $(S, w)$ is also a fibre product by Proposition 7.12, $\Gamma_{\mathrm{Fib}(S, w)}$ is $w$-closed by Theorem 7.23. Since $S \subset \Gamma_{\operatorname{Fib}(S, w)}$ with $S_{i}=\left(\Gamma_{\operatorname{Fib}(S, w)}\right)_{i}$ for any $i \in I$ and $S_{i}^{j}=\left(\Gamma_{\operatorname{Fib}(S, w)}\right)_{i}^{j}$ for every $j \in I \backslash\{i\}$ by Lemma 7.54, Proposition 7.22 yields $S^{w}=\Gamma_{\mathrm{Fib}(S, w)}$.

## 8. Normalization of Arrangements

Endomorphism rings occur in the construction of blow ups [15] or non-commutative resolutions [16, 17]. A non-commutative crepant resolution of a curve can be computed [18] considering the intermediate steps of a normalization algorithm [19] which is based on a characterization of normality in terms of the endomorphism ring of a so-called test ideal [20]: a reduced Noetherian ring $R$ is normal if and only if $R=\mathfrak{i}: \mathfrak{i}$ for a test ideal $\mathfrak{i}$ of $R$. If $R$ is a reduced one-dimensional Noetherian semilocal ring, then the Jacobson radical $\mathfrak{j}_{R}$ is a test ideal for $R$ (see Definition B.47); if $R$ is local, then the maximal ideal $\mathfrak{m}_{R}$ is the unique test ideal for $R$ (see Remark B.49).
The above criterion by Grauert and Remmert yields the following algorithm for normalization (see Proposition B.57). Let $R$ be a reduced Noetherian ring. Then for any test ideal $\mathfrak{i}$ of $R$ there is a sequence of integral extensions

$$
R=R^{(0)} \subsetneq R^{(1)} \subsetneq \ldots \subset \bar{R},
$$

where for any $i \geq 0$ we set

$$
R^{(i+1)}=\mathfrak{i}^{(i)}: \mathfrak{i}^{(i)}
$$

and

$$
\mathfrak{i}^{(i+1)}=\sqrt{\mathfrak{i}^{(i)} R^{(i+1)}}
$$

with $\mathfrak{i}^{(0)}=\mathfrak{i}$. If $\bar{R}$ is finite over $R$, then $R^{(i)}$ is finite over $R$ for every $i \in \mathbb{N}$, and there is an $n \in \mathbb{N}$ such that $R^{(i)}=R^{(n)}=\bar{R}$ for any $i \geq n$. Examples for classes of rings with finite normalization are admissible rings (see Definition 3.18.(4) and Corollary C.15) or reduced excellent rings (see Theorem B.36.(2)). If $R$ is an admissible ring, then $R^{(i)}$ is an admissible ring for every $i \in \mathbb{N}$ by Theorem 3.45.(1), and if $R$ is a reduced excellent ring, then $R^{(i)}$ is a reduced excellent ring for every $i \in \mathbb{N}$ by Lemma A. 27 (since $R^{(i)} \subset Q_{R}$ ) and Theorem B. 34 .

In this chapter we apply the Grauert-Remmert algorithm to two kinds of arrangements. Following an idea by Böhm, Decker, and Schulze [21] we use the semigroup of values to determine the intermediate steps explicitly (also see [35]). We start in Section 8.1 with a plane arrangement of smooth curves which pairwise intersect only transversally and only in finitely many points. Then we can determine the number $n$ of steps needed in the Grauert-Remmert algorithm to obtain the normalization in terms of the number of analytic branches in the singular points of the arrangement (see Theorem 8.1). For this, we investigate the arrangement locally, that is, we consider the completion of the local rings at all points (in fact, we only need to consider the singular points). Then we deal with algebroid curves, and as in $[21,35]$ the semigroup of values helps to compute explicitly the intermediate steps in the Grauert-Remmert algorithm (see Theorem 8.2).

Using Serre's criterion (see Section B.5.1) which allows for checking normality in codimension one, we apply this result in Section 8.2 to hyperplane arrangements. In fact,

## 8. Normalization of Arrangements

the Grauert-Remmert algorithm is compatible with localization (see Proposition B.58). Geometrically, after localization in codimension one we look at "transversal slices" of the arrangement. This reduces the problem to plane line arrangements whose cardinalities are the numbers of hyperplanes intersecting the respective slices. Then the number of steps needed to compute the normalization of the hyperplane arrangement equals the maximum over the number of steps needed in each slice. This number can be deduced from the combinatorics of the arrangement (see Theorem 8.14).

### 8.1. Plane Arrangements of Smooth Curves

Theorem 8.1. Let $C$ be a reduced plane curve over a field $k$, and suppose that the analytic branches at the singular points of $C$ are regular and intersect transversally. For a singular point $p$ of $C$ we denote by $n_{p}$ the number of analytic branches at $p$. If $|k| \geq$ $\max \left\{n_{p} \mid p \in \operatorname{Sing}(C)\right\}$, then for any $n \in \mathbb{N}$ we have

$$
\left(\mathcal{O}_{C}\right)^{(n)}=\overline{\mathcal{O}_{C}}
$$

if and only if $n \geq \max \left\{n_{p} \mid p \in \operatorname{Sing}(C)\right\}-1$.
For the proof of Theorem 8.1 we consider the curve locally at the singular points. Then $\mathcal{O}_{C, p}$ is a local reduced excellent ring by Lemma A. 27 and Theorem B.34. Since completion factors through localization, taking the completion with respect to the maximal ideal corresponding to $p$ we obtain

$$
\begin{equation*}
\widehat{\mathcal{O}_{C}}=\widehat{\mathcal{O}_{C, p}} \cong k[[X, Y]] / \prod_{i \in I_{p}} f_{i}, \tag{8.1}
\end{equation*}
$$

where $I_{p}$ is the set of branches of $C$ meeting in $p$, and

$$
f_{i}=a_{i} X+b_{i} Y+\text { terms of higher degree }
$$

with $\left(a_{i}, b_{i}\right) \neq(0,0)$ for any $i \in I_{p}$ (since the analytic branches are smooth) and $\left(a_{i}, b_{i}\right) \neq$ $\left(a_{j}, b_{j}\right)$ for all $i, j \in I_{p}$ with $i \neq j$ (since the branches intersect transversally).

After a coordinate change we may assume that $a_{i} \neq 0$. Then replacing $f_{i}$ by $\frac{1}{a_{i}} f_{i}$ we may assume that

$$
f_{i}=X+b_{i} Y_{i}+\text { terms of higher order }
$$

for all $i \in I_{p}$. Then locally we can describe the normalization process in more detail.
Theorem 8.2. Let $I$ be a finite set, let $k$ be a field with $|k| \geq|I|$, and let

$$
R=k[[X, Y]] /\left\langle\prod_{i \in I} f_{i}\right\rangle
$$

where $f_{i} \in k[[X, Y]]$ is of the form

$$
f_{i}=X+c_{i} Y+\text { terms of higher order }
$$

for any $i \in I$ with $c_{i} \neq c_{j}$ for all $i, j \in I$ with $i \neq j$. Then for $n \in \mathbb{N}$ we have

$$
R^{(n)}=\bar{R}
$$

if and only if $n \geq|I|-1$. Recall that the unique test ideal for $R$ is its maximal ideal (see Remark B.49), and hence the test ideal of any ring $R^{(n)}$ is its Jacobson radical (see Theorem A.12).

Moreover, for $n<|I|-1$ we have

$$
R^{(n)}=R^{(n-1)}+\sum_{j=1}^{n} k \cdot z_{j}^{(n)}=k\left[\left[x, y, z_{1}^{(n)}, \ldots, z_{n}^{(n)}\right]\right]
$$

where

$$
\begin{aligned}
x & =-c t+t e r m s \text { of higher order } \\
y & =t \\
z_{j}^{(n)} & =c^{|I|-j} t^{|I|-n-1} \text { for every } j=1, \ldots, n,
\end{aligned}
$$

with $t=\left(t_{i}\right)_{i \in I}, c=\left(c_{i}\right)_{i \in I}$, and $c^{k}=\left(c_{i}^{k}\right)_{i \in I}$ for $k \in \mathbb{N}$. In particular, we have

$$
R^{(n)}=k\left[\left[X, Y, Z_{1}^{(n)}, \ldots, Z_{n}^{(n)}\right]\right] / \mathfrak{i}^{(n)}
$$

with

$$
\mathfrak{i}^{(n)}=\bigcap_{i \in I}\left\langle f_{i}, Z_{j}^{(n)}-c_{i}^{|I|-j} Y^{|I|-n-1} \mid j=1, \ldots, n\right\rangle
$$

For any $n \in \mathbb{N}$ the semigroup of values of $R^{(n)}$ is

$$
\begin{aligned}
\Gamma_{R^{(n)}} & =\left\langle\mathbf{1}+\mathbb{N e}_{k} \mid k \in I\right\rangle \cup\left((|I|-1-n)_{i \in I}+\mathbb{N}^{I}\right) \\
& =\left\{\mathbf{k}+\sum_{l=1}^{k} \mathbb{N e}_{i_{l}^{(k)}}\left|i_{j}^{(k)} \in I, 0 \leq k \leq|I|\right\} \cup\left((|I|-1-n)_{i \in I}+\mathbb{N}^{I}\right)\right.
\end{aligned}
$$

with conductor

$$
\gamma_{\Gamma_{R^{(n)}}}=(|I|-1-n)_{i \in I}
$$

With Theorem 8.2 we can prove Theorem 8.1.
Proof of Theorem 8.1. There is a $g \in k[X, Y]$ such that $\mathcal{O}_{C}=k[X, Y] /\langle g\rangle$. Thus, $\mathcal{O}_{C}$ is excellent by Theorems B. 34 and B. 36 since it is a finitely generated algebra over a field. Moreover, $\mathcal{O}_{C}$ is reduced by assumption.

Since $k$ is Cohen-Macaulay (see Remark C.3), also $k[X, Y]$ is Cohen-Macaulay by Corollary C.9. Thus, $\mathcal{O}_{C}$ is Cohen-Macaulay by Proposition C.10, and therefore it satisfies Serre's condition $\left(\mathrm{S}_{2}\right)$ by Corollary C.5.

Let $n \in \mathbb{N}$. Then Lemma B.61.(4) implies that $\left(\mathcal{O}_{C}\right)^{(n)}=\overline{\mathcal{O}_{C}}$ if and only if

$$
\left(\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}\right)^{(n)}=\overline{\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}}
$$

for all $\mathfrak{p} \in \operatorname{Sing}\left(\mathcal{O}_{C}\right)$ with height $\mathfrak{p}=1$. Recall that by assumption $\operatorname{Sing}\left(\mathcal{O}_{C}\right)$ is finite, and height $\mathfrak{p}=1$ for all $\mathfrak{p} \in \operatorname{Sing}\left(\mathcal{O}_{C}\right)$. So let $\mathfrak{p} \in \operatorname{Sing}\left(\mathcal{O}_{C}\right)$. Then $\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}$ is a reduced excellent ring by Lemma A. 27 and Theorem B.34. Inductively applying Proposition B. 54 implies that $\left(\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}\right)^{(n)}=\overline{\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}}$ if and only if

$$
\left(\widehat{\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}}\right)^{(n)}=\overline{\overline{\left.\mathcal{O}_{C}\right)_{\mathfrak{p}}}} .
$$

With the considerations before Equation (8.1) we may assume that $\widehat{\left(\mathcal{O}_{C}\right)_{\mathfrak{p}}}$ is of the form

$$
\widehat{\mathcal{O}_{C}}=\widehat{\mathcal{O}_{C, p}} \cong k[[X, Y]] / \prod_{i \in I_{p}} f_{i},
$$

where $I_{p}$ is the set of analytic branches of $C$ meeting in the point corresponding to $\mathfrak{p}$, and

$$
f_{i}=X+b_{i} Y+\text { terms of higher order }
$$

for any $i \in I$ with $c_{i} \neq c_{j}$ for all $i, j \in I_{p}$ with $i \neq j$. Then Theorem 8.2 yields the claim.

For the proof of Theorem 8.2 we need a few preliminary results. For the rest of this section let $I$ be a finite set, let $k$ be a field with $|k| \geq|I|$, and let

$$
R=k[[X, Y]] /\left\langle\prod_{i \in I} f_{i}\right\rangle,
$$

where $f_{i} \in k[[X, Y]]$ is of the form

$$
f_{i}=X+c_{i} Y+\text { terms of higher order }
$$

for any $i \in I$ with $c_{i} \neq c_{j}$ for all $i, j \in I$ with $i \neq j$. In the following we identify $R$ with its image in

$$
\bar{R}=\prod_{i \in I} k\left[\left[t_{i}\right]\right]
$$

(see Theorem 3.44), i.e. we write

$$
R=k[[x, y]]
$$

with

$$
\begin{align*}
& x=-c t+\text { terms of higher order, }  \tag{8.2}\\
& y=t \tag{8.3}
\end{align*}
$$

(see [32, page 299]).
Remark 8.3. The ring $R$ is an algebroid curve, and hence admissible by Proposition 3.41. Then for every $n \in \mathbb{N}$ also the ring $R^{(n)}$ is admissible by Theorem 3.45.(1) and Proposition B. 57 .

Lemma 8.4. The family $\left(c^{j}\right)_{j=0}^{|I|-1}$ is linearly independent, where $c^{j}=\left(c_{i}^{j}\right)_{i \in I}$ for any $j \in \mathbb{N}$.
Proof. Assume that $\left(c^{j}\right)_{j=0}^{|I|-1}$ is linearly dependent. Then there is a non-zero family $\left(a_{j}\right)_{j=1}^{|I|-1} \in \prod_{j=1}^{|I|-1} k$ such that $\sum_{j=0}^{|I|-1} a_{j} c_{i}^{j}=0$ for all $i \in I$, i.e. the coefficients $c_{i}, i \in I$, are roots of the polynomial $g=\sum_{j=0}^{|I|-1} a_{j} X^{j} \in k[X]$. Since $g$ can have at most $\operatorname{deg} g$ different roots, and since $\operatorname{deg} g \leq|I|-1$, this is a contradiction to $c_{i} \neq c_{j}$ for all $i, j \in I$ with $i \neq j$.

Lemma 8.5. The value semigroup of $R$ is

$$
\begin{aligned}
\Gamma_{R} & =\left\langle\mathbf{1}+\mathbb{N e}_{i} \mid i \in I\right\rangle \\
& =\left\{\mathbf{k}+\sum_{j=1}^{k} n_{i_{j}^{(k)}} \mathbf{e}_{i_{j}^{(k)}} \mid i_{j}^{(k)} \in I \text { and } k, n_{i_{j}^{(k)}} \in \mathbb{N}\right\}
\end{aligned}
$$

with $\gamma_{\Gamma_{R}}=(|I|-1)_{i \in I}$ and $\mu_{\Gamma_{A}}=\mathbf{1}$.
Proof. Set

$$
\Gamma=\left\langle\mathbf{1}+\mathbb{N e}_{i} \mid i \in I\right\rangle
$$

and

$$
\begin{equation*}
\Gamma^{\prime}=\left\{\mathbf{k}+\sum_{j=1}^{k} n_{i_{j}^{(k)}} \mathbf{e}_{i_{j}^{(k)}} \mid i_{j}^{(k)} \in I \text { and } k, n_{i_{j}^{(k)}} \in \mathbb{N}\right\} . \tag{8.4}
\end{equation*}
$$

Let $\alpha \in \Gamma^{\prime}$. Then there is a $k \in \mathbb{N}$, and for $j=1, \ldots, k$ there are $i_{j}^{(k)} \in I$ and $n_{i_{j}(k)} \in \mathbb{N}$ such that

$$
\alpha=\mathbf{k}+\sum_{j=1}^{k} n_{i_{j}^{(k)}} \mathbf{e}_{i_{j}^{(k)}}=\sum_{j=1}^{k}\left((1)_{i \in I}+n_{i_{j}^{(k)}} \mathbf{e}_{i_{j}^{(k)}}\right) \in \Gamma .
$$

Now let $\beta \in \Gamma$. Then there is a $k \in \mathbb{N}$, and for $j=1, \ldots, k$ there are $i_{j} \in I$ and $n_{i_{j}} \in \mathbb{N}$ such that

$$
\beta=\sum_{j=1}^{k}\left(\mathbf{1}+n_{i_{j}} \mathbf{e}_{i_{j}}\right)=\mathbf{k}+\sum_{j=1}^{k} n_{i_{j}} \mathbf{e}_{i_{j}} \in \Gamma^{\prime} .
$$

Thus, we have indeed

$$
\begin{equation*}
\Gamma=\Gamma^{\prime} . \tag{8.5}
\end{equation*}
$$

Now we want to show that $\Gamma_{R}=\Gamma$. For any $k \in \mathbb{N}$ and for all $i \in I$ we have

$$
k \mathbf{e}_{i}+\sum_{j \in I \backslash\{i\}} \mathbf{e}_{j}=\nu\left(x-c_{i} y+y^{k}\right) \in \Gamma_{A} .
$$

Thus, $\Gamma \subset \Gamma_{R}$.
Let $\alpha \in(|I|-1)_{i \in i}+\mathbb{N}^{I}$. If there is an $i \in I$ such that $\alpha_{i}=|I|-1$, then

$$
\alpha \in \sum_{j \in I \backslash\{i\}}\left(\mathbf{1}+\mathbb{N e}_{j}\right) \subset \Gamma .
$$

If $\alpha_{i}>|I|-1$ for all $i \in I$, then

$$
\alpha \in \sum_{j \in I}\left(\mathbf{1}+\mathbb{N} \mathbf{e}_{j}\right) \subset \Gamma
$$

This implies $(|I|-1)_{i \in I}+\mathbb{N}^{I} \subset \Gamma$, and hence $\gamma_{\Gamma} \leq(|I|-1)_{i \in I}$. Moreover, for any $i \in I$ we have

$$
(|I|-2)_{k \in I}+\sum_{j \in I \backslash\{i\}} \mathbf{e}_{i}=\sum_{j \in I \backslash\{i, l\}}\left(\mathbf{1}+\mathbf{e}_{j}\right)+\mathbf{e}_{l} \notin \Gamma
$$

where $l \in I \backslash\{i\}$. This implies $\gamma_{\Gamma} \geq(|I|-2)_{k \in I}+\sum_{j \in I \backslash\{i\}} \mathbf{e}_{i}$ for all $i \in I$, and hence

$$
\begin{equation*}
\gamma_{\Gamma}=(|I|-1)_{k \in I} \tag{8.6}
\end{equation*}
$$

Let now $z \in R^{\text {reg }}$, and suppose that $\nu(z) \notin \Gamma$. Then $\nu(z) \nsupseteq \gamma_{\Gamma}$. Therefore,

$$
\begin{equation*}
d=\min \left\{\operatorname{ord}_{t_{i}}(z) \mid i \in I\right\}<|I|-1 \tag{8.7}
\end{equation*}
$$

by Equation (8.6). Since $z \in R$, for all $m, n \in \mathbb{N}$ there are $a_{m, n} \in k$ such that

$$
z=\sum_{m, n \in \mathbb{N}} a_{m, n} x^{m} y^{n}
$$

As $\sum_{k=0}^{d} a_{k, d-k} c^{k} \neq 0$ by Equation (8.7) and Lemma 8.4, Equations (8.2) and (8.3) yield

$$
\begin{align*}
z & =\sum_{m, n \in \mathbb{N}} a_{m, n}\left(c^{m} t^{m+n}+\text { terms of higher order }\right) \\
& =\sum_{k=0}^{d} a_{k, d-k} c^{k} t^{d}+\text { terms of higher order } . \tag{8.8}
\end{align*}
$$

So if $\nu(z) \notin \Gamma$, then Equations (8.4), (8.5), and (8.7) imply that there is a $J \subset I$ with $|J|>d$ such that $\nu_{i}(z)>d$ for all $i \in J$. Therefore, we have by Equation (8.8)

$$
\sum_{k=0}^{d} a_{k, d-k} c_{i}^{k} t_{i}^{d}=0
$$

for all $i \in J$, i.e. the coefficients $c_{i}, i \in J$, are roots of the polynomial

$$
g=\sum_{k=0}^{d} a_{k, d-k} X^{d}
$$

But this yields a contradiction as $g$ has only $\operatorname{deg} g \leq d$ roots but $|J|>d$ and the coefficients $c_{i}, i \in I$, are pairwise different. Thus, we obtain $\Gamma_{R}=\Gamma$.

Proof of Theorem 8.2. We proof the statement by induction on $n$. Note that with $R$ also $R^{(n)}$ is an algebroid curve by Theorem 3.45.(2) since $R^{(n)}$ is an integral extension of $R$ in $Q_{R}$ by Proposition B.57. For $n=0$ the statement is true since $R^{(0)}=R=k[x, y]$ with

$$
\begin{aligned}
& x=c t+\text { terms of higher order } \\
& y=t
\end{aligned}
$$

(see Equations (8.2) and (8.3)), and the semigroup of values of $R$ is

$$
\Gamma_{R}=\left\langle\mathbf{1}+\mathbb{N e}_{i} \mid i \in I\right\rangle
$$

by Lemma 8.5.
Now let $0<n<|I|-1$, and suppose the statement is true for $n-1$. Then $R^{(n-1)}$ is local by Theorem 4.9, and we denote the maximal ideal by $\mathfrak{m}_{R^{(n-1)}}$. By Remark 4.8 and Lemma 4.58 the conductor of $\Gamma_{R^{(n)}}=\Gamma_{\mathfrak{m}_{R^{(n-1)}}: \mathfrak{m}_{R^{(n-1)}}}$ is

$$
\begin{aligned}
\gamma_{\Gamma_{R^{(n)}}} & =\gamma_{\Gamma_{\mathfrak{m}_{R^{(n-1)}}: \mathfrak{m}_{R^{(n-1)}}}} \\
& =\gamma_{\Gamma_{\mathfrak{m}_{R^{(n-1)}}}}-\mu_{\Gamma_{\mathfrak{m}_{R^{(n-1)}}}} \\
& =\gamma_{M_{\Gamma_{R^{(n-1)}}}}-\mu_{M_{\Gamma_{R^{(n-1)}}}} \\
& =\gamma_{\Gamma_{R^{(n-1)}}}-\mu_{M_{\Gamma_{R^{(n-1)}}}} \\
& =(|I|-n)_{i \in I}-\mathbf{1} \\
& =(|I|-1-n)_{i \in I}
\end{aligned}
$$

Set

$$
\begin{aligned}
\Gamma & =\Gamma_{\mathfrak{m}_{R^{(n-1)}}}-\Gamma_{\mathfrak{m}_{R^{(n-1)}}} \\
& =M_{\Gamma_{R^{(n-1)}}}-M_{\Gamma_{R^{(n-1)}}} \\
& =\left\{\alpha \in D_{\Gamma_{R^{(n-1)}}} \mid \alpha+M_{\Gamma_{R^{(n-1)}}} \subset M_{\Gamma_{R^{(n-1)}}}\right\}
\end{aligned}
$$

(see Remark 4.8) and

$$
\begin{equation*}
\Gamma^{\prime}=\left\langle\mathbf{1}+\mathbb{N}_{k} \mid k \in I\right\rangle \cup\left((|I|-1-n)_{i \in I}+\mathbb{N}^{I}\right) \tag{8.9}
\end{equation*}
$$

Then

$$
\Gamma^{\prime}=\left\{\mathbf{k}+\sum_{l=1}^{k} \mathbb{N e}_{i_{l}^{(k)}}\left|i_{j}^{(k)} \in I, 0 \leq k \leq|I|\right\} \cup\left((|I|-1-n)_{i \in I}+\mathbb{N}^{I}\right)\right.
$$

(see Lemma 8.5). Moreover, we obviously have $\Gamma^{\prime} \subset \Gamma$, and Lemma 3.23.(1) yields

$$
\Gamma_{R^{(n-1)}} \subset \Gamma
$$

Now let $\alpha \in \mathbb{N}^{I} \backslash \Gamma^{\prime}$. Then $\alpha \nsupseteq \gamma_{\Gamma^{\prime}}$. Thus, there is a $k \in \mathbb{N}$ and a $J \subsetneq I$ with $|J|>k$ such that

$$
\alpha=\mathbf{k}+\sum_{j \in J} n_{j} \mathbf{e}_{j}
$$

for some $n_{j} \in \mathbb{N}, j \in J$. Let $l \in I \backslash J$, and set

$$
\beta=\mathbf{1}+\mathbf{e}_{l}
$$

Then $\beta \in M_{\Gamma_{R^{(n-1)}}}$, and

$$
\alpha+\beta=\mathbf{k}+\mathbf{1}+\sum_{j \in J \cup\{l\}} n_{j} \mathbf{e}_{j}
$$

with $n_{l}=1$. Since

$$
\mathbf{k}+\mathbf{1}<\gamma_{\Gamma^{\prime}}+\mathbf{1}=(|I|-n)_{i \in I}=\gamma_{\Gamma_{R^{(n-1)}}},
$$

and since $|J \cup\{l\}|=|J|+1>k+1$, we have $\alpha+\beta \notin M_{\Gamma_{R^{(n-1)}}}$, and therefore $\alpha \notin \Gamma$. This implies

$$
\begin{equation*}
\Gamma=\Gamma^{\prime} . \tag{8.10}
\end{equation*}
$$

Set

$$
\begin{equation*}
\widetilde{R}=R^{(n-1)}+\sum_{j=1}^{n} k z_{j}^{(n)} \tag{8.11}
\end{equation*}
$$

Since for any $j=1, \ldots, n$ we have

$$
\begin{aligned}
z_{j}^{(n)} x & =\left(c^{|I|-j+1} t^{|I|-n}+\text { terms of higher order }\right) \in \mathfrak{C}_{R^{(n-1)}}, \\
z_{j}^{(n)} y & =c^{|I|-j} t^{|I|-n} \in \mathfrak{C}_{R^{(n-1)}}, \\
z_{j}^{(n)} z_{j^{\prime}}^{(n-1)} & =c^{2|I|-j-j^{\prime}} t^{2(|I|-n-1)} \in \mathfrak{C}_{R^{(n-1)}} \text { for all } j^{\prime}=1, \ldots, n,
\end{aligned}
$$

and

$$
z_{j}^{(n-1)}=y z_{j}^{(n)}
$$

for all $j=1, \ldots, n-1$, it follows that

$$
\widetilde{R}=k\left[\left[x, y, z_{1}^{(n)}, \ldots, z_{n}^{(n)}\right]\right],
$$

is a regular $R^{(n-1)}$-submodule of $\overline{R^{(n-1)}}$, and hence $\widetilde{R} \in \mathcal{R}_{R^{(n-1)}}$. Moreover, we have $\widetilde{R} \mathfrak{m}_{R^{(n-1)}} \subset \mathfrak{m}_{R^{(n-1)}}$ as

$$
z_{j}^{(n)} z_{k}^{(n-1)}=c^{2|I|-j-k} t^{2(|I|-n)-1} \in \mathfrak{C}_{R^{(n-1)}}
$$

for all $k=1, \ldots, n-1$ and

$$
\mathfrak{m}_{R^{(n-1)}}=\left\langle x, y, z_{k}^{(n-1)} \mid k=1, \ldots, n-1\right\rangle .
$$

Now we want to show that $\Gamma_{\widetilde{R}}=\Gamma$. On the one hand, we have $\Gamma_{\widetilde{R}} \subset \Gamma$ since for all $j=1, \ldots, n$

$$
\begin{aligned}
\nu\left(z_{j}^{n)}\right) \geq \gamma_{\Gamma_{A^{(n-1)}}}-\mathbf{1} & =(|I|-n)_{i \in I}-\mathbf{1} \\
& =(|I|-n-1)_{i \in I} \\
& =\gamma_{\Gamma}
\end{aligned}
$$

by Equations (8.9) and (8.10).

On the other hand, note that $x^{k} y^{(|I|-1-n-k)} \in R^{(n-1)}$ for all $k=0, \ldots,|I|-1-n$, and we have

$$
x^{k} y^{|I|-1-n-k}=-c^{k} t^{|I|-1-n}+\mathcal{O}\left(t^{\gamma_{R}^{(n-1)}}\right)
$$

Since also $c^{|I|-j} t^{|I|-1-n}=z_{j}^{(n)} \in \widetilde{R}$ for $j=1, \ldots, n$, we have

$$
c^{k} t^{|I|-1-n} \in \widetilde{R}
$$

for all $k=0, \ldots,|I|-1$. Then for any $i \in I$ and for any $k=0, \ldots,|I|-1$ there is an $a_{k}^{(i)} \in k$ such that

$$
t_{i}^{|I|-1-n} \mathbf{e}_{i}=\sum_{k=0}^{|I|-1} a_{k}^{(i)} c^{k} t^{|I|-1-n} \in \widetilde{R}
$$

as the family $\left(c^{k}\right)_{k=0}^{|I|-1}$ is by Lemma 8.4 linearly independent. This implies that $\Gamma=\Gamma^{\prime} \subset \Gamma_{\widetilde{R}}$, and hence

$$
\Gamma=\Gamma_{\widetilde{R}}
$$

So we have $\widetilde{R} \in \mathcal{R}_{A^{(n-1)}}$ with $\widetilde{R} \mathfrak{m}_{R^{(n-1)}} \subset \mathfrak{m}_{R^{(n-1)}}$ and $\Gamma_{\widetilde{R}}=\Gamma_{\mathfrak{m}_{R^{(n-1)}}}-\Gamma_{\mathfrak{m}_{R^{(n-1)}}}$. Thus, Lemma 4.53 yields

$$
\widetilde{R}=\mathfrak{m}_{R^{(n-1)}}: \mathfrak{m}_{R^{(n-1)}}=R^{(n)}
$$

Moreover, we can compute $\mathfrak{i}^{(n)}=\operatorname{ker} \Phi$, where

$$
\begin{aligned}
\Phi: k\left[\left[X, Y, Z_{1}^{(n)}, \ldots, Z_{n}^{(n)}\right]\right] & \rightarrow k\left[\left[x, y, z_{i}^{(n)}, \ldots, z_{n}^{(n)}\right]\right], \\
X & \mapsto x, \\
Y & \mapsto y, \\
Z_{j}^{(n)} & \mapsto z_{j}^{(n)} \text { for any } j=1, \ldots, n .
\end{aligned}
$$

Let $n=|I|-1$. Then Lemma 4.58 yields

$$
\begin{aligned}
\gamma_{\Gamma_{R^{(|I|-1)}}} & =\gamma_{\Gamma_{\mathfrak{m}_{R^{(|I|-2)}}: \mathfrak{m}}{ }_{R^{(|I|-2)}}} \\
& =\gamma_{\Gamma_{\mathfrak{m}_{R^{(|I|-2)}}}}-\mu_{\Gamma_{\mathfrak{m}}}{ }_{R^{(|I|-2)}} \\
& =\gamma_{M_{\Gamma_{R}(|I|-2)}}-\mu_{M_{\Gamma_{R}(|I|-2)}} \\
& =\gamma_{\Gamma_{R^{(|I|-2)}}}-\mu_{M_{\Gamma_{R}(|I|-2)}} \\
& =(|I|-|I|-1)_{i \in I}-\mathbf{1} \\
& =\mathbf{0} .
\end{aligned}
$$

Thus, we have $\gamma_{\Gamma_{R}(|I|-1)}=\mu_{\Gamma_{R}(|I|-1)}$. Then we obtain with Lemma 4.15 and Proposition 4.56 (also see Lemma A.34)

$$
\mathfrak{Q}^{\mu_{\Gamma_{R}(|I|-1)}}=\mathfrak{Q}^{\gamma_{\Gamma}}{ }_{R}(|I|-1), \mathfrak{C}_{R^{(|I|-1)}} \subset R^{(|I|-1)} \subset \mathfrak{Q}^{\mu_{\Gamma_{R}(|I|-1)}},
$$

and hence $R^{(|I|-1)}=\mathfrak{C}_{R^{(|I|-1)}}$. This implies $R^{(|I|-1)}=\overline{R^{(|I|-1)}}$.

### 8.2. Hyperplane Arrangements

In this section we apply the results of Section 8.1 to determine the number of steps needed to compute the normalization of a hyperplane arrangement using the Grauert-Remmert algorithm of Section B.5.2.

Definition 8.6. Let $k$ be a field, and let $V$ be a $k$-vector space of dimension $n$. A hyperplane in $V$ is an affine subspace $H$ of $V$ of dimension $n-1$. A hyperplane arrangement $(\mathcal{A}, V)$ is given by a finite set $\mathcal{A}$ of hyperplanes in $V$. A subarrangement of $(\mathcal{A}, V)$ is a hyperplane arrangement $(\mathcal{B}, V)$ with $\mathcal{B} \subset \mathcal{A}$.

Remark 8.7. Let $k$ be a field, and let $\left(\mathcal{A}, k^{n}\right)$ be an arrangement of hyperplanes. We describe the arrangement $\left(\mathcal{A}, k^{n}\right)$ by its defining polynomial

$$
\mathcal{Q}_{\mathcal{A}}=\prod_{H \in \mathcal{A}} f_{H}
$$

where each factor

$$
\begin{equation*}
f_{H}=\sum_{j=1}^{n} a_{j}^{(H)} X_{j} \in k\left[X_{1}, \ldots, X_{n}\right] \tag{8.12}
\end{equation*}
$$

defines a hyperplane $H \in \mathcal{A}$ (see [37, page 11]). We assume that the hyperplanes in $\mathcal{A}$ are pairwise different, i.e. the family $\left(\left(a_{j}^{(H)}\right)_{j=1, \ldots, n}\right)_{H \in \mathcal{A}}$ is linearly independent. Then the ring

$$
R_{\mathcal{A}}=k\left[X_{1}, \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle
$$

describing $(\mathcal{A}, V)$ is reduced. Moreover, since $k$ is excellent by Theorem B.35, and since $R_{\mathcal{A}}$ is a finitely generated $k$-algebra, it is excellent by Theorem B. 34 (see Definition B.33).

In Theorem 8.14 we determine the number of steps needed in the Grauert-Remmert algorithm to compute the normalization of a hyperplane arrangement. We want to deduce this number from the combinatorics of the arrangement.

Definition 8.8. Let $k$ be a field, let $V$ be a $k$-vector space, and let $(\mathcal{A}, V)$ be an arrangement of hyperplanes. We denote by $L(\mathcal{A})$ the set of all non-empty intersections of elements of $\mathcal{A}$. In particular, $L(\mathcal{A})$ includes $V$ as the intersection of the empty collection of hyperplanes. On $L(\mathcal{A})$ we define a partial order by reverse inclusion, i.e. for $X, Y \in L(\mathcal{A})$ we have $X \leq Y$ if and only if $Y \subset X$.

Definition 8.9. Let $k$ be a field, let $V$ be a $k$-vector space, and let $(\mathcal{A}, V)$ be an arrangement of hyperplanes. A map

$$
\mu_{\mathcal{A}}: L(\mathcal{A}) \times L(\mathcal{A}) \rightarrow \mathbb{Z}
$$

is called Möbius function of the arrangement $(\mathcal{A}, V)$ if for any $X, Y \in L(\mathcal{A})$ we have

$$
\mu_{\mathcal{A}}(X, Y)= \begin{cases}1 & \text { if } X=Y  \tag{8.13}\\ -\sum_{\substack{Z \in L(\mathcal{A}) \\ X \leq Z<Y}} \mu_{\mathcal{A}}(X, Z) & \text { if } X<Y \\ 0 & \text { otherwise }\end{cases}
$$

Remark 8.10. Let $k$ be a field, let $V$ be a $k$-vector space, and let $(\mathcal{A}, V)$ be an arrangement of hyperplanes. Then there is a unique $\operatorname{map} \mu_{\mathcal{A}}: L(\mathcal{A}) \times L(\mathcal{A}) \rightarrow \mathbb{Z}$ satisfying the conditions of Equation (8.13), see [37, page 33].

Definition 8.11. Let $k$ be a field, let $V$ be a $k$-vector space, and let $(\mathcal{A}, V)$ be an arrangement of hyperplanes. For any $X \in L(\mathcal{A})$ we define a subarrangement $\left(\mathcal{A}_{X}, V\right)$ of $(\mathcal{A}, V)$ by

$$
\mathcal{A}_{X}=\{H \in \mathcal{A} \mid X \subset H\}
$$

Remark 8.12. Let $k$ be a field, and let $\left(\mathcal{A}, k^{n}\right)$ be an arrangement of hyperplanes with defining polynomial

$$
\mathcal{Q}_{\mathcal{A}}=\prod_{H \in \mathcal{A}} f_{H}
$$

Let $X \in L(\mathcal{A})$. Then the defining polynomial of the hyperplane arrangement $\left(\mathcal{A}_{X}, k^{n}\right)$ is

$$
\mathcal{Q}_{\mathcal{A}_{X}}=\prod_{\substack{H \in \mathcal{A} \\ X \subset H}} f_{H}
$$

see Remark 8.7.
Proposition 8.13. Let be a field, let $V$ be a $k$-vector space, let $(\mathcal{A}, V)$ be an arrangement of hyperplanes, and let $X \in L(\mathcal{A})$ with $\operatorname{codim} X=2$. Then

$$
\mu(V, X)=\left|\mathcal{A}_{X}\right|-1
$$

Proof. See [37, page 35].
Theorem 8.14. Let $k$ be an algebraically closed field, and let $\left(\mathcal{A}, k^{n}\right)$ be an arrangement of hyperplanes. We write

$$
R_{\mathcal{A}}=k\left[X_{1} \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle
$$

where $\mathcal{Q}_{\mathcal{A}}$ is the defining polynomial of $\mathcal{A}$. Then $\left(R_{\mathcal{A}}\right)^{(q)}$ is normal if and only if

$$
\begin{aligned}
q & \geq \max \left\{\left|\mathcal{A}_{X}\right| \mid X \in L(\mathcal{A}) \text { with } \text { codim } X=2\right\}-1 \\
& =\max \left\{\mu\left(k^{n}, X\right) \mid X \in L(\mathcal{A}) \text { with } \operatorname{codim} X=2\right\}
\end{aligned}
$$

In the following let $k$ be an algebraically closed field, let $V$ be an $n$-dimensional $k$-vector space, and let $(\mathcal{A}, V)$ be an arrangement of hyperplanes such that $|k| \geq|\mathcal{A}|$. We write

$$
R_{\mathcal{A}}=k\left[X_{1} \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle
$$

where $\mathcal{Q}_{\mathcal{A}}$ is the defining polynomial of $\mathcal{A}$.
Remark 8.15. The ring $R_{\mathcal{A}}$ is Cohen-Macaulay by Corollary C. 9 and Proposition C.10. Since $R_{\mathcal{A}}$ is also reduced by definition and excellent by Theorem B.35, it is normalizationfinite by Theorem B.36.

For the proof of Theorem 8.14 we first show that the Grauert-Remmert algorithm behaves well with respect to field extensions.

Lemma 8.16. Any extension field $L$ of $k$ is flat over $k$.
Proof. See [26, Chapitre IV, § 2, no. 4, Proposition 3].
Lemma 8.17. Let $L$ be an extension field of $k$, and let $R$ be a $k$-algebra with $R / \mathfrak{m} \cong k$ for every $\mathfrak{m} \in \operatorname{Max}(R)$. Then for any $\mathfrak{m} \in \operatorname{Max}(R)$ we have $\mathfrak{m} \otimes_{k} L \in \operatorname{Max}\left(R \otimes_{k} L\right)$.

Proof. For every $\mathfrak{m} \in \operatorname{Max}(R)$ there is an exact sequence

$$
0 \rightarrow \mathfrak{m} \rightarrow R \rightarrow R / \mathfrak{m} \rightarrow 0
$$

Since $L$ is flat over $k$ by Lemma 8.16, this yields the exact sequence

$$
0 \rightarrow \mathfrak{m} \otimes_{k} L \rightarrow R \otimes_{k} L \rightarrow(R / \mathfrak{m}) \otimes_{k} L=L \rightarrow 0
$$

Moreover, since $\mathfrak{m} \otimes_{k} L$ is an ideal of $R \otimes_{k} L$, we have the exact sequence

$$
0 \rightarrow \mathfrak{m} \otimes_{k} L \rightarrow R \otimes_{k} L \rightarrow\left(R \otimes_{k} L\right) /\left(\mathfrak{m} \otimes_{k} L\right) \rightarrow 0
$$

This implies that

$$
\left(R \otimes_{k} L\right) /\left(\mathfrak{m} \otimes_{k} L\right)=(R / \mathfrak{m}) \otimes_{k} L
$$

is a field, and hence $\mathfrak{m} \otimes_{k} L \in \operatorname{Max}\left(R \otimes_{k} L\right)$.
Lemma 8.18. Let $L$ be an extension field of $k$, and let $R$ be a $k$-algebra. If $\mathfrak{i}$ is an ideal of $R$, then $\sqrt{\mathfrak{i} \otimes_{k} L}=\sqrt{\mathfrak{i}} \otimes_{k} L$.

Proof. We first show that

$$
\begin{equation*}
\mathfrak{i} \otimes_{k} L \subset \sqrt{\mathfrak{i}} \otimes_{k} L \subset \sqrt{\mathfrak{i} \otimes_{k} L} \tag{8.14}
\end{equation*}
$$

The first inclusion follows from Lemma 8.16. For the second let $\sum_{i=1}^{N} f_{i} \otimes a_{i} \in \sqrt{\mathfrak{i}} \otimes_{k} L$. Then for every $i=1, \ldots, N$ there is a $d_{i}>0$ such that $f_{i}^{d_{i}} \in \mathfrak{i}$. Set $d=\max _{i=1, \ldots, N} d_{i}$. Then $f_{i}^{d} \in \mathfrak{i}$ for each $i=1, \ldots, N$. Moreover, we have

$$
\left(\sum_{i=1}^{N} f_{i} \otimes a_{i}\right)^{N d}=\sum_{|\alpha|=N d} b_{\alpha} \prod_{i=1}^{N} f_{i}^{\alpha_{i}} \otimes \prod_{i=1}^{N} a_{i}^{\alpha_{i}}
$$

with some coefficients $b_{\alpha} \in k$. Now $|\alpha|=N d$ implies that there is a $j \in\{1, \ldots, N\}$ such that $\alpha_{j} \geq d$, and hence $f_{j}^{\alpha_{j}} \in \mathfrak{i}$. Thus, we have

$$
\prod_{i=1}^{N} f_{i}^{\alpha_{i}}=f_{j}^{\alpha_{j}} \prod_{i \in\{1, \ldots, N\} \backslash\{j\}} f_{i}^{\alpha_{i}} \in \mathfrak{i},
$$

and therefore

$$
\left(\sum_{i=1}^{N} f_{i} \otimes a_{i}\right)^{N d} \in \mathfrak{i} \otimes_{k} L
$$

This implies

$$
\sum_{i=1}^{N} f_{i} \otimes a_{i} \in \sqrt{\mathfrak{i} \otimes_{k} L}
$$

and hence

$$
\sqrt{\mathfrak{i}} \otimes_{k} L \subset \sqrt{\mathfrak{i} \otimes_{k} L}
$$

Next we want to show that $\sqrt{\mathfrak{i}} \otimes_{k} L$ is a radical ideal in $R \otimes_{k} L$. Then Equation (8.14) implies

$$
\sqrt{\mathfrak{i} \otimes_{k} L} \subset \sqrt{\sqrt{\mathfrak{i}} \otimes_{k} L} \subset \sqrt{\mathfrak{i} \otimes_{k} L}
$$

and therefore

$$
\sqrt{\mathfrak{i} \otimes_{k} L}=\sqrt{\sqrt{\mathfrak{i}} \otimes_{k} L}=\sqrt{\mathfrak{i}} \otimes_{k} L
$$

Since $L$ is flat over $k$ by Lemma 8.16, the exact sequence

$$
0 \rightarrow \sqrt{\mathfrak{i}} \rightarrow R \rightarrow R / \sqrt{\mathfrak{i}} \rightarrow 0
$$

yields an exact sequence

$$
0 \rightarrow \sqrt{\mathfrak{i}} \otimes_{k} L \rightarrow R \otimes_{k} L \rightarrow(R / \sqrt{\mathfrak{i}}) \otimes_{k} L \rightarrow 0
$$

As $\mathfrak{i} \otimes_{k} L$ is an ideal of $R \otimes_{k} L$, the exact sequence

$$
0 \rightarrow \sqrt{\mathfrak{i}} \otimes_{k} L \rightarrow R \otimes_{k} L \rightarrow\left(R \otimes_{k} L\right) /\left(\sqrt{\mathfrak{i}} \otimes_{k} L\right) \rightarrow 0
$$

implies

$$
\begin{equation*}
\left(R \otimes_{k} L\right) /\left(\sqrt{\mathfrak{i}} \otimes_{k} L\right)=(R / \sqrt{\mathfrak{i}}) \otimes_{k} L \tag{8.15}
\end{equation*}
$$

Now $R / \sqrt{\mathfrak{i}}$ is a reduced $k$-algebra as $\sqrt{\mathfrak{i}}$ is a radical ideal. Since $k$ is a perfect field, and since $L$ is a reduced $k$-algebra, $\left(R \otimes_{k} L\right) /\left(\sqrt{\mathfrak{i}} \otimes_{k} L\right)$ is by Equation (8.15) and Theorem A. 8 reduced, as well. This implies that $\sqrt{\mathfrak{i}} \otimes_{k} L$ is a radical ideal in $R \otimes_{k} L$.

Lemma 8.19. Let $L$ be an extension field of $k$, and let $R$ be a $k$-algebra. Suppose that $R$ and $R \otimes_{k} L$ are reduced excellent rings, and let $\mathfrak{i}$ be a test ideal for $R$ (see Definition B.47) such that $\mathfrak{i} \otimes_{k} L$ is a test ideal for $R \otimes_{k} L$. Then

$$
\begin{equation*}
\left(R \otimes_{k} L\right)^{(1)}=\operatorname{End}_{R \otimes_{k} L}\left(\mathfrak{i} \otimes_{k} L\right)=\operatorname{End}_{R}(\mathfrak{i}) \otimes_{k} L=R^{(1)} \otimes_{k} L, \tag{8.16}
\end{equation*}
$$

and the test ideal for $\left(R \otimes_{k} L\right)^{(1)}$ used in the Grauert-Remmert algorithm is

$$
\sqrt{\left(\mathfrak{i} \otimes_{k} L\right)\left(\left(R \otimes_{k} L\right)^{(1)}\right)}=\sqrt{\mathfrak{i} R^{(1)}} \otimes_{k} L .
$$

Proof. First note that

$$
\begin{equation*}
\mathfrak{i} \otimes_{k} L=\mathfrak{i} \otimes_{R} R \otimes_{k} L \tag{8.17}
\end{equation*}
$$

Since $L$ is flat over $k$ by Lemma 8.16 , also $R \otimes_{k} L$ is flat over $R$ by Lemma A.9. Moreover, $\mathfrak{i}$ is finitely presented as an $R \otimes_{k} L$-module by Remark A. 41 since excellent rings are Noetherian (see Definition B.33). Thus, Equation (8.17) and Proposition A. 40 yield

$$
\begin{aligned}
\operatorname{End}_{R}(\mathfrak{i}) \otimes_{k} L & =\operatorname{End}_{R}(\mathfrak{i}) \otimes_{R} R \otimes_{k} L \\
& =\operatorname{End}_{R \otimes_{k} L}\left(\mathfrak{i} \otimes_{R} R \otimes_{k} L\right) \\
& =\operatorname{End}_{R \otimes_{k} L}\left(\mathfrak{i} \otimes_{k} L\right)
\end{aligned}
$$

Then Equation (8.16) and Lemma 8.18 yield

$$
\begin{aligned}
\sqrt{\left(\mathfrak{i} \otimes_{k} L\right)\left(\left(R \otimes_{k} L\right)^{\prime}\right)} & =\sqrt{\left(\mathfrak{i} \otimes_{k} L\right)\left(R^{\prime} \otimes_{k} L\right)} \\
& =\sqrt{\mathfrak{i} R^{\prime} \otimes_{k} L} \\
& =\sqrt{\mathfrak{i} R^{\prime}} \otimes_{k} L
\end{aligned}
$$

Remark 8.20. Note that in Lemma 8.19 the reducedness of $R \otimes_{k} L$ follows from the reducedness of $R$ and $L$, see Theorem A.8.

Lemma 8.21. Let $L$ be an extension field of $k$, and let $R$ be a $k$-algebra. Suppose that $R$ and $R \otimes_{k} L$ are reduced excellent rings, and let $\mathfrak{i}$ be a test ideal for $R$ (see Definition B.47) such that $\mathfrak{i} \otimes_{k} L$ is a test ideal for $R \otimes_{k} L$. Then $R \otimes_{k} L$ is normal if and only if $R$ is normal.

Proof. By Theorem B. 48 the ring $R \otimes_{k} L$ is normal if and only if $R \otimes_{k} L=\operatorname{End}_{R \otimes_{k} L}\left(\mathfrak{i} \otimes_{k} L\right)$. By Lemma 8.19 this is equivalent to $R=\operatorname{End}_{R}(\mathfrak{i})$, and hence to $R$ being normal by Theorem B.48.

Lemma 8.22. Let $L$ be an extension field of $k$, and let $R$ be a $k$-algebra. Suppose that $R$ and $R \otimes_{k} L$ are reduced excellent rings, and let $\mathfrak{i}$ be a test ideal for $R$ (see Definition B.47) such that $\mathfrak{i} \otimes_{k} L$ is a test ideal for $R \otimes_{k} L$. Then

$$
\left(R \otimes_{k} L\right)^{(q)}=R^{(q)} \otimes_{k} L
$$

and

$$
\left(\mathfrak{i} \otimes_{k} L\right)^{(q)}=\mathfrak{i}^{(q)} \otimes_{k} L
$$

for every $q \geq 0$.
Proof. This follows inductively from Lemma 8.19 and Proposition B.57.
Using Proposition B. 58 we want to apply the Grauert-Remmert algorithm locally to $R_{\mathcal{A}}$. By Lemma B.61.(4) we only have to consider $\operatorname{Sing}\left(R_{\mathcal{A}}\right)$ (see Definition B.38).

Lemma 8.23. Let $\mathfrak{p}$ be a prime ideal of $R_{\mathcal{A}}$. Then $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ if and only if there are $H, H^{\prime} \in \mathcal{A}$ with $H \neq H^{\prime}$ such that $f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle, f_{H^{\prime}}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}$.

Proof. Let $\mathfrak{p}$ be a prime ideal of $R_{\mathcal{A}}$. Since $R_{\mathcal{A}}=k\left[X_{1}, \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle$ with $\mathcal{Q}_{\mathcal{A}}=\prod_{H \in \mathcal{A}} f_{H}$, there is by Proposition A.10.(3) a prime ideal $\mathfrak{q}$ of $k\left[X_{1}, \ldots, X_{n}\right]$ with $\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \subset \mathfrak{q}$ such that $\mathfrak{q} /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle=\mathfrak{p}$. Since $\mathcal{Q}_{\mathcal{A}}=\prod_{H \in \mathcal{A}} f_{H}$, there is at least one $H \in \mathcal{A}$ with $f_{H} \in \mathfrak{q}$.

Suppose that there is exactly one $H \in \mathcal{A}$ with $f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}$. After a linear coordinate change we may assume that $f_{H}=X_{1}$. Then Theorem A. 36 yields

$$
\begin{aligned}
\left(R_{\mathcal{A}}\right)_{\mathfrak{p}} & =\left(k\left[X_{1}, \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle\right)_{\mathfrak{p}} \\
& =\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} / \mathcal{Q}_{\mathcal{A}}\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} \\
& =\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} / X_{1}\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} \\
& =\left(k\left[X_{1}, \ldots, X_{n}\right] / X_{1}\right)_{\overline{\mathfrak{q}}} \\
& =\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\overline{\mathfrak{q}}},
\end{aligned}
$$

where $\overline{\mathfrak{q}}$ is the image of $\mathfrak{q}$ in $k\left[X_{1}, \ldots, X_{n}\right] / X_{1}=k\left[X_{2}, \ldots, X_{n}\right]$. The ring $k\left[X_{2}, \ldots, X_{n}\right]$ is regular (see [38, Theorem 2.2.13]. So if $\mathfrak{m}$ is a maximal ideal of $k\left[X_{2}, \ldots, X_{n}\right]$ containing $\overline{\mathfrak{q}}$, then $\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\mathfrak{m}}$ is regular. Since $\overline{\mathfrak{q}}\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\mathfrak{m}}$ is by Proposition A.20.(2) a prime ideal of $\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\mathfrak{m}}$, also the ring

$$
\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\overline{\mathfrak{q}}}=\left(\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\mathfrak{m}}\right)_{\overline{\mathfrak{q}}\left(k\left[X_{2}, \ldots, X_{n}\right]\right)_{\mathfrak{m}}}
$$

(see Corollary A. 23 for the equality) is regular (see [38, Corollary 2.2.9]). This implies $\mathfrak{p} \notin \operatorname{Sing}\left(R_{\mathcal{A}}\right)$.

Now suppose that there are $H, H^{\prime} \in \mathcal{A}$ with $H \neq H^{\prime}$ such that $f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle, f_{H^{\prime}}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}$. Then Theorem A. 36 yields

$$
\begin{aligned}
\left(R_{\mathcal{A}}\right)_{\mathfrak{p}} & =\left(k\left[X_{1}, \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle_{\mathfrak{p}}\right) \\
& =\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} / \mathcal{Q}_{\mathcal{A}}\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} \\
& =\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}} / \prod_{f_{H^{\prime \prime} \in \mathfrak{q}}} f_{H^{\prime \prime}}\left(k\left[X_{1}, \ldots, X_{n}\right]\right)_{\mathfrak{q}}
\end{aligned}
$$

Since $f_{H}, f_{H^{\prime}} \in \mathfrak{q}$, this implies that the images of $f_{H}$ and $f_{H^{\prime}}$ are non-zero but zerodivisors in $\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}$. Thus, $\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}$ is not regular (see [38, Proposition 2.2.3]), i.e. $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$.

In fact, since $R_{\mathcal{A}}$ is Cohen-Macaulay by Remark 8.15, it suffices by Proposition C. 12 to consider only prime ideals $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$.

Lemma 8.24. Let $\mathfrak{p}$ be a prime ideal of $R_{\mathcal{A}}$. Then $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$ if and only if there are $H, H^{\prime} \in \mathcal{A}$ with $H \neq H^{\prime}$ such that $\mathfrak{p}=\left\langle f_{H}, f_{H^{\prime}}\right\rangle R_{\mathcal{A}}$. In particular, for every $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$ there is a linear coordinate change $X_{i}+\left\langle Q_{\mathcal{A}}\right\rangle \mapsto y_{i}$, $i=1, \ldots, n$, such that $\mathfrak{p}=\left\langle y_{1}, y_{2}\right\rangle$.

Proof. By Lemma 8.23 we have $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ if and only if there are $H, H^{\prime} \in \mathcal{A}$ with $H \neq H^{\prime}$ such that $f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle, f_{H^{\prime}}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}$. After a linear coordinate change we may assume that $f_{H}=X_{1}$ and $f_{H^{\prime}}=X_{2}$. Then $\left\langle X_{1}, X_{2}\right\rangle$ is a prime ideal of $k\left[X_{1}, \ldots, X_{n}\right]$ containing $\mathcal{Q}_{\mathcal{A}}$. Therefore, $\left\langle X_{1}, X_{2}\right\rangle R_{\mathcal{A}}$ is by Proposition A.10.(3) a prime ideal of $R_{\mathcal{A}}$. The claim follows since height $\left\langle X_{1}, X_{2}\right\rangle R_{\mathcal{A}}=1$.

Lemma 8.25. There is a bijection

$$
\begin{aligned}
\left\{\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right) \mid \text { height } \mathfrak{p}=1\right\} & \rightarrow\{X \in L(\mathcal{A}) \mid \operatorname{codim} X=2\}, \\
\mathfrak{p} & \mapsto X_{\mathfrak{p}}=\bigcap_{\substack{H \in \mathcal{A} \\
f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}}} H, \\
\left\langle f_{H} \mid X \subset H\right\rangle R_{\mathcal{A}} & \leftrightarrow X .
\end{aligned}
$$

Proof. Let $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$. By Lemma 8.24 there are $H, H^{\prime} \in \mathcal{A}$ with $H \neq H^{\prime}$ such that $\mathfrak{p}=\left\langle f_{H}, f_{H^{\prime}}\right\rangle R_{\mathcal{A}}$. Then for any $H^{\prime \prime} \in \mathcal{A}$ we have $f_{H^{\prime \prime}}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}$ if and only if $f_{H^{\prime \prime}} \in\left\langle f_{H}, f_{H^{\prime}}\right\rangle$. This implies

$$
X_{\mathfrak{p}}=H \cap H^{\prime} .
$$

In particular, codim $X_{\mathfrak{p}}=2$.
Conversely, let $X \in L(\mathcal{A})$ with $\operatorname{codim} X=2$. Then there are $H, H^{\prime} \in \mathcal{A}$ with $H \neq H^{\prime}$ such that $X=H \cap H^{\prime}$. Thus, for any $H^{\prime \prime} \in \mathcal{A}$ with $X \subset H^{\prime \prime}$ we have $f_{H^{\prime \prime}} \in\left\langle f_{H}, f_{H^{\prime}}\right\rangle$. This implies

$$
\left.\left\langle f_{H^{\prime \prime}}\right| H^{\prime \prime} \in \mathcal{A} \text { with } X \subset H^{\prime \prime}\right\rangle R_{\mathcal{A}}=\left\langle f_{H}, f_{H^{\prime}}\right\rangle R_{\mathcal{A}} .
$$

Moreover, we have by Lemma $8.23\left\langle f_{H}, f_{H^{\prime}}\right\rangle R_{\mathcal{A}} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\left\langle f_{H}, f_{H^{\prime}}\right\rangle=1$.
Lemma 8.26. Let $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$. Then for any $q \geq 0$ the ring $\left(\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}\right)^{(q)}$ is normal if and only if

$$
q \geq\left|\mathcal{A}_{X_{\mathfrak{p}}}\right|-1
$$

where

$$
X_{\mathfrak{p}}=\bigcap_{\substack{H \in \mathcal{A} \\ f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}}} H \in L(\mathcal{A}) .
$$

Proof. Let $q \geq 0$, and let $\mathfrak{q}$ be a prime ideal of $\left(R_{\mathcal{A}}\right)^{(q)}$ with $\mathfrak{q} \cap R_{\mathcal{A}}=\mathfrak{p}$ (see Proposition B. 57 and Theorem B.12). Since height $\mathfrak{p}=1$, we may by Lemma 8.24 assume that $\mathfrak{p}=\left\langle x_{1}, x_{2}\right\rangle$, where for any $j=1, \ldots, n$ we set $x_{j}=X_{j}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle$. Moreover, Lemma B. 18 yields height $\mathfrak{q}=1$.

Let $H \in \mathcal{A}$. If $\overline{f_{H}}=f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}$, then there is a $g \in k\left[X_{1}, \ldots, X_{n}\right]$ such that

$$
f_{H}\left(1+g \prod_{H^{\prime} \in \mathcal{A} \backslash\{H\}} f_{H^{\prime}}\right)=f_{H}+g \mathcal{Q}_{\mathcal{A}} \in\left\langle X_{1}, X_{2}\right\rangle .
$$

This implies

$$
f_{H} \in\left\langle X_{1}, X_{2}\right\rangle
$$

since $\left\langle X_{1}, X_{2}\right\rangle$ is a prime ideal and $1+g \prod_{H^{\prime} \in \mathcal{A} \backslash\{H\}} f_{H^{\prime}} \notin\left\langle X_{1}, X_{2}\right\rangle$. If $\overline{f_{H}} \notin \mathfrak{p}$, then $f_{H} \in\left(k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle}\right)^{*}$, and hence

$$
\mathcal{Q}_{\mathcal{A}} k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle}=f k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle}
$$

with

$$
\begin{equation*}
f=\prod_{\substack{H \in \mathcal{A} \\ f_{H} \in\left\langle X_{1}, X_{2}\right\rangle}} f_{H}=\prod_{\substack{H \in \mathcal{A} \\ f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}}} . \tag{8.18}
\end{equation*}
$$

Therefore, Theorem A. 36 yields

$$
\begin{aligned}
\left(R_{\mathcal{A}}\right)_{\mathfrak{p}} & =\left(k\left[X_{1}, \ldots, X_{n}\right] /\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle\right)_{\left\langle x_{1}, x_{2}\right\rangle} \\
& =k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle} / \mathcal{Q}_{\mathcal{A}} k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle} \\
& =k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle} / f k\left[X_{1}, \ldots, X_{n}\right]_{\left\langle X_{1}, X_{2}\right\rangle} \\
& =\left(k\left[X_{1}, X_{2}\right]_{\left\langle X_{1}, X_{2}\right\rangle} \otimes_{k} L\right) /\left(f k\left[X_{1}, X_{2}\right]_{\left\langle X_{1}, X_{2}\right\rangle} \otimes_{k} L\right) \\
& =R \otimes_{k} L
\end{aligned}
$$

with

$$
L=k\left(X_{3}, \ldots, X_{n}\right)
$$

and

$$
R=\left(k\left[X_{1}, X_{2}\right] /\langle f\rangle\right)_{\left\langle x_{1}, x_{2}\right\rangle},
$$

where by abuse of notation we consider $f \in k\left[X_{1}, X_{2}\right]$, and we write $x_{j}=X_{j}+\langle f\rangle$ for $j=1,2$.

Since $\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}$ and $R$ are local rings, Lemma 8.17 yields $\mathfrak{p}\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}=\mathfrak{m} \otimes_{k} L$, where $\mathfrak{m}$ is the maximal ideal of $R$. Moreover, $\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}$ and $R$ are by Theorems B. 34 and B. 35 reduced excellent rings. Hence, by Remark B. $49 \mathfrak{p}\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}$ is the unique test ideal for $\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}$, and $\mathfrak{m}$ is the unique test ideal for $R$. Then Lemma 8.22 yields for any $q \geq 0$

$$
\left(\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}\right)^{(q)}=R^{(q)} \otimes_{k} L
$$

Thus, $\left(\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}\right)^{(q)}$ is by Lemmas 8.21 and 8.22 normal if and only if $R^{(q)}$ is normal.
By Theorem B.36.(3) $R^{(q)}$ is normal if and only if $\widehat{R^{(q)}}$ is normal, and Proposition B. 54 yields $\widehat{R^{(q)}}=\widehat{R}^{(q)}$. Moreover, with

$$
\widehat{R}=k\left[\left[X_{1}, X_{2}\right]\right] /\langle f\rangle
$$

Equation (8.18), Theorem 8.2, Remark 8.12, and Lemma 8.25 imply that $\widehat{R}^{(q)}$ is normal if and only if

$$
\begin{aligned}
q & \geq\left|\left\{H \in \mathcal{A} \mid f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}\right\}\right|-1 \\
& =\left|\mathcal{A}_{X_{\mathfrak{p}}}\right|-1
\end{aligned}
$$

where

$$
X_{\mathfrak{p}}=\bigcap_{\substack{H \in \mathcal{A} \\ f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}}} H \in L(\mathcal{A})
$$

Proof of Theorem 8.14. Since $R_{\mathcal{A}}$ is Cohen-Macaulay by Remark 8.15, it satisfies Serre's condition $\left(\mathrm{S}_{2}\right)$ by Corollary C.5. Then for any $q \geq 0$ the $\operatorname{ring}\left(R_{\mathcal{A}}\right)^{(q)}$ satisfies Serre's condition $\left(\mathrm{S}_{2}\right)$ by Lemma A.27, Theorem B.34, and Propositions B.46.(1) and B.57. Hence, $\left(R_{\mathcal{A}}\right)^{(q)}$ is by Lemma B.61.(1) normal if and only if it satisfies Serre's condition $\left(\mathrm{R}_{1}\right)$. By Lemma B.61.(4) and Proposition C. 12 this is equivalent to $\left(\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}\right)^{(q)}$ being normal for every $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$.

Let $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$. Then $\left(\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}\right)^{(q)}$ is by Lemma 8.26 normal if and only if

$$
q \geq\left|\mathcal{A}_{X_{\mathfrak{p}}}\right|-1
$$

where

$$
X_{\mathfrak{p}}=\bigcap_{\substack{H \in \mathcal{A} \\ f_{H}+\left\langle\mathcal{Q}_{\mathcal{A}}\right\rangle \in \mathfrak{p}}} H \in L(\mathcal{A})
$$

By Lemma 8.25 this implies that $\left(\left(R_{\mathcal{A}}\right)_{\mathfrak{p}}\right)^{(q)}$ is normal for every $\mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right)$ with height $\mathfrak{p}=1$ if and only if

$$
\begin{aligned}
q & \geq \max \left\{\left|\mathcal{A}_{X_{\mathfrak{p}}}\right| \mid \mathfrak{p} \in \operatorname{Sing}\left(R_{\mathcal{A}}\right) \text { with height } \mathfrak{p}=1\right\}-1 \\
& =\max \left\{\left|\mathcal{A}_{X}\right| \mid X \in L(\mathcal{A}) \text { with codim } X=2\right\}-1 \\
& =\max \left\{\mu\left(k^{n}, X\right) \mid X \in L(\mathcal{A}) \text { with } \operatorname{codim} X=2\right\},
\end{aligned}
$$

where the last equality follows from Lemma 8.13.

## A. Commutative Algebra

Theorem A.1. Any homomorphic image of a Noetherian ring is Noetherian. Furthermore, if $R$ is a Noetherian ring, and $A$ is a finitely generated algebra over $R$, then $A$ is Noetherian.

Proof. See [39, Corollary 1.3].
Theorem A. 2 (Prime Avoidance). Let $\mathfrak{i}_{1}, \ldots, \mathfrak{i}_{n}, \mathfrak{j}$ be ideals of a ring $R$, and suppose that $\mathfrak{j} \subset \bigcup_{i=1}^{n} \mathfrak{i}_{i}$.If at most two of the ideals $\mathfrak{i}_{i}, \mathfrak{i}=1, \ldots, n$ are not prime, then $\mathfrak{j}$ is contained in one of the $\mathfrak{i}_{i}$.

Proof. See [39, Lemma 3.3].
Lemma A.3. Let $R$ be a ring, and let $\mathfrak{i}_{1}, \ldots, \mathfrak{i}_{n}$ be ideals of $R$ such that $\bigcap_{i=1}^{n} \mathfrak{i}_{i}=0$. If $R / \mathfrak{i}_{i}$ is Noetherian for all $i=1, \ldots, n$, then $R$ is Noetherian.
Proof. Since $\bigcap_{i=1}^{n} \mathfrak{i}_{i}=0$, the canonical map

$$
\begin{aligned}
\phi: & \rightarrow \prod_{i=1}^{n} R / \mathfrak{i}_{i}, \\
x & \mapsto\left(x+\mathfrak{i}_{i}\right)_{i=1, \ldots, n},
\end{aligned}
$$

is injective.
Let $\mathfrak{j}_{1} \subset \mathfrak{j}_{2} \subset \ldots$ be an ascending chain of ideals in $R$. Then for any $i=1, \ldots, n$ there is an ascending chain $\mathfrak{j}_{1}+\mathfrak{i}_{i} \subset \mathfrak{j}_{2}+\mathfrak{i}_{i} \subset \ldots$ of ideals of $R / \mathfrak{i}_{i}$. Since $R / \mathfrak{i}_{i}$ is Noetherian, there is $n_{i}$ such that $\mathfrak{j}_{n_{i}}+\mathfrak{i}_{i}=\mathfrak{j}_{n_{i}+1}+\mathfrak{i}_{i}=\ldots$. This implies

$$
\phi\left(\mathfrak{j}_{\max _{i=1, \ldots, n} n_{i}}\right)=\phi\left(\mathfrak{j}_{\left(\max _{i=1, \ldots, n} n_{i}\right)+1}\right)=\ldots
$$

Since $\phi$ is injective, this implies that $R$ is Noetherian.
Theorem A. 4 (Krull Intersection Theorem). Let $R$ be a Noetherian ring, and let $\mathfrak{i}$ be an ideal of $R$. If $M$ is a finitely generated $R$-module, then there is an element $r \in \mathfrak{i}$ such that

$$
(1-r)\left(\bigcap_{i=i}^{\infty} \mathfrak{i}^{i} M\right)=0 .
$$

If $R$ is a domain or a local ring, then

$$
\bigcap_{i=1}^{\infty} \mathfrak{i}^{i}=0
$$

Proof. See [39, Corollary 5.4].

Corollary A.5. Let $R$ be a Noetherian ring, and let $\mathfrak{i}$ be a proper ideal of $R$. Then

$$
\bigcap_{i=1}^{\infty} \mathfrak{i}^{i} \subset R \backslash R^{\mathrm{reg}} .
$$

Proof. Since $R$ is a finitely generated $R$-module, Theorem A. 4 yields an $r \in \mathfrak{i}$ such that

$$
(1-r)\left(\bigcap_{i=i}^{\infty} \mathfrak{i}^{i}\right)=0 .
$$

Since $\mathfrak{i}$ is a proper ideal of $R$, we have $r \neq 1$, and hence $1-r \neq 0$. Thus, every element in ( $\bigcap_{i=i}^{\infty} i^{i}$ ) is a zerodivisor.

Lemma A.6. Let $\left(R_{i}\right)_{i \in I}$ be a finite family of rings, and let $R=\prod_{i \in I} R_{i}$. For $j \in I$, we denote by

$$
\operatorname{pr}_{j}: R=\prod_{i \in I} R_{i} \rightarrow R_{j}
$$

the projection.
(1) Let $\mathfrak{q}$ be a prime ideal of $R$. Then there is a $j \in I$ such that

$$
\operatorname{pr}_{j}(\mathfrak{q}) \in \operatorname{Spec}\left(R_{j}\right)
$$

and

$$
\operatorname{pr}_{i}(\mathfrak{q})=R_{i}
$$

for all $i \in I \backslash\{j\}$.
(2) There is a bijection

$$
\operatorname{Spec}(R) \rightarrow \bigsqcup_{i \in I} \operatorname{Spec}\left(R_{i}\right)
$$

which is induced by the bijections

$$
\begin{aligned}
\left\{\mathfrak{q} \in \operatorname{Spec}(R) \mid \operatorname{pr}_{j}(\mathfrak{q}) \in \operatorname{Spec}\left(R_{j}\right)\right\} & \rightarrow \operatorname{Spec}\left(R_{j}\right), \\
\mathfrak{q} & \mapsto \operatorname{pr}_{j}(\mathfrak{q}), \\
\mathfrak{p} \times \prod_{i \in I \backslash\{j\}} R_{i} & \leftrightarrow \mathfrak{p}
\end{aligned}
$$

for $j \in I$. In particular, for any $i \in I$ we have

$$
\text { height } \mathfrak{q}=\text { height } \mathrm{pr}_{i}(\mathfrak{q})
$$

Proof. (1) Let $\mathfrak{q}$ be a prime ideal of $R$. Then

$$
R / \mathfrak{q}=\prod_{i \in I}\left(R_{i} / \operatorname{pr}_{i}(\mathfrak{q})\right)
$$

is a domain. This implies that there is $j \in I$ such that

$$
R_{i} / \operatorname{pr}_{i}(\mathfrak{q})=0
$$

for all $i \in I \backslash\{j\}$, and hence

$$
\operatorname{pr}_{i}(\mathfrak{q})=R_{i}
$$

for all $i \in I \backslash\{j\}$. This implies

$$
R / \mathfrak{q} \cong R_{j} / \operatorname{pr}_{j}(\mathfrak{q}),
$$

and hence $R_{j} / \operatorname{pr}_{j}(\mathfrak{q})$ is a domain. Thus, $\operatorname{pr}_{j}(\mathfrak{q})$ is a prime ideal of $R_{j}$.
(2) The statement follows from (1) since for any prime ideal $\mathfrak{p}$ of $R_{i}$ we obviously have

$$
\mathfrak{p} \times \prod_{i \in I \backslash\{j\}} R_{i} \in \operatorname{Spec}(R) .
$$

Lemma A.7. Let $R$ and $A$ be rings, let $\phi: R \rightarrow A$ be a ring homomorphism. If $A$ is flat as an $R$-module (with respect to $\phi$ ), then $\phi\left(R^{\text {reg }}\right) \subset A^{\text {reg }}$.

Proof. An element $x \in R$ is regular if and only if multiplication by $x$ defines an injective ring homomorphism $\phi_{x}: R \rightarrow R$. If $A$ is flat, tensoring by $A$ yields an injective ring homomorphism $\phi_{x} \otimes 1: R \otimes_{R} A \rightarrow R \otimes_{R} A$, see [40, Proposition 2.19]. The claim follows since we can identify $R \otimes_{R} A$ with $A$ and $\phi_{x} \otimes 1$ with multiplication by $\alpha(x)$.

Theorem A.8. Let $k$ be a perfect field, and let $R$ and $S$ be two reduced $k$-algebras. Then $R \otimes_{k} S$ is reduced.

Proof. See [41, Chapitre V, §15, no. 5, Theorem 3.(d)].
Lemma A.9. Let $R$ be a ring, and let $A$ be an $R$-algebra, and let $M$ be a flat $R$-module. Then $M \otimes_{R} A$ is a flat $A$-module.

Proof. See [42, Chapter 2, (3.C)].
Proposition A.10. Let $R$ and $A$ be rings, and let $\phi: R \rightarrow A$ be a ring homomorphism.
(1) There is an injective map from the set of ideals of $R$ into the set of ideals of $A$ given by

$$
\mathfrak{i} \mapsto \phi(\mathfrak{i}) A .
$$

(2) There is a surjective map from the set of ideals of $A$ onto the set of ideals of $R$ given by

$$
\mathfrak{j} \mapsto \phi^{-1}(\mathfrak{j}),
$$

and sending prime ideals to prime ideals.
(3) If $\phi$ is surjective, then the maps given in (1) and (2) yield mutually inverse bijections between the set of ideals of $R$ containing $\operatorname{ker} \phi$ and the set of ideals of $A$, where prime ideals correspond to prime ideals.

Proof. See [40, page 9].
Lemma A.11. Let $A$ be a ring, let $I$ be a finite set, and let $\left(R_{i}\right)_{i \in I}$ be a family of subrings of $A$. Then $R=\bigcap_{i \in I} R_{i}$ is a subring of $A$ with $R^{*}=\bigcap_{i \in I}\left(R_{i}\right)^{*}$.

Proof. We obviously have $0,1 \in R$. Let $x, y \in R$. Then $x, y \in R_{i}$ for all $i \in I$, and hence $x+y, x y \in \bigcap_{i \in I} R_{i}=R$. For any $i \in I$ there is an $x_{i} \in R_{i}$ with $x+x_{i}=0$. Since these equations also hold in $A$, we have $x_{i}=-x \in \bigcap_{j \in I} R_{j}=R$ for every $i \in I$ by uniqueness of inverse elements. Thus, $R$ is a subring of $A$.

Let now $x \in R^{*}$. Then there is a $z \in R=\bigcap_{i \in I} R_{i}$ with $x z=1$. Thus, $x \in \bigcap_{i \in I}\left(R_{i}\right)^{*}$.
Conversely, let $x \in \bigcup_{i \in I}\left(R_{i}\right)^{*}$. Then for any $i \in I$ there is a $z_{i} \in R_{i}$ with $x z_{i}=1$. This implies $x \in A^{*}$, and hence $z_{i}=x^{-1}$ for all $i \in I$. In particular, $x^{-1} \in R^{*}$.

Theorem A.12. Let $R$ be a semilocal ring with Jacobson radical $\mathfrak{j}_{R}$, and let $A$ be a finite $R$-algebra containing $R$. Then $A$ is semilocal with Jacobson radical $\mathfrak{j}_{A}=\sqrt{\mathfrak{j}_{R} A}$.

Proof. See [43, § 6, Theorem 15].
Lemma A.13. Let $R$ be a ring, let $\mathfrak{i}$ be an ideal of $R$, let $x \in \mathfrak{i}$, and let $y \in R \backslash \mathfrak{i}$. Then $x+y \in R \backslash \mathfrak{i}$.

Proof. Since $x \in \mathfrak{i}$, also $-x \in \mathfrak{i}$. So if $x+y \in \mathfrak{i}$, then $y=x+y-x \in \mathfrak{i}$, contradicting the assumption.

## A.1. Large Jacobson Radical

Proposition A.14. Let $R$ be a ring with Jacobson radical $\mathfrak{j}_{R}$, and let $x \in R$. Then $x \in \mathfrak{j}_{R}$ if and only if $1+x y$ is a unit in $R$ for all $y \in R$.

Proof. See [30, Section 7, page 422].
Proposition A.15. Let $R$ be a ring with Jacobson radical $\mathfrak{j}_{R}$. Then the following are equivalent:
(a) Any prime ideal of $R$ containing $\mathfrak{j}_{R}$ is maximal.
(b) For each $x \in R$ there is $y \in R$ such that for all $z \in A$ and for all units $r \in R^{*}$ both $x+r y$ and $1+z x y$ are units in $R$.
(c) For each $x \in R$ there is a $y \in R$ such that $x+y$ is a unit in $R$ and $x y \in \mathfrak{j}_{R}$.

Proof. See [30, Proposition 19].
Definition A.16. A ring $R$ is said to have a large Jacobson radical if it satisfies the equivalent conditions of Proposition A.15.

Remark A.17. Let $R$ be a ring.
(1) If every prime ideal of $R$ is maximal, or if $R$ is (quasi)semilocal, then $R$ has a large Jacobson radical, see [30, Section 7, page 423].
(2) If $Q_{R}$ has a large Jacobson radical, then $R$ is a Marot ring, see [23, Chapter I, Proposition 1.12].

Proposition A.18. Let $R$ be a Noetherian ring. Then $R$ has a large Jacobson radical if and only if it is semilocal.

Proof. See [30, Section 7, page 423].

## A.2. Localization

Let $R$ be a ring, and let $U$ be a multiplicatively closed subset of $R$. We will always assume that $1 \in U$. The localization of $R$ at $U$ is the $R$-algebra $U^{-1} R$ satisfying the following universal property: the homomorphism $\alpha: R \rightarrow U^{-1} R$ satisfies $\alpha\left(R^{*}\right) \subset\left(U^{-1} R\right)^{*}$, and if $A$ is a ring such that there is a ring homomorphism $\beta: R \rightarrow A$ with $\beta\left(R^{*}\right) \subset A^{*}$, then there is a unique ring homomorphism $\phi: U^{-1} R \rightarrow A$ such that the diagram

commutes.
Let $M$ be an $R$-module. The localization $U^{-1} M$ of $M$ at $U$ is the set of equivalence classes $\frac{x}{u}$ with $x \in M$ and $u \in U$, where $\frac{x}{u}=\frac{x}{v}$ if there is an element $s \in U$ such that $s(x v-y u)=0$. If $M=R$, then $U^{-1} R$ is a ring with the operations

$$
\frac{x}{u}+\frac{y}{v}=\frac{x v+y u}{u v}
$$

and

$$
\frac{x}{u} \cdot \frac{y}{v}=\frac{x y}{u v}
$$

for all $\frac{x}{u}, \frac{y}{v} \in U^{-1} R$, and $U^{-1} R$ is an $R$-algebra with the natural homomorphism $\alpha: R \rightarrow$ $U^{-1} R, x \mapsto \frac{x}{1}$. For an $R$-module $M$, the localization $U^{-1} M$ is both an $R$ - and a $U^{-1} R-$ module with the obvious operations.

The localization $Q_{R}=\left(R^{\mathrm{reg}}\right)^{-1}$ is called the total ring of fractions of $R$. If $\mathfrak{p}$ is a prime ideal of $R$, then the localization of $R$ at $\mathfrak{p}$ is $(R \backslash \mathfrak{p})^{-1} R$.

Let $M, N$ be $R$-modules, and let $\psi: M \rightarrow N$ be an $R$-module homomorphism. Then there is an $U^{-1} R$-module homomorphism

$$
\begin{aligned}
U^{-1} \phi: U^{-1} M & \rightarrow U^{-1} N, \\
\frac{m}{u} & \mapsto \frac{\phi(m)}{u},
\end{aligned}
$$

the localization of $\phi$, see [39, Chapter 2] and [40, Chapter 3].

Remark A.19. Let $R$ be a ring.
(1) Let $U$ be a multiplicatively closed subset of $R^{*}$. Then $U^{-1} R=R$.
(2) The total ring of fractions of $R$ is the "largest" localization of $R$ at a multiplicatively closed set $U \subset R$ such that the natural map $\alpha: R \rightarrow U^{-1} R$ is an injection, see [39, Chapter 2, page 60]. In particular, we may consider $R$ as a subring of $Q_{R}$.
(3) $Q_{R}^{\mathrm{reg}}=Q_{R}^{*}$.
(4) If $R$ is a domain, i.e. if $R^{\text {reg }}=R \backslash\{0\}$, then $Q_{R}$ is a field.

Proposition A.20. Let $R$ be a ring, let $U$ be a multiplicatively closed subset of $R$, and let $\alpha: R \rightarrow U^{-1} R$ be the natural map $x \mapsto \frac{x}{1}$. Then the following hold:
(1) For any ideal $\mathfrak{i} \subset U^{-1} R$ we have $\mathfrak{i}=\alpha^{-1}(\mathfrak{i}) U^{-1} R$. Thus, the map $\mathfrak{i} \mapsto \alpha^{-1}(\mathfrak{i})$ is an injection of the set of ideals of $U^{-1} R$ into the set of ideals of $R$. It preserves inclusions and intersections, and it takes prime ideals to prime ideals.
(2) An ideal $\mathfrak{j} \subset R$ is of the form $\alpha^{-1}(\mathfrak{i})$ for some ideal $\mathfrak{i} \subset U^{-1} R$ if and only if $\mathfrak{j}=\alpha^{-1}\left(\mathrm{j} U^{-1} R\right)$. This is the case if and only if for each $u \in U, x u \in \mathfrak{j}$ implies $x \in \mathfrak{j}$ for any $x \in R$. In particular, the correspondence $\mathfrak{i} \mapsto \alpha^{-1}(\mathfrak{i})$ is a bijection between set of the prime ideals of $U^{-1} R$ and the set of prime ideals of $R$ not meeting $U$.

Proof. See [39, Proposition 2.2].
Corollary A.21. A localization of a Noetherian ring is Noetherian.
Proof. See [39, Corollary 2.3].
Theorem A.22. Let $R$ and $A$ be rings with a ring homomorphism $\psi: R \rightarrow A$, and let $U$ be a multiplicatively closed subset of $R$. Then $U^{-1} A=(\psi(U))^{-1} A$, and the localized map $U^{-1} \psi: U^{-1} \rightarrow U^{-1} A$ is a ring homomorphism.

Proof. See [44, Theorem 4.3].
Corollary A.23. Let $R$ be a ring, let $U$ be a multiplicatively closed subset of $R$, and let $\mathfrak{p}$ be a prime ideal of $R$ with $\mathfrak{p} \cap U=\emptyset$. Then

$$
\left(U^{-1} R\right)_{\mathfrak{p} U-1 R}=R_{\mathfrak{p}} .
$$

In particular, if $\mathfrak{q}$ is a prime ideal of $R$ with $\mathfrak{p} \subset \mathfrak{q}$, then

$$
\left(R_{\mathfrak{q}}\right)_{\mathfrak{p} R_{\mathfrak{q}}}=R_{\mathfrak{p}} .
$$

Proof. See [44, Corollary 4 of Theorem 4.3].

Proposition A.24. Let $R$ be a ring, and let $U$ be a multiplicatively closed subset of $R$. Then the operation $U^{-1}$ is exact, i.e. if

$$
M^{\prime} \xrightarrow{\phi} M \xrightarrow{\psi} M^{\prime}
$$

is a sequence of $R$-modules which is exact at $M$, then

$$
U^{-1} M^{\prime} \xrightarrow{U^{-1} \phi} U^{-1} M \xrightarrow{U^{-1} \psi} U^{-1} M^{\prime}
$$

is a sequence of $U^{-1} R$-modules which is exact at $U^{-1} M$.
Proof. See [40, Proposition 3.3].
Corollary A.25. Let $R$ be a ring, let $U$ be a multiplicatively closed subset of $R$, and let $x \in R^{\mathrm{reg}}$. Then $\frac{x}{y} \in\left(U^{-1} R\right)^{\text {reg }}$ for any $y \in U$.

Proof. This follows from Lemma A. 7 and Proposition A.24.
Remark A.26. The statement of Corollary A. 25 can also be proved directly. In fact, let $\frac{v}{w} \in U^{-1} R$ such that $\frac{x}{y} \frac{v}{w}=0$. Then there is a $u \in U$ such that $u x v=0$. Since $x$ is regular, this implies $u v=0$, and hence $\frac{v}{w}=0$. Therefore, $\frac{x}{y} \in\left(U^{-1} R\right)^{\mathrm{reg}}$.

Lemma A.27. Let $R$ be a ring, and let $U$ be a multiplicatively closed subset of $R$. Then $R$ is reduced if and only if $U^{-1} R$ is reduced.

Proof. If $R$ is not reduced, there is $x \in R$ with $x^{n}=0$. This implies $\left(\frac{x}{1}\right)^{n}=\frac{x^{n}}{1}=0$ in $U^{-1} R$. Hence, also $U^{-1} R$ is not reduced.

Suppose that $R$ is reduced, and assume that $U^{-1} R$ is not reduced. Then there is $\frac{a}{b} \in U^{-1} R$ such that $\left(\frac{a}{b}\right)^{n}=0$ for some $n \in \mathbb{N}$. Thus, there is an $s \in U$ such that $s a^{n}=0$. This yields

$$
(s a)^{n}=s^{n-1}\left(s a^{n}\right)=s^{n-1} 0=0
$$

Hence, $s a$ is a nilpotent element of $R$. But this is a contradiction as $R$ is reduced.
Lemma A.28. Let $R$ be a ring, let $U$ be a multiplicatively closed set, and let $A$ be a ring. If there is a map $\psi: R \rightarrow A$ with $\psi(U) \subset A^{*}$, then the unique ring homomorphism $\phi: U^{-1} R \rightarrow A$ making Diagram (A.1) commutative is given by

$$
\frac{x}{y} \mapsto \psi(x)(\psi(y))^{-1}
$$

for any $\frac{x}{y} \in U^{-1} R$.
Proof. Let $\frac{x}{y} \in U^{-1} R$, and let $\alpha: R \rightarrow U^{-1} R$ be the map $x \mapsto \frac{x}{1}$ for $x \in R$. Since $y \in U$, Diagram (A.1) yields

$$
\beta(x)=\phi \circ \alpha(x)=\phi\left(\frac{x}{1}\right)=\phi\left(\frac{x}{y} \frac{y}{1}\right)=\phi\left(\frac{x}{y}\right) \phi\left(\frac{y}{1}\right)=\phi\left(\frac{x}{y}\right) \beta(y) .
$$

Since $\beta(U) \subset A^{*}$, the statement follows.

Lemma A.29. Let $R$ and $A$ be rings, let $U$, respectively $V$, be a multiplicatively closed subset of $R$, respectively $A$, and let $\alpha: R \rightarrow A$ with $\alpha(U) \subset V$. Then there is a natural ring homomorphism

$$
\begin{aligned}
& \epsilon: U^{-1} R \rightarrow V^{-1} A, \\
& \frac{x}{y} \mapsto \frac{\alpha(x)}{\alpha(y)},
\end{aligned}
$$

such that the diagram

commutes, where $\beta: R \rightarrow U^{-1} R$ and $\gamma: A \rightarrow V^{-1} A$ are the localization maps.
Proof. The localization maps $\beta: R \rightarrow U^{-1} R$ and $\gamma: A \rightarrow V^{-1} A$ fit into a commutative diagram

where $\delta=\gamma \circ \alpha$. Since

$$
\begin{aligned}
\delta(U) & =\gamma \circ \alpha(U) \\
& =\gamma(\alpha(U)) \\
& \subset \gamma(V) \\
& \subset\left(V^{-1} A\right)^{*}
\end{aligned}
$$

by assumption, the universal property of localization yields a unique homomorphism $\epsilon: U^{-1} R \rightarrow V^{-1} A$ such that the diagram

commutes. The explicit representation of $\epsilon$ follows from Lemma A. 28 .
Lemma A.30. Let $R$ and $A$ be rings, let $\alpha: R \rightarrow A$ be an injective ring homomorphism, and let $U$ be a multiplicatively closed subset of $R$ such that $\alpha(U) \subset A^{\text {reg }}$. Then there is an injective ring homomorphism

$$
\begin{aligned}
\phi: U^{-1} R & \rightarrow Q_{A}, \\
\frac{x}{y} & \rightarrow \frac{\alpha(x)}{\alpha(y)} .
\end{aligned}
$$

Proof. Lemma A. 29 yields a ring homomorphism

$$
\begin{aligned}
\phi: U^{-1} R & \rightarrow Q_{A}, \\
\frac{x}{y} & \rightarrow \frac{\alpha(x)}{\alpha(y)} .
\end{aligned}
$$

Let $\frac{x}{y}, \frac{x^{\prime}}{y^{\prime}} \in U^{-1} R$ such that $\phi\left(\frac{x}{y}\right)=\phi\left(\frac{x^{\prime}}{y^{\prime}}\right)$. Then $\frac{\alpha(x)}{\alpha(y)}=\frac{\alpha\left(x^{\prime}\right)}{\alpha\left(y^{\prime}\right)}$, i.e.

$$
\alpha\left(x y^{\prime}\right)=\alpha(x) \alpha\left(y^{\prime}\right)=\alpha\left(x^{\prime}\right) \alpha(y)=\alpha\left(x^{\prime} y\right) .
$$

Since $\alpha$ is injective, this implies $x y^{\prime}=x^{\prime} y$. Hence $\frac{x}{y}=\frac{x^{\prime}}{y^{\prime}}$, and therefore $\phi$ is injective.
Lemma A.31. Let $R$ be a ring, and let $U$ be a multiplicatively closed subset of $R$. Then there are natural ring homomorphisms

$$
\begin{aligned}
& \epsilon: Q_{R} \rightarrow Q_{U-1}, \\
& \frac{x}{y} \mapsto \frac{x / 1}{y / 1},
\end{aligned}
$$

and

$$
\begin{aligned}
\eta: U^{-1} Q_{R} & \rightarrow Q_{U^{-1} R} \\
\frac{x / y}{z} & \mapsto \frac{x / z}{y / 1} .
\end{aligned}
$$

These homomorphisms fit into a commutative diagram

where $\alpha: R \rightarrow U^{-1} R, \beta: R \rightarrow Q_{R}$ and $\gamma: U^{-1} R \rightarrow Q_{U^{-1} R}$ are the localization maps, and $\theta=U^{-1} \alpha: U^{-1} R \rightarrow U^{-1} Q_{R}$.
Proof. By Corollary A. 25 and Lemma A. 29 there is a natural ring homomorphism

$$
\begin{aligned}
& \epsilon: Q_{R} \rightarrow Q_{U^{-1} R}, \\
& \frac{x}{y} \mapsto \frac{x / 1}{y / 1},
\end{aligned}
$$

such that the diagram

commutes. With the localization map $\zeta: Q_{R} \rightarrow U^{-1} Q_{R}$ this leads to a commutative diagram


Now we have

$$
\epsilon \circ \beta(U)=\gamma \circ \alpha(U) \subset \gamma\left(\left(U^{-1} R\right)^{*}\right) \subset\left(Q_{U^{-1} R}\right)^{*}
$$

Since $U^{-1} Q_{R}=(\beta(U))^{-1} Q_{R}$ by Theorem A.22, the universal property of localization yields a unique homomorphism $\eta: U^{-1} Q_{R} \rightarrow Q_{U^{-1} R}$ such that the diagram

commutes.
Now consider the localized map $\theta=U^{-1} \beta: U^{-1} R \rightarrow U^{-1} Q_{R}$ (see Theorem A.22). For any $\frac{x}{y} \in U^{-1} R$ we have

$$
\begin{aligned}
\eta \circ \theta\left(\frac{x}{y}\right) & =\eta\left(\frac{\beta(x)}{y}\right) \\
& =\eta\left(\beta(x)(\beta(y))^{-1}\right) \\
& =\epsilon(\beta(x))(\epsilon(\beta(y)))^{-1} \\
& =\delta(x)(\delta(y))^{-1} \\
& =\gamma \circ \alpha(x)(\gamma \circ \alpha(y))^{-1} \\
& =\gamma(\alpha(x)) \gamma\left((\alpha(y))^{-1}\right) \\
& =\gamma\left(\frac{x}{y}\right) .
\end{aligned}
$$

Therefore, we obtain a commutative diagram


Lemma A.32. Let $R$ be a ring, and let $U$ be a multiplicatively closed subset of $R$. If $\frac{x}{y} \in\left(U^{-1} R\right)^{\mathrm{reg}}$ implies $x \in R^{\mathrm{reg}}$ or $x \in U$ for any $\frac{x}{y} \in Q_{R}$, then $Q_{U^{-1} R}=U^{-1} Q_{R}$.
Proof. With the notation of Lemma A. 31 we have a commutative diagram


Let now $\frac{x}{y} \in\left(U^{-1} R\right)^{\mathrm{reg}}$. Then $x \in R^{\mathrm{reg}}$ or $x \in U$ by assumption. If $x \in R^{\mathrm{reg}}$, then $\beta(x) \in\left(Q_{R}\right)^{*}$, and hence $\theta\left(\frac{x}{y}\right)=\frac{\beta(x)}{y} \in\left(U^{-1} Q_{R}\right)^{*}$ with inverse $\frac{(\beta(x))^{-1} y}{1}$. If $x \in U$, then $\theta\left(\frac{x}{y}\right)=\frac{\beta(x)}{y} \in\left(U^{-1} Q_{R}\right)^{*}$ with inverse $\frac{\beta(y)}{x}$. Therefore, the universal property of localization yields a unique homomorphism $\iota: Q_{U^{-1} R} \rightarrow U^{-1} Q_{R}$ such that the diagram

commutes. Using the universal property of the localization $U^{-1} Q_{R}$ of $Q_{R}$, respectively the localization $Q_{U^{-1} R}$ of $U^{-1} R$, we obtain $Q_{U^{-1} R}=U^{-1} Q_{R}$.

Remark A.33. Note that Lemma A. 32 holds, in particular, if $R$ is a domain.
Lemma A.34. Let $R$ and $A$ be rings such that $R \subset A \subset Q_{R}$. Then $Q_{A}=Q_{R}$.
Proof. Since $A \subset Q_{R}$, we have $A^{\mathrm{reg}} \subset Q_{R}^{\mathrm{reg}}=Q_{R}^{*}$. Therefore, the universal property of localization (see Diagram (A.1)) yields a unique homomorphism $Q_{A} \rightarrow Q_{R}$.

Since $R \subset A$, we have $R^{\text {reg }} \subset A^{\text {reg }} \subset Q_{A}^{*}$. So again the universal property of localization yields a unique homomorphism $Q_{R} \rightarrow Q_{A}$. Thus, we obtain a commutative diagram


Using the universal property of the localization $Q_{R}$ over $R$, respectively the localization $Q_{A}$ over $A$, this implies $Q_{A}=Q_{R}$.

Lemma A.35. Let $R$ be a ring, let $U$ be a multiplicatively closed subset of $R$, and let $M$ be an $R$-module. We denote by $\alpha: M \rightarrow U^{-1} M$ the localization map.
(1) For any R-submodule $N$ of $M$ we have

$$
\alpha^{-1}\left(U^{-1} N\right)=\{x \in M \mid u x \in N \text { for some } u \in U\}
$$

(2) For any $U^{-1} R$-submodule $P$ of $U^{-1} M$ we have

$$
U^{-1}\left(\alpha^{-1}(P)\right)=P
$$

Proof. (1) Write $N^{\prime}=\{x \in M \mid u x \in N$ for some $u \in U\}$. If $x \in N^{\prime}$, then there is a $u \in U$ such that $x u \in N$. Thus,

$$
\alpha(x)=\frac{x}{1}=\frac{u x}{u} \in U^{-1} N
$$

Let now $y \in \alpha^{-1}\left(U^{-1} N\right)$. Then there is an $n \in N$ and a $u \in U$ such that $\frac{y}{1}=\alpha(y)=$ $\frac{n}{u}$. Thus, there is a $v \in U$ such that $v u y=n u$. In particular, we have $v u \in U$ since $U$ is multiplicatively closed, and $n u \in N$ since $U \subset R$ and $N$ is an $R$-module. This yields $y \in N^{\prime}$.
(2) Obviously, we have $P \subset U^{-1}\left(\alpha^{-1}(P)\right)$. So let $\frac{x}{y} \in U^{-1}\left(\alpha^{-1}(P)\right)$. Then $\frac{x}{1}=\alpha(x) \in$ $(P)$ and $y \in U$. Since $\frac{1}{y} \in U^{-1} R$, this implies $\frac{x}{y} \in P$ as $P$ is a $U^{-1} R$-module.

Theorem A.36. Let $R$ be ring, let $\mathfrak{i}$ be an ideal of $R$, let $\pi: R \rightarrow R / \mathfrak{i}$ be the canonical surjection, and let $U$ be a multiplicatively closed subset of $R$. Then

$$
U^{-1} R / \mathfrak{i} U^{-1} R=(\pi(U))^{-1}(R / \mathfrak{i})
$$

Proof. See [44, Theorem 4.2].
Lemma A.37. Let $R$ and $A$ be rings such that $R \subset A \subset Q_{R}$. If $\mathfrak{i}$ is an ideal of $R$, then $\mathfrak{i} A$ is an ideal of $A$. Moreover, for any $x \in \mathfrak{i} A$ there are $x_{1} \in \mathfrak{i}$ and $x_{2} \in R^{\text {reg }}$ such that $x=\frac{x_{1}}{x_{2}}$ (considered in $Q_{R}$, see Remark A.19.(2)).

Proof. By Proposition A.10.(1) $\mathfrak{i} A$ is an ideal of $A$. Also note that for any $y \in A$ there are $y_{1} \in R$ and $y_{2} \in R^{\text {reg }}$ such that $y=\frac{y_{1}}{y_{2}}$ in $Q_{R}$. Let $z \in \mathfrak{i}$. Then

$$
z y=z \frac{y_{1}}{y_{2}}=\frac{z y_{1}}{y_{2}}
$$

where $z y_{1} \in \mathfrak{i}$ and $y_{2} \in R^{\mathrm{reg}}$.
So if $x \in \mathfrak{i} A$, there is a finite set $I$, and for all $i \in I$ there are $x_{1}^{(i)} \in \mathfrak{i}$ and $x_{2}^{(i)} \in R^{\text {reg }}$ such that

$$
x=\sum_{i \in I} \frac{x_{1}^{(i)}}{x_{2}^{(i)}} .
$$

Since $Q_{R}=\left(R^{\mathrm{reg}}\right)^{-1} R$, we obtain

$$
x=\sum_{i \in I} \frac{x_{1}^{(i)}}{x_{2}^{(i)}}=\sum_{i \in I} \frac{x_{1}^{(i)} \prod_{j \in I \backslash\{i\}} x_{2}^{(j)}}{\prod_{k \in I} x_{2}^{(k)}}=\frac{\sum_{i \in I} x_{1}^{(i)} \prod_{j \in I \backslash\{i\}} x_{2}^{(j)}}{\prod_{k \in I} x_{2}^{(k)}}
$$

where

$$
\sum_{i \in I} x_{1}^{(i)} \prod_{j \in I \backslash\{i\}} x_{2}^{(j)} \in \mathfrak{i}
$$

and

$$
\prod_{i \in I} x_{2}^{(i)} \in R^{\mathrm{reg}}
$$

Proposition A.38. Let $R$ be a ring, let $U$ be a multiplicatively closed subset of $R$, and let $M$ be an $R$-module. The natural map $M \otimes_{R} U^{-1} R \rightarrow U^{-1} M$ sending $\frac{x}{u} \otimes m$ to $\frac{x m}{u}$ is an isomorphism.

Proof. See [39, Lemma 2.4].
Proposition A.39. Let $R$ be a ring, and let $U$ be a multiplicatively closed subset of $R$. Then the ring $U^{-1} R$ is flat as an $R$-module.

Proof. See [39, Proposition 2.5].
Proposition A.40. Let $R$ be a ring, and let $A$ be an $R$-algebra. If $M$ and $N$ are $R$-modules, then there is a unique $A$-module homomorphism

$$
\alpha: \operatorname{Hom}_{R}(M, N) \otimes_{R} A \rightarrow \operatorname{Hom}_{A}\left(M \otimes_{R} A, N \otimes_{R} A\right)
$$

that takes an element $\phi \otimes 1 \in \operatorname{Hom}_{R}(M, N) \otimes_{R} A$ to the $A$-module homomorphism $\phi \otimes_{R}$ $1: M \otimes_{R} A \rightarrow N \otimes A$ in $\operatorname{Hom}_{A}\left(M \otimes_{R} A, N \otimes_{R} A\right)$. If $A$ is flat over $R$ and $M$ is finitely presented, then $\alpha$ is an isomorphism. In particular, if $M$ is finitely presented, then $\operatorname{Hom}_{R}(M, N)$ localizes in the sense that the map $\alpha$ provides a natural isomorphism

$$
\operatorname{Hom}_{U^{-1} R}\left(U^{-1} M, U^{-1} N\right) \cong U^{-1} \operatorname{Hom}_{R}(M, N)
$$

for any multiplicatively closed subset $U$ of $R$.

Proof. See [39, Proposition 2.10].
Remark A.41. If $R$ is a Noetherian ring, an $R$-module $M$ is finitely presented if and only if $M$ is finitely generated, see [39, p. 68]. In particular, every ideal of a Noetherian ring $R$ is finitely presented as an $A$-module.

Lemma A.42. Let $R$ be a semilocal ring, and let $M$ be an $R$-module such that $M_{\mathfrak{m}}$ is a finite $R_{\mathfrak{m}}$-module for every $\mathfrak{m} \in \operatorname{Max}(R)$. Then $M$ is a finite $R$-module.

Proof. For any $\mathfrak{m} \in \operatorname{Max}(R)$ there is a finite subset $X_{\mathfrak{m}}$ of $M_{\mathfrak{m}}$ such that $M_{\mathfrak{m}}$ is generated as an $R_{\mathfrak{m}}$-module by the elements in $X_{\mathfrak{m}}$. By clearing denominators of the elements in $X_{\mathfrak{m}}$ we find a finite subset $U_{\mathfrak{m}}$ of $M$ such that $M_{\mathfrak{m}}=\left\langle\left.\frac{x}{1} \right\rvert\, x \in U_{\mathfrak{m}}\right\rangle_{R_{\mathfrak{m}}}$.

Set $U=\bigcup_{\mathfrak{m} \in \operatorname{Max}(R)} U_{\mathfrak{m}}$, and let $N=\langle U\rangle_{R}$ be the $R$-submodule of $M$ generated by the elements in $U$. Then we have $N_{\mathfrak{m}}=M_{\mathfrak{m}}$ for all $\mathfrak{m} \in \operatorname{Max}(R)$. This yields $M=N$ since equality is a local property. In particular, $M$ is finitely generated as an $R$-module by the elements in $U$.

## A.3. Associated and Minimal Prime Ideals

Definition A.43. Let $R$ be a ring. A prime ideal $\mathfrak{p}$ of $R$ is called minimal if height $\mathfrak{p}=0$. The set of minimal prime ideals of $R$ is denoted by $\operatorname{Min}(R)$.

Definition A.44. Let $R$ be a Noetherian ring, and let $M$ be an $R$-module.
(1) The annihilator of $M$ is

$$
\operatorname{Ann}(M)=\{x \in R \mid x \mathfrak{M}=0\}
$$

(2) A prime ideal $\mathfrak{p}$ of $R$ is associated to $M$ if $\mathfrak{p}$ is the annihilator of an element of $M$. The set of prime ideals associated to $M$ is denoted by Ass $(M)$.

Theorem A.45. Let $R$ be a Noetherian ring, and let $M$ be a finite non-zero $R$-module.
(1) $\operatorname{Ass}(M)$ is a finite, non-empty set of prime ideals of $R$, each containing Ann $(M)$. The set Ass $(M)$ includes all the prime ideals which are minimal among the prime ideals containing Ann ( $M$ ).
(2) The union of the associated prime ideals of $M$ consists of 0 and the set of zerodivisors on $M$.
(3) The formation of the set Ass ( $M$ ) commutes with localization at an arbitrary multiplicatively closed set $U \subset R$, in the sense that

$$
\operatorname{Ass}\left(U^{-1} M\right)=\left\{\mathfrak{p} U^{-1} R \mid \mathfrak{p} \in \operatorname{Ass}(M) \text { and } \mathfrak{p} \cap U=\emptyset\right\}
$$

Proof. See [39, Theorem 3.1].

Corollary A.46. Let $R$ be a Noetherian ring. Then $\operatorname{Min}(R) \subset \operatorname{Ass}(R)$. In particular, $\operatorname{Min}(R)$ is finite.

Proof. Since $\operatorname{Ann}(R)=\langle 0\rangle$, and since any ideal of $R$ contains 0 , this follows from Theorem A.45.(1).

Proposition A.47. Let $R$ be a reduced Noetherian ring. Then

$$
\operatorname{Ass}(R)=\operatorname{Min}(R)
$$

Moreover,

$$
\bigcup_{\mathfrak{p} \in \operatorname{Min}(R)} \mathfrak{p}=R \backslash R^{\mathrm{reg}}
$$

Proof. By Corollary A. 46 we have $\operatorname{Min}(R) \subset \operatorname{Ass}(R)$. So assume there are $\mathfrak{p}, \mathfrak{q} \in \operatorname{Ass}(R)$ with $\mathfrak{p} \subsetneq \mathfrak{q}$. Then there is $x \in R$ such that $x \mathfrak{q}=\operatorname{Ann}(R)=\langle 0\rangle$, and hence $x \mathfrak{p}=\langle 0\rangle$. Let $y \in \mathfrak{q} \backslash \mathfrak{p}$. Then $x y=0 \in \mathfrak{p}$ implies $x \in \mathfrak{p}$. But then $x^{2} \subset x \mathfrak{p}=\langle 0\rangle$ which contradicts the reducedness of $R$. This implies

$$
\operatorname{Ass}(R)=\operatorname{Min}(R)
$$

and with Theorem A.45.(2) we obtain

$$
R \backslash R^{\mathrm{reg}}=\bigcup_{\mathfrak{p} \in \operatorname{Min}(R)} \mathfrak{p}
$$

Lemma A.48. Let $R$ be a reduced Noetherian ring. Then

$$
\bigcap_{\mathfrak{p} \in \operatorname{Min}(R)} \mathfrak{p}=\langle 0\rangle
$$

and

$$
\langle 0\rangle \subsetneq \bigcap_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}} \mathfrak{q}
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$.
Proof. This follows from Proposition A. 47 and Primary Decomposition, see [39, Theorem 3.10].

Lemma A.49. Let $R$ be a reduced Noetherian ring, let $\mathfrak{p} \in \operatorname{Min}(R)$, and let $x \in R \backslash \mathfrak{p}$. Then $(x+\mathfrak{p}) \cap R^{\mathrm{reg}} \neq \emptyset$.

Proof. If $x \in R^{\text {reg }}$, the statement follows since $0 \in \mathfrak{p}$. So suppose that $x \in R \backslash R^{\text {reg }}=$ $\bigcup_{\mathfrak{q} \in \operatorname{Min}(R)} \mathfrak{q}$, see Proposition A.47. Then the subset

$$
I=\{\mathfrak{q} \in \operatorname{Min}(R) \mid x \in \mathfrak{q}\}
$$

of $\operatorname{Min}(R)$ is non-empty, and

$$
\begin{equation*}
x \in \bigcap_{\mathfrak{q} \in I} \backslash \bigcup_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash I} \mathfrak{q}^{\prime} . \tag{A.2}
\end{equation*}
$$

Assume now that

$$
\bigcap_{\mathfrak{q} \in \operatorname{Min}(R) \backslash I} \mathfrak{q} \subset \bigcup_{\mathfrak{q}^{\prime} \in I} \mathfrak{q}^{\prime}
$$

Then there is by Theorem A. 2 a $\mathfrak{p}^{\prime} \in I$ such that $\bigcap_{\mathfrak{q} \in \operatorname{Min}(R) \backslash I} \mathfrak{q} \subset \mathfrak{p}^{\prime}$. This implies $\bigcap_{\mathfrak{q} \in \operatorname{Min}(R)} \mathfrak{q}=\bigcap_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash\left\{\mathfrak{p}^{\prime}\right\}} \mathfrak{q}^{\prime}$, contradicting Lemma A.48. Thus, there is a

$$
\begin{equation*}
y \in \bigcap_{\mathfrak{q} \in \operatorname{Min}(R) \backslash I} \mathfrak{q} \backslash \bigcup_{\mathfrak{q}^{\prime} \in I} \mathfrak{q}^{\prime} \tag{A.3}
\end{equation*}
$$

Then Lemma A.13, Proposition A.47, and Equations (A.2) and (A.3) yield

$$
\begin{aligned}
x+y & \in R \backslash\left(\left(\bigcup_{\mathfrak{q} \in I} \mathfrak{q}\right) \cup\left(\bigcup_{\mathfrak{q}^{\prime} \in \operatorname{Min}(R) \backslash I} \mathfrak{q}^{\prime}\right)\right) \\
& =R \backslash \bigcup_{\mathfrak{q} \in \operatorname{Min}(R)} \mathfrak{q} \\
& =R^{\mathrm{reg}} .
\end{aligned}
$$

The claim follows since $\mathfrak{p} \in \operatorname{Min}(R) \backslash I$ by assumption, and hence $y \in \mathfrak{p}$.
Lemma A.50. Let $R$ be a reduced Noetherian ring, and let $\mathfrak{p} \in \operatorname{Min}(R)$. Then

$$
Q_{R / \mathfrak{p}}=Q_{R} / \mathfrak{p} Q_{R}
$$

Proof. Since $\mathfrak{p} \cap R^{\text {reg }}=\emptyset$ by Proposition A.47, and since $\mathfrak{p}$ is a prime ideal, we have $\operatorname{pr}\left(R^{\text {reg }}\right) \subset(R / \mathfrak{p})^{\text {reg }}=(R / \mathfrak{p}) \backslash\{0\}$, where $\pi_{\mathfrak{p}}: R \rightarrow R / \mathfrak{p}$ is the canonical surjection. Thus, Lemma A. 49 implies $\pi_{\mathfrak{p}}\left(R^{\text {reg }}\right)=(R / \mathfrak{p})^{\text {reg }}$, and hence the statement follows from Theorem A. 36 .

Proposition A.51. Let $R$ be a reduced Noetherian ring. Then

$$
\operatorname{Min}\left(Q_{R}\right)=\operatorname{Max}\left(Q_{R}\right)
$$

Proof. Let $\mathfrak{i}$ be a proper ideal of $Q_{R}$. Then $\mathfrak{i} \subset Q_{R} \backslash Q_{R}^{*}$. Since $Q_{R}$ is reduced by Lemma A.27, and since $Q_{R}^{*}=Q_{R}^{\mathrm{reg}}$ (see Remark A.19.(3)), Proposition A. 47 yields

$$
\mathfrak{i} \subset Q_{R} \backslash Q_{R}^{\mathrm{reg}}=\bigcup_{\mathfrak{p} \in \operatorname{Min}\left(Q_{R}\right)} \mathfrak{p}
$$

Then Theorem A. 2 implies that there is a $\mathfrak{p} \in \operatorname{Min}(R)$ containing $\mathfrak{i}$. The claim follows.

## A.4. Completion

For the definition of ideal-adic topologies and completions of rings and modules see for example [45, Chapter II] or [42, Chapter 9].

Theorem A.52. Let $R$ and $A$ be semilocal rings such that $A$ is a finite $R$-module. Then the topology of $A$ as a semilocal ring coincides with the topology of $A$ as a finite $R$-module.

Proof. See [45, Theorem 16.8].
Theorem A.53. Let $R$ be a Noetherian ring, and let $\mathfrak{i}$ be an ideal of $R$. Then the $\mathfrak{i}$-adic completion $\widehat{R}$ of $R$ is Noetherian.

Proof. See [40, Theorem 10.26].
Theorem A.54. Let $R$ be a ring, and let $\mathfrak{i}$ be an ideal of $R$. Then the $\mathfrak{i}$-adic completion $\widehat{R}$ of $R$ is flat over $R$.

Proof. See [44, Theorem 8.8].
Theorem A.55. Let $R$ be a Noetherian ring, let $\mathfrak{i}$ be an ideal of $R$, and let $M$ be a finite $R$-module. Writing $\widehat{M}$ and $\widehat{R}$ for the $\mathfrak{i}$-adic completions of $M$ and $R$ we have

$$
\widehat{M}=M \otimes \widehat{R}
$$

and the topology of $\widehat{M}$ as the completion of $M$ coincides with its topology as a finite $\widehat{R}$-module.

In particular, if $R$ is complete, so is $M$.
Proof. See [44, Theorem 8.7].
Theorem A.56. Let $R$ be a ring, let $\mathfrak{i}$ be an ideal of $R$, and let $\widehat{R}$ be the $\mathfrak{i}$-adic completion of $R$. Then there is a bijection between the set of regular ideals of $R$ and the set of regular ideals of $\widehat{R}$ given by

$$
\begin{aligned}
& \mathfrak{I} \mapsto \mathfrak{I} \widehat{R}, \\
& \mathfrak{J} \cap R \hookleftarrow \mathfrak{J} .
\end{aligned}
$$

Proof. See [29, Theorem 2.8].
Definition A.57. A Zariski ring is a Noetherian ring $R$ whose topology is defined by an ideal $\mathfrak{i} \subset \mathfrak{j}_{R}$, where $\mathfrak{j}_{R}$ is the Jacobson radical of $R$.

Remark A.58. A Noetherian semilocal ring is a Zariski ring, see [42, 24.B].
Theorem A.59. Let $R$ be a Zariski ring (with respect to an ideal $\mathfrak{i} \subset \mathfrak{j}_{R}$ ), and let $\widehat{R}$ be the $\mathfrak{i}$-adic completion of $R$.
(1) $R$ is a subring of $\widehat{R}$.
(2) There is a bijection

$$
\begin{aligned}
\operatorname{Max}(R) & \rightarrow \operatorname{Max}(\widehat{R}), \\
\mathfrak{m} & \mapsto \mathfrak{m} \widehat{R}, \\
\mathfrak{n} \cap R & \leftrightarrow \mathfrak{n} .
\end{aligned}
$$

In particular, if $R$ is local, then $\widehat{R}$ is local.
(3) For any $\mathfrak{m} \in \operatorname{Max}(R)$ we have $R / \mathfrak{m} \cong \widehat{R} / \mathfrak{m} \widehat{R}$.

Proof. See [42, Corollary of Theorem 56].
Theorem A.60. Let $R$ be a Noetherian ring, and let $\mathfrak{i}$ be an ideal of $R$. Then the $\mathfrak{i}$-adic completion $\widehat{R}$ of $R$ is faithfully flat over $R$ if and only if $\mathfrak{i} \subset \mathfrak{j}_{R}$, i.e. $R$ is a Zariski ring.

Proof. See [44, Theorem 8.14].
Theorem A.61. Let $R$ be a semilocal ring. Then

$$
\widehat{R}=\prod_{\mathfrak{m} \in \operatorname{Max}(R)} \widehat{R_{\mathfrak{m}}} .
$$

Proof. See [45, Theorem 17.7].
Corollary A.62. Let $R$ be a semilocal Noetherian ring. Then $\widehat{R_{\mathfrak{m}}}=\widehat{R}_{\mathfrak{m} \widehat{R}}$ for any $\mathfrak{m} \in$ $\operatorname{Max}(R)$. In particular,

$$
\widehat{R}=\prod_{\mathfrak{n} \in \operatorname{Max}(\widehat{R})} \widehat{R}_{\mathfrak{n}} .
$$

Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$. Then $R_{\mathfrak{m}}$ is a Zariski ring, see Corollary A. 21 and Remark A. 58 . Thus, $\widehat{R_{\mathfrak{m}}}$ is by Theorem A.59.(2) a local ring with maximal ideal $\mathfrak{m} R_{\mathfrak{m}} \widehat{R_{\mathfrak{m}}}=\mathfrak{m} \widehat{R_{\mathfrak{m}}}$, where the equality follows from Theorem A.59.(1).

By Theorem A.59.(2) we have $\mathfrak{m} \widehat{R} \in \operatorname{Max}(\widehat{R})$, and Theorems A. 61 and A.59.(1) yield

$$
\begin{aligned}
\mathfrak{m} \widehat{R} & =\mathfrak{m} \prod_{\mathfrak{n} \in \operatorname{Max}(R)} \widehat{R_{\mathfrak{n}}} \\
& =\prod_{\mathfrak{n} \in \operatorname{Max}(R)} \mathfrak{m} \widehat{R_{\mathfrak{n}}} \\
& =\mathfrak{m} \widehat{R_{\mathfrak{m}}} \times \prod_{\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}} \mathfrak{m} R_{\mathfrak{n}} \widehat{R_{\mathfrak{n}}} \\
& =\mathfrak{m} \widehat{R_{\mathfrak{m}}} \times \prod_{\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}} R_{\mathfrak{n}} \widehat{R_{\mathfrak{n}}} \\
& =\mathfrak{m} \widehat{R_{\mathfrak{m}}} \times \prod_{\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}}^{\widehat{R_{\mathfrak{n}}}} .
\end{aligned}
$$

Using again Theorem A. 61 this implies $\widehat{R}_{\mathrm{m} \widehat{R}}=\widehat{R_{\mathrm{m}}}$. The particular claim follows from Theorem A.59.(2).

Theorem A.63. Let $R$ be a Noetherian local ring, and let $M$ be a finite $R$-module. Then $\operatorname{dim}_{R} M=\operatorname{dim}_{\widehat{R}} \widehat{M}$.

Proof. See [38, Corollary 2.1.8].
Corollary A.64. Let $R$ be a Noetherian semilocal ring. Then $\operatorname{dim} R=\operatorname{dim} \hat{R}$.

Proof. Theorems A.59.(2) and A. 63 and Corollary A. 62 yield

$$
\begin{aligned}
\operatorname{dim} \widehat{R} & =\max _{\mathfrak{n} \in \operatorname{Max}(\widehat{R})} \operatorname{dim} \widehat{R_{\mathfrak{n}}} \\
& =\max _{\mathfrak{m} \in \operatorname{Max}(R)} \operatorname{dim} \widehat{R_{\mathfrak{m}}} \\
& =\max _{\mathfrak{m} \in \operatorname{Max}(R)} \operatorname{dim} R \\
& =\operatorname{dim} R .
\end{aligned}
$$

Corollary A.65. Let $R$ be a Noetherian semilocal ring. Then height $\mathfrak{m}=$ height $\mathfrak{m} \widehat{R}$ for every $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$. Then Corollaries A. 62 and A. 64 yield

$$
\text { height } \mathfrak{m}=\operatorname{dim} R_{\mathfrak{m}}=\operatorname{dim} \widehat{R_{\mathfrak{m}}}=\operatorname{dim} \widehat{R}_{\mathfrak{m} \widehat{R}}=\text { height } \mathfrak{m} \widehat{R}
$$

Definition A.66. Let $A$ be a local ring with maximal ideal $\mathfrak{m}$. A subfield $k \subset A$ is called a coefficient field of $A$ if $k \cong A / \mathfrak{m}$ under the canonical surjection $A \rightarrow A / \mathfrak{m}$.

Theorem A. 67 (Cohen Structure Theorem). Let $R$ be a complete local Noetherian ring with maximal ideal $\mathfrak{m}$ and residue field $k=R / \mathfrak{m}$, and let $\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of generators for the maximal ideal $\mathfrak{m}$. If $R$ contains a field, then there is a surjective $k$-algebra homomorphism

$$
\begin{aligned}
\pi: k\left[\left[X_{1}, \ldots, X_{n}\right]\right] & \rightarrow R, \\
X_{i} & \mapsto x_{i} \text { for all } i=1, \ldots, n .
\end{aligned}
$$

In particular,

$$
R \cong k\left[\left[X_{1}, \ldots, X_{n}\right]\right] / \mathfrak{i},
$$

where $\mathfrak{i}=\operatorname{ker} \pi \subset k\left[\left[X_{1}, \ldots, X_{n}\right]\right]$, and $R$ contains a coefficient field.
Proof. See [39, Theorem 7.7].
Lemma A.68. Let $R$ be a semilocal ring. Then $R$ is analytically reduced if and only if $R_{\mathfrak{m}}$ is analytically reduced for every $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. Let $R$ be analytically reduced, i.e. its completion $\widehat{R}$ is reduced. By Lemma A. 27 this is equivalent to $\widehat{R}_{\widehat{\mathrm{m}}}$ being reduced for every $\widehat{\mathfrak{m}} \in \operatorname{Max}(\widehat{R})$. Since $\widehat{R}_{\widehat{\mathfrak{m}}}=\widehat{R_{\widehat{\mathfrak{m}} \cap R}}$ for every $\widehat{\mathfrak{m}} \in \operatorname{Max}(\widehat{R})$ by Theorem A.59.(2) and Corollary A.62, the statement follows with Theorem A.59.(2).

## A.5. Branches of Rings

Definition A.69. Let $R$ be a ring. A branch of $R$ is a quotient ring $R / \mathfrak{p}$ for some $\mathfrak{p} \in \operatorname{Min}(R)$.

Lemma A.70. Let $R$ be a reduced Noetherian ring, and let $A$ be a ring with $R \subset A \subset Q_{R}$. If $\mathfrak{p} \in \operatorname{Min}(R)$, then $\mathfrak{p} A \in \operatorname{Spec}(A)$.

Proof.
By Proposition A.10.(1) $\mathfrak{p} A$ is an ideal of $A$. So let $x, y \in A$ such that $x y \in \mathfrak{p} A$. By Lemma A.37, and since $A \subset Q_{R}$, there are $z_{1} \in \mathfrak{p}, x_{1}, y_{1} \in R$ and $z_{2}, x_{2}, y_{2} \in R^{\text {reg }}$ such that

$$
x y=\frac{x_{1} y_{1}}{x_{2} y_{2}}=\frac{z_{1}}{z_{2}}
$$

This implies

$$
x_{1} y_{1} z_{2}=x_{2} y_{2} z_{1} \in \mathfrak{p}
$$

Since $\mathfrak{p}$ is a prime ideal of $R$, this implies $x_{1} y_{1} \in \mathfrak{p}$ as otherwise $z_{2} \in \mathfrak{p} \cap R^{\text {reg }}=\emptyset$ (see Proposition A.47). Hence, we have $x_{1} \in \mathfrak{p}$ or $y_{1} \in \mathfrak{p}$. This yields $x \in \mathfrak{p} A$ or $y \in \mathfrak{p} A$, and thus $\mathfrak{p} A$ is a prime ideal of $A$.

Lemma A.71. Let $R$ be a reduced Noetherian ring, and let $A$ be a ring with $R \subset A \subset Q_{R}$.
(1) Let $\mathfrak{p} \in \operatorname{Min}(R)$. Then $\mathfrak{p} A \in \operatorname{Min}(A)$.
(2) Let $\mathfrak{q} \in \operatorname{Min}(A)$. Then $\mathfrak{q} \cap R \in \operatorname{Min}(R)$.

Proof. (1) Let $\mathfrak{p} \in \operatorname{Min}(R)$. Then $\mathfrak{p} A$ is by Lemma A. 70 a prime ideal of $A$. Assume that $\mathfrak{p} \notin \operatorname{Min}(A)$. Then there is a prime ideal $\mathfrak{q}$ of $A$ such that

$$
\begin{equation*}
\mathfrak{q} \subsetneq \mathfrak{p} A \tag{A.4}
\end{equation*}
$$

By Proposition A.10.(2) $\mathfrak{p}^{\prime}=\mathfrak{q} \cap R$ is a prime ideal of $R$ with $\mathfrak{p}^{\prime} \subset \mathfrak{p}$. Since $\mathfrak{p} \in \operatorname{Min}(R)$, this implies $\mathfrak{p}^{\prime}=\mathfrak{p}$. However, this yields with Equation (A.4) the contradiction

$$
\mathfrak{p} A=\mathfrak{p}^{\prime} A \subset \mathfrak{q} A=\mathfrak{q} \subsetneq \mathfrak{p} A
$$

Therefore, $\mathfrak{p} A \in \operatorname{Min}(A)$.
(2) Let $\mathfrak{q} \in \operatorname{Min}(A)$. Then $\mathfrak{q} \cap R$ by Proposition A.10.(2) a prime ideal of $R$. Assume that $\mathfrak{q} \cap R \notin \operatorname{Min}(R)$. Then there is a $\mathfrak{p} \in \operatorname{Min}(R)$ such that

$$
\begin{equation*}
\mathfrak{p} \subsetneq \mathfrak{q} \cap R . \tag{A.5}
\end{equation*}
$$

By Proposition A.10.(2) and Lemma A. $70 \mathfrak{p} A$ and $(\mathfrak{q} \cap R) A$ are prime ideals of $A$, and

$$
\mathfrak{p} A \subset(\mathfrak{q} \cap R) A \subset \mathfrak{q}
$$

Since $\mathfrak{q} \in \operatorname{Min}(A)$, this implies

$$
\mathfrak{p} A=(\mathfrak{q} \cap R) A=\mathfrak{q} .
$$

However, Equation (A.5) then yields the contradiction

$$
\mathfrak{q} \cap R=\mathfrak{p} A \cap R=\mathfrak{p} \subsetneq \mathfrak{q} \cap R .
$$

Hence, $\mathfrak{q} \cap R \in \operatorname{Min}(R)$.

Theorem A.72. Let $R$ be a reduced Noetherian ring, and let $A$ be a ring with $R \subset A \subset Q_{R}$. Then there is a bijection

$$
\begin{aligned}
\operatorname{Min}(R) & \rightarrow \operatorname{Min}(A), \\
\mathfrak{p} & \mapsto \mathfrak{p} A, \\
\mathfrak{q} \cap R & \leftarrow \mathfrak{q} .
\end{aligned}
$$

Proof. By Lemma A. 71 there are maps

$$
\begin{aligned}
\operatorname{Min}(R) & \rightarrow \operatorname{Min}(A), \\
\mathfrak{p} & \mapsto \mathfrak{p} A
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Min}(A) & \rightarrow \operatorname{Min}(R), \\
\mathfrak{q} & \mapsto \mathfrak{q} \cap R .
\end{aligned}
$$

Moreover, Proposition A.10.(1) yields $\mathfrak{p} A \cap R=\mathfrak{p}$ for any $\mathfrak{p} \in \operatorname{Min}(A)$.
Let now $\mathfrak{q} \in \operatorname{Min}(A)$. Then $\mathfrak{q} \cap R \in \operatorname{Min}(R)$ by Lemma A.71.(2). This implies by Lemma A. 70 that $(\mathfrak{q} \cap R) A$ is a prime ideal of $A$, and

$$
(\mathfrak{q} \cap R) A \subset \mathfrak{q} A=\mathfrak{q}
$$

as $\mathfrak{q}$ is an ideal of $A$. Since $\mathfrak{q} \in \operatorname{Min}(A)$, this yields

$$
(\mathfrak{q} \cap R) A=\mathfrak{q} .
$$

Thus, we obtain the statement.
Corollary A.73. Let $R$ be a reduced Noetherian ring, and let $A$ be a ring with $R \subset A \subset Q_{R}$. If $R$ is a domain, then $A$ is a domain.

Theorem A.74. Let $R$ be a reduced Noetherian ring.
(1) There is a bijection

$$
\begin{aligned}
\operatorname{Min}(R) & \rightarrow \operatorname{Max}\left(Q_{R}\right), \\
\mathfrak{p} & \mapsto \mathfrak{p} Q_{R}, \\
\mathfrak{m} \cap R & \leftrightarrow \mathfrak{m}
\end{aligned}
$$

such that

$$
Q_{R} / \mathfrak{p} Q_{R}=Q_{R / \mathfrak{p}} .
$$

for any $\mathfrak{p} \in \operatorname{Min}(R)$.
(2) We have

$$
Q_{R}=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} Q_{R / \mathfrak{p}}=\prod_{\mathfrak{m} \in \operatorname{Max}\left(Q_{R}\right)} Q_{R} / \mathfrak{m} .
$$

Proof. Also see [1, Proposition 1.4.27 and Theorem 1.5.20].
(1) This follows from Lemma A.50, Proposition A.51, and Theorem A.72.
(2) The Chinese Remainder Theorem implies

$$
Q_{R} / \bigcap_{\mathfrak{m} \in \operatorname{Max}\left(Q_{R}\right)} \mathfrak{m}=\prod_{\mathfrak{m} \in \operatorname{Max}(R)} Q_{R} / \mathfrak{m}=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} Q_{R / \mathfrak{p}},
$$

where the second equality follows from (1). Since $Q_{R}$ is by Corollary A. 21 and Lemma A. 27 Noetherian and reduced, Lemma A. 48 and Proposition A. 51 yield

$$
\bigcap_{\mathfrak{m} \in \operatorname{Max}\left(Q_{R}\right)} \mathfrak{m}=\bigcap_{\mathfrak{p} \in \operatorname{Min}\left(Q_{R}\right)} \mathfrak{p}=\langle 0\rangle .
$$

Corollary A.75. Let $R$ be a reduced Noetherian ring, and let $\mathfrak{m} \in \operatorname{Max}\left(Q_{R}\right)$. Then $\mathfrak{p}=\mathfrak{m} \cap R \in \operatorname{Min}(R)$, and

$$
\mathfrak{m}=0 \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{p\}} Q_{R / \mathfrak{q}} .
$$

Proof. By Theorem A.74.(2),

$$
Q_{R}=\prod_{\mathfrak{q} \in \operatorname{Min}(R)} Q_{R / \mathfrak{q}}
$$

is a finite product of fields. Hence, there is by Lemma A.6.(2) a $\mathfrak{p} \in \operatorname{Min}(R)$ such that

$$
\mathfrak{m}=0 \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{p\}} Q_{R / \mathfrak{q}} .
$$

Moreover, since $\mathfrak{m} \cap R \in \operatorname{Min}(R)$ by Theorem A.74.(2), we obtain

$$
\mathfrak{m} \cap R=\left(0 \times \prod_{\mathfrak{q} \in \operatorname{Min}(R) \backslash\{\mathfrak{p}\}} Q_{R / \mathfrak{q}}\right) \cap R=\mathfrak{p} .
$$

Lemma A.76. Let $R$ be a reduced Noetherian ring, let $U$ be a multiplicatively closed subset of $R$, and let

$$
\begin{aligned}
\phi: R & \rightarrow U^{-1} R, \\
x & \mapsto \frac{x}{1} .
\end{aligned}
$$

Then for any $\mathfrak{p} \in \operatorname{Spec}(R)$ with $\mathfrak{p} \cap U=\emptyset$ we have $Q_{U^{-1} R / \phi(\mathfrak{p})}=Q_{R / \mathfrak{p}}$. Moreover,

$$
Q_{U^{-1} R}=\prod_{\substack{\mathfrak{p} \in \operatorname{Min}(R) \\ \mathfrak{p} \cap=\emptyset}} Q_{R / \mathfrak{p}} .
$$

Proof. Let $\mathfrak{p} \in \operatorname{Spec}(R)$ such that $\mathfrak{p} \cap U=\emptyset$. By Theorem A. 36 we have

$$
U^{-1} R / \phi(\mathfrak{p})=(\pi(U))^{-1}(R / \mathfrak{p})
$$

where $\pi: R \rightarrow R / \mathfrak{p}$ is the canonical surjection. Since $R / \mathfrak{p}$ is a domain, and since $\pi(U)$ is a multiplicatively closed subset of $R / \mathfrak{p}$, Remark A.19.(1) and Lemma A. 32 yield

$$
Q_{U^{-1} R / \phi(\mathfrak{p})}=Q_{(\pi(U))^{-1}(R / \mathfrak{p})}=Q_{R / \mathfrak{p}}
$$

The second part of the claim follows from Proposition A.20.(2) and Theorem A.74.(2).
Proposition A. 77 (See [25], Section 3.2). Let $R$ be a reduced Noetherian ring, and let $U$ be a multiplicatively closed subset of $R$. Then

$$
Q_{U^{-1} R}=U^{-1} Q_{R}
$$

Proof. By Proposition A. 38 and Theorem A.74.(2) we have

$$
\begin{aligned}
U^{-1} Q_{R} & =U^{-1} R \otimes_{R} Q_{R} \\
& =U^{-1} R \otimes_{R} \prod_{\mathfrak{p} \in \operatorname{Min}(R)} Q_{R / \mathfrak{p}} \\
& =\prod_{\mathfrak{p} \in \operatorname{Min}(R)} U^{-1} R \otimes_{R} Q_{R / \mathfrak{p}}
\end{aligned}
$$

Let $\mathfrak{p} \in \operatorname{Min}(R)$. First suppose that $\mathfrak{p} \cap U \neq \emptyset$, i.e. there is $s \in \mathfrak{p} \cap U$. Since any element of $U^{-1} R \otimes_{R} Q_{R / \mathfrak{p}}$ is of the form $\frac{u}{v} \otimes \frac{x+\mathfrak{p}}{y+\mathfrak{p}}$ with $u, x \in R, v \in U$, and $y \in R \backslash \mathfrak{p}$, we obtain

$$
\begin{aligned}
\frac{u}{v} \otimes \frac{x+\mathfrak{p}}{y+\mathfrak{p}} & =\frac{s u}{s v} \otimes \frac{x+\mathfrak{p}}{y+\mathfrak{p}} \\
& =\frac{u}{s v} \otimes \frac{s(x+\mathfrak{p})}{y+\mathfrak{p}} \\
& =\frac{u}{s v} \otimes \frac{s x+\mathfrak{p}}{y+\mathfrak{p}} \\
& =\frac{u}{s v} \otimes \frac{\mathfrak{p}}{y+\mathfrak{p}} \\
& =0 .
\end{aligned}
$$

Hence, $U^{-1} R \otimes_{R} Q_{R / \mathfrak{p}}=0$.
Now suppose that $\mathfrak{p} \cap U=\emptyset$. Then $v \notin \mathfrak{p}$, and hence

$$
\begin{aligned}
\frac{u}{v} \otimes \frac{x+\mathfrak{p}}{y+\mathfrak{p}} & =\frac{1}{v} \otimes \frac{u v x+\mathfrak{p}}{v y+\mathfrak{p}} \\
& =\frac{v}{v} \otimes \frac{u x+\mathfrak{p}}{v y+\mathfrak{p}} \\
& =1 \otimes \frac{u x+\mathfrak{p}}{v y+\mathfrak{p}}
\end{aligned}
$$

A. Commutative Algebra

This implies $U^{-1} R \otimes_{R} Q_{R / \mathfrak{p}}=Q_{R / \mathfrak{p} \text {. }}$. Therefore, Lemma A. 76 yields

$$
U^{-1} Q_{R}=\prod_{\substack{\mathfrak{p} \in \operatorname{Min}(R) \\ \mathfrak{p} \cap U=\emptyset}} Q_{R / \mathfrak{p}}=Q_{U^{-1} R}
$$

Lemma A.78. Let $R$ be a complete Noetherian semilocal ring. Then for any $\mathfrak{p} \in \operatorname{Min}(R)$ there is a unique $\mathfrak{m} \in \operatorname{Max}(R)$ with $\mathfrak{p} \subset \mathfrak{m}$.

Proof. Let $\mathfrak{p} \in \operatorname{Min}(R)$. Since

$$
R=\prod_{\mathfrak{m} \in \operatorname{Max}(R)} R_{\mathfrak{m}} .
$$

by Corollary A. 62 , there is by Lemma A.6.(1) an $\mathfrak{m} \in \operatorname{Max}(R)$ such that

$$
\mathfrak{p}=\mathfrak{p} R_{\mathfrak{m}} \times \prod_{\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}} R_{\mathfrak{n}} .
$$

This implies $\mathfrak{p} \subset \mathfrak{m}$ and $\mathfrak{p} \not \subset \mathfrak{n}$ for every $\mathfrak{n} \in \operatorname{Max}(R) \backslash\{\mathfrak{m}\}$.

## B. Integral Extensions and Normalization

## B.1. Integral Extensions

Definition B.1. Let $R$ be a ring, and let $A$ be an $R$-algebra.
(1) An element $a \in A$ is called integral over $R$ if there is a monic polynomial $p \in R[x]$ such that $p(a)=0$.
(2) The integral closure of $R$ in $A$ is the ring of all elements of $A$ which are integral over $R$.
(3) Suppose that $A$ contains a copy of $R$ as $R \cdot 1$. Then $A$ is called an integral extension of $R$ if every element of $A$ is integral over $R$.
(4) We denote the integral closure of $R$ in its total ring of fractions $Q_{R}$ by $\bar{R}$.
(5) If $R$ is reduced, then $\bar{R}$ is called the normalization of $R$. The $\operatorname{ring} R$ is said to be normal if $\bar{R}=R$.

Lemma B.2. Let $R$ be a ring, and let $A$ be an integral extension of $R$. Then $R^{*}=A^{*} \cap R$.
Proof. Let $x \in A \cap R$. Then there are $n \in \mathbb{N}$ and $a_{0}, \ldots, a_{n-1} \in R$ such that

$$
x^{-n}+a_{n-1} x^{-(n-1)}+\ldots+a_{0}=0
$$

Multiplying by $x^{n}$, we obtain

$$
1+a_{n-1} x+\ldots+a_{0} x^{n}=0
$$

and hence

$$
1=x\left(a_{n-1}+\ldots+a_{0} x^{n-1}\right)
$$

This implies $x \in R^{*}$, since $x, a_{0}, \ldots, a_{n-1} \in R$, and hence $\left(a_{n-1}+\ldots+a_{0} x^{n-1}\right) \in R$.
Proposition B.3. Let $R$ and $A$ be rings such that $R \subset A$. Then the integral closure of $R$ in $A$ is a subring of $A$ containing $R$. In particular, it is an integral extension of $R$.

Proof. See [46, Corollary 2.1.11].
Corollary B.4. Let $R$ be a ring. Then $R^{*}=\bar{R}^{*} \cap R$.
Proof. This follows from Lemma B. 2 and Proposition B.3.

Proposition B.5. Let $R, S$ and $T$ be rings such that $R \subset S \subset T$. Then $S$ is integral over $R$ and $T$ is integral over $S$ if and only if $T$ is integral over $R$. In particular, the integral closure of $R$ in an overring is integrally closed.

Proof. See [46, Corollary 2.1.12].
Proposition B.6. Let $R$ be a ring, and let $A$ be an integral extension of $R$.
(1) For any ideal $\mathfrak{i}$ of $A$ the ring $A / \mathfrak{i}$ is an integral extension of $R /(\mathfrak{i} \cap R)$.
(2) For any multiplicatively closed subset $U$ of $R$ the $\operatorname{ring} U^{-1} A$ is an integral extension of $U^{-1} R$.

Proof. See [40, Proposition 5.6].
Proposition B.7. Let $R, S$ and $T$ be rings with $R \subset S \subset T$. Then the following are equivalent:
(a) $S$ is the integral closure of $R$ in $T$.
(b) $U^{-1} S$ is the integral closure of $U^{-1} R$ in $U^{-1} T$ for every multiplicatively closed subset $U$ of $R$.
(c) $(R \backslash \mathfrak{p})^{-1} S$ is the integral closure of $R_{\mathfrak{p}}$ in $(R \backslash \mathfrak{p})^{-1} T$ for every prime ideal $\mathfrak{p}$ of $R$.
(d) $(R \backslash \mathfrak{m})^{-1} S$ is the integral closure of $R_{\mathfrak{m}}$ in $(R \backslash \mathfrak{m})^{-1} T$ for every $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. See [46, Proposition 2.1.6].
Corollary B.8. Let $R$ be a reduced ring, and let $U$ be a multiplicatively closed subset of R. Then

$$
\overline{U^{-1} R}=U^{-1} \bar{R}
$$

Proof. This follows from Propositions A. 77 and B.7.
Corollary B.9. Let $R$ be a reduced ring. Then the following are equivalent:
(a) $R$ is normal.
(b) $U^{-1} R$ is normal for every multiplicatively closed subset $U$ of $R$.
(c) $R_{\mathfrak{p}}$ is normal for every prime ideal $\mathfrak{p}$ of $R$.
(d) $R_{\mathfrak{m}}$ is normal for every $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. First note that $R$ is by Lemma A. 27 reduced if and only if $U^{-1} R$ is reduced for every multiplicatively closed subset $U$ of $R$. Then the claim follows from Propositions A. 77 and B.7.

Theorem B.10. Let $R$ be a ring, and let $A$ be an $R$-algebra. The set of all elements of $A$ which are integral over $R$ is a subalgebra of $A$. In particular, if $A$ is generated by elements integral over $R$, then $A$ is integral over $R$.

Proof. See [39, Theorem 4.2].
Theorem B.11. Let $R$ be a ring, and let $A$ be an $R$-algebra. Then $A$ is finite over $R$ if and only if $A$ is generated as an $R$-algebra by finitely many integral elements.

Proof. See [39, Corollary 4.5].
Theorem B. 12 (Lying Over). Let $R$ be a ring, and let $A$ be an integral extension of $R$. Then for any prime ideal $\mathfrak{p}$ of $R$ there is a prime ideal $\mathfrak{q}$ of $A$ such that $\mathfrak{q} \cap R=\mathfrak{p}$.

Proof. See [46, Theorem 2.2.2].
Theorem B. 13 (Incomparability). Let $R$ be a ring, let $A$ be an integral extension of $R$, and let $\mathfrak{p}$ and $\mathfrak{q}$ be prime ideals of $A$ with $\mathfrak{p} \subset \mathfrak{q}$. If $\mathfrak{p} \cap R=\mathfrak{q} \cap R$, then $\mathfrak{p}=\mathfrak{q}$.

Proof. See [46, Theorem 2.2.3].
Theorem B.14. Let $R$ be a ring, and let $A$ be an integral extension of $R$. Then $\operatorname{dim} R=$ $\operatorname{dim} A$.

Proof. See [46, Theorem 2.2.5].
Proposition B.15. Let $R$ be a ring, let $A$ be an integral extension of $R$, and let $\mathfrak{q}$ be a prime ideal of $A$. Then $\mathfrak{q}$ is a maximal ideal of $A$ if and only if $\mathfrak{q} \cap R$ is a maximal ideal of $R$.

Proof. See [39, Corollary 4.17].
Proposition B.16. Let $R$ be a ring, let $\mathfrak{p}$ be a prime ideal of $R$, and let $A$ be a finitely generated integral extension of $R$. Then there are only finitely many prime ideals of $A$ lying over $\mathfrak{p}$.

Proof. By Proposition B.6.(2) $(R \backslash \mathfrak{p})^{-1} A$ is a finitely generated integral extension of $R_{\mathfrak{p}}$, and hence $(R \backslash \mathfrak{p})^{-1} A / \mathfrak{p}(R \backslash \mathfrak{p})^{-1} A$ is a finitely generated integral extension of $R_{\mathfrak{p}} / \mathfrak{p} R_{\mathfrak{p}}$. Then $(R \backslash \mathfrak{p})^{-1} A / \mathfrak{p}(R \backslash \mathfrak{p})^{-1} A$ is Noetherian by Theorem A. 1 since $R_{\mathfrak{p}} / \mathfrak{p} R_{\mathfrak{p}}$ is a field. Moreover, $\operatorname{dim}(R \backslash \mathfrak{p})^{-1} A / \mathfrak{p}(R \backslash \mathfrak{p})^{-1} A=\operatorname{dim} R_{\mathfrak{p}} / \mathfrak{p} R_{\mathfrak{p}}=0$ by Theorem B.14. This implies that $(R \backslash \mathfrak{p})^{-1} A / \mathfrak{p}(R \backslash \mathfrak{p})^{-1} A$ is Artinian (see [40, Theorem 8.5]). Then $(R \backslash \mathfrak{p})^{-1} A / \mathfrak{p}(R \backslash \mathfrak{p})^{-1} A$ is a product of local rings (see [40, Theorem 8.7]), and hence it is semilocal by Lemma A.6.(1). Proposition A.10.(3) implies that there are finitely many maximal ideals of $(R \backslash \mathfrak{p})^{-1} A$ containing $\mathfrak{p}(R \backslash \mathfrak{p})^{-1} A$. Then by Proposition B. 15 there are only finitely many maximal ideals of $(R \backslash \mathfrak{p})^{-1} A$ which all are all lying over $\mathfrak{p} R_{\mathfrak{p}}$. By Proposition A.20.(2) this implies that there are only finitely many prime ideals of $A$ lying over $\mathfrak{p}$. Also see [44, Exercise 9.3].

Corollary B.17. Let $R$ be a semilocal ring, and let $A$ be a finitely generated integral extension of $R$. Then $A$ is semilocal, as well.

Proof. This follows from Proposition B. 15 and B.16.
Lemma B.18. Let $R$ be a reduced Noetherian ring, let $A$ be an integral extension of $R$ with $R \subset A \subset Q_{R}$, and let $\mathfrak{q}$ be a prime ideal of $A$. If height $\mathfrak{q} \cap R=1$, then height $\mathfrak{q}=1$.

Proof. By Theorem B. 13 we have height $\mathfrak{q} \cap R \geq$ height $\mathfrak{q}=1$, and Theorem A. 72 implies height $\mathfrak{q}>0$.

Lemma B.19. Let $R$ be a ring, let $A$ be an integral extension of $R$, and let $\mathfrak{q}$ be a prime ideal of $A$. Set $\mathfrak{p}=\mathfrak{q} \cap A, U=A \backslash \mathfrak{p}$ and $B=U^{-1} A$. Then:
(1) $R \backslash \mathfrak{p} \subset A \backslash \mathfrak{q}$.
(2) $\mathfrak{q} B$ is a prime ideal of $B$, and height $\mathfrak{q} B=$ height $\mathfrak{q}$.
(3) $A_{\mathfrak{q}}=B_{\mathfrak{q} B}$.
(4) If $B$ is local and $\operatorname{dim} B=$ height $\mathfrak{q}$, then $A_{\mathfrak{q}}=B$.

Proof. (1) We have $R \backslash \mathfrak{p}=(A \cap R) \backslash(\mathfrak{q} \cap R)=(A \backslash \mathfrak{q}) \cap R \subset A \backslash \mathfrak{q}$.
(2) By (1) $\mathfrak{q}$ is a prime ideal of $A$ not meeting $R \backslash \mathfrak{p}$. Thus, $\mathfrak{q} B$ is a prime ideal of $B$ by Proposition A.20.(2). Since any prime ideal $\mathfrak{q}^{\prime}$ of $R$ with $\mathfrak{q}^{\prime} \subset \mathfrak{q}$ is not meeting $R \backslash \mathfrak{p}$, as well, there is by Proposition A.20.(2) a bijection between chains of prime ideals of $A$ contained in $\mathfrak{q}$ and chains of prime ideals of $B$ contained in $\mathfrak{q} B$. This yields height $\mathfrak{q}=$ height $\mathfrak{q} B$.
(3) We have the following natural homomorphisms

$$
\begin{array}{ll}
\alpha: A \rightarrow B, & a \mapsto \frac{a}{1} \\
\gamma: B \rightarrow B_{\mathfrak{q} B}, & b \mapsto \frac{b}{1} \\
\delta: A \rightarrow A_{\mathfrak{q}}, & a \mapsto \frac{a}{1} \\
\epsilon: B \rightarrow A_{\mathfrak{q}}, & \frac{a}{p} \mapsto \frac{a}{p}
\end{array}
$$

Then $\alpha(A \backslash \mathfrak{q}) \subset B \backslash \mathfrak{q} B$. Otherwise, there are by Proposition A.20.(2) $a \in A \backslash \mathfrak{q}$, $a^{\prime} \in \mathfrak{q}$ and $b \in R \backslash \mathfrak{p}$ such that $b\left(a-a^{\prime}\right)=0$. This implies $R \backslash \mathfrak{q} \ni b a=b a^{\prime} \in \mathfrak{q}$ since by (1) $R \backslash \mathfrak{p} \subset A \backslash \mathfrak{q}$, and $A \backslash \mathfrak{q}$ is multiplicatively closed. Thus, setting $\beta=\gamma \circ \alpha: A \rightarrow B_{\mathfrak{q} B}$ we have $\beta(A \backslash \mathfrak{q}) \subset\left(B_{\mathfrak{q} B}\right)^{*}$. Hence, the universal property of $A_{\mathfrak{q}}$ implies that there is a unique homomorphism $f: A_{\mathfrak{q}} \rightarrow B_{\mathfrak{q} B}$ such that $\beta=f \circ \gamma$.
By definition we have $\epsilon(\mathfrak{q} B) \subset \mathfrak{q} A_{\mathfrak{q}}$, and hence $\epsilon(B \backslash \mathfrak{q} B) \subset\left(A_{\mathfrak{q}}\right)^{*}$. Thus, we get by the universal property of $B_{\mathfrak{q} B}$ a unique homomorphism $g: B_{\mathfrak{q} B} \rightarrow A_{\mathfrak{q}}$ such that $\epsilon=g \circ \gamma$.
These considerations yield the following commutative diagram


Since, moreover,

$$
\epsilon \circ \alpha(a)=\epsilon\left(\frac{a}{1}\right)=\frac{a}{1}=\delta(a) .
$$

for all $a \in A$, we obtain

$$
g \circ f \circ \delta=\epsilon \circ \alpha=\delta .
$$

Hence, the universal property of $A_{q}$ implies $g \circ f=\operatorname{id}_{A_{q}}$.
Since $R \backslash \mathfrak{p} \subset A \backslash \mathfrak{q}$ by (1), we have $\beta(R \backslash \mathfrak{p}) \subset \beta(A \backslash \mathfrak{q}) \subset\left(B_{\mathfrak{q} B}\right)^{*}$ (see above). Then the universal property of $B=(R \backslash \mathfrak{p})^{-1} A$ yields a unique homomorphism $h: B \rightarrow B_{\mathfrak{q} B}$ such that $\beta=h \circ \alpha$. Since $\gamma: B \rightarrow B_{\mathfrak{q} B}$ such that $\beta=\gamma \circ \alpha$, this implies $h=\gamma$. Hence, we have the following commutative diagram


Then $f \circ g \circ \gamma=\gamma$ yields $f \circ g=\operatorname{id}_{B_{\mathfrak{q} B}}$ by the universal property of $B_{\mathfrak{q} B}$, and hence $A_{\mathfrak{q}}=B_{\mathfrak{q} B}$.
(4) If $\operatorname{dim} B=$ height $\mathfrak{q}$, then $\mathfrak{q} B$ is a maximal ideal of $B$ by (2). If $B$ is local, then $\mathfrak{q} B$ is the unique maximal ideal of $B$, and hence $B_{\mathfrak{q} B}=B$. This implies $B=B_{\mathfrak{q} B}=\left(A^{\prime}\right)_{\mathfrak{q}}$ by (3).

Definition B.20. A ring $R$ is called residually rational if for any $\mathfrak{m} \in \operatorname{Max}(R)$ we have $R / \mathfrak{m} \cong \bar{R} / \mathfrak{n}$ for every $\mathfrak{n} \in \operatorname{Max}(\bar{R})$ with $\mathfrak{n} \cap R=\mathfrak{m}$.

Lemma B.21. Let $R$ be a ring whose residue fields are algebraically closed, and let $\mathfrak{m} \in \operatorname{Max}(R)$. If $A$ is an integral extension of $R$, then $R / \mathfrak{m}=A / \mathfrak{n}$ for any $\mathfrak{n} \in \operatorname{Max}(R)$ with $\mathfrak{n} \cap R=\mathfrak{m}$. In particular, $R$ is residually rational.

Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$, and let $\mathfrak{n} \in \operatorname{Max}(A)$ with $\mathfrak{n} \cap R=\mathfrak{m}$ (see Theorem B. 12 and Proposition B.15). Let $x \in A / \mathfrak{n}$. Then by Proposition B.6.(1) there are $a_{0}, \ldots, a_{n-1} \in R / \mathfrak{m}$ such that $x^{n}+a_{n-1} x^{n-1}+\ldots+a_{0}=0$. Thus, $A / \mathfrak{n}$ is an algebraic extension field of $R / \mathfrak{m}$. Since $R / \mathfrak{m}$ is algebraically closed by assumption, this implies $R / \mathfrak{m}=A / \mathfrak{n}$.

## B.2. Conductor

Definition B.22. Let $R$ be a ring, and let $\mathfrak{I}$ be an $R$-submodule of $Q_{R}$. The conductor of $\mathfrak{I}$ is $\mathfrak{C}_{\mathfrak{J}}=\mathfrak{I}: \bar{R}$.

Remark B.23. Let $R$ be a ring, and let $\mathfrak{I}$ be a regular $R$-submodule of $Q_{R}$.
(1) The conductor $\mathfrak{C}_{\mathfrak{I}}$ is a regular $R$-submodule of $\mathfrak{I}$. If $\mathfrak{I}, \bar{R} \in \mathcal{R}_{R}$, then $\mathfrak{C}_{\mathfrak{J}} \in \mathcal{R}_{R}$, see Proposition 2.7.(2).
(2) $\bar{R} \mathfrak{C}_{R} \mathfrak{I} \subset R \mathfrak{I} \subset \mathfrak{I}$ implies $\mathfrak{C}_{R} \mathfrak{I} \subset \mathfrak{C}_{\mathfrak{J}}$.
(3) $\mathfrak{C}_{\mathfrak{J}}$ is both an $R$ - and an $\bar{R}$-submodule of $Q_{R}$, and $\mathfrak{C}_{\mathfrak{J}}$ is the largest $R$-submodule of $\mathfrak{I}$ with this property.

Proposition B.24. Let $R$ be a ring, and let $\mathfrak{I}$ and $\mathfrak{J}$ be $R$-submodules of $Q_{R}$. Then

$$
\mathfrak{C}_{\mathfrak{J}: \mathfrak{J}}=\mathfrak{C}_{\mathfrak{J}}: \mathfrak{J} .
$$

Proof. By Lemma 2.3.(1) and Definition B. 22 we have

$$
\mathfrak{C}_{\mathfrak{J}: \mathfrak{J}}=(\mathfrak{I}: \mathfrak{J}): \bar{R}=(\mathfrak{I}: \bar{R}): \mathfrak{J}=\mathfrak{C}_{\mathfrak{J}}: \mathfrak{J} .
$$

Proposition B.25. Let $R$ be a ring, and let $\mathfrak{I}$ and $\mathfrak{J}$ be $R$-submodules of $Q_{R}$. Then

$$
\mathfrak{C}_{\mathfrak{J}}(\mathfrak{J}: \mathfrak{I}) \subset \mathfrak{C}_{\mathfrak{J}} .
$$

Proof. Let $c \in \mathfrak{C}_{\mathfrak{J}}(\mathfrak{J}: \mathfrak{I})$. Then there are $a_{i} \in \mathfrak{C}_{\mathfrak{J}}$ and $b_{i} \in \mathfrak{J}: \mathfrak{I}, i=1, \ldots, n$ for some $n \geq 0$ such that $c=\sum_{i=1}^{n} a_{i} b_{i}$. Since $a_{i} \bar{R} \subset \mathfrak{I}$ and $b_{i} \mathfrak{I} \subset \mathfrak{J}$ for all $i=1, \ldots, n$, we obtain

$$
c \bar{R}=\sum_{i=1}^{n} a_{i} b_{i} \bar{R} \subset \sum_{i=1}^{n} b_{i} \mathfrak{I} \subset \mathfrak{J}
$$

This implies $c \in \mathfrak{J}: \bar{R}=\mathfrak{C}_{\mathfrak{J}}$.

## B.3. Equidimensionality

Definition B.26. A ring $R$ is called equidimensional if $\operatorname{dim} R / \mathfrak{p}=\operatorname{dim} R$ for all $\mathfrak{p} \in$ $\operatorname{Min}(R)$.

Proposition B.27. A one-dimensional ring $R$ is equidimensional if and only if height $\mathfrak{m}=$ 1 for all $\mathfrak{m} \in \operatorname{Max}(R)$.
Proof. Let $R$ be a one-dimensional ring, and suppose that $R$ is equidimensional. Let $\mathfrak{m} \in \operatorname{Max}(R)$, and suppose that height $\mathfrak{m}<1$, i.e. height $\mathfrak{m}=0$. Then $\mathfrak{m} \in \operatorname{Min}(R)$. Since $R$ is equidimensional, we have $\operatorname{dim} R / \mathfrak{m}=\operatorname{dim} R=1$, and hence there is by Proposition A.10.(3) an $\mathfrak{n} \in \operatorname{Max}(R)$ with $\mathfrak{m} \subset \mathfrak{n}$ and height $\mathfrak{n}=1$. This contradicts the maximality of $\mathfrak{m}$. Thus, height $\mathfrak{m}=1$.

Suppose now that height $\mathfrak{m}=1$ for all $\mathfrak{m} \in \operatorname{Max}(R)$. Let $\mathfrak{p} \in \operatorname{Min}(R)$. Then height $\mathfrak{p}=0$, and hence $\mathfrak{p} \notin \operatorname{Max}(R)$. Thus, there is $\mathfrak{m} \in \operatorname{Max}(R)$ with height $\mathfrak{m}=1$ and $\mathfrak{p} \subset \mathfrak{m}$. This implies $\operatorname{dim} R / \mathfrak{p}=1$. Therefore, $R$ is equidimensional.

Lemma B.28. Let $R$ be a complete equidimensional Noetherian semilocal ring. Then height $\mathfrak{m}=\operatorname{dim} R$ for all $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$, and let $\mathfrak{q} \in \operatorname{Min}\left(R_{\mathfrak{m}}\right)$ with $\operatorname{dim} \mathfrak{q}=\operatorname{dim} R_{\mathfrak{m}}=$ height $\mathfrak{m}$. Then by Proposition A.20.(2) there is a prime ideal $\mathfrak{p}$ of $R$ with $\mathfrak{q}=\mathfrak{p} R_{\mathfrak{m}}$. In particular, this means $\mathfrak{p} \subset \mathfrak{m}$. Since $\operatorname{dim} \mathfrak{p} R_{\mathfrak{m}}=\operatorname{dim} \mathfrak{q}=$ height $\mathfrak{m}$, Proposition A.20.(2) implies $\mathfrak{p} \in \operatorname{Min}(R)$. Since $\mathfrak{p} \subset \mathfrak{m}$, Proposition A.10.(3) and Lemma A. 78 yield height $\mathfrak{m}=\operatorname{dim} \mathfrak{p}=\operatorname{dim} R$ as $R$ is equidimensional.

Definition B.29. A ring $R$ is called formally equidimensional if its completion $\widehat{R}$ (at the Jacobson radical $\mathfrak{j}_{R}$ of $R$ ) is equidimensional.

Lemma B.30. Let $R$ be a formally equidimensional Noetherian semilocal ring. Then height $\mathfrak{m}=\operatorname{dim} R$ for all $\mathfrak{m} \in \operatorname{Max}(R)$.

Proof. Let $\mathfrak{m} \in \operatorname{Max}(R)$. Then Theorem A.59.(2) yields $\mathfrak{m} \widehat{R} \in \operatorname{Max}(\widehat{R})$ with

$$
\text { height } \mathfrak{m}=\text { height } \mathfrak{m} \widehat{R}=\operatorname{dim} \widehat{R}=\operatorname{dim} R
$$

by Corollaries A. 64 and A. 65 and Lemma B.28.
Lemma B.31. Let $R$ be a ring, and let $A$ be an integral extension of $R$ with $R \subset A \subset Q_{R}$. If $R$ is equidimensional, then so is $A$.

Proof. Let $\mathfrak{q} \in \operatorname{Min}(A)$. Then $\mathfrak{q} \cap R \in \operatorname{Min}(R)$ by Theorem A.72, and by Proposition B.6.(1) $A / \mathfrak{q}$ is an integral extension of $R /(\mathfrak{q} \cap R)$. Therefore, Theorem B. 14 yields

$$
\operatorname{dim} A / \mathfrak{q}=\operatorname{dim} R /(\mathfrak{q} \cap R)=\operatorname{dim} R=\operatorname{dim} A
$$

Lemma B.32. Let $R$ be a formally equidimensional Noetherian semilocal ring, and let $A$ be a finite integral extension of $R$ with $R \subset A \subset Q_{R}$. Then $A$ is formally equidimensional, as well. In particular,

$$
\text { height } \mathfrak{m}=\text { height } \mathfrak{m} \cap R=\operatorname{dim} R
$$

for every $\mathfrak{m} \in \operatorname{Max}(R)$.
Proof. By Theorems A. 52 and A. $55 \widehat{A}=A \otimes_{R} \widehat{R}$ is finite over $\widehat{R}$, and hence an integral extension of $\widehat{R}$ by Theorem B.11. Since $A \otimes \widehat{R} \subset Q_{R} \otimes \widehat{R} \subset Q_{\widehat{R}}$ by Lemma 2.16.(1) and Theorem A.59.(1), Lemma B. 31 implies that $\widehat{A}$ is equidimensional, and hence $A$ is formally equidimensional.

Since $A$ is semilocal by Corollary B.17, and since it is Noetherian by Theorem A.1, Lemma B. 30 and Theorem B. 14 yield for every $\mathfrak{m} \in \operatorname{Max}(A)$

$$
\text { height } \mathfrak{m}=\operatorname{dim} A=\operatorname{dim} R=\text { height } \mathfrak{m} \cap R,
$$

where the last equality follows from Proposition B.15.

## B.4. Excellent Rings

Definition B.33. A Noetherian ring $R$ is called excellent if it satisfies the following conditions.
(1) $R$ is universally catenary,
(2) For all prime ideals $\mathfrak{p}$ of $R$, all prime ideals $\mathfrak{q}$ of $R_{\mathfrak{p}}$, and all finite field extensions $L$ of $k(\mathfrak{q})$ the ring $\widehat{R_{\mathfrak{p}}} \otimes_{k(\mathfrak{q})} L$ is regular.
(3) For every finitely generated $R$-algebra $A$ the singular locus $\operatorname{Sing}(A)$ is closed in Spec ( $A$ ).

Theorem B.34. Let $R$ be an excellent ring. Then all localizations of $R$ and all finitely generated $R$-algebras are excellent.

Proof. See [42, (34.A)].
Theorem B.35. Complete semilocal Noetherian rings are excellent. In particular, any field $K$, and hence any localization of any finitely generated $K$-algebra are excellent.

Proof. See [42, (34.B)].
The next theorem lists important properties of the normalization of reduced excellent and reduced complete rings.

Theorem B.36. Let $R$ be a reduced excellent ring.
(1) For any ideal $\mathfrak{i}$ of $R$ the $\mathfrak{i}$-adic completion $\widehat{R}$ of $R$ is reduced. If $R$ is normal, then $\widehat{R}$ is normal.
(2) The normalization $\bar{R}$ of $R$ is a finite $R$-module.
(3) If $R$ is semilocal, then $\hat{\widehat{R}}=\hat{\bar{R}}$. In particular,
(1) $\overline{\widehat{R}}=\widehat{\bar{R}}=\bar{R} \otimes_{R} \widehat{R}$ is a finite $\widehat{R}$-module, and
(2) if $R$ is complete, then $\bar{R}$ is complete.

Proof. See [21, Theorem 1.18].

## B.5. Normalization

Definition B.37. The non-normal locus of a reduced ring $R$ is

$$
N(R)=\left\{\mathfrak{p} \in \operatorname{Spec}(R) \mid R_{\mathfrak{p}} \text { is not normal }\right\} .
$$

Definition B.38. The singular locus of a ring $R$ is

$$
\operatorname{Sing}(R)=\left\{\mathfrak{p} \in \operatorname{Spec}(R) \mid R_{\mathfrak{p}} \text { is not regular }\right\}
$$

Theorem B.39. A regular local ring is a normal domain. A regular ring is the direct product of regular domains.

Proof. See [38, Corollary 2.2.20].
Corollary B.40. A regular ring is normal.
Proof. Let $R$ be a regular ring. Then $R$ is by Theorem B. 39 the direct product of regular domains. Hence, $R$ is reduced.

Let $\mathfrak{m} \in \operatorname{Max}(R)$. Then $R_{\mathfrak{m}}$ is by definition a regular local ring. Thus, $R_{\mathfrak{m}}$ is by Theorem B. 39 a normal domain. Therefore, Corollary B. 9 implies that $R$ is normal.

Remark B.41. For any ring $R$ Theorem B. 39 implies Sing $(R) \subset N(R)$.
Theorem B. 42 (Splitting of Normalization). Let $R$ be a reduced Noetherian ring. Then

$$
\bar{R}=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} \overline{R / \mathfrak{p}}
$$

Proof. See Theorem A.74.(2) and [46, Corollary 2.1.13].
Theorem B.43. Let $R$ be a reduced Noetherian local ring of dimension one. Then $R$ is normal if and only if it is regular.
Proof. See [1, Theorem 4.4.9].

## B.5.1. Criteria for Normality

## Serre's Conditions

Definition B.44. Let $R$ be a ring, and let $i \geq 0$ be an integer.
(1) Then $R$ satisfies Serre's condition $\left(\mathrm{R}_{\mathfrak{i}}\right)$ if for all $\mathfrak{p} \in \operatorname{Spec}(R)$ with $\operatorname{dim} R_{\mathfrak{p}} \leq i, R_{\mathfrak{p}}$ is a regular local ring.
(2) We say that $R$ satisfies Serre's condition ( $\mathrm{S}_{\mathfrak{i}}$ ) if for all $\mathfrak{p} \in \operatorname{Spec}(R)$ we have depth $R_{\mathfrak{p}} \geq$ $\min \left\{i, \operatorname{dim} R_{\mathrm{p}}\right\}$.

Theorem B.45. Let $R$ be a ring.
(1) The ring $R$ is reduced if and only if it satisfies Serre's conditions $\left(\mathrm{R}_{0}\right)$ and $\left(\mathrm{S}_{1}\right)$.
(2) The ring $R$ is normal if and only if it satisfies Serre's conditions $\left(\mathrm{R}_{1}\right)$ and $\left(\mathrm{S}_{2}\right)$.

Proof. See [38, page 71 and Theorem 2.2.22].
Proposition B.46. Let $R$ be a reduced excellent ring, and suppose that $R$ satisfies Serre's condition $\left(\mathrm{S}_{2}\right)$. Then for any regular radical ideal $\mathfrak{i}$ of $R$ the following hold:
(1) The ring $\mathfrak{i}: \mathfrak{i}$ satisfies Serre's condition $\left(\mathrm{S}_{2}\right)$.
(2) If $R_{\mathfrak{p}}$ is regular for all $\mathfrak{p} \in$ Ass ( $\left.\mathfrak{i}\right)$ with height $\mathfrak{p}=1$, then $\mathfrak{i}: \mathfrak{i}=R$.

Proof. See [21, Lemma 3.6] and Lemma 2.13.

## Grauert and Remmert Criterion

Definition B.47. Let $R$ be a reduced Noetherian ring. A regular radical ideal $\mathfrak{i}$ of $R$ is called a test ideal for $R$ if

$$
N(R) \subset V(\mathfrak{i}) .
$$

Theorem B. 48 (Grauert and Remmert Criterion). Let $R$ be a reduced Noetherian ring, and let $\mathfrak{i}$ be a test ideal for $R$. Then $R$ is normal if and only if

$$
R=\mathfrak{i}: \mathfrak{i} .
$$

Proof. See [20, Anhang §3.3, Satz 7], [27, Proposition 3.6.5], and Lemma 2.13.
Remark B.49. Let $R$ be a one-dimensional reduced Noetherian local ring. Then the maximal ideal $\mathfrak{m}$ of $R$ is the unique test ideal for $R$, see [21, Remark 4.1].
Remark B.50. Let $R$ be a reduced Noetherian ring. If $\bar{R}$ is finite over $R$ (e.g. if $R$ is excellent, see Theorem B.36.(2)), then

$$
V\left(\mathfrak{C}_{R}\right)=N(R),
$$

see [21, Remark 2.2].
Definition B.51. Let $R$ be a reduced excellent ring, and let $W$ be a subset of $\operatorname{Spec}(R)$. Then a regular radical ideal $\mathfrak{i}$ is called a test ideal at $W$ if

$$
V\left(\mathfrak{C}_{R_{\mathfrak{p}}}\right) \subset V\left(\mathfrak{i} R_{\mathfrak{p}}\right)
$$

for all $\mathfrak{p} \in W$.
Proposition B.52. Let $R$ be a reduced excellent ring, let $\mathfrak{i}$ be an ideal of $R$, and let $W \subset \operatorname{Spec}(R)$.
(1) If $\mathfrak{i}$ is a test ideal at $W$, then $\mathfrak{i} R_{\mathfrak{p}}$ is a test ideal for $R_{\mathfrak{p}}$ for any $\mathfrak{p} \in W$.
(2) If $N(R) \subset W$, then $\mathfrak{i}$ is a test ideal for $R$ if and only if it is a test ideal at $W$.

Proof. See [21, Lemma 2.4].
Proposition B.53. Let $R$ be a ring, and let $\mathfrak{i}$ be an ideal of $A$. Then $R=\mathfrak{i}: \mathfrak{i}$ if and only if $R_{\mathfrak{p}}=\mathfrak{i} R_{\mathfrak{p}}: \mathfrak{i} R_{\mathfrak{p}}$ for all prime ideals $\mathfrak{p}$ of $R$.

Proof. Since equality is a local property, we have $R=\mathfrak{i}: \mathfrak{i}$ if and only if $R_{\mathfrak{p}}=(R \backslash \mathfrak{p})^{-1}(\mathfrak{i}: \mathfrak{i})$ for all $\mathfrak{p} \in \operatorname{Min}(R)$. The claim follows since Lemma 2.16.(3) and Proposition A. 39 yield $(R \backslash \mathfrak{p})^{-1}(\mathfrak{i}: \mathfrak{i})=\mathfrak{i} R_{\mathfrak{p}}: \mathfrak{i} R_{\mathfrak{p}}$ for every prime ideal $\mathfrak{p}$ of $R$. Also see [21, Corollary 2.6] and Lemma 2.13.

Proposition B.54. Let $R$ be a ring, let $\mathfrak{j}$ be an ideal of $R$ such that $\mathfrak{j}$ is contained in the Jacobson radical of $R$, and denote by $\widehat{R}$ the $\mathfrak{j}$-adic completion of $R$. Then for any ideal $\mathfrak{i}$ of $R$ we have $R=\mathfrak{i}: \mathfrak{i}$ if and only if $\widehat{R}=\mathfrak{i} \widehat{R}: \mathfrak{i} \widehat{R}$.

Proof. By Lemma 2.16.(4) and Theorem A. 60 we have $R=\mathfrak{i}: \mathfrak{i}$ if and only if $R \widehat{R}=(\mathfrak{i}: \mathfrak{i}) \widehat{R}$. Then the claim follows since $R \widehat{R}=\widehat{R}$ by Theorem A.59.(1) and $(\mathfrak{i}: \mathfrak{i}) \widehat{R}=\mathfrak{i} \widehat{R}: \widehat{R}$ by Lemma 2.16.(3). Also see [21, Corollary 2.7] and Lemma 2.13.

Proposition B.55. Let $R$ be a reduced semilocal excellent ring, and let $\mathfrak{i}$ be a test ideal for $R$. Then $\widehat{\mathfrak{i}}$ is a test ideal for $\widehat{R}$.

Proof. See [21, Lemma 2.5].

## B.5.2. Grauert and Remmert Algorithm for Normalization

Proposition B.56. Let $R$ be a reduced Noetherian ring, and let $A$ be a finite extension ring of $R$. If $\mathfrak{i}$ is a test ideal for $R$, then $\sqrt{\mathfrak{i} A}$ is a test ideal for $A$.
Proof. See [19, Proposition 3.2].
Proposition B.57. Let $R$ be a reduced Noetherian ring, and suppose that $\bar{R}$ is a finite $R$-module (e.g. if $R$ is excellent, see Theorem B.36.(2), or if $R$ is a one-dimensional analytically reduced semilocal Cohen-Macaulay ring, see Corollary C.15). Then for any test ideal $\mathfrak{i}$ of $R$ there is a finite sequence of finite integral extensions

$$
R=R^{(0)} \subsetneq R^{(1)} \subsetneq \ldots \subsetneq R^{(n)}=\bar{R}
$$

where for any $i \geq 0$ we set

$$
R^{(i+1)}=\mathfrak{i}^{(i)}: \mathfrak{i}^{(i)}
$$

and

$$
\mathfrak{i}^{(i+1)}=\sqrt{\mathfrak{i}^{(i)} R^{(i+1)}}
$$

with $\mathfrak{i}^{(0)}=\mathfrak{i}$. Moreover, $R^{(i)}=R^{(n)}$ for any $i \geq n$.
Proof. By Theorem B. 48 we have $R=\bar{R}$ if and only if $R=\mathfrak{i}: \mathfrak{i}$. Suppose that $R$ is not normal. Then $R \subsetneq R^{(1)}=\mathfrak{i}: \mathfrak{i} \subset \bar{R}$, and $R^{(1)}$ is by Remark 2.6.(1) and Proposition 2.7.(2) finite over $R$. Thus, $R^{(1)}$ is by Theorem B. 34 excellent. Moreover, since $Q_{R}$ is reduced by Lemma A.27, and since $R^{(1)} \subset Q_{R}$, also $R^{(1)}$ is reduced. Therefore, $\mathfrak{i}^{(1)}=\sqrt{\mathfrak{i} R^{(1)}}$ is by Proposition B. 56 a test ideal for $R^{(1)}$. So by induction (using Lemma A. 34 and Proposition B.5) we obtain a sequence of integral extensions

$$
R=R^{(0)} \subsetneq R^{(1)} \subsetneq \ldots \subset \bar{R}
$$

and for any $\mathfrak{i} \geq 0$ the ideal $\mathfrak{i}^{(i)}$ is a test ideal for $R^{(i)}$. Since $\bar{R}$ is a finite $R$-module, there is an $n$ such that $R^{(n)}=R^{(n+1)}=\mathfrak{i}^{(n)}: \mathfrak{i}^{(n)}$, and hence $R^{(n)}=\overline{R^{(n)}}=\bar{R}$ by Proposition B. 5 and Theorem B.48.

Proposition B.58. Let $R$ be a reduced excellent ring, let $\mathfrak{p}$ be a prime ideal of $R$, and let $\mathfrak{i}$ be a test ideal of $R$. Then $\mathfrak{i} R_{\mathfrak{p}}$ is a test ideal of $R_{\mathfrak{p}}$, and

$$
(R \backslash \mathfrak{p})^{-1} R^{(1)}=(R \backslash \mathfrak{p})^{-1}(\mathfrak{i}: \mathfrak{i})=\mathfrak{i} R_{\mathfrak{p}}: \mathfrak{i} R_{\mathfrak{p}}=\left(R_{\mathfrak{p}}\right)^{(1)}
$$

Proof. This follows from Lemma 2.16.(3) and Propositions A. 39 and B.52.(1).
Proposition B.59. Let $R$ be a reduced excellent ring, let $\mathfrak{p} \in \operatorname{Spec}(R) \backslash N(R)$, and let $\mathfrak{q} \in \operatorname{Spec}\left(R^{(1)}\right)$ with $\mathfrak{p}=\mathfrak{q} \cap R$ (see Theorem B.12). Then $\left(R^{(1)}\right)_{\mathfrak{q}}=R_{\mathfrak{p}}$.
Proof. If $\mathfrak{p} \in \operatorname{Spec}(R) \backslash N(R)$, then $R_{\mathfrak{p}}$ is normal by definition. Thus, we have $R_{\mathfrak{p}}=\left(R_{\mathfrak{p}}\right)^{(1)}$ by Theorem B. 48 (recall that by Lemma A.27, Theorem B.34, and Remark B. $49 \mathfrak{p} R_{\mathfrak{p}}$ is the unique test ideal for $R_{\mathfrak{p}}$ ). Moreover, Proposition B. 53 yields

$$
\begin{equation*}
R_{\mathfrak{p}}=\left(R_{\mathfrak{p}}\right)^{(1)}=(R \backslash \mathfrak{p})^{-1} R^{(1)} \tag{B.1}
\end{equation*}
$$

Let $\mathfrak{q}^{\prime}$ be a prime ideal of $R^{(1)}$ with $\mathfrak{q} \subset \mathfrak{q}^{\prime}$ and $\mathfrak{q}^{\prime} \cap(R \backslash \mathfrak{p})=\emptyset$. Then

$$
\mathfrak{p}=\mathfrak{q} \cap R \subset \mathfrak{q}^{\prime} \cap R \subset \mathfrak{p}
$$

implies $\mathfrak{q}^{\prime} \cap R=\mathfrak{p}$, and hence $\mathfrak{q}=\mathfrak{q}^{\prime}$ by Theorem B.13. Thus,

$$
\mathfrak{q}\left((R \backslash \mathfrak{p})^{-1} R^{(1)}\right)=\mathfrak{p} R_{\mathfrak{p}}
$$

is the maximal ideal of the local ring $(R \backslash \mathfrak{p})^{-1} R^{(1)}=R_{\mathfrak{p}}$ (see Equation (B.1)). Then Proposition A.20.(2) yields

$$
\text { height } \mathfrak{p}=\text { height } \mathfrak{p} R_{\mathfrak{p}}=\text { height } \mathfrak{q}\left((R \backslash \mathfrak{p})^{-1} R^{(1)}\right)=\text { height } \mathfrak{q}
$$

Thus, we obtain by Lemma B.19.(4)

$$
R_{\mathfrak{p}}=(R \backslash \mathfrak{p})^{-1} R^{(1)}=\left(R^{(1)}\right)_{\mathfrak{q}}
$$

Proposition B.60. Let $R$ be a local ring with maximal ideal $\mathfrak{m}_{R}$. Then

$$
\operatorname{End}_{R}\left(\mathfrak{m}_{R}\right)= \begin{cases}R & \text { if } R \text { is regular } \\ \operatorname{Hom}_{R}\left(\mathfrak{m}_{R}, R\right) & \text { otherwise }\end{cases}
$$

In particular, if $\mathfrak{m}_{R}$ is regular, then

$$
\mathfrak{m}_{R}: \mathfrak{m}_{R}= \begin{cases}R & \text { if } R \text { is regular } \\ R: \mathfrak{m}_{R} & \text { otherwise }\end{cases}
$$

Proof. See [21, Lemma 3.5]. The particular claim follows with Lemma 2.13.
Lemma B.61. Let $R$ be a reduced excellent ring, let $n \in \mathbb{N}$, and set
$\mathcal{S}_{n}=\left\{\mathfrak{p} \in \operatorname{Sing}(R) \mid\right.$ there is a prime ideal $\mathfrak{q}$ of $R^{(n)}$ with height $\mathfrak{q}=1$ and $\left.\mathfrak{q} \cap R=\mathfrak{p}\right\}$.
(1) If $R$ satisfies Serre's criterion $\left(\mathrm{S}_{2}\right)$, then $R^{(n)}$ is normal if and only if it satisfies $\left(R_{1}\right)$.
(2) The ring $R^{(n)}$ satisfies Serre's condition $\left(\mathrm{R}_{1}\right)$ if and only if $\left(R^{(n)}\right)_{\mathfrak{q}}$ is a regular local ring for all prime ideals $\mathfrak{q}$ of $R^{(n)}$ with height $\mathfrak{q}=1$ and $\mathfrak{q} \cap R \in \operatorname{Sing}(R)$.
(3) The ring $R^{(n)}$ satisfies Serre's condition $\left(\mathrm{R}_{1}\right)$ if and only if $\left(R_{\mathfrak{p}}\right)^{(n)}$ is normal for all $\mathfrak{p} \in \mathcal{S}_{n}$.
(4) If $R$ satisfies Serre's criterion $\left(\mathrm{S}_{2}\right)$, then $R^{(n)}$ is normal if and only if $\left(R_{\mathfrak{p}}\right)^{(n)}$ is regular, equivalently normal, for all $\mathfrak{p} \in \mathcal{S}_{n}$.

Proof. (1) By Theorem B.45.(2) $R^{(n)}$ is normal if and only if it satisfies Serre's criteria $\left(\mathrm{R}_{1}\right)$ and $\left(\mathrm{S}_{2}\right)$. If $\operatorname{dim} R=0$, then $\operatorname{dim} R^{(n)}=\operatorname{dim} R=0$ by Theorem B.14. Thus, $R^{(n)}$ satisfies $\left(\mathrm{S}_{2}\right)$. If $\operatorname{dim} R>0$, then the Jacobson radical $\mathfrak{j}_{R}$ is regular. Hence, inductively applying Proposition B.46.(1) implies that $R^{(n)}$ satisfies $\left(\mathrm{S}_{2}\right)$. So $R^{(n)}$ is normal if and only if it satisfies $\left(\mathrm{R}_{1}\right)$.
(2) Since $R$ is reduced, also $Q_{R}$ is reduced by Lemma A.27, and hence $R^{(n)} \subset Q_{R}$ is reduced. Hence, $R^{(n)}$ satisfies $\left(\mathrm{R}_{0}\right)$ by Theorem B.45.(1). This implies that $R^{(n)}$ satisfies $\left(\mathrm{R}_{1}\right)$ if and only if $\left(R^{(n)}\right)_{\mathfrak{q}}$ is a regular local ring for all prime ideals $\mathfrak{q}$ of $R^{(n)}$ with height $\mathfrak{q}=1$.
Let $\mathfrak{q}$ be a prime ideal of $R^{(n)}$ with height $\mathfrak{q}=1$, and set $\mathfrak{p}=\mathfrak{q} \cap R$. If $\mathfrak{p} \in \operatorname{Spec}(R) \backslash$ $\operatorname{Sing}(R)$, then $R_{\mathfrak{p}}$ is regular by definition. Hence $R_{\mathfrak{p}}$ is normal by Theorem B.39. So inductively applying Proposition B. 59 implies that $\left(R^{(n)}\right)_{\mathfrak{q}}=R_{\mathfrak{p}}$ is regular.
(3) By (2) $R^{(n)}$ satisfies $\left(\mathrm{R}_{1}\right)$ if and only if $\left(R^{(n)}\right)_{\mathfrak{q}}$ is a regular local ring for all prime ideals $\mathfrak{q}$ of $R^{(n)}$ with height $\mathfrak{q}=1$ and $\mathfrak{q} \cap R \in \operatorname{Sing}(R)$. Now let $\mathfrak{q}$ be a prime ideal of $R^{(n)}$ with height $\mathfrak{q}=1$ and $\mathfrak{q} \cap R \in \operatorname{Sing}(R)$, and set $\mathfrak{p}=\mathfrak{q} \cap R$. By inductively applying Proposition B. 58 we obtain

$$
\left(R_{\mathfrak{p}}\right)^{(n)}=(R \backslash \mathfrak{p})^{-1} R^{(n)} .
$$

If we set $B=(R \backslash \mathfrak{p})^{-1} R^{(n)}$, then $\mathfrak{q} B$ is by Lemma B.19.(2) a prime ideal of $B$. Moreover, Lemma B.19.(3) yields

$$
B_{\mathfrak{q} B}=\left(R^{(n)}\right)_{\mathfrak{q}}
$$

So if $B$ is normal, then $B_{\mathfrak{q} B}$ is normal by Proposition B.7, and therefore $\left(R^{(n)}\right)_{\mathfrak{q}}$ is normal. Since height $\mathfrak{q}=1$, this implies by Theorem B. 43 that $\left(R^{(n)}\right)_{\mathfrak{q}}$ is regular. Thus, if $\left(R_{\mathfrak{p}}\right)^{(n)}$ is normal for all $\mathfrak{p} \in \mathcal{S}_{n}$, then $R^{(n)}$ satisfies Serre's condition $\left(\mathrm{R}_{1}\right)$.

Assume now that $B$ is not normal. Then there is a prime ideal $\mathfrak{i}$ of $B$ such that $B_{\mathrm{i}}$ is not regular. By Proposition A.20.(2) there is a prime ideal $\mathfrak{q}^{\prime}$ of $R^{(n)}$ with $\mathfrak{i}=\mathfrak{q}^{\prime} B$. In particular, we have height $\mathfrak{i}=$ height $\mathfrak{q}^{\prime} B \leq 1$ by Proposition A.20.(1), and $\left(R^{(n)}\right)_{\mathfrak{q}^{\prime}}=B_{\mathfrak{q}^{\prime} B}=B_{\mathfrak{i}}$ (see Lemma B.19.(3)) is by Corollary B. 9 not normal. Therefore, $\left(R^{(n)}\right)_{\mathfrak{q}^{\prime}}$, and hence $R^{(n)}$, is not regular by Corollary B.40. So if there is $\mathfrak{p} \in \mathcal{S}_{n}$ such that $\left(R_{\mathfrak{p}}\right)^{(n)}$ is not normal, then $R^{(n)}$ does not satisfy $\left(\mathrm{R}_{1}\right)$.
(4) This follows from (1) and (3).

## C. Cohen-Macaulay Rings

Proposition C.1. Let $R$ be a local Noetherian ring, and let $M$ be a finite non-zero $R$-module. Then $\operatorname{depth} M \leq \operatorname{dim} M$.

Proof. See [38, Proposition 1.2.12].
Definition C.2. Let $R$ be a Noetherian local ring. A finite $R$-module $M \neq 0$ is a CohenMacaulay module if depth $M=\operatorname{dim} M$. If $R$ is a Cohen-Macaulay module over itself, then it is called a Cohen-Macaulay ring. A maximal Cohen-Macaulay module is a Cohen-Macaulay module $M$ such that $\operatorname{dim} M=\operatorname{dim} R$.

If $R$ is an arbitrary Noetherian ring, then $M$ is a Cohen-Macaulay module if $M_{\mathfrak{m}}$ is a Cohen-Macaulay module for all maximal ideals $\mathfrak{m} \in \operatorname{Supp}(M)$. For $M$ to be a maximal Cohen-Macaulay module we also require that $M_{\mathfrak{m}}$ is a maximal Cohen-Macaulay $R_{\mathfrak{m}}$-module for each maximal ideal $\mathfrak{m}$ of $R$. As in the local case, $R$ is a Cohen-Macaulay ring if it is a Cohen-Macaulay module over itself.

Remark C.3. Any zero-dimensional ring is Cohen-Macaulay.
Theorem C.4. Let $R$ be a Noetherian ring, and let $M$ be a Cohen-Macaulay $R$-module. Then for any multiplicatively closed subset $U$ of $R$ the localization $U^{-1} M$ is also CohenMacaulay. In particular, $M_{\mathfrak{p}}$ is Cohen-Macaulay for every $\mathfrak{p} \in \operatorname{Spec}(R)$.

Proof. See [38, Theorem 2.1.3.(b)].
Corollary C.5. A Cohen-Macaulay ring satisfies Serre's condition $\left(\mathrm{S}_{\mathrm{k}}\right)$ for any $k \in \mathbb{N}$.
Theorem C.6. Let $R$ be a Noetherian local ring, and let $M$ be a finite $R$-module. Then $M$ is Cohen-Macaulay if and only if its completion $\widehat{M}$ is Cohen-Macaulay.

Proof. See [38, Corollary 2.1.8].
Corollary C.7. Let $R$ be a Noetherian semilocal ring. Then $R$ is Cohen-Macaulay if and only if $\widehat{R}$ is Cohen-Macaulay.

Proof. By definition $R$ is Cohen-Macaulay if and only if $R_{\mathfrak{m}}$ is Cohen-Macaulay for each $\mathfrak{m} \in \operatorname{Max}(R)$. By Theorem C. 6 this is equivalent to $\widetilde{R_{\mathfrak{m}}}$ being Cohen-Macaulay for every $\mathfrak{m} \in \operatorname{Max}(R)$. This is by Theorem A.59.(2) and Corollary A. 62 the case if and only if $(\widehat{R})_{\widehat{\mathfrak{m}}}$ is Cohen-Macaulay for every $\widehat{\mathfrak{m}} \in \operatorname{Max}(\widehat{R})$. By definition this is equivalent to $\widehat{R}$ being Cohen-Macaulay.

Proposition C.8. A Noetherian ring $R$ is Cohen-Macaulay if and only if the polynomial ring $R[x]$ is Cohen-Macaulay.

Proof. See [39, Proposition 18.9].
Corollary C.9. A Noetherian ring $R$ is Cohen-Macaulay if and only if the polynomial ring $R\left[x_{1}, \ldots, x_{n}\right]$ is Cohen-Macaulay.

Proof. Apply Proposition C. 8 inductively to $R\left[x_{1}, \ldots, x_{n}\right]=R\left[x_{1}, \ldots, x_{n-1}\right]\left[x_{n}\right]$.
Proposition C.10. Let $R$ be a Cohen-Macaulay ring, and let $\mathfrak{i}$ be an ideal of $R$. If $\mathfrak{i}$ is generated by height $\mathfrak{i}$ elements, then $R / \mathfrak{i}$ is a Cohen-Macaulay ring.

Proof. See [39, Proposition 18.13].
Proposition C.11. A local Cohen-Macaulay ring is equidimensional.
Proof. See [39, Corollary 18.11].
Proposition C.12. Let $R$ be a reduced Cohen-Macaulay ring, and let $A$ be a finite integral extension of $R$ with $R \subset A \subset Q_{R}$. Then

$$
\text { height } \mathfrak{p}=\text { height } \mathfrak{p} \cap R
$$

for every prime ideal $\mathfrak{p}$ of $A$.
Proof. Let $\mathfrak{p}$ be a prime ideal of $A$, and set $\mathfrak{q}=\mathfrak{p} \cap R$. By Proposition B.6.(2) the ring $A^{\prime}=(R \backslash \mathfrak{q})^{-1} A$ is an integral extension of $R$. Since $A$ is finite over $R$, also $A^{\prime}=A \otimes_{R} R_{\mathfrak{q}}$ is by Proposition A. 38 finite over $R_{\mathrm{q}}$. As $R$ is reduced, Propositions A. 24 and A. 77 yield $R_{\mathfrak{p}} \subset(R \backslash \mathfrak{p})^{-1} A \subset(R \backslash \mathfrak{p})^{-1} Q_{R}=Q_{R_{\mathfrak{p}}}$. Moreover, Proposition A.20.(2) implies $\mathfrak{p} A^{\prime} \in \operatorname{Max}\left(A^{\prime}\right)$.
By Theorem C. 4 the ring $R_{\mathfrak{q}}$ is Cohen-Macaulay. Since the Cohen-Macaulay property commutes with completion by Theorem C.6, $\widehat{R_{\mathfrak{p}}}$ is by Theorem A.59.(2) and Proposition C. 11 equidimensional, i.e. $R_{\mathfrak{q}}$ is formally equidimensional.

Then Lemma B. 32 yields

$$
\text { height } \mathfrak{p} A^{\prime}=\text { height } \mathfrak{q} R_{\mathfrak{q}} \text {. }
$$

Thus, we obtain

$$
\text { height } \mathfrak{p}=\text { height } \mathfrak{q}
$$

by Proposition A.20.(2). Also see [47, Proposition 8.7].

## C.1. One-dimensional Cohen-Macaulay Rings

Proposition C.13. A one-dimensional reduced Noetherian ring is a Cohen-Macaulay ring.

Proof. Let $R$ be a one-dimensional reduced Noetherian ring, and let $\mathfrak{m} \in \operatorname{Max}(R)$. If height $\mathfrak{m}=0$, then $R_{\mathfrak{m}}$ is a Cohen-Macaulay ring (see Remark C.3). So let height $\mathfrak{m}=1$. Then $R_{\mathfrak{m}}$ is a one-dimensional local reduced Noetherian ring by Corollary A. 21 and Lemma A.27. So in the following let $R$ be a one-dimensional local reduced Noetherian ring with maximal ideal $\mathfrak{m}$. We have to show that $\mathfrak{m}^{\text {reg }} \neq \emptyset$.

So assume $\mathfrak{m}^{\text {reg }}=\emptyset$. Then any $x \in \mathfrak{m}$ is a zerodivisor. Thus,

$$
\mathfrak{m} \subset R \backslash R^{\mathrm{reg}}=\bigcup_{\mathfrak{p} \in \operatorname{Min}(R)} \mathfrak{p}
$$

by Proposition A.47, and hence $\mathfrak{m} \in \operatorname{Min}(R)$ by Theorem A.2, and since $\mathfrak{m}$ is prime. This implies height $\mathfrak{m}=0$, contradicting the assumption.

Hence, there is an $x \in \mathfrak{m}^{\text {reg }}$, and $(x)$ is a maximal regular sequence in $R$ since

$$
\operatorname{depth} R \leq \operatorname{dim} R=\text { height } \mathfrak{m}=1
$$

by Proposition C.1. In particular, we have $\operatorname{depth} R=\operatorname{dim} R$, and hence $R$ is CohenMacaulay.

Theorem C.14. Let $R$ be a one-dimensional local Cohen-Macaulay ring. Then $R$ is analytically reduced if and only if $\bar{R}$ is a finitely generated $R$-module.

Proof. See [23, Chapter II, Theorem 3.22].
Corollary C.15. Let $R$ be a reduced one-dimensional semilocal Cohen-Macaulay ring. Then $R$ is analytically reduced if and only if $\bar{R}$ is a finite $R$-module.

Proof. By Lemma A. $68 R$ is analytically reduced if and only if $R_{\mathfrak{m}}$ is analytically reduced for every $\mathfrak{m} \in \operatorname{Max}(R)$. This is by Proposition A.20.(2) and Theorem C. 14 equivalent to $\overline{R_{\mathfrak{m}}}=\bar{R}_{\mathfrak{m}}$ (see Corollary B.8) being a finite $R_{\mathfrak{m}}$-module for all $\mathfrak{m} \in \operatorname{Max}(R)$ since $R_{\mathfrak{m}}$ is by Lemma A. 27 reduced for every $\mathfrak{m} \in \operatorname{Max}(R)$. By Lemma A. 42 this is the case if and only if $\bar{R}$ is a finite $R$-module.

Corollary C.16. Let $R$ be a one-dimensional semilocal Cohen-Macaulay ring. If $R$ is analytically reduced, then $\mathfrak{C}_{\mathfrak{J}} \in \mathcal{R}_{\bar{R}} \subset \mathcal{R}_{R}$ for any $\mathfrak{I} \in \mathcal{R}_{R}$.

Proof. Since $R$ is analytically reduced, we have $\bar{R} \in \mathcal{R}_{R}$ by Remark 2.6.(1) and Corollary C.15. Hence, the statement follows from Lemmas 2.11 and 2.12.

## C.2. Canonical Module

Definition C.17. Let $R$ be a ring, and let $M$ be an $R$-module. The injective dimension of $M$, denoted by $\operatorname{inj} \operatorname{dim} M$ or $\operatorname{inj} \operatorname{dim}_{R} M$, is the smallest integer $n$ for which there exists an injective resolution $I^{\bullet}$ of $M$ with $I^{m}=0$ for all $m>n$. If there is no such $n$, the injective dimension of $M$ is infinite.

Definition C.18. Let $R$ be a local ring with maximal ideal $\mathfrak{m}_{R}$, and $M$ be a finite non-zero $R$-module. Then the number

$$
r(M)=\operatorname{dim}_{R / \mathfrak{m}_{R}} \operatorname{Ext}_{R}^{\operatorname{depth} M}\left(R / \mathfrak{m}_{R}, M\right)
$$

is called the type of $M$.

Definition C.19. Let $R$ be a local Cohen-Macaulay ring. A maximal Cohen-Macaulay module $\omega_{R}$ of type 1 and of finite injective dimension is called a canonical module of $R$.

Let $R$ is an arbitrary Cohen-Macaulay ring. A finite $R$-module $\omega_{R}$ is a canonical module of $R$ if $\left(\omega_{R}\right)_{\mathfrak{m}}$ is a canonical module of $R_{\mathfrak{m}}$ for all $\mathfrak{m} \in \operatorname{Max}(R)$.

Theorem C.20. Let $R$ be a local Cohen-Macaulay ring, and let $\omega_{R}$ and $\omega_{R}^{\prime}$ be canonical modules of $R$.
(1) The canonical modules $\omega_{R}$ and $\omega_{R}^{\prime}$ are isomorphic.
(2) We have $\operatorname{Hom}_{R}\left(\omega_{R}, \omega_{R}^{\prime}\right) \cong R$, and any generator $\phi$ of $\operatorname{Hom}_{R}\left(\omega_{R}, \omega_{R}^{\prime}\right) \cong R$ is an isomorphism.
(3) The canonical homomorphism $R \rightarrow \operatorname{End}_{R}\left(\omega_{R}\right)$ is an isomorphism.

Proof. See [38, Theorem 3.3.4].
Theorem C.21. Let $R$ and $A$ be local Cohen-Macaulay rings, and let $\phi: R \rightarrow A$ be $a$ local homomorphism such that $A$ is a finite $R$-module. If the canonical $\omega_{R}$ of $R$ exists, then the canonical module $\omega_{A}$ of $A$ exists, and

$$
\omega_{A} \cong \operatorname{Ext}_{R}^{\operatorname{dim} R-\operatorname{dim} A}\left(A, \omega_{R}\right) .
$$

Proof. See [38, Theorem 3.3.7.(b)].
Theorem C.22. Let $R$ be a local Cohen-Macaulay ring, and let $\omega_{R}$ be a finite $R$-module. Then the following conditions are equivalent:
(a) $\omega_{R}$ is the canonical module of $R$.
(b) For any Cohen-Macaulay modules $M$ of $R$ we have
(1) $\operatorname{Ext}_{R}^{\operatorname{dim} R-\operatorname{dim} M}\left(M, \omega_{R}\right)$ is a Cohen-Macaulay $R$-module of dimension $\operatorname{dim} M$,
(2) $\operatorname{Ext}_{R}^{i}\left(M, \omega_{R}\right)=0$ for all $i \neq \operatorname{dim} R-\operatorname{dim} M$, and
(3) there is an isomorphism

$$
M \rightarrow \operatorname{Ext}_{R}^{\operatorname{dim} R-\operatorname{dim} M}\left(\operatorname{Ext}_{R}^{\operatorname{dim} R-\operatorname{dim} M}\left(M, \omega_{R}\right), \omega_{R}\right)
$$

which in the case $\operatorname{dim} M=\operatorname{dim} R$ is the natural homomorphism from $M$ into its bidual with respect to $\omega_{R}$.
(c) For any maximal Cohen-Macaulay modules $M$ of $R$ we have
(1) $\operatorname{Hom}_{R}\left(M, \omega_{R}\right)$ is a maximal Cohen-Macaulay $R$-module,
(2) $\operatorname{Ext}_{R}^{i}\left(M, \omega_{R}\right)=0$ for $i>0$, and
(3) the natural homomorphism

$$
M \rightarrow \operatorname{Hom}_{R}\left(\operatorname{Hom}_{R}\left(M, \omega_{R}\right), \omega_{R}\right)
$$ is an isomorphism.

Proof. See [38, Theorem 3.3.10].
Proposition C.23. Let $R$ be a Cohen-Macaulay ring, and let $\omega_{R}$ be a canonical module of $R$. If $R$ is generically Gorenstein, i.e. if $R_{\mathfrak{p}}$ is Gorenstein for all $\mathfrak{p} \in \operatorname{Min}(R)$, then $\omega_{R}$ can be identified with an ideal of $R$.

## C.3. Gorenstein Rings

Definition C.24. A Noetherian local ring $R$ is a Gorenstein ring if inj $\operatorname{dim}_{R} R<\infty$. A Noetherian ring is a Gorenstein ring if $R_{\mathfrak{m}}$ is a Gorenstein ring for every $\mathfrak{m} \in \operatorname{Max}(R)$.

Proposition C.25. A Gorenstein ring is Cohen-Macaulay.
Proof. Let $R$ be a Gorenstein ring. Then by definition $R_{\mathfrak{m}}$ is Gorenstein for every $\mathfrak{m} \in$ $\operatorname{Max}(R)$. Hence, $R_{\mathfrak{m}}$ is Cohen-Macaulay for every $\mathfrak{m} \in \operatorname{Max}(R)$ by [38, Proposition 3.1.20]. This implies that $R$ is Cohen-Macaulay (see Definition C.2).

Theorem C.26. Let $R$ be a local Cohen-Macaulay ring. Then the following conditions are equivalent:
(a) $R$ is Gorenstein.
(b) The canonical module $\omega_{R}$ of $R$ exists, and it is isomorphic to $R$.

Proof. See [38, Theorem 3.3.7.(a)].

## D. Valuations

## D.1. Valuation Rings

Definition D.1. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical.
(1) A valuation ring of $Q$ is a subring $V$ of $Q$ with $V \neq Q$ such that the set $Q \backslash V$ is multiplicatively closed.
(2) Let $V$ be a valuation ring of $Q$. Then for any subring $R$ of $V$ with $Q_{R}=Q$ we call $V$ a valuation ring over $R$.
(3) If $R$ is a subring of $Q$ with $Q_{R}=Q$, the set of valuation rings of $Q$ over $R$ is denoted by $\mathcal{V}_{R}$.

Lemma D.2. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical. A valuation ring $V$ of $Q$ is integrally closed in $Q$, and $Q=Q_{V}$ is the total ring of fractions of $V$.

Proof. See [23, Chapter I, Lemma 2.1].
Theorem D.3. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $V$ be a subring of $Q$ with $V \neq Q$ and $Q_{V}=Q$. Then the following statements are equivalent:
(a) $V$ is a valuation ring of $Q$.
(b) For any $x \in Q^{\mathrm{reg}}$ we have either $x \in V$ or $x^{-1} \in V$.
(c) The set of regular principal fractional ideals of $V$ is totally ordered by inclusion.
(d) The set $\mathcal{R}_{V}$ is totally ordered by inclusion.
(e) For any subring $V \subsetneq A \subset Q$ there is a prime ideal $\mathfrak{p} \in \operatorname{Spec}(V)$ such that $\mathfrak{p} A=A$.

Proof. See [23, Chapter I, Theorem 2.2] and Lemma D.2.
Remark D.4. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$.
(1) Every finitely generated regular fractional ideal of $V$ is principal, see [23, Chapter I, Proposition 2.4.(2)].
(2) Recall that every invertible fractional ideal of any ring is regular and finitely generated, see [23, Chapter II, Remark 2.1.(3) and Proposition 2.2.(2)]. Hence, $\mathcal{R}_{V}^{*}$ consists by (1) of the regular principal fractional ideals of $V$.
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(3) The set $\mathcal{R}_{V}^{*}$ is by (2) and Theorem D.3.(c) totally ordered by inclusion.

Remark D.5. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$. Then $V$ has a unique regular maximal ideal, denoted by $\mathfrak{m}_{V}$. In particular, we have $V^{\text {reg }} \backslash V^{*} \subset \mathfrak{m}_{V}$. In fact, $V$ has by [23, Chapter I, Theorem 2.2] a unique maximal ideal $\mathfrak{m}_{V}$ containing all regular non-units of $V$. Moreover, $V$ is a Marot ring, i.e. any regular ideal $\mathfrak{i}$ of $V$ is generated by its regular elements, and hence $\mathfrak{i} \subset \mathfrak{m}_{V}$.

The infinite prime ideal of $V$ is

$$
I_{V}=V: Q \in \operatorname{Spec}(V) \cap \operatorname{Spec}(Q)
$$

see [23, Chapter I, Proposition 2.2.(3a)].
Remark D.6. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$. If $V$ is a domain, then $\mathfrak{m}_{V}$ is the unique maximal ideal of $V$, and hence $V$ is local.

Definition D.7. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$. We include $\mathcal{R}_{V}^{*}$ into the totally ordered monoid $\mathcal{R}_{V, \infty}^{*}=\mathcal{R}_{V}^{*} \cup\left\{I_{V}\right\}$, where $\mathfrak{I} \mathfrak{J}=I_{V}$ if $\{\mathfrak{I}, \mathfrak{J}\} \not \subset \mathcal{R}_{V}^{*}$, and the order is given by $\mathfrak{I}<I_{V}$ for all $\mathfrak{I} \in \mathcal{R}_{V}^{*}$ and $\mathfrak{I}<\mathfrak{J}$ if $\mathfrak{J} \subset \mathfrak{I}$ for $\mathfrak{I}, \mathfrak{J} \in \mathcal{R}_{V}^{*}$, cf. Remark D.4.(3).

Proposition D.8. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$.
(1) We have

$$
I_{V}=\bigcap_{\mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I}=\bigcap_{\mathfrak{I} \in \mathcal{R}_{V}^{*}} \mathfrak{I}
$$

(2) For any $x \in Q$ we have

$$
\bigcap_{\substack{\mathfrak{I} \in \mathcal{R}_{V} \\ x \in \mathfrak{I}}} \mathfrak{I} \in \mathcal{R}_{V, \infty}^{*}
$$

with $\bigcap_{x \in \mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I}=I_{V}$ if and only if $x \in I_{V}$.
(3) Let $x \in Q \backslash I_{V}$, and let $y \in Q^{\mathrm{reg}}$. Then

$$
\bigcap_{\substack{\mathfrak{I} \in \mathcal{R}_{V} \\ x \in \mathfrak{I}}} \mathfrak{I}=y V
$$

if and only if $x y^{-1} \in V \backslash \mathfrak{m}_{V}$.
Proof. (1) Let $x \in I_{V}$, and let $y \in Q^{\text {reg }}$. Then $y^{-1} \in Q^{\text {reg }}$, and $x y^{-1} \in V$ by definition of $I_{V}$. Therefore, $x \in y V$. Since $Q$ is Marot, and hence any $\mathfrak{I} \in \mathcal{R}_{V}$ is generated by $\mathfrak{I}^{\text {reg }} \subset Q^{\text {reg }}$, this implies $I_{V} \subset \bigcap_{\mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I}$. Thus, $I_{V} \subset \bigcap_{\mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I}$.
Since $\mathcal{R}_{V}^{*} \subset \mathcal{R}_{V}$, we have $\bigcap_{\mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I} \subset \bigcap_{\mathfrak{I} \in \mathcal{R}_{V}^{*}} \mathfrak{I}$. Hence, there is an $x \in \bigcap_{\mathfrak{I} \in \mathcal{R}_{V}^{*}} \mathfrak{I}$. Let now $y \in Q$. Then there are $a \in V$ and $b \in V^{\text {reg }}$ such that $y=a b^{-1}$. Moreover, we
have $x \in b V$ since $b V \in \mathcal{R}_{V}^{*}$. Thus, $x y=x a b^{-1} \in V$, and therefore $x \in V: Q=I_{V}$. So the chain of inclusions

$$
I_{V} \subset \bigcap_{\mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I} \subset \bigcap_{\mathfrak{I} \in \mathcal{R}_{V}^{*}} \mathfrak{I} \subset I_{V}
$$

yields the claim.
(2) If $x \in Q \backslash I_{V}$, then $\bigcap_{x \in \mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I}$ is a regular principal fractional ideal of $V$, see [23, Chapter I, Proposition $2.4(3 \mathrm{~b})]$. Therefore, $\bigcap_{x \in \mathfrak{I} \in \mathcal{R}_{V}} \mathfrak{I} \in \mathcal{R}_{V}^{*}$ by Remark D.4.(2). The second part of the claim follows immediately from (1).
(3) See [23, Chapter I, Proposition 2.4.(3b)].

Remark D.9. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical. If $V$ is a valuation ring of $Q$, then $I_{V}$ is already the intersection of all regular ideals of $V$, see [23, Chapter I, Proposition 2.4].

Definition D.10. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$. Considering Proposition D. 8 we define the valuation of $V$ as the map

$$
\begin{aligned}
\mu_{V}: Q & \rightarrow \mathcal{R}_{V, \infty}^{*} \\
x & \mapsto \mu_{V}(x)=\bigcap_{\substack{\mathfrak{J} \in \mathcal{R}_{V} \\
x \in \mathfrak{I}}} \mathfrak{I} .
\end{aligned}
$$

Proposition D.11. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$. For any $x, y \in Q$ the valuation $\mu_{V}$ of $V$ satisfies
(V1) $\mu_{V}(x y)=\mu_{V}(x) \mu_{V}(y)$ and
(V2) $\mu_{V}(x+y) \geq \min \left\{\mu_{V}(x), \mu_{V}(y)\right\}$.
Proof. See [23, Chapter I, Proposition 2.13].
Lemma D.12. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, let $V$ be a valuation ring of $Q$, and let $x \in Q^{\mathrm{reg}}$. Then
(1) $\mu_{V}(x)=x V$, and
(2) $\mu_{V}\left(x^{-1}\right)=\left(\mu_{V}(x)\right)^{-1}$.

Proof. (1) For any $x \in Q$ we have $x V \subset \mu_{V}(x)$ by Definition D.10. If $x \in Q^{\mathrm{reg}}$, then $x V \in \mathcal{R}_{V}^{*}$ by Remark D.4.(2). Since $x \in x V$, Definition D. 10 yields $\mu_{V}(x) \subset x V$.
(2) We have

$$
V=\mu_{V}(1)=\mu_{V}\left(x x^{-1}\right)=\mu_{V}(x) \mu_{V}\left(x^{-1}\right)
$$

Since $\mu_{V}(x) \in \mathcal{R}_{V}^{*}$ by Proposition D.8.(2), this implies $\mu_{V}\left(x^{-1}\right)=\mu_{V}(x): V=$ $\left(\mu_{V}(x)\right)^{-1}$, see Section 2.1.
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Proposition D.13. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$. Then
(1) $V=\left\{x \in Q \mid \mu_{V}(x) \geq V\right\}$,
(2) $V^{*}=\left\{x \in Q^{\mathrm{reg}} \mid \mu_{V}(x)=V\right\}$,
(3) $\mathfrak{m}_{V}=\left\{x \in Q \mid \mu_{V}(x)>V\right\}$, and
(4) $I_{V}=\left\{x \in I_{V} \mid \mu_{V}(x)=I_{V}\right\}$.

In particular, $V^{*}=\left(V \backslash \mathfrak{m}_{V}\right)^{\mathrm{reg}}$ and $I_{V} \subset \mathfrak{m}_{V}$.
Proof. (1) If $x \in V$, then obviously $\mu_{V}(x) \geq V$. Conversely, if $x \in Q$ with $\mu_{V}(x) \geq V$, then $x \in \mu_{V}(x) \subset V$. Hence, $V=\left\{x \in Q \mid \mu_{V}(x) \geq V\right\}$.
(2) Let $x \in V^{*}$. Then $x \in V^{\mathrm{reg}} \subset Q^{\mathrm{reg}}$ and $x^{-1} \in V$, and hence $\mu_{V}(x), \mu_{V}\left(x^{-1}\right) \geq V$ by (1). Since $\mu_{V}\left(x^{-1}\right)=\left(\mu_{V}(x)\right)^{-1}$ by Lemma D.12.(2), this implies $\mu_{V}(x)=$ $\mu_{V}\left(x^{-1}\right)=V$.
Let now $x \in Q^{\text {reg }}$ with $\mu_{V}(x)=V$, i.e. $x V=V$ by Lemma D.12.(1). Then $x \in V$ by (1), and there is a $y \in V$ such that $x y=1$, i.e. $x \in V^{*}$.
(3) Set $\mathfrak{m}=\left\{x \in Q \mid \mu_{V}(x)>V\right\}$. If $x, y \in \mathfrak{m}$, then $x+y \in \mathfrak{m}$ by Proposition D. 11 (see Equation (V2)). For $z \in V$ we have $\mu_{V}(z) \geq V$, and hence $x z \in \mathfrak{m}$ by Proposition D. 11 (see Equation (V1)). Thus, $\mathfrak{m}$ is an ideal of $V$, and by (1) and (2) it contains all regular non-units of $V$. Thus, $\mathfrak{m}=\mathfrak{m}_{V}$, see Remark D.5.
(4) This follows from Proposition D.8.(2).

Remark D.14. Let $Q$ be a ring with $Q^{\text {reg }}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$.
(1) Let $x, y \in Q$ with $\mu_{V}(x) \neq \mu_{V}(y)$. Since $\mathcal{R}_{V, \infty}^{*}$ is totally ordered by reverse inclusion, we have $\mu_{V}(x+y)=\min \left\{\mu_{V}(x), \mu_{V}(y)\right\}$.
(2) If $Q$ is a field, then Proposition D.8.(2) and Lemma D.12.(1) yield $I_{V}=\langle 0\rangle$.

Proposition D.15. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$, and let $x, y \in Q$ with $x-y \in I_{V}$. Then $\mu_{V}(x)=\mu_{V}(y)$.

Proof. Recall that by Proposition D.8.(1) and Definition D. 10

$$
I_{V}=\bigcap_{\mathfrak{I} \in \mathcal{R}_{V}^{*}} \mathfrak{I} \subset \bigcap_{\substack{\mathfrak{J} \in \mathcal{R}^{*}+\\ x \in \mathfrak{I}}} \mathfrak{I}=\mu_{V}(x) .
$$

This implies $y-x \in \mu_{V}(x)$, and hence $y=x+y-x \in \mu_{V}(x)$. Therefore, we obtain $\mu_{V}(y) \subset \mu_{V}(x)$.

Interchanging $x$ and $y$ also yields $\mu_{V}(x) \subset \mu_{V}(y)$, and thus $\mu_{V}(x)=\mu_{V}(y)$.

Proposition D.16. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $V$ be a valuation ring of $Q$ such that $I_{V} \in \operatorname{Max}(Q)$. Then $V / I_{V}$ is a valuation ring of $Q / I_{V}$, and there is an order preserving isomorphism of monoids $\phi: \mathcal{R}_{V, \infty}^{*} \rightarrow \mathcal{R}_{V / I_{V}, \infty}^{*}$ such that the diagram

commutes, where $\pi: Q \rightarrow Q / I_{V}$ is the canonical surjection.
Proof. Let $\bar{x}, \bar{y} \in\left(Q / I_{V}\right) \backslash\left(V / I_{V}\right)$, and assume that $\overline{x y} \in V / I_{V}$. Then there are $x, y \in Q \backslash V$ and $z \in V$ such that $\pi(x)=\bar{x}, \pi(y)=\bar{y}$ and $\pi(z)=\overline{x y}$. Since $\pi(x y-z)=\pi(x) \pi(y)-$ $\pi(z)=0$, we have $x y-z \in I_{V} \subset V$, and hence $x y \in V$. But this is a contradiction as $x, y \in Q \backslash V$, and $V$ is a valuation ring of $Q$, i.e. $Q \backslash V$ is multiplicatively closed. Therefore, since $Q / I_{V}$ is the field of fractions of $V / I_{V}, V / I_{V}$ is a valuation ring of $Q / I_{V}$.

Obviously, the map

$$
\begin{aligned}
\phi: \mathcal{R}_{V, \infty}^{*} & \rightarrow \mathcal{R}_{V / I_{V}, \infty}^{*} \\
\mathfrak{I} & \mapsto \pi(\mathfrak{I})
\end{aligned}
$$

is an inclusion preserving homomorphism of monoids.
Let $x \in Q$. Then

$$
\begin{aligned}
\phi\left(\mu_{V}(x)\right) & =\pi\left(\bigcap_{x \in \mathfrak{I} \in \mathcal{R}_{V}^{*}} \mathfrak{I}\right) \\
& \subset \bigcap_{x \in \mathfrak{J} \in \mathcal{R}_{V}^{*}} \pi(\mathfrak{I}) \\
& \subset \bigcap_{\pi(x) \in \mathfrak{J} \in \mathcal{R}_{V / I_{V}}^{*}} \mathfrak{J} \\
& =\mu_{V / I_{V}}(\pi(x)) .
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
\phi^{-1}\left(\mu_{V / I_{V}}(\pi(x))\right) & =\pi^{-1}\left(\bigcap_{\pi(x) \in \mathfrak{J} \in \mathcal{R}_{V / I_{V}}^{*}} \mathfrak{J}\right) \\
& =\bigcap_{\pi(x) \in \mathfrak{J} \in \mathcal{R}_{V / I_{V}}^{*}} \pi^{-1}(\mathfrak{J}) \\
& \subset \bigcap_{x \in \mathfrak{J} \in \mathcal{R}_{V}^{*}} \mathfrak{I} \\
& =\mu_{V}(x)
\end{aligned}
$$

This implies $\phi \circ \mu_{V}(x)=\mu_{V / I_{V}} \circ \pi(x)$.
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Proposition D.17. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, let $\mathfrak{p} \in \operatorname{Max}(Q)$, and let $V$ be a valuation ring of $Q / \mathfrak{p}$. If $\pi: Q \rightarrow Q / \mathfrak{p}$ is the canonical surjection, then $\pi^{-1}(V)$ is a valuation ring of $Q$ with infinite prime ideal $I_{\pi^{-1}(V)}=\mathfrak{p}$, and there is an order preserving isomorphism of monoids $\phi: \mathcal{R}_{\pi^{-1}(V), \infty}^{*} \rightarrow \mathcal{R}_{V, \infty}^{*}$ such that the diagram

commutes.
Proof. Let $x, y \in Q \backslash \pi^{-1}(V)$, and assume that $x y \in \pi^{-1}(V)$. Then we have $\pi(x), \pi(y) \in$ $V$ and $\pi(x) \pi(y)=\pi(x y) \in V$. But this is a contradiction since $V$ is a valuation ring of $Q / \mathfrak{p}$. Therefore, $\pi^{-1}(V)$ is a valuation ring of $Q$.
For any $x \in Q$ we have $x Q \subset \pi^{-1}(V)$ if and only if $\pi(x Q)=\pi(x) \pi(Q) \subset V$. Thus, $x \in I_{\pi^{-1}(V)}$ if and only if $\pi(x) \in I_{V}=0$ (see Remark D.14.(2)), and this is the case if and only if $x \in \mathfrak{p}$. This implies $I_{\pi^{-1}(V)}=\mathfrak{p}$.

The remaining part of the statement follows now from Proposition D.16.
Corollary D.18. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, and let $\mathfrak{p} \in \operatorname{Max}(Q)$. There is a one-to-one correspondence between the valuation rings of $Q$ with infinite prime ideal $\mathfrak{p}$ and valuation rings of $Q / \mathfrak{p}$ with infinite prime ideals $\langle 0\rangle_{Q / \mathfrak{p}}$. Moreover, if $V$ and $\bar{V}$ are corresponding valuation rings of $Q$ and $Q / \mathfrak{p}$, respectively, then there is an order preserving isomorphism of monoids $\phi: \mathcal{R}_{V, \infty}^{*} \rightarrow \mathcal{R}_{\bar{V}, \infty}^{*}$ such that the diagram

commutes, where $\pi: Q \rightarrow Q / \mathfrak{p}$ is the canonical surjection.
Proof. This follows from Propositions D. 16 and D.17. Also see [23, Chapter I, Proposition 2.17].

Lemma D.19. Let $Q$ be a ring with $Q^{\mathrm{reg}}=Q^{*}$ having a large Jacobson radical, let $V$ be a valuation ring of $Q$, and let $U$ be a multiplicatively closed subset of $V$ such that $\mu_{V}(u)=V$ for all $u \in U$. We denote by $\alpha: Q \rightarrow U^{-1} Q$ the localization map.
(1) We have $\alpha^{-1}\left(U^{-1} V\right)=V$. In particular, $U^{-1} V \subsetneq U^{-1} Q$.
(2) The set $U^{-1} Q \backslash U^{-1} V$ is multiplicatively closed. In particular, if $\left(U^{-1} Q\right)^{\mathrm{reg}}=$ $\left(U^{-1} Q\right)^{*}$ and $U^{-1} Q$ has a large Jacobson radical, then $U^{-1} V$ is a valuation ring of $U^{-1} Q$ (see Definition D.1).

Proof. (1) Since $\mu_{V}(u)=V$ for all $u \in U$, Lemma A.35.(1) yields

$$
\begin{aligned}
\alpha^{-1}\left(U^{-1} V\right) & =\left\{x \in Q_{R} \mid u x \in V \text { for some } u \in R \backslash \mathfrak{m}\right\} \\
& \subset\left\{x \in Q_{R} \mid u x \in V \text { for some } u \in V \backslash \mathfrak{m}_{V}\right\} \\
& =\left\{x \in Q_{R} \mid u x \in V \text { for some } u \in Q_{R} \text { with } \mu_{V}(u)=V\right\}
\end{aligned}
$$

where the last equality follows from Proposition D.13.(1) and (3). So with Proposition D.13.(1) there is for any $x \in \pi^{-1}\left(U^{-1} V\right)$ a $u \in Q_{R}$ with $\mu_{V}(u)=V$ such that

$$
V \leq \mu_{V}(u x)=\mu_{V}(u) \mu_{V}(x)=\mu_{V}(x)
$$

by Proposition D.11, and hence $x \in V$. Therefore,

$$
\alpha^{-1}\left(U^{-1} V\right)=V
$$

and, in particular, $U^{-1} V \subsetneq U^{-1} Q$.
(2) Let $\frac{a}{b}, \frac{c}{d} \in U^{-1} Q \backslash U^{-1} V$, i.e. $a, c \in Q \backslash V$, and suppose that $\frac{a}{b} \frac{c}{d} \in U^{-1} V$. Then there is an $e \in V$ and an $f \in U$ such that

$$
\frac{a}{b} \frac{c}{d}=\frac{a c}{c d}=\frac{e}{f}
$$

i.e. there is a $u \in U$ such that

$$
u(a c e-c d f)=0
$$

Since $b, d, u \in I$, and since $U$ is multiplicatively closed, we have $b d u \in U$. By assumption this implies $\mu_{V}(b d u)=V$, and hence $b d u \in V$ by Proposition D.13.(1). So $e \in V$ implies

$$
u a c f=u b d e \in V
$$

Since $u, f \in U$, we have $u f \in U$, and hence $\mu_{V}(u f)=V$ by assumption. Thus, Propositions D. 11 and D.13.(1) yield the contradiction

$$
V \leq \mu_{V}(u a c f)=\mu_{V}(u f) \mu_{V}(a c)=\mu_{V}(a c)<V
$$

since $a c \in Q \backslash V$ as $V$ is a valuation ring of $Q$, i.e. $Q \backslash V$ is multiplicatively closed, and $a, c \in Q \backslash V$.

## D.2. Valuations

Definition D.20. Let $G$ be an additive abelian totally ordered group. We include $G$ into the totally ordered commutative monoid $G_{\infty}=G \cup\{\infty\}$, where $\infty$ is a symbol such that $x+\infty=\infty, \infty+\infty=\infty$, and $\infty>x$ for all $x \in G$.
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Definition D.21. Let $A$ be a ring. A valuation of $A$ is a map $\nu$ from $A$ onto $G_{\infty}^{\nu}=\left(G^{\nu}\right)_{\infty}$, where $G^{\nu}$ is an additive abelian totally ordered group, satisfying

$$
\begin{equation*}
\nu(x y)=\nu(x)+\nu(y) \tag{D.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu(x+y) \geq \min \{\nu(x), \nu(y)\} \tag{D.2}
\end{equation*}
$$

for all $x, y \in A$.
Let $\nu: A \rightarrow G_{\infty}^{\nu}$ a valuation of $A$.
(1) For $x \in A$ the element $\nu(x) \in G_{\infty}$ is called the value of $x$ in the valuation.
(2) The group $G^{\nu}$ is called the value group of the valuation.
(3) The valuation $\nu$ is said to be trivial if its value group $G^{\nu}$ is trivial, i.e. $G^{\nu}=\{0\}$. Otherwise, $\nu$ is called non-trivial.
(4) If a subfield $k \subset A$ is specified as ground field, then $\nu$ is said to be a valuation over $k$ if $\nu$ is trivial on $k$, i.e. if $\nu(c)=0$ for all $c \in k$.

In the following, we collect some properties of valuations which follow immediately from the definition.

Lemma D.22. Let $A$ be a ring, and let $\nu$ be a valuation of $A$.
(1) We have $\nu(1)=0$. Moreover, if $\nu$ is non-trivial, then $\nu(0)=\infty$.
(2) For any $x \in A^{*}$ we have $\nu\left(x^{-1}\right)=-\nu(x)$. In particular, $\nu(x)<\infty$.
(3) Let $x \in A$. If there is $n \in \mathbb{N}$ such that $x^{n}=1$, then $\nu(x)=0$. In particular, $\nu(-1)=0$.
(4) For any $x \in A$ we have $\nu(-x)=\nu(x)$.
(5) If $x, y \in A$ such that $\nu(x) \neq \nu(y)$, then

$$
\nu(x+y)=\min \{\nu(x), \nu(y)\} .
$$

Proof. (1) For any $x \in A$ we have

$$
\nu(x)=\nu(x \cdot 1)=\nu(x)+\nu(1),
$$

and hence $\nu(1)=0$.
If $\nu$ is non-trivial, then there is an $x \in A$ with $0 \neq \nu(x) \in G^{\nu}$, and hence

$$
\nu(0)=\nu(0 x)=\nu(0)+\nu(x)
$$

implies $\nu(0)=\infty$ since otherwise $\nu(x)=0$ yields a contradiction to the assumption.
(2) If $x \in A^{*}$, then (1) yields

$$
0=\nu(1)=\nu\left(x \cdot x^{-1}\right)=\nu(x)+\nu\left(x^{-1}\right)
$$

(3) Assume $\nu(x) \neq 0$, i.e. $\nu(x)>0$ or $\nu(x)<0$ since $G^{\nu}$ is totally ordered. Then we have by (1)

$$
0=\nu(1)=\nu\left(x^{n}\right)=\nu(x)+\nu\left(x^{n-1}\right) \lessgtr \nu\left(x^{n-1}\right) \lessgtr \ldots \lessgtr \nu(x) \lessgtr 0
$$

which is a contradiction.
(4) By (3) we have

$$
\nu(-x)=\nu(-1)+\nu(x)=\nu(x) .
$$

(5) Since $\nu(x) \neq \nu(y)$, we may assume that $\nu(x)>\nu(y)$. Then we have by the definition of a valuation

$$
\nu(x+y) \geq \min (\nu(x), \nu(y))=\nu(y) .
$$

Moreover, also using Lemma D.22.(4) yields

$$
\nu(x+y-x) \geq \min (\nu(x+y), \nu(-x))=\min (\nu(x+y), \nu(x))
$$

Now assume $\nu(x) \leq \nu(x+y)$. Then

$$
\nu(y)=\nu(x+y-x) \geq \min (\nu(x+y), \nu(x))=\nu(x) .
$$

But this is a contradiction to the assumption $\nu(x)>\nu(y)$. Thus, we have $\nu(x)>$ $\nu(x+y)$. This implies

$$
\begin{aligned}
\nu(y) & =\nu(x+y-x) \\
& \geq \min (\nu(x+y), \nu(x)) \\
& =\nu(x+y) \\
& \geq \min (\nu(x), \nu(y)) \\
& =\nu(y)
\end{aligned}
$$

and hence $\nu(x+y)=\nu(y)=\min (\nu(x), \nu(y))$.
Definition D.23. Let $A$ be a ring, and let $\nu$ be a valuation of $A$. The valuation ring of $\nu$ is

$$
V_{\nu}=\{x \in A \mid \nu(x) \geq 0\} \subset A
$$

Moreover, we denote by

$$
\mathfrak{m}_{\nu}=\{x \in A \mid \nu(x)>0\} \subset V_{\nu}
$$

the prime ideal of the valuation, and

$$
I_{\nu}=\nu^{-1}(\infty)=\{x \in A \mid \nu(x)=\infty\}
$$

is called the infinite prime ideal of $\nu$.

## D. Valuations

Remark D.24. Let $A$ be a ring, and let $\nu$ be a valuation of $A$. Note that in fact $V_{\nu}$ is a subring of $A$. If $\nu$ is non-trivial, then $V_{\nu}$ is not equal to $A$ since $\nu$ is surjective. Moreover, $\mathfrak{m}_{\nu}$ is a prime ideal of $V_{\nu}$, and the infinite prime ideal $I_{\nu}$ is a prime ideal of both $V_{\nu}$ and $A$.

Also note that Lemma D.22.(2) implies

$$
V_{\nu}^{*}=\left\{x \in A^{*} \mid \nu(x)=0\right\} .
$$

Remark D.25. Let $Q$ be a ring with large Jacobson radical such that $Q^{\mathrm{reg}}=Q^{*}$.
(1) If $\nu$ is a non-trivial valuation of $Q$, then $V_{\nu}$ is a valuation ring of $Q$ as in Definition D.1.
(2) If $V$ is a valuation ring of $Q$, then the map $\mu_{V}$ is by Proposition D. 11 a valuation of $Q$.

The following proposition characterizes which subrings of a ring $A$ are rings of valuations of $A$.

Proposition D.26. Let $A$ be a ring, let $V$ be a subring of $A$, and let $\mathfrak{p}$ be a prime ideal of $V$. Then the following are equivalent.
(a) For each subring $R$ of $A$ and any ideal $\mathfrak{q}$ of $R$ with $V \subset R$ and $\mathfrak{q} \cap R=\mathfrak{p}$ we have $V=R$.
(b) For any $x \in A \backslash V$ there is an $y \in \mathfrak{p}$ such that $x y \in V \backslash \mathfrak{p}$.
(c) There is a valuation $\nu$ of $A$ with $V=V_{\nu}$ and $\mathfrak{p}=\mathfrak{m}_{\nu}$.

Proof. See [48, Proposition 1].
Proposition D.27. Let $A$ be a ring, and let $\nu$ be a non-trivial valuation of $A$. Then the infinite prime ideal of $\nu$ is

$$
I_{\nu}=V_{\nu}: A .
$$

Proof. Let $x \in I_{\nu}$. Then we have for all $y \in A$

$$
\nu(x y)=\nu(x)+\nu(y)=\infty+\nu(y)=\infty>0 .
$$

This yields $x y \in V_{\nu}$, and hence $x \in V_{\nu}: A$.
Now let $G^{\nu}$ be the value group of $\nu$, and assume there is $x \in V_{\nu}: A$ such that $\nu(x)<\infty$. Since $G^{\nu}$ is a group, we have $-\nu(x) \in G^{\nu}$, and there is $y \in A$ with $\nu(y)=-\nu(x)$ as $\nu$ is surjective. Moreover, there is $z \in A$ with $\nu(z)<0$ since $\nu$ is non-trivial.

Thus, we have $y z \in A$, and therefore $x y z \in V_{\nu}$ since $x \in V_{\nu}: A$. Moreover, we have

$$
\nu(x y z)=\nu(x)+\nu(y)+\nu(z)=\nu(z)<0 .
$$

But this is a contradiction to $x y z \in V_{\nu}=\{a \in A \mid \nu(a) \geq 0\}$. Hence, we have $\nu(x)=\infty$, and thus $x \in I_{\nu}$.

Then $I_{\nu} \subset V_{\nu}: A$ and $V_{\nu}: A \subset I_{\nu}$ yield $I_{\nu}=V_{\nu}: A$.

Definition D.28. Let $A$ be a ring, and let $\nu$ and $\nu^{\prime}$ be valuations of $A$ with value groups $G_{\infty}^{\nu}$ and $G_{\infty}^{\nu^{\prime}}$, respectively. Then $\nu$ and $\nu^{\prime}$ are called equivalent if there is an order preserving isomorphism $\phi$ from $G_{\infty}^{\nu}$ onto $G_{\infty}^{\nu^{\prime}}$ such that

$$
\nu^{\prime}(x)=\phi \circ \nu(x)
$$

for all $x \in A \backslash I_{\nu}$. We will identify equivalent valuations.
Proposition D.29. Let $A$ be a ring, and let $\nu$ and $\nu^{\prime}$ be valuations of $A$. Then $\nu$ and $\nu^{\prime}$ are equivalent if and only if $V_{\nu}=V_{\nu^{\prime}}$ and $\mathfrak{m}_{\nu}=\mathfrak{m}_{\nu^{\prime}}$.

Proof. See [48, Proposition 2].
Proposition D.30. Let $Q$ be a ring having a large Jacobson radical such that $Q^{*}=Q^{\mathrm{reg}}$, and let $\nu$ be a valuation of $Q$. Then $\mathfrak{m}_{\nu}=\mathfrak{m}_{V_{\nu}}$ and $I_{\nu}=I_{V_{\nu}}$.

Proof. See [23, Chapter I, Proposition 2.12].
Corollary D.31. Let $Q$ be a ring having a large Jacobson radical such that $Q^{*}=Q^{\mathrm{reg}}$, and let $\nu$ and $\nu^{\prime}$ be valuations of $Q$. Then $\nu$ and $\nu^{\prime}$ are equivalent if and only if $V_{\nu}=V_{\nu^{\prime}}$.

Proof. This follows from Remark D. 5 and Propositions D. 29 and D. 30 .

Corollary D.32. Let $Q$ be a ring having a large Jacobson radical such that $Q^{*}=Q^{\mathrm{reg}}$. Then there is a bijection

$$
\begin{aligned}
& V \mapsto \mu_{V}, \\
& V_{\nu} \leftrightarrow \nu
\end{aligned}
$$

between the valuation rings and the valuations of $Q$.
In particular, we have for any valuation ring $V$ of $Q$

$$
V=V_{\mu_{V}},
$$

and for any valuation $\nu$ of $Q$ we obtain

$$
\nu=\mu_{V_{\nu}}
$$

(modulo equivalence of valuations).
Proof. This follows from Remark D. 25 and Corollary D.31. Also see [23, Chapter I, Propositions 2.12 and 2.13].

Proposition D.33. Let $A$ be a ring, let $\nu$ be a valuation of $A$, and let $x, y \in A$ with $x-y \in I_{\nu}$. Then $\nu(x)=\nu(y)$.

## D. Valuations

Proof. Let $x, y \in A$ such that $x-y \in I_{\nu}$, and assume $\nu(x) \neq \nu(y)$. Since $\nu(y)=\nu(-y)$ by Lemma D.22.(4), Lemma D.22.(5) yields

$$
\infty=\nu(x-y)=\min (\nu(x), \nu(-y))=\min (\nu(x), \nu(y)) .
$$

This implies $\nu(x) \geq \infty$ and $\nu(y) \geq \infty$, and hence

$$
\nu(x)=\infty=\nu(y)
$$

since $\nu(x), \nu(y) \in G_{\infty}^{\nu}$. However, this is a contradiction to the assumption $\nu(x) \neq$ $\nu(y)$.

Proposition D.34. Let $A$ be a ring, and let $\nu$ be a valuation of $A$. Then there is a valuation $\mu$ of the domain $A / I_{\nu}$ such that the diagram

commutes, where $\pi: A \rightarrow A / I_{\nu}$ is the canonical surjection. Moreover, we have

$$
V_{\mu}=V_{\nu} / I_{\nu}
$$

and

$$
I_{\mu}=\langle 0\rangle_{A / I_{\nu}} .
$$

Proof. Since by Proposition D. $33 \nu(x)=\nu(y)$ for all $x, y \in A$ with $x-y \in I_{\nu}$, the map

$$
\begin{aligned}
\mu: A / I_{\nu} & \rightarrow G_{\infty}^{\nu} \\
x+I_{\nu} & \mapsto \nu(x)
\end{aligned}
$$

is well-defined, and it is clearly a valuation of $A / I_{\nu}$. The ring of $\mu$ is

$$
V_{\mu}=\left\{x+I_{\nu} \in A / I_{\nu} \mid \mu\left(x+I_{\nu}\right)=\nu(x) \geq 0\right\}=V_{\nu} / I_{\nu} .
$$

Proposition D.35. Let $A$ be a ring, let $\mathfrak{p}$ be a prime ideal of $A$, and let $\mu$ be a valuation of $A / \mathfrak{p}$ with $I_{\mu}=\langle 0\rangle_{A / \mathfrak{p}}$. Then there is a valuation $\nu$ of $A$ with $I_{\nu}=\mathfrak{p}$ such that the diagram

commutes, where $\pi: A \rightarrow A / \mathfrak{p}$ is the canonical surjection. Moreover,

$$
V_{\nu} / \mathfrak{p}=V_{\mu} .
$$

Proof. Obviously, the map

$$
\begin{aligned}
\nu: A & \rightarrow G_{\infty}^{\mu} \\
x & \mapsto \mu(x+\mathfrak{p})
\end{aligned}
$$

is a valuation of $A$.
For $x \in \mathfrak{p}$ we have

$$
\nu(x)=\mu(x+\mathfrak{p})=\mu(0+\mathfrak{p})=\infty
$$

and hence $x \in I_{\nu}$. This implies $\mathfrak{p} \subset I_{\nu}$.
Let now $x \in I_{\nu}$. Then

$$
\infty=\nu(x)=\mu(x+\mathfrak{p})
$$

This implies $x+\mathfrak{p} \in I_{\mu}=\langle 0\rangle_{A / \mathfrak{p}}$, i.e. $x+\mathfrak{p} \subset \mathfrak{p}$. This implies $x \in \mathfrak{p}$, and hence $I_{\nu} \subset \mathfrak{p}$.
The remaining part of the statement follows now from Proposition D. 34
Corollary D.36. Let $A$ be a ring, and let $\mathfrak{p}$ be a prime ideal of $A$. There is a one-to-one correspondence between valuations of $A$ with infinite prime ideal $\mathfrak{p}$ and valuations of $A / \mathfrak{p}$ with infinite prime ideal $\langle 0\rangle_{A / \mathfrak{p}}$. Moreover, if $\nu$ and $\bar{\nu}$ are corresponding valuations of $A$ and $A / \mathfrak{p}$, respectively, then there is an additive abelian totally ordered group $G$ such that the diagram

commutes, where $\pi: A \rightarrow A / \mathfrak{p}$ is the canonical surjection. Also see [23, Chapter I, Proposition 2.17].

## E. Gradings and Derivations

## E.1. Gradings

Definition E.1. Let $R$ be a ring, and let $G$ be an additive abelian group.
(1) A finite ( $G$-) grading of $R$ is a system

$$
\left(\pi_{p}^{R}\right)_{p \in G} \in(\operatorname{End}(R))^{G}
$$

of group endomorphisms such that

$$
\left(\pi_{p}^{R}(R)\right)\left(\pi_{q}^{R}(R)\right) \subset \pi_{p+q}^{R}(R)
$$

for all $p, q \in G$ and

$$
R \cong \bigoplus_{p \in G} \pi_{p}^{R}(R)
$$

If there is a finite $G$-grading of $R$, then $R$ is called finitely ( $G$-) graded.
(2) Let $\left(\pi_{p}^{R}\right)_{p \in G} R$ be a finite $G$-grading of $R$, and let $M$ be an $R$-module. A finite ( $G$-) grading of $M$ is a system

$$
\left(\pi_{p}^{M}\right)_{p \in G} \in\left(\operatorname{End}_{R}(M)\right)^{G}
$$

of group endomorphisms such that

$$
\left(\pi_{p}^{R}(R)\right)\left(\pi_{q}^{R}(M)\right) \subset \pi_{p+q}^{R}(M)
$$

for all $p, q \in G$ and

$$
M \cong \bigoplus_{p \in G} \pi_{p}^{R}(M)
$$

If there is a finite $G$-grading of $M$, then $M$ is called finitely ( $G$-) graded.
Definition E.2. Let $R$ be a Zariski ring (see Definition A.57), and let $G$ be an additive abelian group.
(1) A system of group endomorphisms

$$
\left(\pi_{p}^{R}\right)_{p \in G} \in(\operatorname{End}(R))^{G}
$$

is called a ( $G$-) grading of $R$ if for any $n \in \mathbb{N}$ it induces a finite $G$-grading

$$
\left(\pi_{p}^{R / \mathfrak{n}_{R}^{n}}\right)_{p \in G}=\left(\overline{\pi_{p}^{R}}\right)_{p \in G}
$$

of the ring $R / \mathfrak{n}_{R}^{n}$.
If there is a $G$-grading of $R$, then $R$ is called ( $G$-)graded.
(2) Let $R$ be $G$-graded, and let $M$ be a finite $R$-module. A system of group endomorphisms

$$
\left(\pi_{p}^{M}\right)_{p \in G} \in\left(\operatorname{End}_{R}(M)\right)^{G}
$$

is called a ( $G$-) grading of $M$ if for any $n \in \mathbb{N}$ it induces a finite $G$-grading

$$
\left(\pi_{p}^{M / n_{R}^{n} M}\right)_{p \in G}=\left(\overline{\pi_{p}^{M}}\right)_{p \in G}
$$

of the $R / \mathfrak{n}_{R}^{n}$-module $M / \mathfrak{n}_{R}^{n} M$, where $R / \mathfrak{n}_{R}^{n}$ is graded by the induced grading.
If there is a $G$-grading of $M$, then $M$ is called ( $G$ )-graded.
In the following, let $R$ be a Zariski ring (see Definition A.57), and let $G$ be an additive abelian group such that there is a $G$-grading $\left(\pi_{p}^{R}\right)_{p \in G}$ of $R$.
Definition E.3. Let $M$ be a $G$-graded $R$-module, and let $\left(x_{p}\right)_{p \in G} \in M^{G}$. The sum $\sum_{p \in G}$ is called convergent if there is an $x \in M$ such that for any $n \in \mathbb{N}$ there is a finite subset $E_{n} \subset G$ such that for all finite subsets $E \subset G$ with $E_{n} \subset E$ we have

$$
x-\sum_{p \in E} x_{p} \in \mathfrak{n}_{R}^{n} M .
$$

We also say that $\sum_{p \in G} x_{p}$ converges to $x \in M$, and we write

$$
x=\sum_{p \in G} x_{p} .
$$

Proposition E.4. Let $M$ be a $G$-graded $R$-module. Then

$$
x=\sum_{p \in G} \pi_{p}^{R}(x)
$$

for any $x \in M$. Conversely, if $x=\sum_{p \in G} x_{p}$ with $x_{p} \in \pi_{p}^{R}(M)$ for all $p \in G$, then $x_{p}=\pi_{p}^{R}(x)$ for all $p \in G$.

Proof. See [49, (1.1)].
Definition E.5. Let $M$ be a $G$-graded $R$-module.
(1) Let $x \in M$. For any $p \in G$ we call $x_{p}=\pi_{p}^{M}(x)$ the $p$-th homogeneous component of $x$. If $\pi_{p}^{M}(x)=x$ for some $p \in G$, then $x$ is called homogeneous, and $p$ is the degree of $x$. We write $\operatorname{deg}(x)$ for the degree of $x$.
(2) For any $p \in G$ we set

$$
M_{p}=\{x \in M \mid x \text { homogeneous with } \operatorname{deg}(x)=p\} .
$$

(3) An $R$-submodule $N$ of $M$ is called homogeneous if

$$
\pi_{p}^{M}(N) \subset N
$$

for all $p \in G$.
Proposition E.6. Let $M$ be a $G$-graded $R$-module, and let $N$ be an $R$-submodule of $M$.
(1) $N$ is homogeneous if and only if it is generated by homogeneous elements.
(2) Let $N$ be homogeneous. Then

$$
\left(\pi_{p}^{N}\right)_{p \in G}=\left(\left.\pi_{p}^{M}\right|_{N}\right)_{p \in G}
$$

is a $G$-grading of $N$.
(3) Let $N$ be homogeneous. Then the $G$-grading of $M$ induces a $G$-grading of the $R$ module $M / N$.

Proof. See [49, (1.3), (1.4) and (1.5)].
Lemma E.7. Let $M$ be a $G$-graded $R$-module, and let $N$ be a homogeneous $R$-submodule of $M$. For any $p \in G$ we have

$$
(M / N)_{p}=\pi\left(M_{p}\right)
$$

(with respect to the induced grading on $M / N$, see Proposition E.6.(3)), where $\pi: M \rightarrow M / N$ is the canonical surjection.

Proof. Since we consider the induced grading on $M / N$, there is for any $p \in G$ a commutative diagram


This implies

$$
\pi\left(M_{p}\right)=\pi \circ \pi_{p}^{M}(M)=\pi_{p}^{M / N} \circ \pi(M)=\pi_{p}^{M / N}(M / N)=(M / N)_{p} .
$$

Definition E.8. Let $M$ and $N$ be $G$-graded $R$-modules. A homomorphism $\phi: M \rightarrow N$ is called homogeneous (of type $q \in G$ ) if

$$
\phi\left(\pi_{p}^{M}(M)\right) \subset \pi_{p+q}^{N}(N)
$$

or all $p \in G$.

Proposition E.9. Let $M$ and $N$ be $G$-graded $R$-modules, and let $\phi: M \rightarrow N$ be homogeneous of type $q \in G$. Then

$$
\phi\left(\pi_{p}^{M}(x)\right)=\pi_{p+q}^{N}(\phi(x))
$$

for all $x \in M$.
Proof. See [49, page 165].

## E.2. Derivations

Definition E.10. Let $k$ be a valued field. An analytic $k$-algebra is is a complete local Noetherian ring with coefficient field $k$.

Theorem E.11. Let $k$ be a valued field, and let $R$ be an analytic $k$-algebra.
(1) Let $\mathfrak{d}$ be a $k$-derivation of $R$ such that $\mathfrak{m}_{R}$ is generated by eigenvalues of $\mathfrak{d}$. Then there is exactly one $k_{+}$-grading $\left(\pi_{p}^{R}\right)_{p \in k}$ of $R$ such that $\pi_{p}^{R}(R)$ consists of $p$-eigenvectors of $\mathfrak{d}$ for any $p \in k$.
 such that $\pi_{p}^{R}(R)$ consists of $p$-eigenvectors of $\mathfrak{d}$ for any $p \in k$.
Proof. See [49, Satz (2.2) and (2.3)].
Definition E.12. Let $k$ be a valued field, and let $R$ be an analytic $k$-algebra. A $k$-derivation $\mathfrak{d}$ of $R$ is called diagonalizable if $\mathfrak{m}_{R}$ is generated by eigenvectors of $\mathfrak{d}$.

Theorem E.13. Let $k$ be a field, let $A=k\left[\left[X_{1}, \ldots, X_{n}\right]\right]$, let $\mathfrak{i}$ be an ideal of $A$, and let $R=A / \mathrm{i}$. We denote by $\pi: A \rightarrow R$ the canonical surjection, and we write $x_{i}=\pi\left(X_{i}\right)$ for all $i=1, \ldots, n$. Then for any $w \in k^{n}$ the following are equivalent:
(a) $R$ is $k_{+}$-graded, and $x_{i}$ is homogeneous with $\operatorname{deg}\left(x_{i}\right)=w_{i}$ for any $i=1, \ldots, n$.
(b) There is a diagonalizable $k$-derivation $\mathfrak{d}_{R}$ of $R$ such that $\mathfrak{d}_{R}\left(x_{i}\right)=w_{i} x_{i}$ for all $i=1, \ldots, n$.
(c) There is a diagonalizable $k$-derivation $\mathfrak{d}_{A}$ of $A$ such that $\mathfrak{d}_{A}\left(X_{i}\right)=w_{i} X_{i}$ for all $i=1, \ldots, n$ and $\mathfrak{i}$ is invariant under $\mathfrak{d}_{A}$.
(d) The ideal $\mathfrak{i}$ is homogeneous with respect to weighted polynomial degree with weights $w$.

If these equivalent conditions hold, then there is a commutative diagram


Moreover, the grading on $R$ is induced by the grading on $A$ corresponding to $\mathfrak{d}_{A}$.

For the proof of Theorem E. 13 we need the following Lemmas.
Lemma E.14. Let $k$ be a field, let $A=k\left[\left[X_{1}, \ldots, X_{n}\right]\right]$, let $\mathfrak{i} \in A$ be an ideal, and let $R=A / \mathrm{i}$. We write $\pi: A \rightarrow R$ for the canonical surjection, and $x_{i}=\pi\left(X_{i}\right)$ for $i=1, \ldots, n$. Let $\mathfrak{d}_{R}$ be a $k$-derivation of $R$. For any

$$
\left(y_{i}\right)_{i=1, \ldots, n} \in \prod_{i=1}^{n} \pi^{-1}\left(\mathfrak{d}_{R}\left(x_{i}\right)\right)
$$

there is a $k$-derivation $\mathfrak{d}_{A}$ of $A$ such that the diagram

commutes, and $\mathfrak{o}_{A} X_{i}=y_{i}$ for all $i=1, \ldots, n$. If there is $\left(w_{i}\right)_{i=1, \ldots, n} \in k^{n}$ such that $\mathfrak{d}_{R} x_{i}=w_{i} x_{i}$ for all $i=1, \ldots, n$, then we may have $\mathfrak{d}_{A} X_{i}=w_{i} X_{i}$.

In particular, for any diagonalizable $k$-derivation $\mathfrak{d}_{R}$ of $R$ there is a diagonalizable $k$-derivation $\mathfrak{d}_{A}$ of $A$ with $\mathfrak{d}_{R} \circ \pi=\pi \mathfrak{o}_{A}$.

Proof. See [49, (2.1)].
Lemma E.15. Let $k$ be a field, let $R$ be a $k_{+}$-graded analytic $k$-algebra, and let $\mathfrak{d}$ be the $k$-derivation of $R$ corresponding to the grading (see Theorem E.11.(2)). Then an ideal $\mathfrak{i}$ of $R$ is homogeneous if and only if it is invariant under $\mathfrak{D}$.

Proof. See [49, (2.4)].
Lemma E.16. Let $k$ be a field, let $A$ be a $k_{+}$-graded analytic $k$-algebra, and let $\mathfrak{d}$ be the $k$ derivation of $A$ corresponding to the grading (see Theorem E.11.(2)). If $\mathfrak{i}$ is a homogeneous ideal, then the induced grading on $R=A / \mathfrak{i}$ (see Proposition E.6.(3)) corresponds to the derivation

$$
\begin{aligned}
& \overline{\mathfrak{d}}: R \rightarrow R, \\
& x+\mathfrak{i} \mapsto \mathfrak{d}(x)+\mathfrak{i}
\end{aligned}
$$

(see Theorem E.11.(2)).
Proof. First note that $\overline{\mathfrak{d}}$ is well-defined since $\mathfrak{i}$ is homogeneous, and hence $\mathfrak{d}(\mathfrak{i}) \subset \mathfrak{i}$ by Lemma E.15.

Let now $p \in k_{+}$, and let $x \in R_{p}$. Then by Lemma E. 7 there is an element $X \in A_{p}$ such that $x=X+\mathfrak{i}$. Theorem E.11.(2) yields $\delta(X)=p X$. Thus, we obtain

$$
\overline{\mathfrak{d}}(x)=\mathfrak{d}(X)+\mathfrak{i}=p X+\mathfrak{i}=p x
$$

This implies that $\pi_{p}^{R}(R)$ contains of $p$-eigenvectors of $\overline{\mathfrak{d}}$, and hence $\overline{\mathfrak{d}}$ is by Theorem E.11.(2) the $k$-derivation of $R$ corresponding to the induced grading on $R$.

## Proof of Theorem E.13. $(\mathrm{a}) \Longrightarrow(\mathrm{b})$ This follows from Theorem E.11.(2).

(b) $\Longrightarrow$ (c) Assume (b) holds. Then by Lemma E. 14 there is a $k$-derivation $\mathfrak{d}_{A}$ of $A$ such that $\mathfrak{d}_{A}\left(X_{i}\right)=w_{i} X_{i}$ for all $i=1, \ldots, n$ and $\mathfrak{d}_{R} \circ \pi=\pi \circ \mathfrak{d}_{A}$. In particular, this implies

$$
\pi \circ \mathfrak{d}_{A}(\mathfrak{i})=\mathfrak{d}_{R} \circ \pi(\mathfrak{i})=\mathfrak{d}_{R}(0)=0
$$

Thus,

$$
\mathfrak{d}_{A}(\mathfrak{i}) \subset \operatorname{ker}(\pi)=\mathfrak{i},
$$

i.e. $\mathfrak{i}$ is invariant under $\mathfrak{d}_{A}$.
$(\mathrm{c}) \Longrightarrow(\mathrm{d})$ This follows from Theorem E. 11 and Lemma E. 15.
$(\mathrm{d}) \Longrightarrow\left(\right.$ a) Since $\mathfrak{i}$ is homogeneous, and $\operatorname{deg}\left(X_{i}\right)=w_{i}$ for all $i=1, \ldots, n$, this follows from Proposition E.6.(3) as $R=A / \mathfrak{i}$.
If the equivalent conditions hold, the commutativity of Diagram (E.1) follows from Lemma E. 14.

Let $y \in R$, and let $Y \in A$ such that $\pi(Y)=y$. Then

$$
\begin{aligned}
\mathfrak{d}_{R}(y) & =\mathfrak{d}_{R} \circ \pi(Y) \\
& =\pi \circ \mathfrak{d}_{A}(Y) \\
& =\mathfrak{d}_{A}(Y)+\mathfrak{i} .
\end{aligned}
$$

Thus, the grading on $R$ is by Lemma E. 16 induced by the grading on $A$ corresponding to $\mathfrak{d}_{A}$.

Proposition E.17. Let $k$ be a field of characteristic 0 , and let $R$ be an analytic $k$-algebra. Let $\mathfrak{d}$ be a $k$-derivation of $R$, and let $\mathfrak{i}$ be an ideal of $R$ with $\mathfrak{d}(\mathfrak{i}) \subset \mathfrak{i}$. Then $\mathfrak{d}(\mathfrak{p}) \subset \mathfrak{p}$ for any associated prime ideal $\mathfrak{p}$ of $\mathfrak{i}$.

Proof. See [49, (2.5)].
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