
Dissertation

Design and Analysis
of Adaptive Caching Techniques

for Internet Content Delivery

Thesis approved by the
Department of Computer Science

of the University of Kaiserslautern (TU Kaiserslautern)

for the award of the Doctoral Degree
Doctor of Engineering (Dr.-Ing.)

to

Daniel S. Berger

Date of the viva : June 8, 2018
Dean : Prof. Dr. Stefan Deßloch
PhD committee
Chair : Prof. Dr. Pascal Schweitzer
Reviewers : Prof. Dr. Jens B. Schmitt

Prof. Dr. Florin Ciucu (University of Warwick)
Prof. Dr. Mor Harchol-Balter (Carnegie Mellon University)

D 386





Abstract

Fast Internet content delivery relies on two layers of caches on the request path. Firstly,
content delivery networks (CDNs) seek to answer user requests before they traverse
slow Internet paths. Secondly, aggregation caches in data centers seek to answer user
requests before they traverse slow backend systems. The key challenge in managing these
caches is the high variability of object sizes, request patterns, and retrieval latencies.
Unfortunately, most existing literature focuses on caching with low (or no) variability in
object sizes and ignores the intricacies of data center subsystems.

This thesis seeks to fill this gap with three contributions. First, we design a new
caching system, called AdaptSize, that is robust under high object size variability. Sec-
ond, we derive a method (called Flow-Offline Optimum or FOO) to predict the optimal
cache hit ratio under variable object sizes. Third, we design a new caching system, called
RobinHood, that exploits variances in retrieval latencies to deliver faster responses to
user requests in data centers.

The techniques proposed in this thesis significantly improve the performance of CDN
and data center caches. On two production traces from one of the world’s largest CDN
AdaptSize achieves 30-91% higher hit ratios than widely-used production systems, and
33-46% higher hit ratios than state-of-the-art research systems. Further, AdaptSize
reduces the latency by more than 30% at the median, 90-percentile and 99-percentile.

We evaluate the accuracy of our FOO analysis technique on eight different production
traces spanning four major Internet companies. We find that FOO’s error is at most
0.3%. Further, FOO reveals that the gap between online policies and OPT is much larger
than previously thought: 27% on average, and up to 43% on web application traces.

We evaluate RobinHood with production traces from a major Internet company on a
50-server cluster. We find that RobinHood improves the 99-percentile latency by more
than 50% over existing caching systems. As load imbalances grow, RobinHood’s latency
improvement can be more than 2x. Further, we show that RobinHood is robust against
server failures and adapts to automatic scaling of backend systems.

The results of this thesis demonstrate the power of guiding the design of practical
caching policies using mathematical performance models and analysis. These models are
general enough to find application in other areas of caching design and future challenges
in Internet content delivery.
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Being fast really matters. . . half a second delay caused a 20% drop in traffic.
— Marissa Mayer, Google employee #20, in 2008

As observed by Marissa Mayer at Google, and as repeatedly stressed by several other
companies, achieving low latency is a key challenge in Internet content delivery [4–7].
Along the path that requests travel between a user and the server holding the content,
there are two principal sources of high latency. First, latency grows very quickly with
distance [8]. For example, the latency between a user in Australia and the servers of a
content provider in the US (such as Facebook) lies in the hundreds of milliseconds [9].
Second, queries to the servers of content providers are frequently slowed down by exces-
sive queueing of user requests in data centers and backend systems [7].

A key component in fighting this latency has been the de-
ployment of many layers of caching along the path taken by
user requests. Ideally, we can quickly respond to a user re-
quest by delivering the requested data from a cache early on
the request path instead of traversing high-latency parts fur-
ther down the path.

Figure 1.1 outlines a typical path of a user request before
entering a data center. On this path, the user request typically
passes through several caching layers operated by a Content
delivery network (CDN) [10]. CDNs operate caching servers
around the globe such that most users can be served by a
nearby CDN server. For example, a large CDN such as Aka-
mai [11, 12] operates 240,000 servers located in 1,700+ net-
works in 130 countries around the world

As most users can connect to a nearby CDN server, this
part of the path takes only a few tens of milliseconds. Each
CDN server employs two levels of caching: a small but fast
in-memory cache called the Hot Object Cache (HOC) and a
large second-level Disk Cache (DC).

Each requested web object is first looked up in the HOC.
If the object is found in the HOC (cache hit), it can be im-
mediately returned to the user (green path in the figure). A
HOC cache hit leads to the lowest-possible request latency.
The first goal of this dissertation is to maximize the fraction
of user requests served from the HOC.
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path (part II).

If the object is absent from the HOC (cache miss), then
it is looked up in the DC. As the DC is much larger than
the HOC, it is more likely to find an object there. How-
ever, the DC is also much slower than the HOC and can
add a variable amount of several tens of milliseconds to
the request path.
If the object is also absent in the DC, then the ob-

ject is fetched over the world-area network (WAN) from
the content provider’s data center. Traversing the WAN
and reaching the data center increases the latency by the
hundreds of milliseconds.
Figure 1.2 outlines a typical path of a user request

within a content provider’s data center. As the request
enters the data center, it is first routed to a so-called ag-
gregation server. Most modern websites consist of many
subcomponents and often include personalized content
such as recommendations or advertisement. The aggre-
gation server compiles these subcomponents into the final
website and delivers it back to the user.
For each subcomponent, the aggregation server first

queries its local cache (the aggregation cache). If all sub-
components can be found in the aggregation cache, the
aggregation server can answer a user request within a few
milliseconds.

If any subcomponent is not found in the aggregation cache, the subcomponent has
to be fetched from a backend system such as a machine learning system for recom-
mendations, or such as a database for user data. Querying a backend system is often
compute-intensive and IO-intensive; this step can take several hundreds of milliseconds.
The aggregation server must wait for the slowest backend query, as assembling the web-
site requires all subcomponents to be present at the aggregation server.

Figure 1.3 shows a typical timeline for a request from the aggregation server’s per-
spective. After the request arrives, the aggregation server processes the request and
looks up all components it needs in the aggregation cache. In this case, there are three
backend systems. Of two queries to the first backend system (green), one is found in
the aggregation cache, the other query has to be retrieved from the backend. For the
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second backend system (blue), all three queries must be retrieved from the backend;
and for the third (red), two out of three queries have to be retrieved from the backend.
Only once all queries to the backend systems have returned (the slowest is the third
blue query), can the aggregation server continue processing the request and reply to the
user. In the production systems we have analyzed, the total response time is dominated
by the waiting time for queries to the backends. As the aggregation server waits for the
slowest query, queries that return earlier essentially waste resources (green, red). The
second goal of this dissertation is therefore to balance the latency of backend queries to
minimize the overall response time of user requests.

time

request
arrives

request
completed

cache
lookup

wait for queries
to backends processing

2/3 cache misses
go to backend 3

1/3 cache hits for backend 3

1/2 cache hits for backend 1
1/2 cache misses

3/3 cache misses
go to backend 2

go to backend 1

Figure 1.3: Timeline of a request from the perspective of an aggregation server in a data
center at Microsoft.

High-level research question of this thesis. User requests pass through1 three dis-
tinct caching layers: the HOC, the DC, and the aggregation server cache. As every
layer adds significant latency to the request path, we seek to respond to user requests
at the earliest possible layer and as quickly as possible. Unfortunately, we will see that
achieving this goal is very challenging. The central research question of this thesis is:
how we can use these caches most effectively to minimize Internet request latency?
We next introduce two key challenges that complicate the design and operation of

CDN and aggregation caches.

1Note that not all user requests pass through a CDN and not all websites require a large data center.
However, all major websites follow a variant of this design. CDNs already carry the majority of
today’s Internet traffic and are expected to carry almost two thirds by 2020 [13].
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1.1 Challenges and Motivation

The research presented in this thesis is motivated by two classes of variability. Firstly,
variability in object sizes and request patterns in CDN request streams. Seconds, vari-
ability in the retrieval latency, cacheability and request rate of aggregation cache request
streams. We discuss these two types in turn.

1.1.1 At the CDN level: variability in object sizes and request

patterns

CDNs serve multiple traffic classes using a shared server infrastructure. Such classes in-
clude web sites, videos, and interactive applications from thousands of content providers,
each class with its own distinctive object size distributions and request patterns [11].
Figure 1.4 shows the object size distribution of requests served by two Akamai produc-
tion servers (one in the US, the other in Hong Kong).
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Figure 1.4: The cumulative distribution for object sizes in two Akamai production traces
from Hong Kong and the US. Sizes vary by more than nine orders of magni-
tude.

We find that object sizes span more than nine orders of magnitude. This is particularly
challenging for HOCs as their size is very small, e.g., a few GBs on the production servers
we analyze in Chapter 3. In fact, HOCs are tiny when compared to the extent of size
variability: CDNs have consistently observed that the largest objects are often of the
same order of magnitude as the HOC size itself, even as HOC sizes and web objects have
grown over the last decade.

To explain why this is challenging for a HOC, let us consider the limited choices that
are open to a HOC. First, the cache can decide whether or not to admit an object (cache
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admission). Second, the cache can decide which object to evict from the cache (cache
eviction) if there is no space for a newly admitted object. Existing caching systems,
both in academia and industry, focus on advanced eviction policies and typically admit
all objects into the cache.
We use a toy example to illustrate the effect of size variability. Imagine that there

are only two types of objects: 9999 small objects of size 100 KiB (say, web pages) and 1
large object of size 500 MiB (say, a software download). Further, assume that all objects
are equally popular and requested forever in round-robin order. Suppose that our HOC
has a capacity of 1 GiB.
A caching system which admits all objects cannot achieve an OHR above 0.5 – inde-

pendently of the eviction policy. Every time the large object is requested, it pushes out
≈5000 small objects. It does not matter which objects are evicted: when the evicted
objects are requested, they cannot contribute any cache hits.
This toy example is illustrative of what happens under real production traffic. We

observe from Figure 1.4 that approximately 5% of objects have a size bigger than 1 MiB.
Every time a cache admits a 1 MiB object, it needs to evict space equivalent to one
thousand 1 KiB objects, which make up about 15% of requests. Again, those evicted
objects will not be able to contribute any future cache hits.
While the academic literature on caching policies is extensive, it focuses on situations

where objects are of the same size and eviction policies are sufficient (see Chapter 2).
This thesis will argue that cache admission policies warrant a much greater focus. For

example, the toy example problem can be resolved using a simple size threshold. If the
HOC admits only objects with a size at most 100 KiB, then it can achieve an OHR of
0.9999 as all small objects stay in the cache. Unfortunately, we will see that request
patterns and size distribution in CDNs change significantly over the course of minutes,
and thus static thresholds perform suboptimally. This problem is further complicated
as we find that simple strategies for dynamically tuning thresholds do not work well (see
Chapter 3).
In summary, we need a new caching system that handles high variability in object sizes

and is robust to changes in the traffic mix as they occur in daily operation, e.g., due to
the CDN’s global load balancer.

1.1.2 In the data center: variability in retrieval latency

Large commercial websites rely on a variety of backend systems such as advertising
systems, recommender systems, databases for transactional data, and key-value stores
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for product listings. To answer a user request, all these backend systems are queried for
data, which is then assembled in the complete webpage. This is the architecture shown
in Figure 1.2 and matches the architecture at Microsoft (see Chapter 5 for more details).
Amazon uses a similar architecture [4].

A major goal in optimizing these data center architectures is to minimize the 99-th
percentile of the request latency [4–7]. As the request latency is defined by the slowest
query to a backend system, minimizing the 99-th percentile requires that the backend
systems’ latencies are approximately equal2. If queries to a backend service A take much
longer than to the other systems, then user requests will always be bottlenecked by A.
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Figure 1.5: Per-backend tail latency in a Microsoft data center at different times of a day
(in February 2018). We observe that P99 latencies across different backend
systems are highly variable, and the slowest backend system changes over
the course of a few hours.

Figure 1.5 shows backend-query latencies from a production data center at Microsoft.
The figure reveals two import properties. First, P99 latencies between different backend
systems differ by an order of magnitude. For example, in Figure 1.5a, the latency of
backends 3,4, and 8 are at almost 150ms whereas backend 2 is just above 50ms and
backend 6 is at about 10ms. Second, the slowest backend system changes throughout
the day. For example, backend 8 is the slowest system at 8am, backend 3 is the slowest
system at 11am, and backend 4 is the slowest system at 2pm.

While there is much work on balancing load and on automatically scaling backend
systems [15], these approaches do not resolve latency imbalance in practice. The reason

2As not all requests query all backends, and requests can send multiple queries to certain backends the
actual goal significantly more involved, as shown in Chapter 5. We remark that in practice, some
systems do not strictly wait for the slowest request, but instead present the user with lower-quality
data [14]. In such a system, our goal would be to maximize the data quality of user requests.
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is that it is often impossible to balance load across different backend systems, which use
specialized software stacks and even sometimes specialized hardware. Additionally, most
backend system are stateful, which makes scaling them very hard. In fact, Microsoft uses
all these approaches in their data centers, and latency imbalance remains a challenge,
as shown in Figure 1.5.
In summary, we need a new way to balance latency across different backend systems

to minimize the request-level latency.

1.2 Research questions and contributions of this

thesis

This thesis addresses the following three research questions motivated by the two types
of variability observed in Internet content delivery systems.

1.2.1 How do we build caching systems that optimize hit ratios

despite the size variability and changes in request patterns

seen in CDNs?

To answer this question, we propose AdaptSize: a high-performance HOC system that
is robust under highly-variable object sizes. AdaptSize’s key idea is to use size-aware
admission (instead of eviction) and to continuously adapt this admission policy to the
request traffic. Our adaption policy is based on a stochastic approximation of the cache
using a Markov model. We present a lock-free implementation of AdaptSize that inte-
grates our model into a CDN production caching system, without limiting the inherent
parallelism of such systems. We also show that AdaptSize significantly improves the hit
ratio and reduces the latency of requests to the overall CDN server.

Contributions to the Internet content delivery research community. AdaptSize
has raised an understanding in CDN operators that admission policies matter and need
to be tuned. We have discussed AdaptSize in talks at Google, Microsoft, Facebook,
and several universities. All of AdaptSize’s source code is available online and has been
widely studied. The CDN of the seventh-largest website in the world, wikipedia.org, has
adapted a variant of AdaptSize into production use in late 2017.
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1.2.2 What is the optimal hit ratio under size variability and

how much further can hit ratios be improved in CDNs?

To answer this question, we propose Flow-offline optimal (FOO): a new analysis tech-
nique to derive the optimal hit ratio on a given request trace. Deriving the optimal
hit ratio is NP hard, and existing approximation algorithms are both slow and highly
inaccurate. FOO overcomes these limitations thanks to a new representation of optimal
caching as a graph-theoretic flow problem. We prove that, under simple independence
assumptions, FOO’s bounds become asymptotically tight as the number of objects goes
to infinity. We evaluate FOO on eight production traces from CDNs, storage systems,
and data center caches and confirm that FOO’s error is negligible in practice. FOO thus
reveals, for the first time, the limits of caching with variable object sizes.

Contributions to the Internet content delivery research community. Several recent
caching systems (following up on AdaptSize), have further improved hit ratios under
variable object sizes. Many in the system community believe that these recent gains
exhaust the potential for further improvement. This is motivated by the best prior
bounds on optimality, which suggest that there is essentially no room for improvement.
In contrast, our FOO analysis shows that current caching systems are in fact still far
from optimal, suffering 11–43% more cache misses than the optimal policy. Therefore,
we conclude that there is still significant room for improving hit ratios in Internet content
delivery systems.

1.2.3 Can we build aggregation caches that balance latency

across different backend systems to minimize request

latency in data centers?

To answer this question, we propose RobinHood: a new aggregation server caching
system that minimizes the request tail latency. The key observation of RobinHood is
that existing cache-level metrics such as hit ratio, request rate, or latency are insufficient
to decide about the allocation of cache space to backend systems. RobinHood develops
a new decision metric that accurately captures the impact that each backend system has
on the overall tail latency. We implement RobinHood in a cluster with 50 servers in the
public cloud and show that RobinHood’s metric can be retrieved online without overhead
from a production system. Our evaluation with production traces from Microsoft shows
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that RobinHood significantly outperforms existing resource allocation strategies and that
RobinHood is robust under load changes across backend systems.

Contributions to the Internet content delivery research community. RobinHood
introduces a new concept to caching research: caches cannot only be used to get fast
responses for hits, but they can also be used to improve the latency of misses (by
balancing load). This concept opens a new research direction in performance modeling:
the intersection between queueing theory and caching analysis. A future quantitative
understanding of this intersection promises a new set of tools to fight latency in data
centers and beyond.

1.3 Thesis outline

The remainder of this thesis is structured as follows:

• Chapter 2 introduces the constraints and goals of caching optimization and dis-
cusses the state of the art in caching systems and performance modeling.

• Chapter 3 introduces AdaptSize and its tuning model, which has also been de-
veloped in several papers [16–18]. This chapter furthermore discusses our imple-
mentation and evaluation setup, and the empirical performance of AdaptSize on
CDN production traces.

• Chapter 4 introduces the FOO representation of optimal caching and proves
that FOO is asymptotically correct. The FOO analysis has been published in
two papers [19, 20]. This chapter furthermore discusses empirical results on the
optimality of FOO and the gap between existing caching systems and the optimal
cache hit ratio.

• Chapter 5 proposes RobinHood caching as a mean to balance load across the
backends of an aggregation server. The RobinHood idea and prototype have been
published in an extended abstract [21] and a paper [22]. This chapter furthermore
discusses our implementation and evaluation setup, and the empirical performance
of RobinHood on data center production traces.

• Chapter 6 concludes this thesis with a review and discussion of future and ongoing
work.
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This chapter introduces terminology and design constraints for Internet content caching
systems and discusses the state of the art. Specifically, Section 2.1 discusses the design
goal of building caching systems for CDNs and data centers. Section 2.2 discusses the
state of the art in academic caching systems. Section 2.3 discusses the state of the art
in cache performance modeling and evaluation. And, Section 2.4 discusses the state of
the art in deriving optimal caching decisions and performance bounds.

2.1 Caching System Design Goals

Caches are deployed in many places throughout the Internet and in various places in
computers themselves. These different deployment scenarios lead to a multitude of per-
formance metrics and design constraints. This section introduces key notation, metrics
and constraints that apply to CDN and aggregation caches.
At a high level there are three key design goals: we seek to maximize the hit ratio or

minimize the tail latency, while maintaining a robust and scalable system, and avoiding
adverse side-effects on second-level caches.

2.1.1 Maximizing hit ratios, minimizing miss ratios and latencies.

The classical performance metric in caching system design is the hit ratio, i.e., the
number of requests that are served by the cache divided by the number of total requests.
Conversely, the miss ratio is 1 − hit ratio. As object sizes are variable in CDNs and
aggregation caches, the hit ratio can be measured as either assigning an equal weight to
every request, or as assigning a weight proportional to the size of each requested object.
This leads to four metrics: OHR and OMR (for equal weight) and BHR and BMR (for
weight proportional to size).

Object Hit Ratio (OHR) =
#cache hits
#requests

Object Miss Ratio (OMR) =
#cachemisses

#requests

Byte Hit Ratio (BHR) =
sum of bytes of with cache hits

sum of bytes

Byte Miss Ratio (BMR) =
sum of bytes of with cache misses

sum of bytes
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CDN caches. The HOC’s primary design objective is user performance, which it op-
timizes by providing fast responses for as many requests as possible. A natural way to
measure this objective is the OHR, which gives equal weight to all user requests. An-
other important reason why CDNs focus on OHR in their HOCs is that HOCs are good
at serving small objects, whereas, small objects are a problem for the DC. Specifically,
every HOC cache miss typically requires a random read from the DC (an I/O operation),
which is very slow on the spinning disks typically found in CDN deployments. Thus,
improving the OHR/OMR typically leads to faster responses from the CDN server as
the disk is less busy: if a HOC miss occurs, the DC’s work queue is shorter. In summary,
HOCs in production deployments at Akamai, Fastly [23] and Wikipedia [24], all seek to
maximize the OHR, or minimize the OMR, of the HOC.

The BHR and BMR metric is less relevant to the HOC. While the much larger DC
focuses on the BHR [25], the HOC has little impact on the BHR as it is typically three
orders of magnitude smaller than the DC.

Aggregation caches. While hit ratio variants are an important metric for CDN perfor-
mance, hit ratio is less well defined for the caches in aggregation servers in data centers.
Specifically, as each request requires the results from many subqueries, full requests hits
are rare as query results to all backends need to be in the cache. The key performance
metric instead is the tail latency, which is the request latency at a high percentile such
as the 99-th percentile.

2.1.2 Robustness against changing request patterns.

All caches on the Internet request path are subjected to a variety of traffic changes each
day.

CDN caches. For HOCs, web content popularity changes during the day (e.g., news
in the morning vs. video at night), which includes rapid changes due to flash crowds.
Another source of traffic changes is the sharing of the server infrastructure between
traffic classes. Such classes include web sites, videos, software downloads, and interactive
applications from thousands of content providers [11]. As a shared infrastructure is more
cost effective, a CDN server typically serves a mix of traffic classes. Due to load balancing
decisions, this mix can change abruptly. This poses a particular challenge as each traffic
class has its own distinctive request and object size distribution statistics: large objects
can be unpopular within one hour and popular during the next. A HOC admission
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policy must be able to rapidly adapt to all these changing request patterns to achieve
consistently high OHRs.

Aggregation caches. In data centers there are many sources of variability besides re-
trieval latency (Subsection 1.1.2). As in CDNs, content popularity changes significantly
during the day. Additionally, request rates and request composition are in constant flux.
For example, at Microsoft, news see very high request rates in the morning, and involve
image, text, and advertising backend systems, but typically do not involve the store
catalog backend system. In the evening, xbox.com becomes very popular, which often
involves the store catalog backend system and various recommender systems. Aggrega-
tion server caches must be able to rapidly adapt to all these changing request patterns
to achieve consistently low tail latencies of user requests.

2.1.3 Low overhead and high concurrency.

Caches are deployed on the request path to answer user requests very quickly. Thus,
HOCs and aggregation-server caches needs to both respond quickly to requests and
deliver high throughput. The main bottleneck of a caching system is object lookup,
the admission, and the cache eviction policies. To maintain high throughput, all three
operations must have a small processing overhead, i.e., a constant time complexity per
request. Additionally, almost all caching systems use multiple cores and thus caching
systems must support concurrent implementations. This means that caching operations
must involve as few concurrency locks (e.g., mutexes) as possible, and often aim to be
lock free [26–28]. To maintain high throughput, any changes to the caching system must
not interfere with this design.

CDN caches. In addition to the low overhead and high concurrency requirements, the
HOC must also not impede the performance of the overall CDN server. Specifically,
changes to the HOC must not negatively affect the BHR and disk utilization of the DC.

Aggregation caches. In addition to the low overhead and high concurrency require-
ments, aggregation caches must also not impede the performance of aggregation servers.
Specifically, changes to the aggregation cache must not add significant CPU or network
load.
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2.2 State of the art in caching systems

This section discusses the most widely used types of caching systems and surveys the
academic literature on caching systems.

2.2.1 Production caching systems.

Almost all production systems (both in CDNs and data centers) use a variant of a simple
caching system. Lookups are performed using a hash map or hash tree, which can be
implemented concurrently [29]. There is no admission policy (all objects get admitted
into the cache). The cache evicts the least-recently-used (LRU) object.

The intuition behind the common LRU policy is, that a recently-requested object is
much more likely to get requested that an object from several minutes or hours ago.
LRU is also widely considered to be robust against changes in the request traffic, as it
makes few assumptions on the request pattern. LRU is also easy to implement: a linked
list keeps track of the recency order, where the most-recently-used (MRU) object is kept
at the head, and the LRU object at the tail of the list. Whenever an object is requested,
it’s position is reset to the head. Whenever an object needs to be evicted, LRU picks
the lists’ tail.

In practice, the straightforward LRU implementation is actually very rare. The most
common reason is that list-based implementations of LRU have inherent concurrent
limits due to lock-competition for the head of the list [26–28]. Typical strategies include
not always resetting objects to the LRU head (e.g., if they are not far from the head).
Another strategy is to use a less-fine granular notion of recency which can be kept in a
single lock-free ring buffer [28].

2.2.2 Academic caching systems.

The extensive body on related work on caching is surveyed in Table 2.1. We survey 33
major caching systems that have been proposed in the research literature between 1993
and 2016. We classify these systems in terms of the per-request time complexity, the
eviction and admission policies used, the support for a concurrent implementation, and
the evaluation method.

Not all of the 33 caching systems fulfill the low overhead design goal. Specifically, the
complexity column in Table 2.1 shows that some proposals before 2002 have a computa-
tional overhead that scales logarithmically in the number of objects in the cache, which
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is impractical. The caching systems discussed in this thesis differ from these systems
because they have a constant complexity, and a low synchronization overhead, which we
demonstrated by incorporating our proposals into production caching systems.
Of those caching systems that have a low overhead, almost none (except LRU-S and

Threshold) incorporate object sizes. In particular, these systems admit and evict ob-
jects based only on recency, frequency, or a combination thereof. Our first proposal,
AdaptSize, differs from these systems because it is size aware, which improves the OHR
by 33-46% (as shown in Section 3.6.2).
There are only three low-overhead caching systems that are size aware. Threshold [55]

uses a static size threshold, which has to be determined in advance. The corresponding
Static policy in Section 3.6.3 performs poorly in our experiments. LRU-S [46] uses size-
aware admission, where it admits objects with probability 1/size. Unfortunately, this
static probability is too low3. AdaptSize achieves a 61-78% OHR improvement over
LRU-S (Figures 3.12 and 3.11). The third system [58] also uses a static parameter and
was developed in parallel to AdaptSize. AdaptSize differs from these caching systems
by automatically adapting the size-aware admission parameter over time.
While tuning for size-based admission is entirely new, tuning has been used in other

caching contexts such as tuning for the optimal balance between recency and frequency [18,
39–41,43, 50, 56] and for the allocation of capacity to cache partitions [30, 33, 34, 59]. In
these other contexts, the most common tuning approach is hill climbing with shadow
caches [30, 39–41, 43, 50, 56]. Section 3.1.3 discusses why this approach often performs
poorly when tuning size-aware admission, and Section 3.6 provides corresponding exper-
imental evidence.
Another method involves a prediction model together with a global search algorithm.

The most widely used prediction model is the calculation of stack distances [60–63],
which has been recently used as an alternative to shadow caches [34, 59, 59]. Unfor-
tunately, the stack distance model is not suited to optimizing the parameters of an
admission policy like in AdaptSize, since each admission parameter leads to a different
request sequence and thus a different stack distance distribution that needs to be re-
calculated. The first caching systems proposed in this thesis, AdaptSize, introduces a
new tuning model based on a Markov chain that is very different from existing tuning
models.
While most of these caching systems share our goal of improving the OHR, an or-

thogonal line of research seeks to achieve superior throughput using concurrent cache

3We also tested several variants of LRU-S. We were either confronted with a cache tuning problem
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implementations (compare the concurrent implementation column in Table 2.1). Adapt-
Size also uses a concurrent implementation and achieves throughput comparable to pro-
duction systems (Section 3.6.1). AdaptSize differs from these systems by improving the
OHR – without sacrificing cache throughput.

Our second caching system, RobinHood, differs from all these works, as RobinHood
targets the tail latency of requests that are composed of many subqueries. We are not
aware of prior literature studying this goal in the context of caching systems.

The last column in Table 2.1 shows that most recent caching systems are evaluated
using prototype implementations. Likewise, we evaluate an actual implementation of
AdaptSize of RobinHood through experiments in dedicated and shared data centers.
We additionally use trace-driven simulations to compare to some of those systems that
have only been used in simulations.

2.3 State of the art in cache performance modeling

Online policies such as LRU and its variants are studied extensively in the literature [17,
18, 32, 64–85]. A common theme in the literature is that all these models assume unit-
sized objects and focus on the eviction policy. AdaptSize’s Markov model focuses on
size-aware admission and the performance under variable-sized objects.

Within the class of unit-size-object cache models, there are two major branches.
In the first branch, people have modeled the entire state of the cache, tracking all

objects in the cache and their ordering in the LRU list [64–69, 72, 73, 75, 76]. Classical
works have compared LRU and FIFO (First-in-first-out) and have shown convergence
between FIFO and RND (random eviction): [64] uses a Markov chain of the entire cache
state to model LRU and FIFO, and [65] uses an automaton model of the entire cache
state [65] While these models 100% accurate, subsequent works found the solutions to be
impractical when the number of objects is high, because of a combinatorial state space
explosion. Subsequent work in this branch has thus derived numerical approximation
methods [70,72,73] or relaxed the problem to asymptotic distributions [74–78,86].

In the second branch, people start with a model that is already an approximation and
do not consider the entire state space. A popular method is due to Che et al. [87] and
thus often called the Che approximation. The essential idea in this model is to collapse
the state space to two states per object: either an object is cached (IN), or it is not

with no obvious solution (Section 3.1.3), or (by removing the admission component) with an OHR
similar to LRU.
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(OUT). If an object in the IN state does not receive a request for a certain time, typically
called the characteristic time, then the object is assumed to transition to OUT. If an
OUT state receives a request, is transition to IN.
The intuition behind the Che approximation is that LRU works essentially as a fre-

quency filter: objects, for which two consecutive requests are farther apart that the char-
acteristic time, never receive a cache hit. This intuition has been supported using simula-
tions [87], using mean-field theory analysis [88], an in asymptotic fluid-limit analysis [89].
Recent work has extended this approximation concept to LRU variants [85, 88, 90]. We
remark that none of these models considers variable object sizes and size-aware admis-
sion.

2.4 State of the art in optimal caching

We define OPT as the optimal caching policy for a given cache size and a given trace,
free of algorithm constraints such as the information available to the caching policy.
Specifically, OPT is the offline optimal policy, which is has knowledge of the future and
maximizes OHR (or minimizes OMR, equivalently).
Very little is known about how to efficiently compute OPT with variable object sizes.

On the theory side, the best known approximation algorithms give weak approximation
guarantees and are computationally expensive. On the practical side, system builders
use offline heuristics that are much cheaper to compute, but give no guarantee that they
are close to OPT. This section surveys theoretical results on OPT and offline heuristics
used in practice.

2.4.1 OPT with variable object sizes is hard

While OPT is simple to compute for equal-sized objects [91, 92], computing OPT with
variable object sizes is significantly harder. In fact, this problem has been recently
shown to be strongly NP-complete [93], which means that no fully polynomial-time
approximation scheme (FPTAS) can exist.4

Though caching may seem similar to Bin-Packing or Knapsack, it is quite different
because the trace imposes an order on requests that constrains OPT’s choices in ways
that are not captured by these problems or their variants. In fact, the proof in [93]
is by reduction from Vertex Cover, not Knapsack. Furthermore, unlike Bin-Packing

4The observation that no FPTAS can exist follows from Corollary 8.6 in [94] because OPT meets the
assumptions of Theorem 8.5.
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and Knapsack variants which can be approximated well for limited (small) object sizes
and costs, computing OPT remains strongly NP-complete even with just three object
sizes [95], and heuristics that work well on Knapsack perform badly in caching (see
below).

2.4.2 Theoretical bounds on OPT

Prior work gives only three polynomial time bounds on OPT [1–3], which vary in time
complexity and approximation guarantee. Table 2.2 summarizes these bounds by com-
paring their asymptotic run-time, how many requests can be calculated in practice (e.g.,
within 24 hrs), and their approximation guarantee.

Albers et al. [1] propose an LP relaxation of OPT and a rounding scheme. Unfortu-
nately, the LP requires N2 variables, which leads to a high Ω(N5.6)-time complexity [96].
Not only is this running time high, but the approximation factor is logarithmic in the
ratio of largest to smallest object (e.g., around 30 on production traces), making this
approach impractical.

Bar et al. [2] propose a general approximation framework (which we call LocalRatio),
which can be applied to the offline caching problem. This algorithm gives the best-known
approximation guarantee, a factor of 4. Unfortunately, this is still a weak guarantee,
as for miss ratio of 0.4, the offline optimal may lie anywhere between 0.1 and 0.4.
Additionally, LocalRatio is a purely theoretical algorithm, with a high running time
of O(N3), and which we believe had not been implemented prior to our work. Our
implementation of LocalRatio can calculate up to 500K requests in 24 hrs, which is only
a small fraction of the length of production traces.

Irani proposes the OFMA approximation algorithm [3], which has O(N2) running
time. This running time is small enough for our implementation of OFMA to run on
small traces. Unfortunately, OFMA achieves a weak approximation guarantee, logarith-
mic in the cache capacity C, and in fact OFMA does badly on our traces, giving much
weaker bounds than simple Belady-inspired heuristics.

Hence, prior work that considers adversarial assumptions yields only weak approxi-
mation guarantees. We therefore turn to stochastic assumptions to obtain tight bounds
on the kinds of traces actually seen in practice. Under independence assumptions, FOO
achieves a tight approximation guarantee on OPT, unlike prior approximation algo-
rithms, and has asymptotically better runtime, specifically O

(
N3/2

)
.

We are not aware of any prior stochastic analysis of offline optimal caching.
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2.4.3 Heuristics used in practice to bound OPT

Since the running times of prior approximation algorithms are too high for production
traces, practitioners have been forced to rely on heuristics that can be calculated more
quickly. However, these heuristics only give upper bounds on OPT and there is no
guarantee on how close to OPT they are.
The simplest offline upper bound is Belady’s algorithm, which evicts the object whose

next use lies furthest in the future. Belady is optimal in caching variants with equal-
sized objects [91,92,97,98]. Even though it has no approximation guarantees for variable
object sizes, it is still widely used in the systems community [36, 99–101]. However,
Belady performs very badly with variable object sizes and is easily outperformed by
state-of-the-art online policies.
A straightforward size-aware extension of Belady is to evict the object with the high-

est cost = object size × next-use distance. We call this variant Belady-Size. Among
practitioners, Belady-Size is widely believed to perform near-optimally, but it has no
guarantees. It falls short on simple examples: e.g., imagine that A is 4MB and is refer-
enced 10 requests hence and never referenced again, and B is 5MB and is referenced 9
and 12 requests hence. With 5MB of cache space, the best choice between these objects
is to keep B, getting two hits. But A has cost = 4 × 10 = 40, and B has cost = 5 × 9
= 45, so Belady-Size keeps A and gets only one hit.
Alternatively, one could use Knapsack heuristics as size-aware offline upper bounds,

such as the density-ordered Knapsack heuristic, which is known to perform well on
Knapsack in practice [102]. We call this heuristic Freq/Size, as Freq/Size evicts the
object with the lowest utility = frequency / size, where frequency is the number of
requests to the object. Unfortunately, Freq/Size also falls short on simple examples:
e.g., imagine that A is 1MB and is referenced 10 requests hence, and B is (as before)
5MB and is referenced 9 and 12 requests hence. With 5MB of cache space, the best
choice between these objects is to keep B, getting two hits. But A has utility = 1 ÷ 1
= 1, and B has utility = 2 ÷ 5 = 0.4, so Freq/Size keeps A and gets only one hit.
Though these heuristics are easy to compute and intuitive, they give no approximation

guarantees. We will show that they are in fact far from OPT on real traces, and PFOO
is a much better bound.
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Name Year Over-
head

Admission
Policy

Eviction Policy Concur-
rent

Evaluation

Cliffhanger [30] 2016 O(1) none recency no implementation
Billion [26] 2015 O(1) none recency yes implementation
BloomFilter [31] 2015 O(1) frequency recency no implementation
SLRU [32] 2015 O(1) none recency+frequency no analysis
Lama [33] 2015 O(1) none recency no implementation
DynaCache [34] 2015 O(1) none recency no implementation
MICA [27] 2014 O(1) none recency yes implementation
TLRU [35] 2014 O(1) frequency recency no simulation
MemC3 [28] 2013 O(1) none recency yes implementation
S4LRU [36] 2013 O(1) none recency+frequency no simulation
CFLRU [37] 2006 O(1) none recency+cost no simulation
Clock-Pro [38] 2005 O(1) none recency+frequency yes simulation
CAR [39] 2004 O(1) none recency+frequency yes simulation
ARC [40] 2003 O(1) none recency+frequency no simulation
LIRS [41] 2002 O(1) none recency+frequency no simulation
LUV [42] 2002 O(log n) none recency+size no simulation
MQ [43] 2001 O(1) none recency+frequency no simulation
PGDS [44] 2001 O(log n) none recency+frequency+size no simulation
GD* [45] 2001 O(log n) none recency+frequency+size no simulation
LRU-S [46] 2001 O(1) size recency+size no simulation
LRV [47] 2000 O(log n) none frequency+recency+size no simulation
LFU-DA [48,49] 2000 O(1) none frequency no simulation
LRFU [50] 1999 O(log n) none recency+frequency no simulation
PSS [51] 1999 O(log n) frequency frequency+size no simulation
GDS [52] 1997 O(log n) none recency+size no simulation
Hybrid [53] 1997 O(log n) none recency+frequency+size no simulation
SIZE [54] 1996 O(log n) none size no simulation
Hyper [54] 1996 O(log n) none frequency+recency no simulation
Log2(SIZE) [55] 1995 O(log n) none recency+size no simulation
LRU-MIN [55] 1995 O(n) none recency+size no simulation
Threshold [55] 1995 O(1) size recency no simulation
2Q [56] 1994 O(1) frequency recency+frequency no simulation
LRU-K [57] 1993 O(log n) none recency+frequency no implementation

Table 2.1: Historical overview of web caching systems. While many sophisticated evic-
tion policies combine different properties (indicated by a “+” in the eviction
policy column), there are only two systems (other than AdaptSize) that use
size-aware admission. The complexity column shows that systems after 2002
have a constant per-request time complexity, whereas the complexity of some
older systems depends on the number (n) of cached objects. More recently,
several systems introduced concurrent caching systems. The last column dis-
tinguishes between evaluation through research-based prototypes (implemen-
tation) and simulation experiments.
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Technique Time Requests / 24hrs Approximation

OPT NP-hard [93] <1K 1
LP rounding Ω(N5.6) 50K O

(
log

maxi{si}
mini{si}

)
LocalRatio [2] O(N3) 500K 4

OFMA [3] O(N2) 28M O(log C)

FOOa O(N3/2) 28M 1
PFOOb O(N log N) 250M ≈1.06

Notation: N is the trace length, C is the cache capacity, and si is the size of object i.
aFOO’s approximation guarantee holds under independence assumptions.
bPFOO does not have an approximation guarantee but its upper and lower bounds are within 6% on
average on production traces.

Table 2.2: Comparison of FOO and PFOO to prior bounds on OPT with variable object
sizes. Computing OPT is NP-hard. Prior bounds [1–3] provide only weak
approximation guarantees, whereas FOO’s bounds are tight. PFOO performs
well empirically and can be calculated for hundreds of millions of requests.
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25 3.1 Rationale for AdaptSize

This chapter introduces a new caching system for the Hot Object Cache (HOC) in a
CDN. The main goal of our system, AdaptSize, is to improve the OHR under the huge
amounts of object size variability seen in CDNs (see Section 1.1). AdaptSize is a new
size-aware admission policy that is dynamically adapted to the request traffic. The key
idea of AdaptSize is to use a new Markov model that allows us to continuously pick the
parameters, that optimize the OHR.

This chapter is structured as follows. Section 3.1 discusses the rationale for Adapt-
Size, i.e., why HOCs need size-aware admission policies, why they need to be tune the
parameters of such an admission policy, and why existing tuning methods are inade-
quate. Section 3.2 introduces the high-level design of AdaptSize. Section 3.3 describes
AdaptSize’s tuning model and the underlying approximation ideas. Section 3.4 shows
how AdaptSize is integrated into a production caching system. Section 3.5 discusses our
experimental setup. Section 3.6 discusses the results from our empirical evaluation with
production traces. And, Section 3.7 summarizes the results and ideas introduced in this
chapter.

3.1 Rationale for AdaptSize

The goal of this section is to answer why the HOC needs size-aware admission, why such
an admission policy needs to be adaptively tuned, and why a new approach to parameter
tuning is needed.

3.1.1 Why HOCs need size-aware admission

We recall the toy example from Subsection 1.1.1. There are only two types of objects:
9999 small objects of size 100 KiB (say, web pages) and 1 large object of size 500 MiB
(say, a software download). Further, assume that all objects are equally popular and
requested forever in round-robin order. Suppose that our HOC has a capacity of 1 GiB.

As discussed before, a HOC that does not use admission control cannot achieve an
OHR above 0.5. Every time the large object is requested, it pushes out ≈5000 small
objects. It does not matter which objects are evicted: when the evicted objects are
requested, they cannot contribute to the OHR.

An obvious solution for this toy example is to control admissions via a size threshold.
If the HOC admits only objects with a size at most 100 KiB, then it can achieve an
OHR of 0.9999 as all small objects stay in the cache.
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System Eviction Volume
HK trace US trace

LRU w/o admission policy 3.4 TB 2.8 TB
Any eviction policy w/o admission policy 1.4 TB 0.9 TB
AdaptSize(Threshold) 27 GB 82 GB

Table 3.1: The eviction volume of caching systems without admission policy is very high,
independent of the eviction policy. The table shows the result for LRU and a
lower bound for any eviction policy (Any) based purely on the unique bytes
requested in the trace. AdaptSize requires much fewer evictions, which are a
magnitude lower than that of any eviction policy.

We experimentally verify the insights taken from our toy example under production
traffic. Using a cache simulator (Section 3.5.2), we record the volume of evictions caused
by LRU on the first 20 million requests of both of our production traces. Additionally,
we record the sum of unique object sizes in the same trace section. This sum serves
as a lower bound for any eviction policy that uses no admission policy: every unique
object is admitted at least once. The results in Table 3.1 shows that on both traces,
LRU evicts several TBs of objects. In comparison, the result for any eviction policy is
about 3x lower, but still very large.

We also record the volume of evictions under a size threshold. Table 3.1 shows that
on both traces, the eviction volume of a size threshold is an order of magnitude below
that of any system that uses no admission policy.

Note that size-aware cache admission boosts the OHR by shielding already admitted
objects fromWe therefore want to implement size-aware admission for production HOCs.
Because high eviction numbers are triggered mainly by large objects, it is not sufficient
to use a purely frequency-based admission policy.

A small cache such as the HOC therefore needs to implement size-aware admission.
AdaptSize is motivated by the high variability of object sizes in CDN request traffic.

3.1.2 Why size-aware admission needs to be dynamically tuned

In contrast to much of the academic research, production systems recognize the fact that
not all objects can be admitted into the HOC. A common approach is to define a static
size threshold and to only admit objects with size below this threshold. Unfortunately,
the static admission policies used in production systems perform sub-optimally for CDN
workloads.
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Figure 3.1: Experimental results with different size thresholds. (a) A OHR-vs-threshold
curve shows that the Object Hit Ratio (OHR) is highly sensitive to the
size threshold, and that the optimal threshold (red arrow) can significantly
improve the OHR. (b) The optimal threshold admits the requested object
for only 80% of the requests.
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Figure 3.2: The optimal size threshold changes significantly over time. (a) In the morn-
ing hours, small objects (e.g., news items) are more popular, which requires
a small size threshold of a few tens of KiBs. (b) In the evening hours, web
traffic gets mixed with video traffic, which requires a size threshold of a few
MiBs.

Figure 3.1a shows how OHR is affected by the size threshold for a production CDN
workload. While the optimal threshold (OPT) almost doubles the OHR compared to
admitting all objects, conservative thresholds that are too high lead to marginal gains,
and the OHR quickly drops to zero for aggressive thresholds that are too low.

Unfortunately, the “best” threshold changes significantly over time. Figures 3.2a
and 3.2b show the OHR as a function of the size threshold at two different times of the
day. Note that the optimal thresholds can vary by as much as two orders of magnitude
during a day. Since no prior method exists for dynamically tuning such a threshold,
companies have resorted to either setting the size admission threshold conservatively
high, or (more commonly) not using size-aware admission at all [23, 24,103].
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Figure 3.3: Experimental results showing that setting the size threshold to a fixed func-
tion does not work. All three traces shown here have the same 80-th size
percentile, but their optimal thresholds differ by two orders of magnitude.

3.1.3 Why we need a new tuning method

We have seen that the parameter of a size-aware admission policy needs to be adapted
over time. The key question when implementing size-aware admission is picking its
parameters.

We explore three canonical approaches for tuning a size threshold. These approaches
are well-known in prior literature and have been applied in other contexts (unrelated
to the tuning of size thresholds). However, we show that these known approaches are
deficient in our context, motivating the need for AdaptSize’s new tuning mechanism.

Tuning based on request size percentiles. A common approach used in many
contexts (e.g., capacity provisioning) is to derive the required parameter as some function
of the request size distribution and arrival rate. A simple way of using this approach
in our context is to set the size threshold for cache admission to be a fixed percentile
of the object size distribution. However, for production CDN traces, there is no fixed
relationship between the percentiles of the object size distribution and optimal size
threshold that maximizes the OHR. In Figure 3.1, the optimal size threshold lands on
the 80-th percentile request size. However, in Figure 3.3, note that all three traces
have the same 80-th percentile but very different optimal thresholds. In fact, we found
many examples of multiple traces that agree on all size percentiles and yet have different
optimal size thresholds. The reason is that for maximizing OHR it matters whether the
number of requests seen for a specific object size come from one (very popular) object
or from many (unpopular) objects. This information is not captured by the request size
distribution.

Tuning via hill climbing and shadow caches. A common tool for the tuning of
caching parameters is the use of shadow caches. For example, in the seminal paper on
ARC [40], the authors tune their eviction policy to have the optimal balance between
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recency and frequency by using a shadow cache (see Section 2.2). A shadow cache is a
simulation which is run in real time simultaneously with the main (implemented) cache,
but using a different parameter value than the main cache. Hill climbing then adapts the
parameter by comparing the hit ratio achieved by the shadow cache to that of the main
cache (or another shadow cache). In theory, we could exploit the same idea to set our
size-aware admission threshold. Unfortunately, when we tried this, we found that the
OHR-vs-threshold curves are not concave and that they can have several local optima,
in which the hill climbing gets frequently stuck. Figure 3.2b shows such an example, in
which the local optima result from mixed traffic (web and video). Consequently, we will
demonstrate experimentally in Section 3.6.3 that hill climbing is suboptimal. AdaptSize
achieves an OHR that is 29% higher than hill climbing on average and 75% higher
in some cases. We tried adding more shadow caches, and randomizing the evaluated
parameters, but could not find a robust variant that consistently optimized the OHR
across multiple traces5.

In conclusion, our extensive experiments show that tuning methods like shadow caches
with hill climbing are simply not robust enough for the problem of size-aware admission
with CDN traffic.

Avoiding tuning by using probabilistic admission. One might imagine that
the difficulty in tuning the size threshold lies in the fact that we are limited to a single
strict threshold. The vast literature on randomized algorithm suggests that probabilistic
parameters are more robust than deterministic ones [104]. We attempted to apply this
idea to size-aware tuning by considering probabilistic admission policies, which “favor
the smalls” by admitting them with high probability, whereas large objects are admitted
with low probability. We chose a probabilistic function that is exponentially decreasing
in the object size (e−size/c). Unfortunately, the parameterization of the exponential
curve (the c) matters a lot – and it’s just as hard to find this c parameter as it is
to find the optimal size threshold. Furthermore, the best exponential curve (the best
c) changes over time. In addition to exponentially decreasing probabilities, we also
tried inversely proportional (admission probability c/size), linear (admission probability
c−size/max(size)), and log-linear (admission probability c−log(size)/ log(max(size))),
and several other variants. Unfortunately, none of these variants resolves the problem
that there is at least one parameter without an obvious way how to choose it.

In conclusion, even randomized admission control requires the tuning of some param-
eter.

5While there are many complicated variants of shadow-cache search algorithms, they all rely on a
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Figure 3.4: AdaptSize system overview.

3.2 High-level description of AdaptSize

AdaptSize is a HOC caching system based on a lightweight and near-optimal tuning
method for size-aware cache admission.
Figure 3.4 shows a high-level description of AdaptSize. When requests enter the HOC,

AdaptSize gathers aggregate statistics on the request popularity and size distribution.
These statistics are fed into our model, which predicts the OHR of different parameter
choices. We derive the optimal parameter from this model and enforce the parameter
as an admission policy.
AdaptSize admits objects with probability e−size/c and evicts objects using a con-

current variant of LRU [105]. Observe that the function e−size/c is biased in favor of
admitting small sizes with higher probability.

Why a probabilistic admission function? The simplest size-based admission policy
is a deterministic threshold c where only objects with a size < c are admitted. However,
a probabilistic admission function, like e−size/c, is more flexible: objects greater than
c retain a low but non-zero admission probability, which results in eventual admission
for popular objects (but not for unpopular ones). In this way, probabilistic admission
functions incorporate both object size and popularity — without the need for additional
data structures that keep track of object requests counts [31]. In our experiments e−size/c

consistently achieves a 10% higher OHR than the best deterministic threshold.

What parameter c does AdaptSize use in the e−size/c function? AdaptSize’s tuning
policy recomputes the optimal c every ∆ requests. A natural approach is to use hill-
climbing with shadow caches to determine the optimal c parameter. Unfortunately,
that leads to a myopic view in that only a local neighborhood of the current c can be
searched. This leads to sub-optimal results, given the non-convexities present in the

fundamental assumption of stationarity, which does not need to apply to web traffic.
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OHR-vs-c curve (Figure 3.2). By contrast, we derive a full Markov chain model of the
cache. This model allows AdaptSize to view the entire OHR-vs-c curve and perform a
global search for the optimal c. The challenge of the Markov model approach is in devising
an algorithm for finding the solution quickly and in incorporating that algorithm into a
production system.

In the following, we describe the derivation of AdaptSize’s Markov model (Section 3.3),
and how we incorporate AdaptSize into a production system (Section 3.4).

3.3 AdaptSize’s Markov chain tuning model

To find the optimal c, AdaptSize uses a novel Markov chain model, which differs sig-
nificantly from existing cache models. Traditionally, people have modeled the entire
state of the cache, tracking all objects in the cache and their ordering in the LRU
list [64–69, 72, 73, 75, 76]. While this is 100% accurate, it also becomes completely in-
feasible when the number of objects is high, because of a combinatorial state space
explosion.

AdaptSize instead creates a separate Markov chain for each object (cf. Figure 3.5).
Each object’s chain tracks its position in the LRU list (if the object is in the cache), as
well as a state for the possibility that the object is out of the cache. Using an individual
Markov chain greatly reduces the model complexity, which now scales linearly with the
number of objects, rather than exponentially in the number of objects.

3.3.1 The Markov chain approximation model.

Figure 3.5 shows the Markov chain for the ith object. The chain has two important
parameters. The first is the rate at which object i is moved up to the head of the LRU
list, due to accesses to the object. We get the “move up” rate, ri, by collecting aggregate
statistics for object i during the previous ∆ time interval. The second parameter is the
average rate at which object i is pushed down the LRU list. The “pushdown” rate, µc,
depends on the rate with which any object is moved to the top of the LRU list (due to a
hit, or after cache admission). As it does not matter which object is moved to the top,
µc is approximately the same for all objects [88]. So, we consider a single “pushdown”
rate for all objects. We calculate µc by solving an equation that takes all objects into
account, and thus captures the interactions between all the objects6. Specifically, we

6Mean-field theory [106] provides analytical justification for why it is reasonable to assume a single
average pushdown rate, when there are thousands of objects (as in our case).
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Figure 3.5: AdaptSize’s Markov chain model for object i represents i’s position in the
LRU list and the possibility that the object is out of the cache. Each object is
represented by a separate Markov chain, but all Markov chains are connected
by the common “pushdown” rate µc. Solving these models yields the OHR
as a function of c.

find µc by solving an equation that says that the expected size of all cached objects
can’t exceed the capacity K that is actually available to the cache:

N∑
i=1

P [object i in cache] si = K . (3.1)

Here, N is the number of all objects observed over the previous ∆ interval, and si is
the size of object i. Note that P [object i in cache] is a monotonic function in terms of
µc, which leads to a unique solution.

3.3.2 Deriving the OHR from the Markov chain

We seek to find P [object i in cache] as a function of c by solving for the limiting prob-
abilities of all “in” states in Figure 3.5. We first derive these limiting probabilities and
then obtain the OHR as a function of c in closed form.

Limiting probabilities of “in” states.

The key challenge when solving this chain is that the length of the LRU list changes
over time. We solve this by using a mathematical convergence result [89].

We consider a fixed object i, and a fixed size-aware admission parameter c. Let `
denote the length of the LRU list. Now the Markov chain has `+ 1 states: one for each
position in the list and one to represent the object is out of the cache, as shown below:
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Figure 3.6: The modified Markov chain for AdaptSize with a length of the LRU list, `.

Over time, ` changes as either larger or small objects populate the cache. However,
what remains constant is the expected time for an object to get evicted (if it is not
requested again) as this time only depends on the overall admission rate (i.e. the size-
aware admission parameter c), which is independent of `. Using this insight, we modify
the Markov chain to increase the push-down rate µc by a factor of `: now, the expected
time to traverse from position 1 to `+ 1 (without new requests) is constant at 1/µc.

We now solve the Markov chain for a fixed ` and obtain the limiting probability πi of
each position i ∈ {0, . . . , `, `+1}. Using the πi, we can now derive the limiting probability
(as time → ∞) of being “in” the cache, πin =

∑`
i=0 πi, which can be algebraically

simplified to:

πin = 1−

(
`

`+ri/µc

)`
e−si/c +

(
`

`+ri/µc

)`
− e−si/c

(
`

`+ri/µc

)`
We observe that the πin quickly converges in `; numerically, convergence happens

around ` > 100. In our simulations, the cache typically holds many more objects
than 100, simultaneously. Therefore, it is reasonable to always use the converged result
` → ∞. We formally solve this limit for πin and obtain the closed-form solution of the
long-term probability that object i is present in the cache, as stated in Theorem 3.3.1.

The convergence (which we only verified numerically) can be formally proven in the
fluid limit as objects are further and further divided into smaller parts (or, equivalently,
the cache size becomes large) [89]. Specifically, [89] shows that the time it takes an
object to get from position 1 to `+ 1 (if there are no further requests to it) converges to
a constant in a LRU cache. As AdaptSize’s only difference is a thinning-out of the LRU
request stream (through size-aware admission), our final result only slightly differs from
the model in [89].

We obtain the following equation for the limiting probabilities.
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Theorem 3.3.1

P [object i in cache] =
(eri/µc − 1) · e−c·si

1 + (eri/µc − 1) · e−c·si

Note that the size admission parameter c affects both the admission probability (e−si/c)
and the pushdown rate (µc). For example, a lower c results in fewer admissions, which
results in fewer evictions, and in a smaller pushdown rate.

The OHR as a function of c. Theorem 3.3.1 and Equation (3.1) yield the OHR
by observing that the expected number of hits of object i equals ri (i’s average request
rate) times the long-term probability that i is in the cache. The OHR predicted for the
threshold parameter c is then simply the ratio of expected hits to requests:

OHR(c) =

∑N
i=1 ri P [object i in cache]∑N

i=1 ri
.

If we consider a discretized range of c values, we can now compute the OHR for each
c in the range which gives us a “curve” of OHR-vs-c (similar to the curves in Figure 3.7).

3.3.3 Accuracy of AdaptSize’s model.

Our Markov chain relies on several simplifying assumptions that can potentially impact
the accuracy of the OHR predictions. Figure 3.7 shows that AdaptSize’s OHR equation
matches experimental results across the whole range of the threshold parameter c on two
typical traces of length ∆. In addition, we continuously compared AdaptSize’s model
to measurements during our experiments (Section 3.6). AdaptSize is very accurate with
an average error of about 1%.

3.4 Implementation and integration with a

production system

We implemented AdaptSize on top of Varnish [107, 108], a production caching system,
by modifying the miss request path. On a cache miss, Varnish accesses the second-level
cache to retrieve the object, and places it in its HOC. With AdaptSize, the probabilistic
admission decision is executed, which is evaluated independently for all cache threads
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Figure 3.7: AdaptSize’s Markov model predicts the OHR sensitivity curve (red solid
line). This is very accurate when compared to the actual OHR (black dots)
that results when that threshold is chosen. Each experiment involves a por-
tion of the production trace of length ∆ = 250K.

and adds a constant number of instructions to the request path. If the object is not
admitted, it is served from Varnish’s transient memory.

Our implementation uses a parameter ∆ which is the size of the window of requests
over which our Markov model for tuning is computed. In addition to statistics from
the current window, we also incorporate the statistical history from prior windows via
exponential smoothing, which makes AdaptSize more robust and largely insensitive to
∆ on both of our production traces. In our experiments, we choose ∆=250K requests
(about 5-10 mins on average), which allows AdaptSize to react quickly to changes in the
request traffic.

We describe three key implementation challenges: how to gather statistics in a con-
current implementation, how to efficiently implement our math model, and how to use
our math model to find the optimal c.

3.4.1 Lock-free statistics collection.

A key problem in implementing AdaptSize lies in efficient statistics collection for the
tuning model. Gathering request statistics can add significant overhead to concurrent
caching designs [59]. Varnish and AdaptSize use thousands of threads in our experiments,
so centralized request counters would cause high lock contention. In fact, we find that
Varnish’s throughput bottleneck is lock contention for the few remaining synchronization
points (e.g., [105]).
Instead of a central request counter, AdaptSize hooks into the internal data structure

of the cache threads. Each cache thread keeps debugging information in a concurrent
ring buffer, to which all events are simply appended (overwriting old events after some
time). AdaptSize’s statistics collection frequently scans this ring buffer (read only) and
does not require any synchronization.
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3.4.2 Robust and efficient model evaluation.

The OHR prediction in our statistical model involves two more implementation chal-
lenges. The first challenge lies in efficiently solving equation (3.1). We achieve a con-
stant time overhead by using a fixed-point solver [109]. The second challenge is due to
the exponential function in the Theorem 3.3.1. The value of the exponential function
outgrows even 128-bit float number representations. We solve this problem by using an
accurate and efficient approximation for the exponential function using a Padé approx-
imant [110] that only uses simple float operations which are compatible with SSE/AVX
vectorization, speeding up the model evaluation by about 10-50× in our experiments.

3.4.3 Global search for the optimal c.

Once we have the input data and the model, we are capable of producing an OHR-vs-c
plot within each ∆ interval. To search for the optimal c, we use a systematic sampling
of the search space combined with a local search method (as suggested in [111]). The
systematic sampling uses logarithmic step sizes (1B-2B, 2B-4B, etc.) and starts in
parallel from the smallest (c =1B) and largest threshold parameter (c =cache capacity).
The local search method is a text book approach, golden section search, with the default
parameters [112].
At the end of the parameter search step, we have found the threshold parameter that

maximizes the OHR for each ∆ interval.

3.5 Evaluation Methodology

We evaluate AdaptSize using both trace-based simulations (Section 3.5.2) and a Varnish-
based implementation (Section 3.5.3) running on our experimental testbed. For both
these approaches, the request load is derived from traces from Akamai’s production CDN
servers (Section 3.5.1).

3.5.1 Production CDN request traces

We collected request traces from two production CDN servers in Akamai’s global net-
work. Table 3.2 summarizes the main characteristics of the two traces. Our first trace is
from urban Hong Kong (HK trace). Our second trace is from rural Tennessee, in the
US, (US trace). Both span multiple consecutive days, with over 440 million requests
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HK trace US trace
Total Requests 450 million 440 million
Total Bytes 157.5 TiB 152.3 TiB

Unique Objects 25 million 55 million
Unique Bytes 14.7 TiB 8.9 TiB
Start Date Jan 29, 2015 Jul 15, 2015
End Date Feb 06, 2015 Jul 20, 2015

Table 3.2: Basic information about our web traces.

per trace during the months of February and July 2015. Both production servers use a
HOC of size 1.2 GiB and several hard disks as second-level caches. They serve a traf-
fic mix of several thousand popular web sites, which represents a typical cross section
of the web (news, social networks, downloads, ecommerce, etc.) with highly variable
object sizes. Some content providers split very large objects (e.g., videos) into smaller
(e.g., 2 MiB) chunks. The chunking approach is accurately represented in our request
traces. For example, the cumulative distribution function shown in Figure 1.4 shows a
noticeable jump around the popular 2 MiB chunk size.

3.5.2 Trace-based simulator

We implemented a cache simulator in C++ that incorporates AdaptSize and several
state-of-the-art research caching policies. The simulator is a single-threaded implemen-
tation of the admission and eviction policies and performs the appropriate cache actions
when it is fed the CDN request traces. Objects are only stored via their ids and the
HOC size is enforced by a simple check on the sum of bytes currently stored. While
actual caching systems (such as Varnish [105,113]) use multi-threaded concurrent imple-
mentations, our single-threaded simulator provides a good approximation of the OHR
when compared with our prototype implementations that we describe next.

3.5.3 Prototype Evaluation Testbed

Our implementation testbed is a dedicated (university) data center consisting of a client
server, an origin server, and a CDN server that incorporates the HOC. We use FUJITSU
CX250 HPC servers, which run RHEL 6.5, kernel 2.6.32 and gcc 4.4.7 on two Intel E5-
2670 CPUs with 32 GiB RAM and an IB QDR networking interface.

7We refer to AdaptSize incorporated into Varnish as “AdaptSize” and Varnish without modifications
as “Varnish”.
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Figure 3.8: Comparison of AdaptSize’s implementation to the Varnish and Nginx pro-
duction systems and SIZE-OPT. (a) On the HK trace, AdaptSize improves
the OHR by 48-91% over the production systems and achieves 95% of the
OHR of SIZE-OPT. (b) On the US trace, AdaptSize improves the OHR
by 30-47% over the production systems and achieves 99% of the OHR of
SIZE-OPT.

In our evaluation, the HOC on our CDN server is either running Nginx, Varnish, or
AdaptSize. Recall that we implemented AdaptSize by adding it to Varnish7 as described
in Section 3.4. We use Nginx 1.9.12 (February 2016) with its build-in frequency-based
admission policy. This policy relies on one parameter: how many requests need to be
seen for an object before being admitted to the cache. We use an optimized version of
Nginx, since we have tuned its parameter offline for both traces. We use Varnish 4.1.2
(March 2016) with its default configuration that does not use an admission policy.
The experiments in Section 3.6.1, 3.6.2, and 3.6.3 focus on the HOC and do not

use a DC. The DC in Section 3.6.1 uses Varnish in a configuration similar to that of
the Wikimedia Foundation’s CDN [24]. We use four equal dedicated 1 TB WD-RE3
7200 RPM 32 MiB-Cache hard disks attached via a Dell 6 Gb/s SAS Host Bus Adapter
Card in raw mode (RAID disabled).
The client fetches content specified in the request trace from the CDN server using

libcurl. The request trace is continuously read into a global queue, which is distributed
to worker threads (client threads). Each client thread continually requests objects in
a closed-loop fashion. We use up to 200 such threads and verified that the number of
client threads has a negligible impact on the OHR.
If the CDN server does not have the requested content, it is fetched from the origin

server. Our origin server is implemented in FastCGI. As it is infeasible to store all trace
objects (23 TB total) on the origin server, our implementation creates objects with the
correct size on the fly before sending them over the network. In order to stress test
our caching implementation, the origin server is highly multi-threaded and intentionally
never the bottleneck.
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3.6 Empirical Evaluation

This section presents our empirical evaluation of AdaptSize. We divide our evaluation
into three parts. In Section 3.6.1, we compare AdaptSize with production caching sys-
tems, as well as with an offline caching system called SIZE-OPT that continuously opti-
mizes OHR with knowledge of future requests. While SIZE-OPT is not implementable
in practice. it provides an upper bound on the achievable OHR to which AdaptSize can
be compared. In Section 3.6.2, we compare AdaptSize with research caching systems
that use more elaborate eviction and admission policies. In Section 3.6.3, we evaluate
the robustness of AdaptSize by emulating both randomized and adversarial traffic mix
changes. In Section 3.6.4, we evaluate the side-effects of AdaptSize on the overall CDN
server.

3.6.1 Comparison with production systems

We use our experimental testbed outlined in Section 3.5.3 and answer four basic questions
about AdaptSize.

What is AdaptSize’s OHR improvement over production systems? Quick
answer: AdaptSize improves the OHR by 47-91% over Varnish and by 30-48% over
Nginx. We compare the OHR of AdaptSize to Nginx and Varnish using the 1.2 GiB
HOC configuration from the corresponding Akamai production servers (Section 3.5.1).
For the HK trace (Figure 3.8b), we find that AdaptSize improves over Nginx by 30%
and over Varnish by 47%. For the US trace (Figure 3.8a), the improvement increases to
48% over Nginx and 91% over Varnish.

The difference in the improvement over the two traces stems from the fact that the
US trace contains 55 million unique objects as compared to only 25 million unique
objects in the HK trace. We further find that AdaptSize improves the OHR variability
(the coefficient of variation) by 1.9× on the HK trace and by 3.8× on the US trace
(compared to Nginx and Varnish).

How does AdaptSize compare with SIZE-OPT? Quick answer: for the typi-
cal HOC size, AdaptSize achieves an OHR within 95% of SIZE-OPT. We benchmark
AdaptSize against the SIZE-OPT policy, which tunes the threshold parameter c using
a priori knowledge of the next one million requests. Figures 3.8a and 3.8b show that
AdaptSize is within 95% of SIZE-OPT on the US trace, and within 99% of SIZE-OPT
on the HK trace, respectively.
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Figure 3.9: Comparison of AdaptSize to SIZE-OPT, Varnish, and Nginx when scaling
the HOC size under the production server traffic of two 1.2 GiB HOCs.
AdaptSize always stays close to SIZE-OPT and significantly improves the
OHR for all HOC sizes.

How much is AdaptSize’s performance affected by the HOC size? Quick
answer: AdaptSize’s improvement over production caching systems becomes greater for
smaller HOC sizes and decreases for larger HOC sizes. We consider the OHR when
scaling the HOC size between 512 MiB and 32 GiB under the production server traffic
of a 1.2 GiB HOC. Figures 3.9a and 3.9b shows that the performance of AdaptSize is
close to SIZE-OPT for all HOC sizes. The improvement of AdaptSize over Nginx and
Varnish is most pronounced for HOC sizes close to the original configuration. As the
HOC size increases, the OHR of all caching systems improves, since the HOC can store
more objects. This leads to a smaller relative improvement of AdaptSize for a HOC size
of 32 GiB: 10-12% over Nginx and 13-14% over Varnish.

How much is AdaptSize’s performance affected when jointly scaling up
HOC size and traffic rate? Quick answer: AdaptSize’s improvement over production
caching systems remains constant for larger HOC sizes. We consider the OHR when
jointly scaling the HOC size and the traffic rate by up 128x (153 GiB HOC size). This
is done by splitting a production trace into 128 non-overlapping segments and replaying
all 128 segments concurrently. We find that the OHR remains approximately constant
as we scale up the system, and that AdaptSize achieves similar OHR improvements as
under the original 1.2 GiB HOC configuration.

What about AdaptSize’s overhead? Quick answer: AdaptSize’s throughput is
comparable to existing production systems and AdaptSize’s memory overhead is reason-
ably small. AdaptSize is built on top of Varnish, which focuses on high concurrency and
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Figure 3.10: Comparison of the throughput of AdaptSize and Varnish in micro experi-
ments with (a) 100% OHR and (b) 0% OHR. Scenario (a) stress tests the
hit request path and shows that there is no difference between AdaptSize
and Varnish. Scenario (b) stress tests the miss request path (every request
requires an admission decision) and shows that the throughput of AdaptSize
and Varnish is very close (within confidence intervals).

simplicity. In Figure 3.10, we compare the throughput (bytes per second of satisfied re-
quests) of AdaptSize to an unmodified Varnish system. We use two micro experiments.
The first benchmarks the hit request path (100% OHR scenario), to verify that there
is indeed no overhead for cache hits (see section 3.4). The second benchmarks the miss
request path (0% OHR scenario), to assess the worst-case overhead due to the admission
decision.

We replay one million requests and configure different concurrency levels via the num-
ber of client threads. Note that a client thread does not represent an individual user
(Section 3.5.3). The results are based on 50 repetitions.

Figure 3.10a shows that the application throughput of AdaptSize and Varnish are
indistinguishable in the 100% OHR scenario. Both systems achieve a peak throughput
of 17.5 Gb/s for 50 clients’ threads. Due to lock contention, the throughput of both
systems decreases to around 15 Gb/s for 100-300 clients’ threads. Figure 3.10b shows
that the application throughput of both systems in the 0% OHR scenario is very close,
and always within the 95% confidence interval.

The memory overhead of AdaptSize is small. The memory overhead comes from the
request statistics needed for AdaptSize’s tuning model. Each entry in this list describes
one object (size, request count, hash), which requires less than 40 bytes. The maxi-
mum length of this list, across all experiments, is 1.5 million objects (58 MiB), which
also agrees with the memory high water mark (VmHWM) reported by the Kernel for
AdaptSize’s tuning process.
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3.6.2 Comparison with research systems

We have seen that AdaptSize performs very well against production systems. We now
ask the following.
How does AdaptSize compare with research caching systems, which involve

more sophisticated admission and eviction policies? Quick answer: AdaptSize
improves by 33-46% over state-of-the-art research caching system. We use the simulation
evaluation setup explained in Section 3.5.2 with eight systems from Table 2.1, which are
selected with the criteria of having an efficient constant-time implementation. Four
of the eight systems use a recency and frequency trade-off with fixed weights between
recency and frequency. Another three systems (ending with “++”) use sophisticated
recency and frequency trade-offs with variable weights, which we hand-tuned to our
traces to create optimistic variants8. The remaining system is LRU-S [46], which uses
size-aware eviction and admission with static parameters.

Figure 3.11: Comparison of AdaptSize to state-of-the-art research caching systems. Most
of these are sophisticated admission and eviction policies that combine re-
cency and frequency (striped blue bars). LRU-S is the only system – besides
AdaptSize – that incorporates size. AdaptSize improves the OHR by 33%
over the next best system. Policies annotated by “++” are optimistic, be-
cause we offline-tuned their parameters to the trace. These results are for
the HK trace; corresponding results for the US trace are shown in Fig-
ure 3.12.

Figure 3.11 shows the simulation results for a HOC of size 1.2 GiB on the HK trace.
We find that AdaptSize achieves a 33% higher OHR than the second best system, which
is SLRU++. Figure 3.12 shows the simulation results for the US trace. AdaptSize
achieves a 46% higher OHR than the second best system, which is again SLRU++.
Note that SLRU’s performance heavily relies on offline parameters as can be seen by

8There are self-tuning variants of recency-frequency trade-offs such as ARC [40]. Unfortunately, we
could not test ARC itself, because its learning rule relies on the assumption of unit-sized object sizes.
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Figure 3.12: Comparison of AdaptSize to state-of-the-art research caching systems. Most
of these use sophisticated admission and eviction policies that combine re-
cency and frequency (striped blue bars). AdaptSize improves the OHR by
46% over the next best system. Policies annotated by “++” are optimistic,
because we offline-tuned their parameters to the trace. These results are
for the US trace and a HOC size 1.2 GiB.

the much smaller OHR of S4LRU, which is a static-parameter variant of SLRU. In
contrast, AdaptSize achieves its superior performance without needing offline parameter
optimization. In conclusion, we find that AdaptSize’s policies outperform sophisticated
eviction and admission policies, which do not depend on the object size.

3.6.3 Robustness of alternative tuning methods
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Figure 3.13: Comparison of AdaptSize, threshold tuning via hill climbing and shadow
caches (HillClimb), and a static size threshold (Static) under a traffic mix
change from only web to mixed web/video traffic. While AdaptSize quickly
adapts to the new traffic mix, HillClimb gets stuck in a suboptimal config-
uration, and Static (by definition) does not adapt. AdaptSize improves the
OHR by 20% over HillClimb and by 25% over Static on this trace.

So far we have seen that AdaptSize significantly improves the OHR over caching sys-
tems without size-aware admission, including production caching systems (Section 3.6.1)
and research caching systems (Section 3.6.2). We now focus on different cache tuning
methods for the size-aware admission parameter c (see the beginning of Section 3.2).



Chapter 3 AdaptSize: a size-aware hot object memory cache 44

Specifically, we compare AdaptSize with hill climbing (HillClimb), based on shadow
caches (cf. Section 3.1). HillClimb uses two shadow caches and we hand-optimized its
parameters (interval of climbing steps, step size) on our production traces. We also
compare to a static size threshold (Static), where the value of this static threshold
is offline optimized on our production traces. We also compare to SIZE-OPT, which
tunes c based on offline knowledge of the next one million requests. All four policies are
implemented on Varnish using the setup explained in Section 3.5.3.

We consider two scenarios: 1) randomized traffic mix changes and 2) adversarial traf-
fic mix changes. A randomized traffic mix change involves a random selection of objects
which abruptly become very popular (similar to a flash crowd event). An adversarial
traffic mix change involves frequently changing the traffic mix between classes that re-
quire vastly different size-aware admission parameters (e.g., web, video, or download
traffic). An example of an adversarial change is the case where objects larger than the
previously-optimal threshold suddenly become very popular, as shown in Figure 3.13.

Is AdaptSize robust against randomized traffic mix changes? Quick answer:
AdaptSize performs within 95% of SIZE-OPT’s OHR even for the worst 5% of exper-
iments, whereas HillClimb and Static achieve only 47-54% of SIZE-OPT’s OHR. We
create 50 different randomized traffic mix changes. Each experiment consists of two
parts. The first part is five million requests long and allows each tuning method to
converge to a stable configuration. The second part is ten million requests long and
consists of 50% production-trace requests and 50% of very popular objects. The very
popular objects consist of a random number of objects (between 200 and 1000), which
are randomly sampled from the trace.

Figure 3.14a shows a boxplot of the OHR for each caching tuning method across the
50 experiments. The boxes indicate the 25-th and 75-th percentile, the whiskers indicate
the 5-th and 95-th percentile. AdaptSize improves the OHR over HillClimb across every
percentile, by 9% on average, and by more than 75% in five of the 50 experiments.
AdaptSize improves the OHR over Static across every percentile, by 30% on average, and
by more than 100% in five of the 50 experiments. Compared to SIZE-OPT, AdaptSize
achieves 95% of the OHR for all percentiles.

Is AdaptSize robust against adversarial traffic mix changes? Quick answer:
AdaptSize performs within 81% of SIZE-OPT’s OHR even for the worst 5% of exper-
iments, whereas HillClimb and Static achieve only 5-15% of SIZE-OPT’s OHR. Our
experiment consists of 25 traffic mix changes. Each traffic mix is three million requests
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Figure 3.14: Comparison of cache tuning methods under traffic mix changes. We per-
formed 50 randomized traffic mix changes (a), and 25 adversarial traffic
mix changes (b). The boxes show the range of OHR from the 25-th to the
75-th percentile among the 25-50 experiments. The whiskers show the 5-th
to the 95-th percentile.

long, and the optimal c parameter changes from 32-256 KiB to 1-2 MiB, then to 16-32
MiB, and back again.

Figure 3.14b shows a boxplot of the OHR for each caching tuning method across
all 50 experiments. The boxes indicate the 25-th and 75-th percentile, the whiskers
indicate the 5-th and 95-th percentile. AdaptSize improves the OHR over HillClimb
across every percentile, by 29% on average, and by more than 75% in seven of the
25 experiments. AdaptSize improves the OHR over Static across every percentile, by
almost 3x on average, and by more than 10x in eleven of the 25 experiments. Compared
to SIZE-OPT, AdaptSize achieves 81% of the OHR for all percentiles.

3.6.4 Side effects of Size-Aware Admission

So far, our evaluation has focused on AdaptSize’s improvement with regard to the OHR.
We evaluate AdaptSize’s side-effects on the DC and on the client’s request latency (cf.
Section 2.1). Specifically, we compare AdaptSize to an unmodified Varnish system using
the setup explained in Section 3.5.3. Network latencies are emulated using the Linux
kernel (tc-netem). We set a 30ms round-trip latency between client and CDN server,
and 100ms round-trip latency between CDN server and origin server. We answer the
following three questions on the CDN server’s performance.
How much does AdaptSize affect the BHR of the DC? Quick answer: Adapt-

Size has a neutral effect on the BHR of the DC. The DC’s goal is to maximize the BHR,
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Figure 3.15: Evaluation of AdaptSize’s side effects across ten different sections of the US
trace. AdaptSize has a neutral impact on the byte hit ratio and leads to a
10% reduction in the median number of I/O operations going to the disk,
and a 20% reduction in disk utilization.

which is achieved by a very large DC capacity [31]. In fact, compared to the DC the
HOC has less than on thousandth the capacity. Therefore, changes to the HOC have
little effect on the DC’s BHR.

In our experiment, we measure the DC’s byte hit ratio (BHR) from the origin server.
Figure 3.15a shows that there is no noticeable difference between the BHR under Adapt-
Size and under an unmodified Varnish.

Does AdaptSize increase the load of the DC’s hard disks? Quick answer:
No. In fact, AdaptSize reduces the average disk utilization by 20%. With AdaptSize,
the HOC admits fewer large objects, but caches many more small objects. The DC’s
request traffic therefore consists of more requests to large objects, and significantly fewer
requests to small objects.

We measure the request size distribution at the DC and report the corresponding
histogram in Figure 3.16. We observe that AdaptSize decreases the number of cache
misses significantly for all object sizes below 256 KiB. For object sizes above 256 KiB,
we observe a slight increase in the number of cache misses. Overall, we find that the
DC has to serve 60% fewer requests with AdaptSize, but that the disks have to transfer
a 30% higher byte volume. The average request size is also 4x larger with AdaptSize,
which improves the sequentiality of disk access and thus makes the DC’s disks more
efficient.

To quantify the performance impact on the DC’s hard disks we use iostat [114]. Fig-
ure 3.15b shows that the average rate of I/O operations per second decreases by about
10%. Moreover, Figure 3.15c shows that AdaptSize reduces the disk’s utilization (the
fraction of time with busy periods) by more than 20%. We conclude that the increase in
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Figure 3.16: Comparison of the distribution of request sizes to the disk cache under a
HOC running AdaptSize versus unmodified Varnish. All object sizes below
256 KiB are significantly less frequent under AdaptSize, whereas larger
objects are slightly more frequent.

byte volume is more than offset by the fact that AdaptSize shields the DC from many
small requests and improves the sequentiality of requests served by the DC.

How much does AdaptSize reduce the request latency? Quick answer: Adapt-
Size reduces the request latency across all percentiles by at least 30%.

We measure the end-to-end request latency (time until completion of a request) from
the client server. Figure 3.15d shows that AdaptSize reduces the median request latency
by 43%, which is mostly achieved by the fast HOC answering a higher fraction of requests.
The figure also shows significant reduction of tail latency, e.g., the 90-th and 99-th latency
percentiles are reduced by more than 30%. This reduction in the tail latency is due to the
DC’s improved utilization factor, which leads to a much smaller number of outstanding
requests, which makes it easier to absorb traffic bursts.

3.7 Summary

AdaptSize is a new caching system for the hot object cache in CDN servers. The power
of AdaptSize stems from a size-aware admission policy that is continuously optimized
using a new Markov model of the HOC. In experiments with Akamai production traces,
we show that AdaptSize vastly improves the OHR over both state-of-the-art production
systems and research systems. We also show that our implementation of AdaptSize is
robust and scalable and improves the DC’s disk utilization.

As more diverse applications with richer content migrate onto the Internet, future
CDNs will experience even greater variability in request patterns and object sizes. We
believe that AdaptSize and its underlying mathematical model will be valuable in ad-
dressing this challenge.
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To summarize, AdaptSize addresses the concerns in [28] in making the point that it is
possible to maximize the OHR with a sophisticated caching policy in a high throughput
caching system.
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In Chapter 3 we have seen that the OHR of CDN caching system can be signifi-
cantly improved in practice. This chapter asks: how much further can we improve hit
ratios? Should the systems community continue trying to improve miss ratios, or have
all achievable gains been exhausted?

To answer this question, one would like to know the best achievable hit ratio, free
of constraints—i.e., the offline optimal (OPT). In computer science theory community,
there are a few works that study OPT’s miss ratio (the OMR, see Section 2.1). Conse-
quently, our performance metric throughout this chapter is the OMR.

Unfortunately, very little is known about OPT with variable object sizes (see Sec-
tion 2.4). For equal-sized objects, computing OPT is simple (i.e., Belady [91, 92]), and
it is widely used in the systems community to bound miss ratios. But object sizes often
vary widely in practice, from a few bytes (e.g., metadata [115]) to several gigabytes (e.g.,
videos [16, 36]). We need a way to compute OPT for variable object sizes, but unfortu-
nately this is known to be NP-hard [93]. The best known approximation algorithm [1–3]
is only provably within a factor of 4 of OPT. Hence, when this algorithm estimates a
miss ratio of 0.4, OPT may lie anywhere between 0.1 and 0.4. This is a big range—in
practice, a difference of 0.05 in miss ratio is significant—, so bounds from prior theory
are of limited practical value.

Since the theoretical bounds are incomputable, practitioners have been forced to use
conservative lower bounds or pessimistic upper bounds on OPT. The only prior lower
bound is an infinitely large cache [30, 36, 55], which is very conservative and gives no
sense of how OPT changes at different cache sizes. Belady variants (e.g., Belady-Size
in Subsection 2.4.3) are widely used as an upper bound [36,99–101], despite offering no
guarantees of optimality.

While these offline bounds are easy to compute, we will show that they are in fact
far from OPT. They have thus given practitioners a false sense of complacency, since
existing online algorithms often achieve similar miss ratios to these weak offline upper
bounds.

This chapter proposes a new approach to compute bounds on OPT with variable
object sizes, which we call the flow-based offline optimal (FOO). The key insight behind
FOO is to represent caching as a min-cost flow problem. This formulation yields a lower
bound on OPT by allowing non-integer decisions, i.e., letting the cache retain fractions
of objects for a proportionally smaller reward. It also yields an upper bound on OPT
by ignoring all non-integer decisions. Under simple independence assumptions, we prove
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that the non-integer decisions become negligible as the number of objects goes to infinity,
and thus the bounds are asymptotically tight.
Our proof is based on the observation that an optimal policy will strictly prefer some

requests over others, forcing integer decisions. We show such preferences apply to almost
all requests by relating such preferences to the well-known coupon collector problem.
While FOO is very accurate, it is too computationally expensive to apply directly to

production traces containing hundreds of millions of requests. To extend our analysis to
such traces, we develop more efficient upper and lower bounds on OPT, which we call
practical flow-based offline optimal (PFOO). PFOO enables the first analysis of optimal
caching on traces with hundreds of millions of requests and reveals that there is still
significant room to improve current caching systems.
In the following, we first give a high-level overview of FOO and our proof of FOO’s

optimality (Section 4.1). We then formally define FOO (Section 4.2) and state our
proof of correctness (Section 4.3). We proceed by presenting the PFOO upper and
lower bounds (Section 4.4). Finally, we evaluate FOO and PFOO on eight production
traces (Section 4.5 and Section 4.6). We summarize the chapter’s results and ideas in
Section 4.7.

4.1 Flow-based Offline Optimal

This section gives a conceptual roadmap for our construction of FOO and our proof of
FOO’s optimality, which we present formally in Sections 4.2 and 4.3. Throughout this
section we use a small request trace shown in Figure 4.1 as a running example. This
trace contains four objects, a, b, c, and d, with sizes 3, 1, 1, and 2, respectively.

Object a b c b d a c d a b b a
Size 3 1 1 1 2 3 1 2 3 1 1 3

Figure 4.1: Example trace of requests to objects a, b, c, and d, of sizes 3, 1, 1, and 2,
respectively.

First, we introduce a new integer linear program to represent OPT (Subsection 4.1.1).
After relaxing integrality constraints, we derive FOO’s min-cost flow representation,
which can be solved efficiently (Subsection 4.1.2). We then observe how FOO yields
tight upper and lower bounds on OPT (Subsection 4.1.3). To prove that FOO’s bounds
are tight on real-world traces, we relate the gap between FOO’s upper and lower bounds
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to the occurrence of a partial order on intervals, and then reduce the partial order’s
occurrence to an instance of the generalized coupon collector problem (Subsection 4.1.4).

4.1.1 Our new interval representation of OPT

We start by introducing a novel representation of OPT. Our integer linear program (ILP)
minimizes the number of cache misses, while having full knowledge of the request trace.

We exploit a unique property of offline optimal caching: OPT never changes its de-
cision to cache object k in between two requests to k (see Section 4.2). This naturally
leads to an interval representation of OPT as shown in Figure 4.2. While the classical
representation of OPT uses decision variables to track the state of every object at every
time step [1], our ILP only keeps track of interval-level decisions. Specifically, we use
decision variables xi to indicate whether OPT caches the object requested at time i, or
not.

Object a b c b d a c d a b b a
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Figure 4.2: Interval ILP representation of OPT.

4.1.2 FOO’s min-cost flow representation

This interval representation leads naturally to FOO’s flow-based representation, shown
in Figure 4.3. The key idea is to use flow to represent the interval decision variables.
Each request is represented by a node. Each object’s first request is a source of flow
equal to the object’s size, and its last request is a sink of flow in the same amount.
This flow must be routed along intervening edges, and hence min-cost flow must decide
whether to cache the object throughout the trace.

For cached objects, there is a central path of black edges connecting all requests. These
edges have capacity equal to the cache capacity and cost zero (since cached objects lead
to zero misses). Min-cost flow will thus route as much flow as possible through this
central path to avoid costly misses elsewhere [116]. Table 4.1 visualizes our min cost
flow notation for the example of a two-node graph.



Chapter 4 FOO: Analysis of optimal caching under variable object sizes 54

a
+3

b
+1

c
+1

b d
+2

a c
−1

d
−2

a b b
−1

a
−3

(3, 0) (3, 0) (3, 0) (3, 0) (3, 0) (3, 0) (3, 0) (3, 0) (3, 0) (3, 0) (3, 0)

(3, 1/3) (3, 1/3) (3, 1/3)

(1, 1)
(1, 1)

(1, 1)

(1, 1)

(2, 1/2)

Figure 4.3: FOO’s min-cost flow problem for the short trace in Figure 4.1. Nodes rep-
resent requests, and cost measures cache misses. Requests are connected by
central edges with capacity equal to the cache capacity and cost zero—flow
routed along this path represents cached objects (hits). Outer edges connect
requests to the same object, with capacity equal to the object’s size—flow
routed along this path represents misses. The first request for each object
is a source of flow equal to the object’s size, and the last request is a sink
of flow of the same amount. Outer edges’ costs are inversely proportional to
object size so that they cost 1 miss when an entire object is not cached. The
minimum-cost flow achieves the fewest misses.

cap Capacity of edge (i, j)
cost Cost per unit flow on edge (i, j)
βi Flow surplus at node i, if βi > 0, flow

demand if βi < 0

i

βi

j

βj

(cap, cost)

Table 4.1: Notation for FOO’s min cost flow graph.

To represent cache misses, FOO adds outer edges between subsequent requests to the
same object. For example, there are three edges along the top of Figure 4.3 connecting
the requests to a. These edges have capacity equal to the object’s size s and cost inversely
proportional to the object’s size 1/s. Hence, if an object of size s is not cached (i.e., its
flow s is routed along this outer edge), it will incur a cost of s× (1/s) = 1 miss.

The routing of flow through this graph implies which objects are cached and when.
When no flow is routed along an outer edge, this implies that the object is cached, and
the subsequent request is a hit. All other requests, i.e., those with any flow routed along
an outer edge, are misses. The min-cost flow gives the decisions that minimize total
misses.

4.1.3 FOO yields upper and lower bounds on OPT

FOO can deviate from OPT as there is no guarantee that an object’s flow will be entirely
routed along its outer edge. Thus, FOO allows the cache to keep fractions of objects,
accounting for only a fractional miss on the next request to that object. In a real system,
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each fractional miss would be a full miss. This error is the price FOO pays for making
the offline optimal computable.

To deal with fractional (non-integer) solutions, we consider two variants of FOO.
FOO-L keeps all non-integer solutions and is therefore a lower bound on OPT. FOO-U
considers all non-integer decisions as uncached, “rounding up” flow along outer edges,
and is therefore an upper bound on OPT. We will prove this in Section 4.2.

Object a b c b d a c d a b b a
OPT decision 7 3 3 3 7 7 3 7 7 3 7 7

FOO-L decision 0 1 1 1 1
2

0 1 1
2

0 1 0 0
FOO-U decision 0 1 1 1 0 0 1 0 0 1 0 0

Figure 4.4: Caching decisions made by OPT, FOO-L, and FOO-U with a cache capacity
of C = 3.

Figure 4.4 shows the caching decisions made by OPT, FOO-L, and FOO-U assuming
a cache of size 3. A “3” indicates that OPT caches the object until its next request,
and a “7” indicates it is not cached. OPT suffers five misses on this trace by caching
object b and either c or d. OPT caches b because it is referenced thrice and is small.
This leaves space to cache the two references to either c or d, but not both. (OPT in
Figure 4.4 chooses to cache c since it requires less space.) OPT does not cache a because
it takes the full cache, forcing misses on all other requests.

The solutions found by FOO-L are very similar to OPT. FOO-L decides to cache
objects b and c, matching OPT, and also caches half of d. FOO-L thus underestimates
the misses by one, counting d’s misses fractionally. FOO-U gives an upper bound for
OPT by counting d’s misses fully. In this example, FOO-U matches OPT exactly.

4.1.4 Overview of our proof of FOO’s optimality

We show both theoretically and empirically that FOO-U and FOO-L yield tight bounds.
Specifically, we prove that FOO-L’s solutions are almost always integer when there are
many objects (as in production traces). Thus, FOO-U and FOO-L coincide with OPT.

Our proof is based on a natural precedence relation between intervals such that an
optimal policy strictly prefers some intervals over others. For example, in Figure 4.2,
FOO will always prefer x2 over x1 and x8 over x7. This can be seen in the figure, as
interval x2 fits entirely within x1, and likewise x8 fits within x7. In contrast, no such
precedence relation exists between x6 and x4 because a is larger than b, and so x6 does
not fit within x4. Similarly, no precedence relation exists between x2 and x5 because,
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although x5 is longer and larger, their intervals do not overlap, and so x2 does not fit
within x5.

This precedence relation means that if FOO caches any part of x1, then it must have
cached all of x2. Likewise, if FOO caches any part of x7, then it must have cached all of
x8. The precedence relation thus forces integer solutions in FOO. Although this relation
is sparse in the small trace from Figure 4.2, as one scales up the number of objects the
precedence relation becomes dense. Our challenge is to prove that this holds on traces
seen in practice.

At the highest level, our proof distinguishes between “typical” and “atypical” objects.
Atypical objects are those that are exceptionally unpopular or exceptionally large; typi-
cal objects are everything else. While the precedence relation may not hold for atypical
objects, intervals from atypical objects are rare enough that they can be safely ignored.
We then show that for all the typical objects, the precedence relation is dense. In fact,
one only needs to consider precedence relations among cached objects, as all other inter-
val have zero decision variables. The basic intuition behind our proof is that a popular
cached object almost always takes precedence over another object. Specifically, it will
take precedence over one of the exceptionally large objects, since the only way it could
not is if all of the exceptionally large objects were requested before it was requested
again. There are enough large objects to make this vanishingly unlikely.

This is an instance of the generalized coupon collector problem (CCP). In the CCP,
one collects coupons (with replacement) from an urn with k distinct types of coupons,
stopping once all k types have been collected. The classical CCP (where coupons are
equally likely) is a well-studied problem [117]. The generalized CCP, where coupons have
non-uniform probabilities, is very challenging and the focus of recent work in probability
theory [118–121].

Applying these recent results, we show that it is extremely unlikely that a popular
object does not take precedence over any others. Therefore, there are very few non-
integer solutions among popular objects, which make up nearly all hits, and the gap
between FOO-U and FOO-L vanishes as the number of objects grows large.

4.2 Formal Definition of FOO

This section shows how to construct FOO and that FOO yields upper and lower bounds
on OPT. Section 4.2.1 introduces our notation. Section 4.2.2 defines our new interval
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representation of OPT. Section 4.2.4 relaxes the integer constraints and proves that our
min-cost flow representation yields upper and lower bounds on OPT.

4.2.1 Notation and definitions

The trace σ consists of N requests to M distinct objects. The i-th request σi contains
the corresponding object id, for all i ∈ {1 . . . N}. We use si to reference the size of the
object σi referenced in the i-th request. We denote the i-th interval (e.g., in Figure 4.2)
by [i, `i), where

`i =

∞ , if σi is not requested again;

the time of the next request to object σi after time i , otherwise.
(4.1)

OPT minimizes the number of cache misses, while having full knowledge of the request
trace. OPT is constrained to only use cache capacity C (bytes), and is not allowed to
prefetch objects as this would lead to trivial solutions (no misses) [1]. Formally,

Assumption 4.2.1 An object k ∈ {1 . . .M} can only enter the cache at times i ∈
{1 . . . N} with σi = k.

4.2.2 New ILP representation of OPT

We start by formally stating our ILP formulation of OPT, based on intervals as illus-
trated in Figure 4.2. First, we define the set I of all requests i where σi is requested
again, i.e., I = {i : `i <∞}. I is the times when OPT must decide whether to cache an
object. For all i ∈ I, we associate a decision variable xi. This decision variable denotes
whether object σi is cached during the interval [i, `i). Our ILP formulation needs only
N−M variables, vs. N×M for prior approaches [1], and leads directly to our flow-based
approximation.
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Definition 4.2.1 (Definition of OPT) The interval representation of OPT for a trace
of length N with M objects is as follows.

OPT = min
∑
i∈I

(1− xi) (4.2)

subject to: ∑
j∈I : j<i<`j

sjxj ≤ C ∀i ∈ I (4.3)

xi ∈ {0, 1} ∀i ∈ I (4.4)

To represent the capacity constraint at every time step i, our representation needs to
find all intervals [j, `j) that intersect with i, i.e., where j < i < `j. Eq. (4.3) enforces the
capacity constraint by bounding the size of cached intervals to be less than the cache
size C. Eq. (4.4) ensures that decisions are integral, i.e., that each interval is cached
either fully or not at all.

4.2.3 Proof of equivalence of interval and classic ILP

representations of OPT

We next prove that our new interval ILP is equivalent to classic ILP formulations of OPT
from prior work [1]. Figure 4.5 shows this classic ILP representation on the example
trace from Section 4.1. The ILP uses decision variables xi,k to track at each time i
whether object k is cached or not. The constraint on the cache capacity is naturally
represented: the sum of the sizes for all cached objects must be less than the cache
capacity for ever time i. Additional constraints enforce that OPT is not allowed to
prefetch objects (decision variables must not increase if the corresponding object is not
requested) and that the cache starts empty.

Objecta b c b d a c d a b a. . .

D
ec
is
io
n

V
ar
ia
bl
es x1,a x2,a x3,a x4,a x5,a x6,a x7,a x8,a x9,a x10,ax11,a

x1,b x2,b x3,b x4,b x5,b x6,b x7,b x8,b x9,b x10,bx11,b

x1,c x2,c x3,c x4,c x5,c x6,c x7,c x8,c x9,c x10,cx11,c

x1,d x2,d x3,d x4,d x5,d x6,d x7,d x8,d x9,d x10,dx11,d

Figure 4.5: Classic ILP representation of OPT.

Lemma 4.2.1 Under Assumption 4.2.1, our ILP in Definition 4.2.1 is equivalent to the
classical ILP from [1].
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Proof sketch Under Assumption 4.2.1, OPT changes the caching decision of object k
only at times i when σi = k. To see why this is true, let us consider the two cases of
changing a decision variable xk,j for i < j < `i. If xk,i = 0, then OPT cannot set xk,j = 1

because this would violate Assumption 4.2.1. Similarly, if xk,j = 0, then setting xk,i = 1

does not yield any fewer misses, so we can safely assume that xk,i = 0. Hence, decisions
do not change within an interval in the classic ILP formulation.

To obtain the decision variables x′p,i of the classical ILP formulation of OPT from a
given solution xi for the interval ILP, set x′σi,j = xi for all i ≤ j < `i, and for all i. This
leads to an equivalent solution because the capacity constraint is enforced at every time
step.

�

Having formulated OPT with fewer decision variables, we could try to solve the LP
relaxation of this specific ILP. However, the capacity constraint, Eq. (4.3), still poses a
practical problem since finding the intersecting intervals is computationally expensive.
Additionally, the LP formulation does not exploit the underlying problem structure,
which we need to bound the number of integer solutions. We instead reformulate the
problem as min-cost flow.

4.2.4 FOO’s min-cost flow representation of OPT

This section presents the relaxed version of OPT as an instance of min-cost flow (MCF)
in a graph G. We denote a surplus of flow at a node i with βi > 0, and a demand for
flow with βi < 0. Each edge (i, j) in G has a cost per unit flow γ(i,j) and a capacity for
flow µ(i,j) (see right-hand side of Figure 4.3).

As discussed in Section 4.1, the key idea in our construction of an MCF instance is
that each interval introduces an amount of flow equal to the object’s size. The graph
G is constructed such that this flow competes for a single sequence of edges (the “inner
edges”) with zero cost. These “inner edges” represent the cache’s capacity: if an object
is stored in the cache, we incur zero cost (no misses). As not all objects will fit into
the cache, we introduce “outer edges”, which allow MCF to satisfy the flow constraints.
However, these outer edges come at a cost: when the full flow of an object uses an outer
edge we incur cost 1 (i.e., a miss). Non-integer decision variables arise if part of an
object is in the cache (flow along inner edges) and part is out of the cache (flow along
outer edges).

Formally, we construct our MCF instance of OPT as follows:
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Definition 4.2.2 (FOO’s representation of OPT) Given a trace with N requests
and M objects, the MCF graph G consists of N nodes. For each request i ∈ {1 . . . N}
there is a node with supply/demand

βi =


si if i is the first request to σi

−si if i is the last request to σi

0 otherwise.

(4.5)

An inner edge connects nodes i and i+1. Inner edges have capacity µ(i,i+1) = C and
cost γ(i,i+1) = 0, for i ∈ {1 . . . N − 1}.
For all i ∈ I, an outer edge connects nodes i and `i. Outer edges have capacity

µ(i,`i) = si and cost γ(i,`i) = 1/si. We denote the flow through outer edge (i, `i) as fi.

FOO-L denotes the cost of an optimal feasible solution to the MCF graph G. FOO-U
denotes the cost if all non-zero flows through outer edges fi are rounded up to the edge’s
capacity si.

This representation yields a min-cost flow instance with 2N −M − 1 edges, which is
solvable in O(N3/2) [122–124]. Note that while this chapter focuses on optimizing miss
ratio (i.e., the fault model [1], where all misses have the same cost), Definition 4.2.2 easily
supports non-uniform miss costs by setting outer edge costs to γ(i,`i) = costi/si. We next
show how to derive upper and lower bounds from this min-cost flow representation.

Lemma 4.2.2 (FOO bounds OPT) For FOO-L and FOO-U from Definition 4.2.2,

FOO-L ≤ OPT ≤ FOO-U (4.6)

Proof: We observe that fi as defined in Definition 4.2.2, defines the number of bytes “not
stored” in the cache. fi corresponds to the i-th decision variable xi from Definition 4.2.1
as xi = (1− fi/si).

(FOO-L ≤ OPT): FOO-L is a feasible solution for the LP relaxation of Definition 4.2.1,
because a total amount of flow si needs to flow from node i to node `i (by definition of
βi). At most µ(i,i+1) = C flows uses an inner edge which enforces constraint Eq. (4.3).
FOO-L is an optimal solution because it minimizes the total cost of flow along outer
edges. Each outer edge’s cost is γ(i,`i) = 1/si, so γ(i,`i)fi = (1− xi), and thus

FOO-L = min
{∑

i∈I

γ(i,`i)fi
}

= min
{∑

i∈I

(1− xi)
}
≤ OPT (4.7)
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(OPT ≤ FOO-U): After rounding, each outer edge (i, `i) has flow fi ∈ {0, si}, so
the corresponding decision variable xi ∈ {0, 1}. FOO-U thus yields a feasible integer
solution, and OPT yields no more misses than any feasible solution.

�

4.3 FOO is Asymptotically Optimal

This section proves that FOO is asymptotically optimal, namely that the gap between
FOO-U and FOO-L vanishes as the number of objects grows large. Subsection 4.3.1
formally states this result and our assumptions, and Sections 4.3.2–4.3.5 present the
proof.

4.3.1 Main result and assumptions

Our proof of FOO’s optimality relies on two assumptions: (i) that the trace is created
by stochastically independent request processes and (ii) that the popularity distribution
is not concentrated on a finite set of objects as the number of objects grows.

Assumption 4.3.1 (Independence) The request sequence is generated by indepen-
dently sampling from a popularity distribution PM . Object sizes are sampled from an
arbitrary continuous size distribution S, which is independent of M and has a finite
maxi si.

We assume that object sizes are unique to break ties when making caching decisions.
If the object sizes are not unique, one can simply add small amounts of noise to make
them so. We assume a maximum object size to show the existence of a scaling regime,
i.e., that the number of cached objects grows large as the cache grows large. For the
same reason, we exclude trivial cases where a finite set of objects dominates the request
sequence even as the total universe of objects grows large:

Assumption 4.3.2 (Diverging popularity distribution) For any number M > 0

of objects, the popularity distribution PM is defined via an infinite sequence ψk. At any
time 1 ≤ i ≤ N ,

P [object k is requested |M objects overall] =
ψk∑M
k=1 ψk

(4.8)

The sequence ψk must be positive and diverging such that cache size C →∞ is required
to achieve a constant miss ratio as M →∞.
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Our assumptions on PM allow for many common distributions, such as uniform popular-
ities (ψk = 1) or heavy-tailed Zipfian probabilities (ψk = 1/kα for α ≤ 1, as is common
in practice [16,25,31,36,125]). Moreover, with some change to notation, our proofs can
be extended to require only that ψk remains constant over short timeframes. With these
assumptions in place, we are now ready to state our main result on FOO’s asymptotic
optimality.

Theorem 4.3.1 (FOO is Asymptotically Optimal) Under Assumptions 4.3.1 and 4.3.2,
for any error ε and violation probability κ, there exists an M∗ such that for any trace
with M > M∗ objects

P [FOO-U− FOO-L ≥ ε N ] ≤ κ (4.9)

where the trace length N ≥ M log2M and the cache capacity C is scaled with M such
that FOO-L’s miss ratio remains constant.

Theorem 4.3.1 states that, as M → ∞, FOO’s miss ratio error is almost surely
less than ε for any ε > 0. Since FOO-L and FOO-U bound OPT (Lemma 4.2.2),
FOO-L = OPT = FOO-U.
The rest of this section is dedicated to the proof Theorem 4.3.1. The key idea in our

proof is to bound the number of non-integer solutions in FOO-L via a precedence relation
that forces FOO-L to strictly prefer some decision variables over others, which forces
them to be integer. Subsection 4.3.2 introduces this precedence relation. Subsection 4.3.3
maps this relation to a representation that can be stochastically analyzed (as a variant
of the coupon collector problem). Subsection 4.3.4 then shows that almost all decision
variables are part of a precedence relation and thus integer, and Subsection 4.3.5 brings
all these parts together in the proof of Theorem 4.3.1.

4.3.2 Bounding the number of non-integer solutions using a

precedence graph

This section introduces the precedence relation ≺ between caching intervals. The intu-
ition behind ≺ is that if an interval i is nested entirely within interval j, then min-cost
flow must prefer i over j. We first formally define ≺, and then state the property about
optimal policies in Theorem 4.3.2.

Definition 4.3.1 (Precedence relation) For two caching intervals [i, `i) and [j, `j),
let the relation ≺ be such that i ≺ j (“i takes precedence over j”) if
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1. j < i,

2. `j > `i, and

3. si < sj.

The key property of ≺ is that it forces integer decision variables.

Theorem 4.3.2 (Precedence forces integer decisions) If i ≺ j, then xj > 0 in
FOO-L’s min-cost flow solution implies xi = 1.

In other words, if interval i is strictly preferable to interval j, then FOO-L will take
all of i before taking any of j. The proof of this result relies on the notion of a residual
MCF graph [116, p.304 ff], where for any edge (i, j) ∈ G with positive flow, we add a
backwards edge (j, i) with cost γj,i = −γi,j.

Proof: By contradiction. Let G′ be the residual MCF graph induced by a given MCF so-
lution. Figure 4.6 sketches the MCF graph in the neighborhood of j, . . . , i, . . . , `i, . . . , `j.

. . . j . . . i . . . `i . . . `j . . .

Figure 4.6: The precedence relation i ≺ j from Definition 4.3.1 forces integer decisions
on interval i. In any min-cost flow solution, we can reroute flow such that if
xj > 0 then xi = 1.

Assume that xj > 0 and that xi < 1, as otherwise the statement is trivially true.
Because xj > 0 there exist backwards inner edges all the way between `j and j. Because
xi < 1, the MCF solution must include some flow on the outer edge (i, `i), and there
exists a backwards outer edge (`i, i) ∈ G′ with cost γ`i,i = −1/si.
We can use the backwards edges to create a cycle in G′, starting at j, then following

edge (j, `j), backwards inner edges to `i, the backwards outer edge (`i, i), and finally
backwards inner edges to return to j. Figure 4.6 highlights this clockwise path in darker
colored edges.
This cycle has cost = 1/sj−1/si, which is negative because si < sj (by definition of ≺

and since i ≺ j). As negative-cost cycles cannot exist in a MCF solution [116, Theorem
9.1, p.307], this leads to a contradiction.
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�

To quantify how many integer solutions there are, we need to know the general struc-
ture of the precedence graph. Intuitively, for large production traces with many over-
lapping intervals, the graph will be very dense. We have empirically verified this for our
production traces.
Unfortunately, the combinatorial nature of caching traces made it difficult for us to

characterize the general structure of the precedence graph under stochastic assumptions.
For example, we considered classical results on random graphs [126] and the concentra-
tion of measure in random partial orders [127]. None of these paths yielded sufficiently
tight bounds on FOO. Instead, we bound the number of non-integer solutions via the
generalized coupon collector problem.

4.3.3 Relating the precedence graph to the coupon collector

problem

We now translate the problem of intervals without child in the precedence graph (i.e.,
intervals i for which there exists no i ≺ j) into a tractable stochastic representation.
We first describe the intuition for equal object sizes, and then consider variable object

sizes.

Definition 4.3.2 (Cached objects) Let Hi denote the set of cached intervals that
overlap time i, excluding i.

Hi =
{
j 6= i : xj > 0 and i ∈ [j, `j)

}
and hi = |Hi| (4.10)

We observe that interval [i, `i) is without child if and only if all other objects xj ∈ Hi

are requested at least once in [i, `i). Figure 4.7 shows an example where Hi consists of five
objects (intervals xa, . . . , xe). As all five objects are requested before `i, all five intervals

Li

THi

Hi

xi

xe

xd

xc

xb

xa

ii

Figure 4.7: Simplified notation for the coupon collector represen-
tation of offline caching with equal object sizes. We
translate the precedence relation from Theorem 4.3.2
into the relation between two random variables. Li
denotes the length of interval i. THi

is the coupon
collector time, where we wait until all objects that
are cached at the beginning of Li (Hi denotes these
objects) are requested at least once.
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end before xi ends, and so [i, `i) cannot fit in any of them. To formalize this observation,
we introduce the following random variables, also illustrated in Figure 4.7. Li is the
length of the i-th interval, i.e., Li = `i − i. THi

is the time after i when all intervals in
Hi end. We observe that THi

is the stopping time in a coupon-collector problem (CCP)
where we associate a coupon type with every object in Hi. With equal object sizes, the
event {i has a child} is equivalent to the event {THi

> Li}.
We now extend our intuition to the case of variable object sizes. We now need to

consider that objects in Hi can be smaller than si and thus may not be i’s children for a
new reason: the precedence relation (Definition 4.3.1) requires i’s children to have size
larger than or equal to si. Figure 4.8 shows an example where Li is without child because
(i) xb, which ends after `i, is smaller than si, and (ii) all larger objects (xa, xc, xd) are
requested before `i. The important conclusion is that, by ignoring the smaller objects,
we can reduce the problem back to the CCP.

Li

TB

Hi

xi

xd

xc

xa

ii

Figure 4.8: Full notation for the coupon collector representation
of offline caching. With variable object sizes, we
need to ignore all objects with a smaller size than
si (grayed out intervals xb and xe). We then define
the coupon collector time TB among a subset B ⊂ Hi

of cached objects with a size larger than or equal to
si. Using this notation, the event TB > Li implies
that xi has a child, which forces xi to be integer by
Theorem 4.3.2.

To formalize our observation about the relation to the CCP, we introduce the following
random variables, also illustrated in Figure 4.8. We define B, which is a subset of the
cached objects Hi with a size equal to or larger than si, and the coupon collector time
TB for B-objects. These definitions are useful as the event {TB > Li} implies that i has
a child and thus xi is integer, as we now show.

Theorem 4.3.3 (Stochastic bound on non-integer variables) For decision vari-
able xi, i ∈ {1 . . . N}, assume that B ⊆ Hi is a subset of cached objects where sj ≥ si

for all j ∈ B. Further, let the random variable TB denote the time until all intervals in
B end, i.e., TB = maxj∈B `j − i.
If B is non-empty, then the probability that xi is non-integer is upper bounded by the

probability interval i ends after all intervals in B, i.e.,

P [0 < xi < 1] ≤ P [Li > TB] . (4.11)
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The proof works backwards by assuming that TB > Li. We then show that this implies
that there exists an interval j with i ≺ j and then apply Theorem 4.3.2 to conclude that
xi is integer. Finally, we use this implication to bound the probability.

Proof: Consider an arbitrary i ∈ {1 . . . N} with TB > Li. Let [j, `j) denote the interval
in B that is last requested, i.e., `j = maxk∈B `k (j exists because B is non-empty). To
show that i ≺ j, we check the three conditions of Definition 4.3.1.

1. j < i, because j ∈ Hi (i.e., j is cached at time i);

2. `j > `i, because `j = maxk∈B `k = i+ TB > i+ Li = `i; and

3. si < sj, because j ∈ B (i.e., sj is bigger than si by assumption).

Having shown that i ≺ j, we can apply Theorem 4.3.2, so that xj > 0 implies xi = 1.
Because j ∈ Hi, j is cached xj > 0 and thus xi = 1. Finally, we observe that Li 6= TB

and conclude the theorem’s statement by translating the above implications, xi = 1 ⇐
i ≺ j ⇐ TB > Li, into probability.

P [0 < xi < 1] = 1− P [xi ∈ {0, 1}] ≤ 1− P [i ≺ j] ≤ 1− P [TB > Li] = P [Li > TB] .

(4.12)
�

Theorem 4.3.3 simplifies the analysis of non-integer xi to the relation of two random
variables, Li and TB. While Li is geometrically distributed, TB’s distribution is more
involved.
We map TB to the stopping time Tb,p of a generalized CCP with b = |B| different

coupon types. The coupon probabilities p follow from the object popularity distribution
PM by conditioning on objects in B. As the object popularities p are not equal in general,
characterizing the stopping time Tb,p is much more challenging than in the classical CCP,
where the coupon probabilities are assumed to be equal. We solve this problem by
observing that collecting b coupons under equal probabilities stops faster than under
p. This fact may appear obvious, but it was only recently shown by Anceaume et
al. [121, Theorem 4, p. 415] (the proof is non-trivial). Thus, we can use a classical CCP
to bound the generalized CCP’s stopping time and TB.

Lemma 4.3.1 (Connection to classical coupon connector problem) For any ob-
ject popularity distribution PM , and for q = (1/b, . . . , 1/b), using the notation from
Theorem 4.3.3

P [TB < l] ≤ P [Tb,q < l] for any l ≥ 0 . (4.13)
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The proof of this Lemma simply extends the following result by Anceaume et al.,
which is proven as Theorem 4, in [121, p. 415].

Theorem 4.3.4 For b ≥ 0 coupons, any probability vector p, and the equal-probability
vector q = (1/b, . . . , 1/b), it holds that P [Tb,p < l] ≤ P [Tb,q < l] for any l ≥ 0.

The proof bounds Tb,q first using a GCCP and then a CCCP.

Proof: We first bound TB via a generalized CCP with stopping time Tb,p and p =

(p1, . . . , pb) with

pi = P [object k is requested | k ∈ B] under PM . (4.14)

As TB contains requests to other objects j /∈ B, it always holds that TB ≥ Tb,p. Figure 4.9
shows such a case, where TB is extended because of requests to uncached objects and
large cached objects. Tb,p, on the other hand, does not include these other requests, and
is thus always shorter or equal to TB.

xi...

xℓ... ...
... ...

xn... ...

xj... ...

TB

xm... ...
......

coupon 2

coupon 3

coupon 1

coupon 4

Tb,p

Figure 4.9: Translation of the time until all B objects are requested once, TB into a
coupon-collector problem (CCP), Tb,p. As the CCP is based on fewer coupons
(only objects ∈ B), the CCP serves as a lower bound on TB.

This inequality bounds the probabilities for all l ≥ 0.

P [TB < l] ≤ P [Tb,p < l] (4.15)

We then apply Theorem 4.3.4.

≤ P [Tb,q < l] (4.16)
�
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4.3.4 Typical objects almost always lead to integer decision

variables

We now use the connection to the coupon collector problem to show that almost all of
FOO’s decision variables are integer. Specifically, we exclude a small number of very large
and unpopular objects, and show that the remaining objects are almost always part of a
precedence relation, which forces the corresponding decision variables to become integer.
In Subsection 4.3.5, we show that the excluded fraction is diminishingly small.
We start with a definition of the sets of large objects and the set of popular objects.

Definition 4.3.3 (Large objects and popular objects ) Let N∗ be the time after
which the cache needs to evict at least one object. For time i ∈ {N∗ . . . N}, we define
the sets of large objects, Bi, and the set of popular objects, Fi.
The set Bi ⊆ Hi consists of the requests to the fraction δ largest objects of Hi (0 <

δ < 1). We also define bi = |Bi|, and we write “si < Bi” if si < sj for all j ∈ Bi and
“si 6< Bi” otherwise.
The set Fi consists of those objects k with a request probability ρk which lies above the

following threshold.

Fi =

{
k : ρk ≥

1

bi log log bi

}
(4.17)

Using the above definitions, we prove that “typical” objects (i.e., popular objects that
are not too large) rarely lead to non-integer decision variables as the number of objects
M grows large.

Theorem 4.3.5 (Typical objects are rarely non-integer) For i ∈ {N∗ . . . N}, Bi,
and Fi from Definition 4.3.3,

P
[
0 < xi < 1

∣∣ si < Bi, σi ∈ Fi
]
→ 0 as M →∞ . (4.18)

The intuition is that, as the number of cached objects grows large, it is vanishingly
unlikely that all objects in Bi will be requested before a single object is requested again.
That is, though there are not many large objects in Bi, there are enough that, following
Theorem 4.3.3, xi is vanishingly unlikely to be non-integer. The proof of Theorem 4.3.5
uses elementary probability but relies on several very technical proofs.
We first given an overview, then state two auxiliary results, and then state the proof.
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Overview and main ideas in the proof of Lemma 4.3.5

Following Theorem 4.3.3, it suffices to consider the event {Li > TBi
}.

• (P [Li > TBi
]→ 0 as hi →∞): We first condition on Li = l, so that Li and TBi

become stochastically independent and we can bound P [Li > TBi
] by bounding

either P [Li > l] or P [l > TBi
]. Specifically, we split l carefully into “small l” and

“large l”, and then show that Li is concentrated at small l, and TBi
is concentrated

at large l. Hence, P [Li > TBi
] is negligible.

– (Small l:) For small l, we show that it is unlikely for all objects in Bi to have
been requested after l requests. We upper bound the distribution of TBi

with
Tbi,u (4.3.1). We then show that the distribution of Tbi,u decays exponentially
at values below its expectation (4.3.2). Hence, for l far below the expectation
of Tbi,u, the probability vanishes P [Tbi,u < l] → 0, so long as bi = δhi grows
large, which it does because hi grows large.

– (Large l:) For large l, P [Li > l]→ 0 because we only consider popular objects
σi ∈ Fi by assumption, and it is highly unlikely that a popular object is not
requested after many requests.

• (hi →∞): What remains to be shown is that the number of cached objects hi
actually grows large. Since the cache size C →∞ asM →∞ by Assumption 4.3.2,
this may seem obvious. Nevertheless, it must be demonstrated (4.3.3). The basic
intuition is that hi is almost never much less than h∗ = C/maxk sk, the fewest
number of objects that could fit in the cache, and h∗ →∞ as C →∞.

To see why hi is almost never much less than h∗, consider the probability that
hi < x, where x is constant with respect to M . For any x, take large enough M
such that x < h∗.

Now, in order for hi < x, almost all requests must go to distinct objects. Any
object that is requested twice between u (the last time where hu ≥ h∗) and v (the
next time where hv ≥ h∗) produces an interval (see Figure 4.10). This interval
is guaranteed to fit in the cache, since hi < x < h∗ means there is space for an
object of any size. As h∗ and M grow further, the amount of cache resources that
must lay unused for hi < x grows further and further, and the probability that no
interval fits within these resources becomes negligible.

Before we state the proof of Lemma 4.3.5, we introduce two auxiliary results.
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Figure 4.10: The number of cached objects at time i, hi, is unlikely to be far below
h∗ = C/maxk sk, the fewest number of objects that fit in the cache. In order
for hi < h∗ to happen, no other interval must fit in the white triangular
space centered at i (otherwise FOO-L would cache the interval).

Exponential coupon collector bound

Our first auxiliary result derives an exponential bound on the lower tail of the distri-
bution of the coupon collector stopping time as it gets further from its mean (roughly
h log h).

Lemma 4.3.2 The time Tb,q to collect b > 1 coupons, which have equal probabilities
q = (1/b, . . . , 1/b), is lower bounded by

P [Tb,q ≤ b log b− c b] < e−c for all c > 0 . (4.19)

Proof: We consider the time Tb,q to collect b > 1 coupons, which have equal probabilities
q = (1/b, . . . , 1/b). To simplify notation, we set T = Tb,q throughput this proof.
We first transform our term using the exponential function, which is strictly mono-

tonic.

P [T ≤ b log b− c b] = P
[
e−sT ≤ e−s(b log b−c b)] for all s > 0 (4.20)

We next apply the Chernoff bound.

P
[
e−sT ≤ e−s(b log b−c b)] ≤ E

[
e−sT

]
es(b log b−c b) (4.21)

To derive E
[
e−sT

]
, we observe that T =

∑b
i=1 Ti, where Ti is the time between

collecting the (i − 1)-th unique coupon and the i-th unique coupon. As all Ti are
independent, we obtain a product of Laplace-Stieltjes transforms.

E
[
e−sT

]
=

b∏
i=1

E
[
e−sTi

]
(4.22)
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We derive the individual transforms.

E
[
e−sTi

]
=
∞∑
k=1

e−s kpi(1− pi)k−1 (4.23)

=
pi

es + pi − 1
(4.24)

We plug the coupon probabilities pi = 1− i−1
b

= b−i+1
b

into Eq. (4.22), and simplify by
reversing the product order.

b∏
i=1

E
[
e−sTi

]
=

b∏
i=1

(b− i+ 1)/b

es + (b− i+ 1)/b− 1
=

b∏
j=1

j/b

es + j/b− 1
(4.25)

Finally, we choose s = 1
b
, which yields es = e1/b ≥ 1 + 1/b and simplifies the product.

b∏
j=1

j/b

es + j/b− 1
≤

b∏
j=1

j/b

1/b+ j/b
=

1

b+ 1
(4.26)

This gives the statement of the lemma.

P [T ≤ b log b− c b] ≤ 1

b+ 1
e

b log b−c b
b < e−c (4.27)

�

The number of cached objects grows to infinity

Our second auxiliary result shows that the number of cached objects, hi, goes to infinity
as the cache capacity, C, and the number of objects, M , go to infinity.

Lemma 4.3.3 For i > N∗ from Definition 4.3.3, P [hi →∞] = 1 as M →∞.

We assume throughout the proof that i > N∗, the time after which the cache needs to
evict at least one object. Throughout the proof, let E denote the complementary event
of an event E.
Intuition of the proof. The proof exploits the fact that at least h∗ = C/maxk sk

distinct objects fit into the cache at any time, and that FOO finds an optimal solution
(4.2.2). Due to Assumption 4.3.2, M → ∞ implies that C → ∞, and thus h∗ → ∞.
So, the case where FOO caches only a finite number of objects requires that hi < h∗.
Whenever hi < h∗ occurs, there cannot exist intervals that FOO could put into the
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cache. If any intervals could be put into the cache, FOO would cache them, due to its
optimality.
Our proof is by induction. We first show that the case of no intervals that could

be put into the cache has zero probability, and then prove this successively for larger
thresholds.

Proof: We assume that 0 < h∗ < M because h∗ ∈ {0,M} leads to trivial hit ratios ∈
{0, 1}.
For arbitrary i > N∗ and any x that is constant in M , we consider the event X =

{hi ≤ x}. Furthermore, let Z = {hi ≤ z} for any 0 ≤ z ≤ x. We prove that P [X]

vanishes as M grows by induction over z and corresponding P [Z].
Figure 4.11 sketches the number of objects over a time interval including i. Note that,

for any z ≤ x, we can take a large enough M such that z < h∗, because h∗ →∞. So the
figure shows h∗ > z. The figure also defines the time interval [u, v], where u is the last
time before i when FOO cached h∗ objects, and v is the next time after i when FOO
caches h∗ objects. So, for times j ∈ (u, v), it holds that hj < h∗.
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Figure 4.11: Sketch of the event Z = {hi ≤ z}, which happens with vanishing probability
if z is a constant with respect toM . The times u and v denote the beginning
and the end of the current period where the number of cached objects is less
than h∗ = C/maxk sk, the fewest number of objects that fit in the cache.
We define the set Γ of objects that are requested in (u, i]. If any object in
Γ is requested in [i, v), then FOO must cache this object (green interval).
If such an interval exists, hi > z and thus Z cannot happen.

Induction base: z = 0 and event Z = {hi ≤ 0}. In other words, Z means the cache is
empty. Let Γ denote the set of distinct objects requested in the interval (u, i]. Note that
the event Z requires that, during (u, i], FOO stopped caching all h∗ objects. Because
FOO only changes caching decisions at interval boundaries, Γ must at least contain h∗

objects. Using the same argument, we observe that there happen at least h∗ requests to
distinct objects in [i, v).
A request to any Γ object in [i, v) makes Z impossible. Formally, let A denote the event

that any object in Γ is requested again in [i, v). We observe that A ⇒ Z because any
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Γ-object that is requested in [i, v) must be cached by FOO due to FOO-L’s optimality
(4.2.2). By inverting the implication we obtain Z ⇒ A and thus P [Z] ≤ P

[
A
]
.

We next upper bound P
[
A
]
. We start by observing that P [A] is minimized (and thus

P
[
A
]
is maximized) if all objects are requested with equal popularities. This follows

because, if popularities are not equal, popular objects are more likely to be in Γ than
unpopular objects due to the popular object’s higher sampling probability (similar to
the inspection paradox). When Γ contains more popular objects, it is more likely that
we repeat a request in [i, v), and thus P [A] increases (P

[
A
]
decreases).

We upper bound P
[
A
]
by assuming that objects are requested with equal probability

ρk = 1/M for 1 ≤ k ≤ M . As the number of Γ-objects is at least h∗, the probability of
requesting any Γ-object is at least h∗/M . Further, we know that v − i ≥ h∗ and so

P
[
A
]
≤
(

1− h∗

M

)h∗
.

We arrive at the following bound.

P [{hi ≤ z}] = P [Z] ≤ P
[
A
]
≤
(

1− h∗

M

)h∗
−→ 0 as M →∞ (4.28)

Induction step: z − 1→ z for z ≤ x. We assume that the probability of caching only
z − 1 objects goes to zero as M →∞. We prove the same statement for z objects.

As for the induction base, let Γ denote the set of distinct objects requested in the
interval (u, i], excluding objects in Hi. We observe that |Γ| ≥ h∗− z, following a similar
argument.

We define P [A] as above and use the induction assumption. As the probability of less
than z − 1 is vanishingly small, it must be that hi ≥ z. Thus, a request to any Γ object
in [i, v) makes hi = z impossible. Consequently, Z ⇒ A and thus P [Z] ≤ P

[
A
]
.

To bound P [A], we focus on the requests in [i, v) that do not go Hi-objects. There
are at least h∗ − x such requests. P [A] is minimized if all objects, ignoring objects in
Hi, are requested with equal popularities. We thus upper bound P

[
A
]
by assuming

the condition requests happen to objects with equal probability ρk = 1/(M − z) for
1 ≤ k ≤M − z. As before, we conclude that the probability of requesting any Γ-object



Chapter 4 FOO: Analysis of optimal caching under variable object sizes 74

is at least (h∗ − z)/(M − z) and we use the fact that there are at least h∗ − x to them
in [i, v).

P [{hi ≤ z}] = P [Z] ≤ P
[
A
]

(4.29)

≤
(

1− h∗ − z
M − z

)h∗−z
(4.30)

We then use that z ≤ x and that x is constant in M .

≤
(

1− h∗ − x
M

)h∗−x
−→ 0 as M →∞ (4.31)

In summary, the number of objects cached by FOO at an arbitrary time i remains
constant only with vanishingly small probability. Consequently, this number grows to
infinity with probability one.

�

Proof of Lemma 4.3.5

With these results in place, we are ready to prove Lemma 4.3.5. This proof proceeds
by using elementary probability theory and exploits our previous definitions of Li, THi

,
and Thi,u from Lemma 4.3.1.

Proof: We know from Theorem 4.3.3 that the probability of non-integer decision vari-
ables can be upper bounded using the random variables Li and TBi

.

P [0 < xi < 1] ≤ P [Li > TBi
] (4.32)

We expand this expression by conditioning on Li = l.

=
∞∑
l=1

P [TBi
< l|Li = l]P [Li = l] (4.33)

We observe that P [TBi
< l] = 0 for l ≤ bi because requesting bi distinct objects takes at

least bi time steps.

=
∞∑

l=bi+1

P [TBi
< l|Li = l]P [Li = l] (4.34)
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We use the fact that conditioned on Li = l, events {Li = l} and {TBi
< l} are stochas-

tically independent.

=
∞∑

l=bi+1

P [TBi
< l]P [Li = l] (4.35)

We split this sum into two parts, l ≤ Λ and l > Λ, where Λ = 1
2
bi log bi is chosen such

that Λ scales slower than the expectation of the underlying coupon collector problem
with bi = δhi coupons. (Recall that δ = |Bi|/|Hi| is the largest fraction of objects in Hi,
defined in Definition 4.3.3.)

≤
Λ∑
l=bi

P [TBi
< l]P [Li = l] (4.36)

+
∞∑

l=Λ+1

P [TBi
< l]P [Li = l] (4.37)

≤
Λ∑
l=bi

P [TBi
< l] +

∞∑
l=Λ+1

P [Li = l] (4.38)

We now bound the two terms in Eq. (4.38), separately. For the first term, we start by
applying 4.3.1.

Λ∑
l=bi

P [TBi
< l] ≤

Λ∑
l=bi

P [Tbi,q ≤ l] (4.39)

We rearrange the sum (replacing l by c).

=

1+log bi∑
c= 1

2
log bi

P [Tbi,q ≤ bi log bi − c bi] (4.40)

We apply 4.3.2.

<

1+log bi∑
c= 1

2
log bi

e−c (4.41)
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We solve the finite exponential sum.

=
e2

e2 − e
1√
bi

(4.42)

For the second term in Eq. (4.38), we use the fact that Li’s distribution is Geometric(ρσi)
due to Assumption 4.3.1.

∞∑
l=Λ+1

P [Li = l] =
∞∑

l=Λ+1

(1− ρσi)
l−1 ρσi (4.43)

We solve the finite sum.

= (1− ρσi)
Λ (4.44)

We apply Definition 4.3.3, i.e., ρσi ≥ 1
bi log log bi

.

≤
(

1− 1

bi log log bi

) 1
2
bi log bi

(4.45)

Finally, combining Eqs. (4.42) and (4.45) yields the following.

P [Li ≥ Tbi,q] <
e2

e2 − e
1√
bi

+

(
1− 1

bi log log bi

)bi log bi

(4.46)

As bi log bi grows faster than bi log log bi, this proves the statement P [Li ≥ Tbi,q]→ 0 as
hi →∞ (implying that bi = δhi →∞) due to 4.3.3.

�

4.3.5 Bringing it all together: Proof of Theorem 4.3.1

This section combines our results so far and shows how to obtain the exact statement
on the violation probability of Theorem 4.3.1.

There exists M∗ such that for any M > M∗ and for any error ε and violation proba-
bility κ,

P [FOO-U− FOO-L ≥ ε N ] ≤ κ (4.47)
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Proof of Theorem 4.3.1 We start by bounding the cost of non-integer solutions by the
number of non-integer solutions, Ω.∑

{i: 0<xi<1}

xi ≤
∑
i∈I

1{i: 0<xi<1} = Ω (4.48)

It follows that (FOO-U− FOO-L) ≤ Ω.

P [FOO-U− FOO-L ≥ ε N ] ≤ P [Ω ≥ ε N ] (4.49)

We apply the Markov inequality.

≤ E [Ω]

N ε
=

1

N ε

∑
i∈I

P [0 < xi < 1] (4.50)

There are at most N terms in the sum.

≤ P [0 < xi < 1]

ε
(4.51)

To complete Eq. (4.47), we upper bound P [0 < xi < 1] to be less than ε κ. We first
condition on si < Bi and σi ∈ Fi, double counting those i where si 6< Bi and σi /∈ Fi.

P [0 < xi < 1] ≤P
[
0 < xi < 1

∣∣ si < Bi, σi ∈ Fi
]
P [si < Bi, σi ∈ Fi] (4.52)

+ P
[
0 < xi < 1

∣∣ si 6< Bi

]
P [si 6< Bi] (4.53)

+ P
[
0 < xi < 1

∣∣ σi /∈ Fi]P [σi /∈ Fi] (4.54)

Drop ≤ 1 terms.

≤P
[
0 < xi < 1

∣∣ si < Bi, σi ∈ Fi
]

+ P [si 6< Bi] + P [i /∈ Fi] (4.55)

To bound P [0 < xi < 1] ≤ ε κ, we choose parameters such that each term in Eq. (4.55)
is less than ε κ/3. The first term vanishes by Theorem 4.3.5. The second term is satisfied
by choosing δ = ε κ/3 (Definition 4.3.3). For the third term, the probability that any
cached object is unpopular vanishes as hi grows large.

P [i /∈ Fi] ≤
hi

bi log log bi
=

3

ε κ log log ε κ hi/3
→ 0 as hi →∞ (4.56)
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Finally, we choose M∗ large enough that the first and third terms in Eq. (4.55) are each
less than ε κ/3.

�

This concludes our theoretical proof of FOO’s optimality.

4.4 Practical Flow-based Offline Optimal for Real

Traces

While FOO is asymptotically optimal and very accurate in practice, as well as faster
than prior approximation algorithms, it is still not fast enough to process production
traces with hundreds of millions of requests in a reasonable timeframe. We now use the
insights gained from FOO’s graph-theoretic formulation to design new upper and lower
bounds on OPT, which we call practical flow-based offline optimal (PFOO). We provide
the first practically useful lower bound, PFOO-L, and an upper bound that is much
tighter than prior practical offline upper bounds, PFOO-U:

PFOO-L ≤ FOO-L ≤ OPT ≤ FOO-U ≤ PFOO-U

4.4.1 Practical lower bound: PFOO-L

PFOO-L considers the total resources consumed by OPT. As Figure 4.12a illustrates,
cache resources are limited in both space and time [128]: measured in resources, the
cost to cache an object is the product of (i) its size and (ii) its reuse distance (i.e., the
number of accesses until it is next requested). On a trace of length N , a cache of size
C has total resources N × C. The objects cached by OPT, or any other policy, cannot
cost more total resources than this.

Definition of PFOO-L PFOO-L sorts all intervals by their resource cost and caches
the smallest-cost intervals up a total resource usage of N × C. Figure 4.12b shows
PFOO-L on a short request trace. By considering only the total resource usage, PFOO-
L ignores other constraints that are faced by caching policies. In particular, PFOO-L
does not guarantee that cached intervals take less than C space at all times, as shown
by interval 6 for object a in Figure 4.12b, which exceeds the cache capacity during part
of its interval.
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(a) Intervals sorted by resource cost = reuse distance × object size.

(b) PFOO-L greedily claims the smallest intervals.

Figure 4.12: PFOO’s lower bound, PFOO-L, constrains the total resources used over the
full trace (i.e., size × time). PFOO-L claims the hits that require fewest
resources, allowing cached objects to temporarily exceed the cache capacity.

Why PFOO-L works PFOO-L is a lower bound because no policy, including OPT,
can get fewer misses using N × C total resources. It gives a reasonably tight bound
because, on large caches with many objects, the distribution of interval costs is similar
throughout the request trace. Hence, for a given cache capacity, the “marginal interval”
(i.e., the one barely does not fit in the cache under OPT) is also of similar cost throughout
the trace. Informally, PFOO-L caches intervals up to this marginal cost, and so rarely
exceeds cache capacity by very much. This intuition holds particularly when requests
are largely independent, as in our proof assumptions and in traces from CDNs or other
Internet services. However, as we will see, PFOO-L introduces modest error even on
other workloads where these assumptions do not hold.

PFOO-L uses a similar notion of “cost” as Belady-Size but provides two key advan-
tages. First, PFOO-L is closer to OPT. Relaxing the capacity constraint lets PFOO-L
avoid the pathologies discussed in Subsection 2.4.3, since PFOO-L can temporarily ex-
ceed the cache capacity to retain valuable objects that Belady-Size is forced to evict.
Second, relaxing the capacity constraint makes PFOO-L a lower bound, giving the first
reasonably tight lower bound on long traces.
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4.4.2 Practical upper bound: PFOO-U

Definition of PFOO-U PFOO-U breaks FOO’s min-cost flow graph into smaller seg-
ments of constant size, and then solves each segment using min-cost flow incrementally.
By keeping track of the resource usage of already solved segments, PFOO-U yields a
globally-feasible solution, which is an upper bound on FOO-U. Furthermore, since each
segment takes constant time to solve, PFOO-U completes in linear time on the trace
length.

a b c b d a c d a b b a

Segment 1
Segment 2

Segment 3
Segment 4

Segment 5

(a) PFOO-U breaks the trace into small segments . . .

a b c b(3, 0) (3, 0) (3, 0) (3, 0)

(3, 1/3)

(1, 1)

(1, 1)

(1, 1)

Segment 1. Cache both bs and
c;forget c and second b.

c b d a(2, 0)

(2, 1/2)

(3, 0) (3, 0) (3, 0)
(3, 1/3)

(1, 1)

(1, 1)

Segment 2. Cache c and b.

Segment 3.
Cache c; forget c. d a c d

(3, 1/3)

(1, 0) (1, 0)

(1, 1)

(2, 1/2)

(2, 0) (2, 0)

(2, 1/2) . . .

(b) . . . and solves min-cost flow for each segment.

Figure 4.13: Starting from FOO’s full formulation, PFOO-U breaks the min-cost flow
problem into overlapping segments. Going left-to-right through the trace,
PFOO-U optimally solves MCF on each segment, and updates link capac-
ities in subsequent segments to maintain feasibility for all cached objects.
The segments overlap to capture interactions across segment boundaries.

Example of PFOO-U Figure 4.13 shows our approach on the trace from Figure 4.1
for a cache capacity of 3. At the top is FOO’s full min-cost flow problem; for large
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traces, this MCF problem is too expensive to solve directly. Instead, PFOO-U breaks
the trace into segments and constructs a min-cost flow problem for each segment.

PFOO-U begins by solving the min-cost flow for the first segment. In this case,
the solution is to cache both bs, c, and one-third of a, since these decisions incur the
minimum cost of two-thirds, i.e., less than one cache miss. As in FOO-U, PFOO-
U rounds down the non-integer decision for a and all following non-integer decisions.
Furthermore, PFOO-U only fixes decisions for objects in the first half of this segment.
This is done to capture interactions between intervals that cross segment boundaries.
Hence, PFOO-U “forgets” the decision to cache c and the second b, and its final decision
for this segment is only to cache the first b interval.

PFOO-U then updates the second segment to account for its previous decisions. That
is, since b is cached until the second request to b, capacity must be removed from the
min-cost flow to reflect this allocation. Hence, the capacity along the inner edge c → b
is reduced from 3 to 2 in the second segment (b is size 1). Solving the second segment,
PFOO-U decides to cache c and b (as well as half of d, which is ignored). Since these are
in the first half of the segment, we fix both decisions, and move onto the third segment,
updating the capacity of edges to reflect these decisions as before.

PFOO-U continues to solve the following segments in this manner until the full trace
is processed. On the trace from Section 4.1, it decides to cache all requests to b and c,
yielding 5 misses on the requests to a and d. These are the same decisions as taken by
FOO-U and OPT. We generally find that PFOO-U yields nearly identical miss ratios as
FOO-U, as we next demonstrate on real traces.

4.4.3 Summary

Putting it all together, PFOO provides efficient lower and upper bounds on OPT with
variable object sizes. PFOO-L runs in O(N logN) time, as required to sort the intervals;
and PFOO-U runs in O(N) because it divides the min-cost flow into segments of constant
size. In practice, PFOO-L is faster than PFOO-U at realistic trace lengths, despite its
worse asymptotic runtime, due to the large constant factor in solving each segment in
PFOO-U.
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4.5 Experimental Methodology

We evaluate FOO and PFOO against prior offline bounds and online caching policies on
eight different production traces.

4.5.1 Trace Characterization

Traces We use production traces from three global content-distribution networks (CDNs),
two web-applications from different anonymous large Internet companies, and storage
workloads from Microsoft [129]. We summarize the trace characteristics in Table 4.2.
Figure 4.14 shows four key distributions of these workloads.

Trace Year # Requests # Objects Object sizes

CDN 1 2016 500M 18M 10B – 616MB
CDN 2 2015 440M 19M 1B – 1.5GB
CDN 3 2015 420M 43M 1B – 2.3GB

WebApp 1 2017 104M 10M 3B – 1.9MB
WebApp 2 2016 100M 14M 5B – 977KB
Storage 1 2008 29M 16M 501B – 780KB
Storage 2 2008 37M 6M 501B – 78KB
Storage 3 2008 45M 14M 501B – 489KB

Table 4.2: Length and object sizes for evaluated traces.

The object size distribution (Figure 4.14a) shows that object sizes are variable in
all traces. However, while they span almost ten orders of magnitude in CDNs, object
sizes vary only by six orders of magnitude in web applications, and only by three orders
of magnitude in storage systems. WebApp 1 also has noticeably smaller object sizes
throughout, as is representative for application-cache workloads.
The popularity distribution (Figure 4.14b) shows that CDN workloads and WebApp

workloads all follow approximately a Zipf distribution with a Zipf alpha parameter be-
tween 0.85 and 1. In contrast, the popularity distribution of storage traces is much more
irregular with a set of disproportionally popular objects, an approximately log-linear
middle part, and an exponential cutoff for the least popular objects.
The reuse distance distribution (Figure 4.14c) — i.e., the distribution of the number of

requests between requests to the same object — further distinguishes CDN and WebApp
traces from storage workloads. CDNs and WebApps serve millions of different customers
and so exhibit largely independent requests with smoothly diminishing object popular-
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Figure 4.14: The production traces used in our evaluation come from three different do-
mains (CDNs, WebApps, and storage) and thus exhibit starkly different
request patterns in terms of object sizes (a), object popularities (b), reuse
distances (c), and correlations between the request streams of different ob-
jects.

ities, which matches our proof assumptions. Thus, the CDN and WebApp traces lead
to a smooth reuse distance, as shown in the figure. In contrast, storage workloads serve
requests from one or a few applications, and so often exhibit highly correlated requests
(producing spikes in the reuse distance distribution). For example, scans are common
in storage (e.g., traces like: ABCDABCD ...), but never seen in CDNs. This is evident
from the figure, where the storage traces exhibit several steps in their cumulative request
probability, as correlated objects (e.g., due to scans) have the same reuse distance.

Finally, we measure the correlation across different objects (Figure 4.14d). Ideally,
we could directly test our independence assumption (Assumption 4.3.1). Unfortunately,
quantifying independence on real traces is challenging. For example, classical meth-
ods such as Hoeffding’s independence test [130] only apply to continuous distributions,
whereas we consider cache requests in discrete time (our traces include only second-
accuracy timestamps).

We therefore turn to correlation coefficients. Specifically, we use the Pearson correla-
tion coefficient as it is computable in linear time (as opposed to Spearman’s rank and
Kendall’s tau [131]). We define the coefficient based on the number of requests each
object receives in a time bucket that spans 4000 requests (we verified that the results do
not change significantly for time bucket sizes in the range 400 - 40k requests). In order
to capture pair-wise correlations, we chose the top 10k objects in each trace, calculated
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the request counts for all time buckets, and then calculated the Pearson coefficient for
all possible combinations of object pairs.
Figure 4.14d shows the distribution of coefficients for all object pair combinations.

We find that both CDN and WebApps do not show a significant correlation; over 95%
of the object pair have a coefficient coefficient between -0.25 and 0.25. In contrast, we
find strong positive correlations in the storage traces. For the first storage trace, we
measure a correlation coefficient greater than 0.5 for all 10k-most popular objects. For
the second storage trace, we measure a correlation coefficient greater than 0.5 for more
than 20% of the object pairs. And, for the third storage trace, we measure a correlation
coefficient greater than 0.5 for more than 14% of the object pairs. We conclude that
the simple Pearson correlation coefficient is sufficiently powerful to quantify the position
linear correlation inherent to storage traces (such as loops and scans).

4.5.2 Caching policies.

We evaluate three classes of policies: theoretical bounds on OPT, practical offline heuris-
tics, and online caching policies. Besides FOO, there exist three other theoretical bounds
on OPT with approximation guarantees (Subsection 2.4.2): OFMA, LocalRatio, and
LP. Besides PFOO-U, we consider three other practical upper bounds (Subsection 2.4.3:
Belady, Belady-Size, and Freq/Size. Besides PFOO-L, there is only one other practical
lower bound: a cache with infinite capacity (Infinite-Cap). Finally, for online policies,
we evaluated GDSF [132], GD-Wheel [133], AdaptSize Chapter 3, and Hyperbolic [134].
We also evaluated several other older policies which perform much worse on our traces
(including LRU-K [57], TLFU [35], SLRU [36], and LRU).
Our implementations are in C++ and use the COIN-OR::LEMON library [135], GNU

parallel [136], OpenMP [137], and CPLEX 12.6.1.0. OFMA runs in O(N2), LocalRatio
runs in O(N3), Belady in O(N logC). We rely on sampling [138] to run Belady-Size on
large traces, which gives us an O(N) implementation.

4.6 Empirical Evaluation

We evaluate FOO and PFOO to demonstrate the following: (i) PFOO is fast enough
to process real traces, whereas FOO and prior theoretical bounds are not; (ii) FOO
yields nearly tight bounds on OPT, even when our proof assumptions do not hold;
(iii) PFOO is highly accurate on full production traces; and (iv) PFOO reveals that
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there is significantly more room for improving current caching systems than implied by
prior offline bounds.

Figure 4.15: Execution time of FOO, PFOO, and prior theoretical offline bounds at dif-
ferent trace lengths. Most prior bounds are unusable above 500K requests.
Only PFOO can process real traces with many millions of requests.

4.6.1 PFOO is necessary to process real traces

Figure 4.15 shows the execution time of FOO, PFOO, and prior theoretical offline bounds
at different trace lengths. Specifically, we run each policy on the first N requests of the
CDN 1 trace, and vary N from a few thousand to over 30 million. Each policy ran alone
on a 2016 SuperMicro server with 44 Intel Xeon E5-2699 cores and 500GB of memory.

These results show that LP and LocalRatio are unusable: they can process only a
few hundred thousand requests in a 24-hour period, and their execution time increases
rapidly as traces lengthen. While FOO and OFMA are faster, they both take more than
24 hours to process more than 30 million requests, and their execution times increase
super-linearly.

Finally, PFOO is much faster and scales well, allowing us to process traces with
hundreds of millions of requests. PFOO’s lower bound completes in a few minutes, and
while PFOO’s upper bound is slower, it scales linearly with trace length. PFOO is thus
the only bound that completes in reasonable time on real traces.

9While we have tried downsampling the traces to run LP and LocalRatio (as suggested in [139–141]
for equal-sized objects), we were unable to achieve meaningful results. Under variable object sizes,
scaling down the system (including the cache capacity), makes large objects disproportionately
disruptive.
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Figure 4.16: Comparison of the maximum ap-
proximation error of FOO, PFOO,
and prior offline bounds across
five cache sizes on a CDN pro-
duction trace. FOO’s upper and
lower bounds are nearly identical
and PFOO introduces small error,
whereas all prior policies have error
several orders-of-magnitude larger.
(OPT is assumed to be halfway be-
tween FOO-U and FOO-L, which
introduces negligible error due to
FOO’s high accuracy.)
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4.6.2 FOO is nearly exact on short traces

We compare FOO, PFOO, and prior theoretical upper bounds on the first 10 million
requests of each trace. Of the prior theoretical upper bounds, only OFMA runs in a
reasonable time at this trace length,9 so we compare FOO, PFOO, OFMA, the Belady
variants, Freq/Size, and Infinite-Cap.

Our first finding is that FOO-U and FOO-L are nearly identical, as predicted by our
analysis. The largest difference between FOO-U’s and FOO-L’s miss ratio on CDN and
WebApp traces is 0.0005—a relative error of 0.15%. Even on the storage traces, where
requests are highly correlated and hence our proof assumptions do not hold, the largest
difference is 0.0014—a relative error of 0.27%. Compared to the other offline bounds,
FOO is at least an order of magnitude and often several orders of magnitude more
accurate.

Given FOO’s high accuracy, we use FOO to estimate the error of the other offline
bounds. Specifically, we assume that OPT lies in the middle between FOO-U and
FOO-L. Since the difference between FOO-U and FOO-L is so small, this adds negligible
error (less than 0.14%) to all other results.

Figure 4.16 shows the maximum error from OPT across five cache sizes on our first
CDN production trace. All upper bounds are shown with a bar extending above OPT,
and all lower bounds are shown with a bar extending below OPT. Note that the practical
offline upper bounds (e.g., Belady) do not have corresponding lower bounds. Likewise,
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Figure 4.17: Approximation error of FOO, PFOO, and several prior offline bounds on
four of our eight production traces (Figure 4.18 shows the other four). FOO
and PFOO’s lower and upper bounds are orders of magnitude better than
any other offline bound. (See Figure 4.16.)

there is no upper bound corresponding to Infinite-Cap. Also note that OFMA’s bars
are so large than they extend above and below the figure. We have therefore annotated
each bar with its absolute error from OPT.

The figure shows that FOO-U and FOO-L nearly coincide, with error of 0.00003 (=3e-
5) on this trace. PFOO-U is 0.00005 (=5e-5) above OPT, nearly matching FOO-U, and
PFOO-L is 0.007 below OPT, which is very accurate though worse than FOO-L.

All prior techniques yield error several orders of magnitude larger. OFMA has very
high error: its bounds are 0.72 above and 0.39 below OPT. The practical upper bounds
are more accurate than OFMA: Belady is 0.18 above OPT, Belady-Size 0.05, and
Freq/Size 0.05. Finally, Infinite-Cap is 0.19 below OPT. Prior to FOO and PFOO,
the best bounds for OPT give a broad range of up to 0.24. PFOO and FOO reduce error
by 34× and 4000×, respectively.
Figures 4.17 and 4.18 show the approximation error on all eight production traces.

The prior upper bounds are much worse than PFOO-U, except on one trace (Storage 1),
where Belady-Size and Freq/Size are somewhat accurate. Averaging across all traces,
PFOO-U is 0.0014 above OPT. PFOO-U reduces mean error by 37× over Belady-Size,
the best prior upper bound. Prior work gives even weaker lower bounds. PFOO-L is on
average 0.004 below OPT on the CDN traces, 0.02 below OPT on the WebApp traces,
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Figure 4.18: Approximation error of FOO, PFOO, and several prior offline bounds on
four of our eight production traces (Figure 4.17 shows the other four). FOO
and PFOO’s lower and upper bounds are orders of magnitude better than
any other offline bound. (See Figure 4.16.)

and 0.04 below OPT on the storage traces. PFOO-L reduces mean error by 9.8× over
Infinite-Cap and 27× over OFMA. Hence, across a wide range of workloads, PFOO is
by far the best practical bound on OPT.

4.6.3 PFOO is accurate on real traces

Now that we have seen that FOO is accurate on short traces, we next show that PFOO
is accurate on long traces. Figures 4.19 and 4.20 show the miss ratio over the full traces
achieved by PFOO, the best prior practical upper bounds (one of Belady, Belady-Size,
and Freq/Size), the Infinite-Cap lower bound, and the best online policy (see Section 4.5).

On average, PFOO-U and PFOO-L bound the optimal miss ratio within a narrow
range of 4.2%. PFOO’s bounds are tighter on the CDN and WebApp traces than the
storage traces: PFOO gives an average bound of just 1.4% on CDN 1-3 and 1.3% on We-
bApp 1-2 but 5.7% on Storage 1-3. This is likely due to error in PFOO-L when requests
are highly correlated, as they are in the storage traces (see our trace characterization in
Subsection 4.5.1).

Nevertheless, PFOO gives much tighter bounds than prior techniques on every trace.
The prior offline upper bounds are noticeably higher than PFOO-U. On average, com-
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pared to PFOO-U, Belady-Size is 19% higher, Freq/Size is 22% higher, and Belady is
fully 72% higher. These prior upper bounds are not, therefore, good proxies for the
offline optimal. Moreover, the best upper bound varies across traces: Freq/Size is lower
on CDN 1 and CDN 3, but Belady-Size is lower on the others. Unmodified Belady gives
a very poor upper bound, showing that caching policies must account for object size.
The only lower bound in prior work is an infinitely large cache, whose miss ratio is much
lower than PFOO-L. PFOO thus gives the first reasonably tight bounds on the offline
miss ratio for real traces.

4.6.4 PFOO shows that there is significant room for

improvement in online policies
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Figure 4.19: Miss ratio curves for PFOO vs. LRU, Infinite-Cap, the best prior offline
upper bound, and the best online policy for the first four traces (see Fig-
ure 4.20 for the other four).

Finally, we compare with online caching policies. Figures 4.19 and 4.20 show the best
online policy (by average miss ratio) and the offline bounds for each trace. We also show
LRU for reference on all traces.
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On all traces at most cache capacities, there is a large gap between the best online
policy and PFOO-U, showing that there remains significant room for improvement in
online caching policies. Moreover, this gap is much larger than prior offline bounds would
suggest. On average, PFOO-U achieves 27% fewer misses than the best online policy,
whereas the best prior offline policy achieves only 7.2% fewer misses; the miss ratio
gap between online policies and offline optimal is thus 3.75× as large as implied by prior
bounds. The storage traces are the only ones where PFOO does not consistently increase
this gap vs. prior offline bounds, but even on these traces there is a large difference at
some sizes (e.g., at 64GB in Figure 4.20c). On CDN and WebApp traces, the gap is
much larger.

For example, on CDN 2, GDSF (the best online policy) matches Belady-Size (the best
prior offline upper bound) at most cache capacities. One would therefore conclude that
existing online policies are nearly optimal, but PFOO-U reveals that there is in fact a
large gap between GDSF and OPT on this trace, as it is 21% lower on average.

These miss ratio reductions make a large difference in real systems. For example, on
CDN 2, CDN 3, and WebApp 1, OPT requires just 16GB to match the miss ratio of
the best prior offline bound at 64GB (recall that the x-axis in these figures is shown
in log-scale). Prior bounds thus suggest that online policies require 4× as much cache
space as is necessary.

4.7 Summary

We began this chapter by asking: Should the systems community continue trying to
improve miss ratios, or have all achievable gains been exhausted? We have answered
this question by developing new techniques, FOO and PFOO, to accurately and quickly
estimate OPT with variable object sizes. Our techniques reveal that prior bounds for
OPT lead to qualitatively wrong conclusions about the potential for improving current
caching systems. Prior bounds indicate that current systems are nearly optimal, whereas
PFOO reveals that misses can be reduced by up to 43%.

This chapter introduces the first principled way to evaluate caching policies with vari-
able object sizes: FOO gives the first asymptotically exact, polynomial-time bounds on
OPT, and PFOO gives the first practical and accurate bounds for long traces. Fur-
thermore, our results are verified on eight production traces from several large Internet
companies, including CDN, web application, and storage workloads, where FOO reduces
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(d) Storage 3

Figure 4.20: Miss ratio curves for PFOO vs. LRU, Infinite-Cap, the best prior offline
upper bound, and the best online policy for the first four traces (see Fig-
ure 4.19 for the other four).

approximation error by 4000×. We anticipate that FOO and PFOO will prove important
tools in the design of future caching systems.
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In previous chapters we have seen that adaptive caching systems can significantly
improve cache hit ratios, and we have studied optimal cache hit ratios. This chapter
extends the idea of adaptive caching to a different performance metric: request tail
latency. Specifically, we are interested in the 99th-percentile request latency (P99) in
systems where requests are composed of many subqueries.
We analyze the example of a modern webservice at Microsoft. The OneRF page

rendering framework serves a wide range of content including news (microsoft.com) and
an online retail software store (xbox.com). This system relies on more than 20 backend
systems, such as product catalog databases and recommender systems. As shown in
Figure 5.1, each user request is received by an aggregation server, which then sends
queries to the necessary backends, waits for all queries to complete, and then packages
the results for delivery back to the user. Other large webservices like Wikipedia [24],
Amazon [142], and Facebook [143] have all followed a similar design. Note that a request
in these systems is not considered complete until all queries have completed.

OneRF Aggregation
Servers

Client Request

Product Catalogue
Backend

Recommender
Backend

User Entitlements
Backend

Backend
Systems

C
a
ch

eQueries

Figure 5.1: In the OneRF aggregation system at Microsoft, a user request requires ag-
gregating data from various backend services by issuing a series of queries.
The request is only considered to be completed when all subqueries have
finished.

In this chapter we ask the question whether the aggregation caches (colocated with
aggregation servers) can help to reduce the P99 request latency. Traditionally, aggrega-
tion caches are very simple. At Microsoft, they are unmanaged caches with a single LRU
eviction queue. In other systems, such as at Wikipedia and Facebook, the aggregation
caches are statically partitioned into separate caches, each tasked with caching queries
for a specific backend.
We propose RobinHood, which is an adaptive caching system that dynamically parti-

tions an aggregation cache with the goal of minimizing request tail latency. Section 5.1
motivates the problem by showing that existing caching systems are not effective in
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reducing tail latency. Section 5.2 then introduces our proposed RobinHood caching sys-
tem, and discusses some of our experiences that have affected its design. Section 5.3
describes the implementation of RobinHood and of our evaluation testbed. Our empir-
ical results are presented in Section 5.4. Section 5.5 summarizes the results from this
chapter.

5.1 Background and Motivation

It is common for large Internet companies to support a wide variety of webservices
which all make use of a common set of backend services. Several Microsoft storefront
properties10 share more than 20 backend services. These storefronts use a common
aggregation service, the OneRF system (see Figure 5.1), which translates a user request
into backend queries and aggregates the results. Such aggregation services are common
in multi-tiered systems [142].
In such a system, a request first arrives at an aggregation server, where it is broken into

its component queries. Queries are first looked up in a local cache, which is collocated
with the aggregation server. The aggregation server then dispatches the remaining
queries (cache misses) to the appropriate backend. A request is considered complete
when each query has either been found in the cache or retrieved from a backend. Hence,
latency of a request is defined as the maximum of its query latencies.
The goal of RobinHood. RobinHood aims to minimize the tail latency of requests

in a multi-tiered system by dynamically allocating cache space to the backends which
cause high-latency requests. While RobinHood can optimize any latency percentile, we
will focus on minimizing the 99-percentile request latency (P99) throughout this chapter.

We first discuss the intuition behind RobinHood (Subsection 5.1.1) and then the
challenges in achieving RobinHood’s goal (Subsection 5.1.2).

5.1.1 How does Caching Address Tail Latency?

Caching is widely used to shield backends from overload [144] and to improve average-
case performance [128,145]. However, once a backend is within its capacity region [146]
further improving cache hit ratios is widely considered to not help tail latency latency [147].
This perspective is often explained with a simple example. Let’s say that a cache re-
sponds within 1ms and has hit ratio 70%, while its backend responds to cache misses

10microsoft.com, xbox.com, onestore.com
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within 50ms. In this case, the P99 is 50ms. From this perspective, the P99 will be 50ms
for any cache with a hit ratio below 99%, which is typical for web and datacenter cache
hit ratios [31,144]. Thus, it seems that in practice caches cannot improve the P99.

RobinHood uses a cache to significantly improve the P99 in systems like OneRF,
where requests depend on queries to many backends. The intuition behind this counter-
intuitive result relies on three observations.

Observation 1: backend latency is not constant and not correlated with
individual queries. Unlike the example above, backend query latency is highly variable
in practice, typically spanning more than an order of magnitude. In OneRF’s backends
and in other large web backends [146], this variance in query latency is not correlated to
particular “slow queries”, but rather reflects a more holistic state of the backend system
at some point in time. Figure 5.2 shows latency scatterplots ordered by the popularity of
the underlying query. We observe that high latency is neither correlated with a specific
query nor with the query’s popularity. We thus think of each backend query latency as
a sample from some distribution which reflects the state of the backend system.

Even small increases in the hit ratio (10-20%) will result in fewer queries to the
backend system and consequently fewer samples from the query latency distribution.
This reduces the probability of sampling at least one high-latency query11. Hence, by
increasing the cache hit ratio of a backend, we are able to decrease the total number of
high latency queries, which may improve request tail latency.

Observation 2: higher cache hit ratios reduce backend load. Most production
systems are run at low load to maintain low tail latency since queueing effects often cause
latency to increases quickly for loads above 50% [146–148]. Higher cache hit ratios also
decrease load, which typically improves latency across a wide range of percentiles. In
many backend systems such as OneRF, backends can become temporarily overloaded
(see Figure 1.5). It is at these moments that small reductions in backend load can have
an outsized impact on the tail latency. Caching can provide a flexible mechanism for
providing this temporary relief.

Observation 3: in multi-tiered architectures with many backend systems,
caches can act as a load balancer. Tail request latency in the OneRF system would
benefit greatly from the ability to balance load between backend systems. While load
would have to be balanced carefully to account for request structure, load balancing

11Consider the following toy example. A backend query takes 10ms 95% of the time, and 50ms 5% of
the time. Then, increasing the hit ratio from 70% to 85% means the probability of a query taking
50ms goes down from 1.5% to 0.75% (so the P99 goes down from 50ms to 10ms).
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Figure 5.2: Scatterplot of query latency and popularity. We find that query latency is
neither correlated with popularity or a particular query.

could be used to make the slowest backends in the system faster without increasing the
latency of the fast, lightly-loaded backends too much. Unfortunately, traditional load
balancing cannot balance load between backends, since every query must be sent to its
correct, corresponding backend. The caching layer, however, can shift cache capacity
from backends that do not affect the P99 request latency to those that do. According
to Observation 2, this will raise the cache hit ratio and lower the load of the beneficiary
backends and have the inverse effect on their benefactors. RobinHood exploits this
phenomenon and tries to balance load across dissimilar backend systems by continuously
reallocating cache space.
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Figure 5.3: Backend latencies in OneRF production backend systems.

5.1.2 Key Challenges of Caching for Tail Latency

We analyze traces from a OneRF production cluster to diagnose why achieving low
tail latency in a multi-tiered system is difficult. We identified the following three key
challenges.

Latency is imbalanced and the imbalance changes over time

As noted previously, it is common for the latencies of different backends to vary widely.

In OneRF, Figure 5.3 shows that latency across the 20 most used backends varies by
more than two orders of magnitude. The fundamental reason for this latency imbalance
is that several of these backend systems are complex multi-tiered distributed systems in
their own right. They serve multiple customers within the company, not just OneRF. In
addition to high latency imbalance, backend latencies also change over time (see Figure
5.4) independently of the request stream seen by applications servers.

Why latency imbalance poses a challenge for existing systems. Existing
caching systems take a myopic view of performance in that they focus on optimizing
cache-centric metrics (e.g., hit ratio) instead of latency. For example, a common ap-
proach is to divide fairly the cache space between partitions [149]. Another common
approach is to allocate cache space to balance hit ratios or to maximize the marginal
gain in hit ratio [145]. These approaches fail to explicitly account for latency, and hence
would only work if backends have identical latencies.

Some production systems use static cache allocations, e.g., the “arenas” in Facebook’s
TAO [143]. Manually deriving the optimal allocation is challenging and mentioned as
an open problem [143]. To actually minimize request tail latency, any solution must not
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Figure 5.4: Per-backend system P99 latency over the course of a typical day in the On-
eRF production system.

only consider which backends will tend to be the slowest, but it must be able to adapt
as this latency imbalance changes.

Latency is not correlated with query rate

Many caching schemes (including the OneRF production system) share the cache space
among the backends and use a common eviction policy (such as LRU). Shared caching
systems effectively give more cache space to backends that have a higher query rate.
Intuitively, this occurs because backends that have a higher query rate have more op-
portunities to their objects admitted into the cache. Unfortunately, query rate is not
necessarily correlated with latency. Figure 5.5 shows the query rate per backend (Back-
endIDs are ordered by rate), and Figure 5.3 shows the latency per backend. We find
that query rate is typically not correlated with P99 query latency. For example, the
seventh most popular backend receives only about 0.04x as many queries as the most
popular backend but has 2x the latency.

Why uncorrelated latency poses a challenge for existing systems. Many
caching systems allocate cache space proportionally to query rate, which is a known
problem in practice [150]. This applies to LRU, as used by OneRF, and many caching
systems [16]. Since latency is not correlated with query rate, such caching systems will
not be effective in reducing request tail latency.
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Backend 1 Backend 2 Backend 3

Figure 5.6: Request structure example. This request has 7 queries and fanout 3 (queries
three distinct backends). The backend’s batch sizes are 4 (Backend 1), 2
(Backend 2), and 1 (Backend 3).

Latency Depends on Request Structure, Which Varies Greatly

The manner in which an incoming request is split into backend queries by the application
varies between requests. We call the mapping of a request to its component backend
queries the request structure (e.g., Figure 5.6).

To characterize the request structure, we define the number of parallel queries to a
single backend as the backend’s batch size. For example, Backend 1 in Figure 5.6 has
batch size 4. We define the number of distinct backends queried by a request as its
fanout. For example, the request in Figure 5.6 has fanout 3. For a given backend, we
measure the average batch size and fanout of requests which reference this backend.

Table 5.1 summarizes how the query traffic of different backends is affected by the
request structure. We list the percentage of the overall number of queries that go to each
backend, and the percentage of requests which reference each backend. Furthermore, we
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ID Query % Request % Mean Batch Size Mean Fanout Width
1 37.7% 14.7% 15 5.6
2 16.0% 4.5% 32 7.4
3 15.3% 4.5% 26 7.4
4 14.0% 20.0% 2 4.8
5 7.7% 19.0% 2 4.9
6 4.2% 4.7% 15 7.3
7 2.4% 10.8% 2 5.3
8 1.6% 15.5% 1 5.3
9 0.7% 3.4% 2 7.5
10 0.2% 0.7% 3 9.1

Table 5.1: Four key metrics describing the 10 most popular OneRF backends. Query %
describes the percentage of the total number of queries directed to a given
backend. Request % denotes the percentage of requests with at least one
query to the given backend. Batch size describes the average number of
simultaneous queries made to the given backend across requests with at least
one query to that backend. Fanout width describes the average number of
backends queried across requests with at least one query to the given backend.

list the batch size and fanout by backend. We can see that all of these metrics vary
across the different backends and are not strongly correlated with each other.
Why request structure poses a challenge for existing systems. There are

few caching systems that incorporate latency into their decisions, and they consider the
average query latency as opposed to the tail request latency [33, 134]. We find that
even after changing these latency aware systems to measure the P99 query latency, they
remain ineffective.

These systems fail because a backend with high query latency does not always cause
high request latency. A simple example would be high query latency in backend 10.
As backend 10 occurs in less than 0.7% of all requests, its impact on the P99 request
latency is limited – even if backend 10 was arbitrarily slow, it could not be responsible
for all of the requests above the P99 request latency. A scheme that incorporates query
rate and latency might decide to allocate most of the cache space towards backend 10,
while not improving the P99 request latency. While this specific case might be simple to
detect, differences in batch sizes and fanout-widths give rise to complicated scenarios12.
As a consequence, minimizing request tail latency is difficult unless request structure is
explicitly considered.

12For example, in Table 5.1, backend 3’s query latency is often high (due to large batch sizes). In
comparison, backend 4 often has lower query latency, but occurs in 4.5× more requests, which makes
it more likely to affect the P99 request latency. In addition, backend 4 occurs in requests with a
55% smaller fanout width, which makes it more likely to be actually the slowest backend, whereas
backend 3’s query latency is frequently hidden by queries to other backends.
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5.2 The RobinHood Caching System

The purpose of this section is to describe the design of the RobinHood caching sys-
tem, whereas implementation details are discussed in Section 5.3. We describe the basic
RobinHood algorithm (Section 5.2.1), how we accommodate real-world constraints (Sec-
tion 5.2.2), and the high-level architecture of RobinHood (Section 5.2.3).

5.2.1 Basic RobinHood algorithm

We first describe the high-level idea behind RobinHood’s adaption algorithm. Given
some target percentile, e.g., the P99, RobinHood reallocates cache space towards the
backends that are responsible for high P99 request latency. We call such backends
“resource poor”. RobinHood repeatedly identifies the resource poor backends, taxes
every backend with 1% of its cache space, and redistributes the pooled tax to resource
poor backends.
Now, we discuss how RobinHood identifies resource-poor backends. First, we identify

the set S of requests whose latency exceeds the P99. For each request in S, we then
determine the query that took the longest, blocking the completion of this request.
Then, we tally the number of times each backend contributed a blocking query in S. A
backend’s tally is called the request-blocking-count (RBC).
A backend’s RBC is a measure of how poor a resource is. RobinHood thus distributes

the pooled taxed to all backends in proportion to the RBC.
As request structures and backend loads change over time (see Section 5.1), Robin-

Hood continuously repeats this algorithm every ∆ seconds We currently use ∆ = 5

seconds.

5.2.2 Accommodating Real-World Constraints in RobinHood

Next, we discuss three key constraints that have shaped the design and the implemen-
tation of RobinHood.

Backends appreciate the loot differently. The basic RobinHood algorithm assumes
that redistributed cache space is used immediately by each backend’s queries. In reality,
some backend’s queries do not use the additional cache space because their working set
already fits into the cache. RobinHood detects this phenomenon by monitoring for each
backend the gap between the assigned and the used cache capacity. If this gap is more
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than a safety margin of 30%, RobinHood temporarily ignores RBC of this backend to
avoids wasting cache space. Note that such a backend may continue to affect the request
tail latency. However, RobinHood instead focuses on backends that are currently more
receptive to additional cache space.

Local decision making and distributed controllers. The basic RobinHood algorithm
assumes an abstraction of a single cache with one partition per backend. In reality, e.g.,
in the OneRF system, incoming requests are load balanced across a cluster of aggregation
servers, each of which has its own local cache (see Section 5.1). Due to randomness13,
each server may see a slightly different view of the request and query streams. For
example, the speed at which different backend queries claim new cache space slightly
differs across aggregation servers. So, instead of making a global decision of how to
reallocate cache space (which may be suboptimal on some aggregation servers), we make
cache allocation decisions locally on each aggregation server. Thus, RobinHood runs as
a distributed controller as shown in Section 5.2.3.

One might think that the choice of distributed controllers could lead to diverging
allocations and cache space fragmentation across application servers over time. However,
we can show that over time, the difference in allocation is not larger than the difference
in working sets. Specifically, given ∆ = 5 seconds, any application server (e.g., a newly
started one) will converge to the average allocation within 30 minutes for all partitions
that see sufficient traffic to fill the caches.14

Honing the definition of the P99. The basic RobinHood algorithm assumes that the
slowest 1% of requests (which includes the P99.9 and the P99.99) are representative of the
P99. In reality, it is well known that the highest percentiles, e.g., the P99.99, include
non-representative outliers [142]. Rather than catering to these outliers, RobinHood
focuses on the region around the P99, specifically the P98.5 to the P99.5, which better
reflects the requests affecting the P99 in the next round.

13The load balancer in aggregation systems is typically only aware of requests, and not aware of the
queries that are triggered by the request. Therefore, differences in application server query streams
are common.

14This assumes stationary RBCs and query rates, and this holds for an application server starting
with any initial allocation and for the time until it is within 5% of the mean allocation across all
application servers.
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5.2.3 RobinHood Architecture

Figure 5.7 shows the RobinHood architecture. It consists of the aggregation servers and
their caches, the backend services, and a statistics collection server.
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Figure 5.7: Sketch of RobinHood.

RobinHood requires an application caching system that can be dynamically resized.
For example, we use an unmodified memcached instance per aggregation server in our
testbed (see Section 5.3). Compared to a production aggregation system, such as OneRF,
we add two components. First, we add a lightweight controller to each aggregation server.
The controller implements the RobinHood algorithm (Sections 5.2.1 and 5.2.2) and issues
resize requests to the local cache’s partitions. Second, we add a statistics collection server
(or extend an existing real-time statistics framework). The aggregation library in the
aggregation server sends the latency of each request, and the blocking query’s backend-
ID to the statistics server. In our implementation this happens in batches, every second.
The statistics server calculates the RBC based on these measurements. The controller
then pulls the RBC from the statistics server and runs the RobinHood algorithm.

Notice that both RobinHood components (controller and statistics server) are not on
the critical path of requests and queries, and thus do not impose any latency overhead.
Moreover, both are stateless and the RobinHood architecture can tolerate faults and
restarts.
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5.3 System Implementation and Challenges

In designing an experimental testbed for the RobinHood Algorithm, our goal was to
recreate the dynamics of the OneRF system as accurately as possible. To accomplish
this, we made an effort to scale our testbed to a sufficient size that we were likely to
encounter challenges similar to those faced by the OneRF system. The end result was
a deployment across 50 servers that consisted of 20 backends (where several backends
have replicas), and 16 aggregation servers. Indeed, scaling to this degree revealed several
challenges not found in smaller scale experiments (see Section 5.3.3).

5.3.1 Generating Experimental Data

The first challenge in replicating the OneRF system is generating a realistic trace of
requests to drive our experiments. This requires knowing the distribution of request
structures – the relative frequency of each different way a request can be split into
queries. Furthermore, for each query to a given backend, we must know the popularity
distribution for this backend – the relative frequency with which each object in this
backend is queried. Finally, we must know the distribution of sizes for objects in each
backend.

Microsoft shared the above data with us for one of their OneRF cluster deployments in
their “east-us” data center for one week in 2017 and one week in 2018. We use the 2018
data in our evaluation (Section 5.4). The OneRF production cluster aggregated queries
from more than 40 distinct backend systems. We focus on the top 20 backend systems,
which make up more than 99% of all queries. The technologies used for each backend
include distributed key-value stores, multitiered content management systems, replicated
databases, and distributed machine learning systems. In addition to the data necessary
for generating the above distributions, we received per-query latency information. This
allowed additional analysis of performance trends across backends (see Section 5.1).

To create the experimental request trace, we generate a sequence of 50 million requests.
To generate each request, we first sample i.i.d. from the request structure distribution,
revealing which backends will be queried (and how many times each will be queried)
by this request. Then, for each query, we sample i.i.d. from the appropriate backend
popularity distribution, defining exactly which objects will be retrieved by each query.
Object sizes are generated from a size distribution independently by each backend and
are not explicitly encoded in the request trace. Note that, although we draw i.i.d. from
each distribution, the request structure and popularity distributions encode correlations
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between queries. Hence, our generated trace will preserve correlations from the produc-
tion request stream. Furthermore, the popularity distribution also preserves the unique
locality and cacheability characteristics of each stream of backend queries.

5.3.2 Our Experimental Deployment

Our experimental deployment captures all of the key elements of the OneRF system
described in Section 5.1. Our deployment consists of 20 distinct backend services. These
services include several I/O intensive databases which store objects of the appropriate
size, a key-value store which serves objects of various sizes from memory, and a CPU
intensive machine-learning emulation which multiplies matrices of various sizes. Each
of these backends corresponds to the databases, key-value stores, and machine learning
services used by OneRF. Each backend is replicated according to its popularity relative
to the other backends. We additionally deploy a requestor, which reads the experimental
trace and generates requests, aggregation servers to respond to these requests, and the
RobinHood statistics server which aggregates system statistics and makes them available
system wide.

For database backends, MySQL was used. We wrote our own key-value store and
matrix-multiply backend in Go. Similarly, we wrote the aggregation servers and the
RobinHood statistics in Go. The caches on each aggregation server are memcached
instances. We developed the RobinHood controller in Python, as the controller is very
lightweight and not on the critical path of requests or queries.

All of these components are deployed as individual docker containers on a Microsoft
Azure virtual machine scale set composed of 50 instances joined by a virtual network.
Each server has 60 GB of memory; on aggregation servers 32 GB can be used by the
caching system. Container management services, persistent container storage, and inter-
container networking (via an overlay network) are provided by Docker Swarm. Swarm
leverages IPVS advanced layer-4 load balancing to route requests between replicated
container instances. On top of this framework, we built an extensive real-time moni-
toring and visualization framework to track various metrics such as latency, RBC, CPU
load, memory usage, and disk and network I/O for each container. This extensive setup
allowed us to reliably scale to production traffic speeds of several hundred thousand
queries per second.
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5.3.3 Implementation Challenges

The biggest challenges in implementing this experimental setup was associated with the
high number (20) of backend services we had incorporated. An astute reader may ask
why we eschew the use of a remote, distributed caching layer, which is the design choice
in some production systems. We began by building a system which used a distributed
caching layer to support only 4 backends. When we increased the number of backends,
we began to see some of the issues that have been described in the literature on dis-
tributed caching, such as hotspots and the distribution of correlated data across cache
instances [143, 146]. While we acknowledge that solutions to these problems exist, they
are non-trivial and outside the scope of this work. We thus reverted to our design of
placing local, redundant caches on each aggregation server. This had the additional
benefit of removing network latencies from our measurement of cache hit times. This
matches, in fact, the design used in the OneRF production system.

Another challenge we encountered was the contention caused by reallocating cache
space in memcached instances. While we were able to implement the aggregation server
cache on top of unmodified memcached, we find that reallocating partition sizes while
under load can be expensive. For example, a deallocation of space requires acquiring
several locks to evict safely a potentially high number of pages to free up space. Hence, we
built our controllers to tolerate significant contention on these resources. The controller
makes a best-effort to enforce their desired allocation but will defer enforcement to a
future iteration of the algorithm if there is contention on cache resources is too high.

Finally, we expended significant effort creating a reproducible experimental setup.
Given the complexity of the deployment, and the variable nature of the cloud platform on
which we run, this required extensive monitoring. We also developed complex procedures
for resetting the state of the system between experimental runs to clear all system buffers
and prevent any carried over optimizations attempted by the underlying hardware. This
included a full restart of every instance between runs.

5.4 Empirical Evaluation

This section presents empirical results on the performance of RobinHood and existing
state of the art caching systems. The experiments use 50 servers, production traces
from the OneRF system, and the experimental testbed described in Section 5.3. We
first describe the competing caching systems (Section 5.4.1). Next, we present our
results from microexperiments on the impact of latency imbalance on these systems



Chapter 5 RobinHood: a tail latency aware cache partitioning system 108

(Section 5.4.2). Finally, we discuss the results from scaling up the experiments to 20
backend systems (Section 5.4.3).

5.4.1 Competing Caching Systems

We compare RobinHood to the state-of-the-art caching systems described in Section 5.1.
In total our experiments contain up to:

RobinHood: Our proposed dynamic partitioning system, using the design discussed in
Section 5.2, and the implementation discussed in Section 5.3.

Shared-Cache: A single shared cache partition with LRU eviction. This resembles most
closely the OneRF production configuration.

Static-Partition: Static per-backend partitions, where the partition sizes are optimized
once and then kept static (e.g., optimized for one part of the trace). This is an
optimistic (due to the recent optimization) representation of the Facebook TAO
configuration [143]

Offline-Opt: An offline-optimized partitioning scheme that has knowledge about future
requests and load patterns. We created this policy’s allocation by brute-force
searching over the space of allocation over the course of several days. This is an
impractical policy in general, and even with future knowledge we were only able
to implement this scheme for up to four partitions.

FairSpace (Static): Another static per-backend partitioning scheme, where each par-
tition is assigned the same share of the cache. Fair sharing has been proposed (in
the different context of sharing cluster computing caches) in FairRide [149].

By-Latency: A dynamic partitioning system that allocates in proportion to the P99
latency of each backend. This has not previously been proposed in the literature
but is similar in spirit to the recently-proposed Hyperbolic system [134]. As in
RobinHood, By-Latency taxes all backends every Delta = 5 with 1%. In our first
implementation of ByLatency, we just allocated to the slowest P99, which worked
for 4 backends but not for 20 (too slow). To fix this problem, ByLatency now
allocates to all backends that are above the average P99 across the backends, in
proportion to how much they exceed the average.

15We also tested a scheme that allocates with the goal of maximize the overall hit ratio, but that this
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By-HitRatio: A dynamic partitioning system that allocates with the goal of equalizing
hit ratios15. This is similar to Cliffhanger [145].

By-QueryRate: A dynamic partitioning system that allocates in proportion to a back-
end’s query rate

The following two sections use a subset of these policies, where we selected the policies
by feasibility.

5.4.2 Latency-Imbalance Microexperiments

A key feature of production aggregation systems, like OneRF, is a severe degree of
latency imbalance (see Section 5.1). In this section, we evaluate how different caching
systems react to latency imbalance. We induce this latency imbalance by limiting the
resource of a backend system16. To isolate the effect of load imbalance, we consider
only four backends and induce latency imbalance into only one of the four backends.
Specifically, we randomly picked BackendIDs 1,4,7,9 and induce latency imbalance into
BackendID 7 to reproduce a scenario similar to Figure 5.3, where latency is uncorrelated
with query rate (see Section 5.1).

We evaluate three levels of latency imbalance: “mild”, “moderate”, and “severe”. Un-
der mild latency imbalance, almost all backends have the same latency (there is some
imbalance due to randomness in the backend architectures). Under moderate latency
imbalance, BackendId 7 has 10x the latency as BackendsIds 1,4, and 9. Under severe
latency imbalance, BackendId 7 has 100x the latency as BackendsIds 1,4, and 9. An
experiment is performed by gradually increasing the imbalance to the target value over
the course of 15 minutes and is then kept stable over the course of 45 minutes. This
is repeated at all three levels, for RobinHood, OfflineOpt, By-Latency, FairSpace, By-
HitRatio, Shared, and By-QueryRate.

Figure 5.8 shows a box plot of the P99 request latency in this experiment, for each
caching policy, at all three levels of latency imbalance. We find that OfflineOpt, Robin-
Hood and By-Latency are the only policies whose P99 latency remains below 100ms
across all three levels of latency imbalance. All other policies are not robust under
latency imbalance.

alternative scheme performed always worse than Shared-Cache and is thus represented by Shared-
Cache.

16Using Linux Control Groups, we limit how many IOPS and how much CPU time a set of backend
servers is allowed to use.
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Figure 5.8: P99 request latency in the latency imbalance microexperiment as a boxplot:
bold black line indicates median, box indicates 25/75-percentiles, whiskers
indicate 10/90-percentiles.

When comparing RobinHood and By-Latency, we find that their P99 latency is very
similar under mild latency imbalance. However, under moderate latency imbalance the
P99 latency of By-Latency grows significantly, whereas RobinHood’s P99 remains low.
Under several latency imbalances, the median P99 latency of By-Latency is more than
70% higher than RobinHood’s P99. The P99 of By-Latency is also much more variable,
whereas RobinHood’s P99 is tightly concentrated.
When comparing RobinHood and OfflineOpt, we find that OfflineOpt’s P99 is 30-

50% better than RobinHood. This happens because OfflineOpt has prior knowledge of
the increase in load imbalance and does not need to adjust its partitions, and is thus
not subjected to fluctuations in the partition sizes. This allows OfflineOpt to more
efficiently use its cache capacity. In contrast to OfflineOpt, RobinHood is a practical
policy. However, we find that there is significant potential for future improvements in
the RobinHood design.

5.4.3 Scaled-Up Experiments

In this experiment, we scale up the number of backends from 4 to 20 different backend
systems, which matches the OneRF production system. We also limit the resources on
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several groups of backends in order to create a scenario with dynamic latency imbalances
similar to the period between 19:00 and 24:00 on the day of our production trace (see
Figure 5.4 in Section 5.1). Our experiment are about four hours long, and we discard the
25 minutes of each experiment (so, we are showing a total of 13K seconds or 216 minutes
of experiment time). The experiment includes the following policies: RobinHood, By-
Latency, Static, Shared, By-HitRatio, and By-QueryRate. We excluded FairSpace, as it
leads to an unstable system, and we excluded OfflineOpt as it was impossible to brute-
force search a 20-dimensional space of partition sizes. Static was optimized for the first
hour of the experiment, starting with the configuration found by RobinHood.
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Figure 5.9: Comparison of the P99 request latency of RobinHood, Shared-Cache, and
By-Latency allocation.

Figure 5.9 shows the P99 request latency over time for RobinHood, Shared, By-
Latency and Static. We find that RobinHood is the only policy whose P99 stays below
100ms throughout the experiment.

Shared shows high latency early in the experiment, between 0 and 5000 seconds.
Shared peaks again around 10000 seconds.

By-Latency generally works well in the first half of the experiment. There are several
small P99 peaks at the beginning, and a prolonged period of around 125ms P99 latency
between 2500 and 5000 seconds. In the second half of the experiment, By-Latency
becomes unstable around 9000 seconds, and does not recover.

Static does very well in the first hour of the experiment (as expected), where it’s P99
is 5-10% better than RobinHood’s P99. However, Static is unstable between 3000 and
5000 seconds, and after 9000 seconds.
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Figure 5.10: Comparison of the P99 request latency of RobinHood, By-HitRatio, and
By-QueryRate allocation.

Figure 5.10 shows the P99 request latency over time for RobinHood, By-HitRatio,
and By-QueryRate. We find that, of these three, RobinHood is the only policy that is
stable between 0 and 5000 seconds. By-Hit-Ratio also leads to very high P99 latency in
the second half of the experiment. By-QueryRate performs better in the second half of
the experiment, but still occasionally peaks above 200ms.

We summarize the performance of all six policies throughout the whole experiment as
a boxplot in Figure 5.11.

Compared to Shared, RobinHood improves the P99 by 57% in the median. RobinHood
also leads to a much more stable performance, as it improves by more than 2.7x the 90-
percentile of the P99 over the course of the experiment.
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Compared to By-Latency, RobinHood
improves the P99 by 58% in the me-
dian. Due to By-Latency leading to un-
stable performance in part of the trace,
RobinHood’s improvement is more than
10x for higher percentiles. Compared to
Static, RobinHood improves the P99 by
56% in the median. Again, the improve-
ment is even more significant at higher
percentiles. Compared to By-HitRatio,
RobinHood’s improvement is more than
2x at all percentiles. Compared to By-
QueryRate, RobinHood’s improvement
is 60% in the median, and more than 3x
at the 75-th and 90-th percentiles.
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Figure 5.11: P99 request latency in the ex-
periment in Figure 5.9 as a
boxplot: bold black line in-
dicates median, box indicates
25/75-percentiles, whiskers in-
dicate 10/90-percentiles.

We finally consider how RobinHood adjusts the partition sizes. Figure 5.12 shows the
cache allocation chosen by RobinHood across all aggregation servers for all partitions at
5-second granularity, over the course of the experiment.
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Figure 5.12: Cache allocation of RobinHood during the experiment in Figure 5.9. This
is the total allocation across all 16 aggregation servers.

We find that RobinHood ramps up the cache space of BackendID 5 (which is the
bottleneck is the first quarter of the experiment) from 50 GB to 150 GB and back
within the first 6000 seconds of the experiment. BackendID 4 starts at 75 GB, grows
up 175 GB around 5000 seconds, and then slowly decreases over time. The partition
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sizes of BackendIDs 6, 9, and 1 also significantly change during the experiment. Overall,
RobinHood dynamically reallocates almost 75% of its 512 GB of total cache space17

throughout the experiment. Without the multiplexing gain (of being able to ramp-up
and ramp-down partition sizes), a cache would have wasted more than 380 GB of cache
space. RobinHood thus allows us aggregation server to use their cache space much more
efficiently.

5.5 Summary

RobinHood is a new caching system for aggregation servers in data centers. The goal of
RobinHood is to reduce tail request latency by dynamically allocating the cache resources
towards backends that slow down requests. In experiments with Microsoft production
traces, we show that RobinHood significantly reduces tail latency and, additionally, that
tail latencies are more stable under RobinHood than in existing state-of-the-art caching
systems.
The concept and results presented in this chapter disprove a widely held opinion in

the literature, which is that the caching layer does not directly address tail latency [147].
Our design and evaluation of RobinHood has, for the first time, connected the previously
separate communities on tail latency reduction and caching system optimization.

17As described in Section 5.3, each aggregation server allocates 32 GB of cache space. With 16 aggre-
gation servers, there are 512 GB of cache space in total.
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The research presented in this thesis is motivated by the large scale of variability
observed in production systems at Akamai and Microsoft. The robustness of our pro-
posals AdaptSize (Chapter 3) and RobinHood (Chapter 5) relies on being aware of this
variability and on continuously adapting the systems’ parameters over time. Variability
affects many other systems in Internet content delivery and beyond. In fact, several large
Internet companies, such as Akamai, have reported to us that the amount of variability
has been steadily increasing over the past years, as content delivery architectures are
shared by an increasing number and variety of applications [13].
This chapter discusses future work in this area, as well as in the analysis of optimal

caching (Chapter 4), and puts into a larger context our proposals of adaptive caching
systems.

6.1 Future Directions

Designing and analyzing second-level caching system for CDNs. In our work on
AdaptSize, we have focused on maximizing the OHR of the first-level cache, the HOC.
CDNs are interested in the OHR, because many Internet objects are small and lead to
an isolated (random) I/O operation on the second-level cache, the DC. In our evaluation
of AdaptSize, we have seen that improving the OHR had a highly positive effect on
the DC, which served fewer files or a larger average size, which lead to more sequential
access patterns and lower latency.
Explicitly optimizing the DC is more complex that optimizing the HOC in a CDN.

The main optimization goal of DCs is cost (whereas the HOC optimizes performance).
Cost is inherently harder to determine than a simple metric such as OHR. A common
metric is the byte miss ratio (BMR), as every byte not served by the DC needs to be
send over the public Internet, where bandwidth is costly. Optimizing the BMR requires
a significantly different approach than OHR as the trade-off between small and large
object is less clearly defined. The direction of designing caching systems for BMR is
wide open for further study. Furthermore, analyzing the optimal BMR is also a new
question. While our FOO analysis (the min cost flow representation) can capture any
cost metric, our analysis of the asymptotic correctness of this approach relies heavily on
an equal cost per miss. Preliminary experiments with FOO for BMR also suggest that
FOO’s upper and lower bounds are further apart under this metric.
A further challenge in optimizing the DC is that there are secondary constraints

dictated by the hardware. For example, the speed of serving requests from a spinning
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disk depends heavily on the position of where data is stored on the disk (outer vs inner
ring). On the other hand, flash-based disks are highly sensitive to writes. In fact, most
flash disks have a small write budget per day – exceeding this write budget increases
the probability of failure for this type of disk. This creates a dual-optimization goal or
highly-constraint optimization problem.

Adaptive caching systems promise significant improvements in this area, but we need
to further develop our toolset in order to be able to incorporate these additional con-
straints.

Cross-layer caching optimization in Internet content delivery. Many CDN servers
include two to three levels of caching. Furthermore, CDN servers are typically orches-
trated in several layers of caching servers, called the edge, parent, and origin layers.
Each layer consists of a pool of CDN servers in the same geographic location. A miss in
the edge layer, is looked up in the parent layer, and so on.

In AdaptSize we use a Markov-chain model of a single cache to find the optimal
size-threshold parameter. In general, we will need to apply our tuning method across
multiple levels of caches. Thus, we need to a) find a way to expand the model to capture
a vector of states (i.e., the cache state across multiple caches as in [17]), and b) ensure
that the model’s complexity is still simple enough to have an efficient tuning system.
The challenge is that state vectors require multi-dimensional Markov chains, which are
inherently hard to solve. We plan to exploit recent mathematical developments such
as the Recursive Renewal Reward technique [151, 152] and to pursue a higher-order
modeling approaches to these caching systems.

Cross-layer optimization also requires tuning and modeling more complex caching
rules. Specifically, the interaction between edge, parent, and origin caches frequently
requires splitting the misses of an edge server between multiple parent servers. Addi-
tionally, servers at different levels have different optimization goals and see very different
traffic patterns. To jointly optimize caching rules across several levels of CDN servers,
we need a significantly more powerful tuning approach.

This scenario may well be beyond the reach of detailed performance modeling tech-
niques (such as Markov chains). Some of the ideas from RobinHood may be applied
in this case, e.g., deriving a feedback metric for the critical latency path, and combin-
ing this with a simple controller. However, this problem remains wide open and future
work in this direction relies a strong industrial partner to allow prototyping analysis and
design technique in this space.
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6.2 Final Thoughts

While variability occurs as a motivating problem throughout this thesis, variability can
also be seen as an opportunity. Without size variability, AdaptSize would miss a key
predictor that distinguishes the effect of objects on the cache. If all objects were equal, it
would be much harder to decide whether to admit and object or not – less information is
known about an object that which is new or for which we do not track meta data. In this
sense AdaptSize exploits the variability inherent to CDN traffic. Similarly, RobinHood
relies on the occurrence of temporarily over-provisioned backends so that it can allocate
their cache space towards backends that are currently overloaded. If all backends were
equally highly loaded, RobinHood cannot do anything to improve the request latency.
In practice, variability can come from different sources. Variability that is inherent

in the system and that has a known and static magnitude over time can be seen as an
opportunity for systems like AdaptSize and RobinHood. However, Internet system also
sometimes face adversarial variability, e.g., where outside actors seek to bring down a
part of the content delivery architecture to deny service to a set of users. While we
tested AdaptSize under randomized and adversarial traffic changes, such synthetics are
not enough to certify robustness against any type of variability. Recent examples in the
context of neural networks, which can easily be tricked [153, 154] to show unintended
behavior, prove that highly-complex systems are not robust against adversarial input
and variability. While AdaptSize and RobinHood are conceptually simple, and likely to
be more robust than a static size threshold or static cache allocation, we will need to
incorporate adversarial variability into our increasingly complex infrastructure.
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