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Abstract

The simulation of physical phenomena involving the dynamic behavior of fluids and gases
has numerous applications in various fields of science and engineering. Of particular interest
is the material transport behavior, the tendency of a flow field to displace parts of the
medium. Therefore, many visualization techniques rely on particle trajectories.

Lagrangian Flow Field Representation. In typical Eulerian settings, trajectories are
computed from the simulation output using numerical integration schemes. Accuracy con-
cerns arise because, due to limitations of storage space and bandwidth, often only a fraction
of the computed simulation time steps are available. Prior work has shown empirically that
a Lagrangian, trajectory-based representation can improve accuracy [Agr+14]. Determining
the parameters of such a representation in advance is difficult; a relationship between the
temporal and spatial resolution and the accuracy of resulting trajectories needs to be estab-
lished. We provide an error measure for upper bounds of the error of individual trajectories.
We show how areas at risk for high errors can be identified, thereby making it possible to
prioritize areas in time and space to allocate scarce storage resources.

Comparative Visual Analysis of Flow Field Ensembles. Independent of the repre-
sentation, errors of the simulation itself are often caused by inaccurate initial conditions,
limitations of the chosen simulation model, and numerical errors. To gain a better under-
standing of the possible outcomes, multiple simulation runs can be calculated, resulting in
sets of simulation output referred to as ensembles. Of particular interest when studying the
material transport behavior of ensembles is the identification of areas where the simulation
runs agree or disagree. We introduce and evaluate an interactive method that enables appli-
cation scientists to reliably identify and examine regions of agreement and disagreement,
while taking into account the local transport behavior within individual simulation runs.

Particle-Based Representation and Visualization of Uncertain Flow Data Sets. Un-
like simulation ensembles, where uncertainty of the solution appears in the form of different
simulation runs, moment-based Eulerian multi-phase fluid simulations are probabilistic in
nature. These simulations, used in process engineering to simulate the behavior of bubbles in
liquid media, are aimed toward reducing the need for real-world experiments. The locations
of individual bubbles are not modeled explicitly, but stochastically through the properties of
locally defined bubble populations. Comparisons between simulation results and physical
experiments are difficult. We describe and analyze an approach that generates representative
sets of bubbles for moment-based simulation data. Using our approach, application scientists

can directly, visually compare simulation results and physical experiments.






Kurzfassung

Die Simulation des dynamischen Verhaltens von Fliissigkeiten und Gasen findet Anwendung
in vielen Gebieten von Wissenschaft und Technik. Von besonderem Interesse ist das
Transportverhalten, die Tendenz eines Stromungsfeldes, Teile des Mediums zu bewegen.
Daher basieren viele Visualisierungstechniken auf Partikellaufbahnen.

Lagrangesche Stromungsfelddarstellung. In typischen Eulerschen Szenarien werden
Laufbahnen mittels numerischer Integration aus den Simulationsdaten berechnet. Dabei
treten Ungenauigkeiten auf, weil oft wegen Beschriankungen von Speicherplatz und Band-
breite nur ein Teil der Zeitschritte verfiigbar ist. Es wurde bereits empirisch gezeigt, dass eine
Lagrangesche, laufbahnbasierte Darstellung die Genauigkeit verbessern kann [Agr+14]. Die
Parameter dieser Darstellung lassen sich kaum im Voraus bestimmen, da der Zusammenhang
zwischen zeitlicher und rdumlicher Auflosung und Genauigkeit unklar ist. Wir stellen ein
Fehlermal fiir einzelne Laufbahnen vor. Wir zeigen, wie Bereiche hohen Fehlerrisikos
ermittelt werden konnen, wodurch es moglich wird, raumliche und zeitliche Bereiche bei
der Zuweisung knapper Platzressourcen zu priorisieren.

Vergleichende, Visuelle Analyse von Stromungsensembles. Unabhingig von der Dar-
stellung entstehen Fehler der eigentlichen Simulation oft durch ungenaue Anfangsbeding-
ungen, Beschriankungen des Simulationsmodells und numerische Fehler. Zur besseren
Ermittlung der moglichen Ergebnisse werden mehrere Simulationsdurchlidufe berechnet,
die Reihen von Simulationsausgaben, sogenannte Ensembles, zam Ergebnis haben. Von
besonderem Interesse bei der Untersuchung des Transportverhaltens ist die Erkennung von
Bereichen, in denen sich die Simulationsldufe gleichen oder unterscheiden. Wir stellen eine
Methode vor, durch die zuverlidssig Unstimmigkeiten erkannt werden kdnnen, wobei das
lokale Transportverhalten innerhalb einzelner Simulationsldufe beriicksichtigt wird.

Partikelbasierte Visualisierung Unsicherer Stromungsdaten. Im Gegensatz zu En-
sembles, wo Unsicherheit der Losung in Form unterschiedlicher Simulationsldufe auftritt,
sind momentbasierte, Eulersche Mehrphasenstromungssimulationen von Natur aus proba-
bilistisch. Diese Ansitze dienen in der Verfahrenstechnik dazu, den Bedarf an physikali-
schen Experimenten mit Blasen in fliissigen Medien zu reduzieren. Die Positionen einzelner
Blasen werden nicht explizit, sondern stochastisch iiber die Eigenschaften ortlich definierter
Blasenpopulationen modelliert. Vergleiche zwischen den Ergebnissen und physikalischen
Experimenten sind schwierig. Wir beschreiben und analysieren einen Ansatz, bei dem
stellvertretende Mengen von Blasen fiir momentbasierte Simulationsdaten erzeugt werden.
Durch unseren Ansatz kdnnen Simulationsergebnisse und physikalische Experimente direkt

und visuell verglichen werden.
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Introduction

Many problems in natural sciences and engineering involve the interaction of fluids, gases,
and solid boundaries. Classic examples for such scenarios include weather phenomena or
the flow around aircraft, vehicles, and ship hulls. Theoretical descriptions of the physical
processes governing various aspects of fluid flow have existed for a long time. In practice,
however, the equations stemming from any but the most trivial scenarios cannot be solved

exactly due to their complexity.

Historically, to be able to make predictions about the performance of new designs, scale
models of a design were built and then tested by placing them in wind tunnels or test
tanks. If the performance of a model turned out not to be satisfactory, the design and the
model had to be modified and the experiment repeated. Clearly, such a process can be
extremely time consuming and expensive, or not feasible at all for some applications, such
as weather prediction. Theoretical models describing the dynamic behavior of liquids or
gases have existed for a long time: the Euler equations were described in the 18th century;
the more general Navier-Stokes equations were introduced in the 19th century. In practice,
however, these models were not applicable to many complex problems. Only in the mid-20th
century, together with the appearance of modern computers, the field of computational fluid
dynamics made it possible to calculate reasonably accurate approximate solutions. Such
flow simulation methods are used in many fields of science and engineering. Together with
Computer Aided Design (CAD), simulating the performance of an aicraft or vehicle design
under a specific scenario can be achieved much faster and less costly than building physical

models and performing real-world experiments.

In the most general sense, a common workflow is to model the scenario, including the defi-
nition of initial and boundary conditions and the choice of the simulation model itself, and
then execute the simulation in small, incrementing time steps. With increasing complexity
of the simulated scenario, sufficient accuracy under time constraints can only be achieved
by an increase of computational power. To this end, simulations are often run in batches
on high performance computers such as clusters and supercomputers. The output of such a
simulation run consists of a number of fields which define the values of physical quantities
relevant to the theoretical model, such as pressure or velocity, defined over the previously
specified spatial domain for a number of time steps. The time steps, written to persistent

storage, are often also referred to as restart points: they completely describe the state of the



simulation at a given point in time and can be used to restart the simulation if problems are

encountered.

The primary purpose of the simulation output is to provide answers to the main questions
about the simulated scenario. Some of these questions, such as whether or not a threshold
of a specific quantity is exceeded, may be answered directly by looking at the output values.
However, a lot of information contained in the simulation output cannot be accessed in this
way: for an in-depth analysis of the simulation data, visualization methods are a necessity.
One of the physical quantities among the simulation output is the velocity field, which
defines the momentary speed of movement and direction for each parcel of fluid involved in
the simulation. The velocity field is of special interest to application scientists and engineers,
because it describes important properties such as the material transport behavior. To provide
insight through visual analysis, a large number of methods and technologies have been
developed in the active research field of flow visualizaton. Among others, areas of interest
include the locations of specific flow features, such as vortices, and the material transport
behavior.

In real-world wind tunnel experiments, features and the general flow behavior can be in
part revealed by injecting smoke before or around an obstacle. If the flow is steady, i.e.,
the velocities do not change over time, the resulting curves coincide with the trajectories
of the smoke particles and are called stream lines. The same concept can be applied to
flow fields resulting from a flow simulation: stream lines, curves that are tangent to the
flow direction, are a basic but powerful tool for the visualization of steady flows. These
trajectories of massless particles that are advected with the flow are closely related to the
material transport behavior, which is why many more advanced visualization methods are

based on trajectories.

Lagrangian Flow Field Representation Some visualization methods, such as the de-
tection of material barriers (Lagrangian Coherent Structures), require a particularly large
number of trajectories, which have to be computed using numerical integration schemes.
Since computing many trajectories is computationally expensive, this step can result in
long wait times for visualizations on regular workstation hardware. At the same time, with
simulations running on a supercomputer or cluster, accuracy concerns can arise: In many
cases, due to restricted availability of storage bandwidth or space, only a fraction of the
simulation time steps can be written to persistent storage, while the rest are discarded.
One approach that aims to deal with both issues is to leverage the computing power of the
supercomputer running the simulation to calculate large numbers of trajectories in advance,

alongside the simulation, while using every time step.
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The results can then be stored in a Lagrangian representation of the flow field that describes
particle trajectories instead of momentary velocities. Such a representation can then be
used to quickly reconstruct large numbers of trajectories without the need for numerical
integration of the original velocity field. It has also been shown in the past that using a
Lagrangian representation, higher accuracy can be achieved given the same space con-
straints [Agr+14]. However, while error bounds of trajectories computed using numerical
integration are well understood, this is not the case for the Lagrangian representation. As a
result, chosing the output frequency and resolution for a simulation in advance is difficult.
The first goal of this dissertation is to enable application scientists to evaluate the impact
of using a trajectory-based flow field representation for the output of a simulation, and to

facilitate the choice of parameters for this representation.

Flow Field Ensembles Even with a solid grip on the errors of individual trajectories in a
given velocity field, which stems from a single simulation run, it is not immediately clear
whether or not the simulation run itself accurately and completely captures the behavior
of the modeled scenario. In many cases, even small changes of parameters, boundary
conditions, or the simulation model can potentially result in wildly different results and,
subsequently, a different transport behavior. In an attempt to capture as many possible
variations as possible, collections consisting of multiple simulation runs, so-called ensem-
bles, are computed increasingly often. For example, in weather forecasting, ensembles
are used to compensate for uncertainty of the initial conditions. Ensemble approaches are
made possible by the the ever increasing amount of computing power provided by high

performance computers.

Flow simulation ensembles pose additional challenges for the visualization. Established
visualization tools that are used to study the transport behavior, such as integral curves or
Lagrangian Coherent Structures (LCS), can be applied to individual simulation runs. It is
not immediately clear how these methods can aid to understand or compare the behavior
of entire sets of simulation output. The second goal of this dissertation is to provide new
methods that allow application scientists to compare the material transport behavior of flow

field ensembles.

Probabilistic Multi-Phase Flow Simulation Data Probabilistic flow fields do not nec-
essarily utilize the concept of ensembles; they can also result from simulations whose
underlying mathematical models are probabilistic in nature. In the field of process engineer-
ing, so-called Method of Moments (MoM) simulations are used to model flow in chemical
reactors involving bubbles or droplets, with the final goal of replacing real-world, physical

experiments. The probabilistic MoM approach is used to avoid incurring the high cost of



simulating bubbles individually. Instead, a stochastic model of the bubble population is
used where the material phases, such as a liquid and a gas, are treated as interpenetrating

continua.

As a consequence, in addition to the velocity fields of the involved phases, the resulting
output of the simulation consists of a stochastic description of the bubble population, from
which a bubble density field and a bubble diameter field can be deduced. For visualization,
application scientists typically use color plots of these scalar fields, which are then visually
compared to photographs of corresponding physical experiments. Contrary to the color
plots, photographs allow a direct visual assessment of the density and bubble diameters.
Accordingly, the third goal of this dissertation is to develop methods that enable direct
visual comparison between records of physical experiments and simulation data, without

disrupting the established work flow of the application scientists.

All techniques introduced in this dissertation rely on a number of basic concepts and
methods related to computational fluid dynamics and visualization. Before each of the
above mentioned goals is treated in a separate chapter of this thesis, Chapter 2 describes the
necessary methodical background of flow simulation, data representation, and fundamental
visualization techniques that form the basis of the methods and techniques described later in
this dissertation. In addition, the chapter lists a number of tangential but relevant related

works from the field of scientific visualization.

In Chapter 3, a Lagrangian representation that has been shown to perform well in the past
— concatenation and subsequent evaluation of flow maps — is examined regarding its error
behavior. Theoretical bounds of the error that arises when trajectories are reconstructed
from the Lagrangian representation are derived. The chapter goes on to describe how
this error estimate can be calculated in practice. For a number of example data sets, the
calculated error estimate is compared to actual error measurements, thereby demonstrating

the capability of the method.

Chapter 4 introduces a new method for the comparative analysis of the transport behavior
in flow field ensembles. In a basic sense, the transport behavior of two or more simulation
runs can be considered to be different for a specific location in space if trajectories started
at that position end up in different final locations. For a specific end time, the difference
can be quantified by collecting the end points of the trajectories started at the same location
and time in all simulation runs, and then computing a scalar variance value from the
point cloud. In this work, principal component analysis (PCA) of the set of end points is
used to obtain the magnitude of the first principal component, which describes the axis of
maximal variation. Unfortunately, taken by itself, the resulting scalar field is not sufficient
to distinguish similar from dissimilar transport behavior aross the ensemble: In areas that

feature strong divergence, even small perturbations of the starting position can result in
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wildly different trajectory end points. It is, therefore, important to identify such regions
when examining the joint variance field. This is achieved using a second variance mesasure,
the individual variance, defined for each simulation run as the first principal component
of the set of trajectory endpoints that result from small perturbations of the start position.
Together, these two variances span a classification space that can be used to interactively

identify regions of agreement and disagreement in the spatial domain.

Chapter 5 of this thesis introduces a new visualization method for probabilistic method
of moment simulation data of flow involving bubbles or droplets. Based on the stochastic
definition of the bubble population, a representative set of bubble positions is created using
a sampling approach. A parametric bubble model is used to define the shape of each bubble
based on local flow properties, the Reynolds number and the Eotvés number. To enable
time-varying visualization, an update mechanism for the bubble set is introduced that uses
velocity information to advance bubbles between time steps. The density of the modified
bubble set is then measured and compared to the simulation output; existing bubbles are
removed and new bubbles added in areas where the measured density field deviates from the
density field produced by the simulation to account for bubble coalescence and separation
events. The approach is evaluated using data from the simulation of a bubble column. The
influence of the only major parameter of the method, the width of the kernel used for density

measurement, is evaluated experimentally.

Finally, concluding remarks and an outlook for future research can be found in Chapter 6.

In summary, the contributions of this dissertation include:

* A theoretical definition and accompanying method to calculate an upper bound
for errors that arise when reconstructing trajectories from a Lagrangian flow field
representation. This measure can be used to aid applications scientists with the tedious
task of choosing the simulation output frequency and resolution, while providing a

clear understanding of the accuracy impact associated with the involved trade-offs.

* A comparative approach for analyzing the transport behavior, i.e., the behavior of
trajectories, in flow field ensembles by mapping locations of the spatial domain to a
classification space. Using this measure, applications scientists can reliably detect

spatial regions of agreement and disagreement in simulation ensembles.

* A method to produce intuitive visualizations of bubbles in probabilistic, moment-
based multi-phase fluid simulation data using trajectories to update bubble positions
over time. Application scientists can use this method for direct, visual comparisons

of physical experiments and simulation data.






2.1

Methodical Background
and Prior Work

To tackle the challenges of trajectory-based visualization outlined in Chapter 1, this thesis
introduces and discusses a number of techniques and methods and their evaluation. All of
these methods rely on a large body of fundamental concepts and techniques that have been
established in the field of flow visualization and in related fields. This chapter serves to

provide an overview and introduction to these concepts.

Flow Simulation

Flow simulation methods are widely used in various fields of science and engineering for
diverse scenarios involving the interaction of liquids or gases. In contrast to many physical
experiments, simulations can be performed and repeated at relatively low cost and often in a
relatively short time. Many different types of simulations have been developed for various
scenarios. This section does not serve as a summary or introduction to the large field of
Computational Fluid Dynamics; instead, it is aimed at providing only a cursory overview of
concepts that are relevant to understanding the applications, methods, and techniques that

are introduced and discussed in this thesis.

The primary task at the center of a flow simulation method is to find an approximate solution
for the Navier-Stokes Equations [CM93], which describe the temporal evolution of physical
quantities such as — among others — velocity, density, and pressure. Together with additional
constraints, such as conservation of mass and energy, these equations describe the motion
of a compressible, viscous fluid. Given a set of boundary conditions and initial values,
such as initial pressure, velocity, and the configuration of the domain (shapes of walls,
inlets, outlets), a numerical solver determines how these properties change over time in
accordance with the Navier-Stokes equations. In different settings, different subsets of these
equations may be relevant. For example, a scenario may feature either compressible or
incompressible flow. Approximate solutions can be obtained through various approaches.
These can roughly be divided into Eulerian and Lagrangian methods [BatOO]. In Eulerian

settings, the relevant quantities are tracked from the perspective of stationary locations. For
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example, the velocity field is written as u(x,7), where x refers to the position in space and ¢

the time.

Conversely, in Lagrangian settings, quantities are viewed from the perspective of individual
parcels of the moving medium. Here, velocity can be written as v(Xg,?), where X is the
starting position of the parcel at a predefined starting time 7o < t. The trajectory of the parcel

is given as x(¢), with x(fy) = Xo.

The relationship between the Eulerian view and the Lagrangian view can be expressed as
follows:

u(x(z),t) = v(xp,t) = %X(l‘), x(fo) = Xo. (2.1)

Eulerian Flow Simulation

Most simulations considered in this thesis use the Eulerian view, where variables are tracked
over time at a set of fixed locations in space. With Eulerian flow simulation, solutions of the
Navier-Stokes equations (or a subset thereof) are approximated using numerical methods. To
this end, the spatial domain is subdivided into smaller areas in a discretization step [Hir91],
resulting in a regular or irregular mesh. Given this mesh, in addition to definitions of
boundary conditions and initial values, numerical solvers embedded in simulation software
packages such as OpenFOAM [Wel+98] or Gerris [Pop03] are used to compute the values of
the involved physical quantities, defined on the mesh, for increasing time steps. The spacing
of the time steps can have great influence on the outcome of the simulation. For iterative,
numerical schemes, smaller time steps result in smaller errors. Conversely, too large time
steps can result in instability, where numerical errors are amplified, causing wildly wrong
results. To preserve accuracy and stability, time steps are often adapted as the simulation

proceeds.

Lagrangian Flow Simulation

A fundamentally different concept is used in the Lagrangian setting. Here, the simulation
does not track fields of various variables over time; instead, the state of the simulation is
stored in the form of particles that interact with each other. One method from this family is
the Smoothed Particle Hydrodynamics approach (SPH), which was originally developed for
applications in astrophysics [GM77; Mon05]. Each particle is assigned a radius of influence.
To interpolate physical quantities, each particle within range contributes a portion of its

value that is governed by an interpolation kernel. An interpolation kernel is a function,
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defined in terms of the distance from the location of an individual particle, that has its

maximum at the center and monotonously decreases with increased distance [COJ15]

Even though all topics discussed in this thesis are closely related to trajectories, which are
a Lagrangian concept, Lagrangian flow simulations do not play a role. All flow data sets

stemming from the various applications are used in an Eulerian representation.

Flow Field Representation

As seen in the previous section, the output of a flow simulation typically consists of the
values of several fields — scalar-valued, vector-valued, or tensor-valued — for a number of
time steps or restart points. The velocity field u defines the motion of the liquid or gaseous
medium in the domain, and is, therefore, also referred to as a flow field. Depending on
the type of simulation, these fields may be represented in different ways. For an Eulerian
simulation, values are often specified at the nodes, faces, and cell centers of the discretization,
while values in Lagrangian simulations (e.g., SPH) are defined for sets of particles, which

also carry their current position within the domain.

Flow fields do not necessarily originate from simulations. For academic purposes, an-
alytic flow fields are often used that are described completely by a closed-form expres-
sion. Examples include the two-dimensional double gyre and Arnold-Beltrami-Childress
flows (Fig. 2.1), which are trivial to evaluate without the requirement of lengthy simulation
or data storage. They are, therefore, useful tools to explain or evaluate certain aspects of

flow-related methods.

Historically, digital representations of flow fields have been obtained by measuring the
state of physical experiments. For example, in wind tunnel experiments, smoke is used to
reveal flow features. These can be recorded by illuminating the smoke using lasers and then

imaging the resulting cross sections using high-speed cameras [YH&9].

All methods that are employed later in this thesis rely on Eulerian, numerical representations
of the involved flow fields. This section provides an overview of such representations and

the tools necessary to access them in visualization applications.

The output of an Eulerian flow simulation typically consists of a set of time steps, each
describing the state of the simulation at a specific point in time. For a finite set of locations,
covering a two- or three-dimensional domain, the values of the simulation’s variables are
recorded. Depending on the application, one of a number of available data representations

is used to store these values.

2.2 Flow Field Representation
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Figure 2.1: Analytically defined flow fields, where the velocity at any point in the domain can be
obtained by evaluating a closed-form expression, are useful tools for demonstration
and evaluation of visualization methods. The plots show trajectories in two time-
varying flow fields. Top: The double gyre flow field is defined on a two-dimensional,
closed domain. We use the definition from Shadden et al. [SLMOS5]. It features two
counter-rotating vortices, with their centers oscillating left to right over time. Bottom:
The three-dimensional Arnold-Beltrami-Childress (ABC) flow field, as described by
Haller [HalO1], is defined on a periodic domain.
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Figure 2.2: The nodes of a regular grid can be accessed through one index per dimension; the
connectivity of the cells is given implicitly (left). With irregular grids, this is generally
not possible, even if all cells are of the same type (right).
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The concepts and algorithms outlined in this section form the basis for the implementations
of all methods and techniques in the remainder of this thesis. They are required to access
and harness the data contained in the output of Eulerian flow simulations.

Computational Grids

Grids serve as the discrete representation of fields in Eulerian flow simulation. In the field of
scientific visualization, they are used wherever discretized fields of values are represented.
A prominent example for these representations is given by the Visualization Toolkit’s VTK
Legacy File Format [Avi+10, pp. 472-482], a simple file format that supports most grid
types that are commonly found in flow data sets. This paragraph will provide a short
description of each grid type, roughly following the documentation of the VTK Legacy File

Format.

Structured Grids are composed of quadrilateral cells (in two-dimensions) or hexahedral
cells (in three-dimensions). The nodes (also referred to as vertices) forming the corners of
the cells are addressed by one integer index per dimension, where the range of the indices i,
Jj> and k, given by the vector (n,,n,,n.), defines the number of nodes and cells in the grid.

In the general case, the location of each node has to be provided explicitly:

Xi,j,k = (xi7yj>zk)7 (17]7k) € [O,I’lx— 1] X [07ny - 1] X [Oanz - 1]
Nnodes = NxNyNz

Reells = (nx_ 1)(ny_ 1)(”Z - l)

The defining property of a structured grid is that the connectivity between the nodes is
completely defined through the nodes’ indices.

2.2 Flow Field Representation
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Figure 2.3: Cell types used in unstructured grids, based on the VTK User’s Guide [Avi+10, p. 480]

Regular Grids are structured grids where not only the connectivity, but also the spatial
position of each node is defined using the indices of the node!. To this end, an additional

origin point Xg and cell spacing d are required:

Xijk =Xo+ (i,/,k)-d= (xo+i-dy,yo+ j-dy,20+k-d)

A regular grid where xo = (0,0,0) and d = (1,1,1) is also sometimes referred to as a

Cartesian grid.

Unstructured Grids are a more general type of grid where the connectivity between
nodes is completely independent of the node indices. Typically, nodes are represented as a

list of their spatial positions:
x; = (x,yi,2), i€[0,n—1]

Connectivity is then specified as a list of cells. Unlike structured grids, unstructured grids
are not limited to quadrilaterals and hexahedra. Two-dimensional data sets typically consist
of triangles and quadrilaterals, while in three dimensions, tetrahedra, wedges, or pyramids

are often encountered. Figure 2.3 provides an overview of these common cell types and

'In VTK, a regular grid is referred to as a structured points data set.
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the ordering of their indices. The cells of an unstructured grid are defined through lists of

integers:

celly = {jo,0,jo,1,/02,---}
celly = {ji0,J1,1,/12,---}

cell, = {20, /2,1, /225 }

Each j refers to the index of a node in the node list. In addition to the node indices, for each

cell, a cell type has to be specified explicitly.

As a side note, a simple type of unstructured grid that finds frequent use in this thesis is the
piece-wise linear representation of trajectories. Such a piece-wise linear curve consists of a

set of spatial positions, while connectivity is defined through sets of line segments.

Field Values are provided as lists of floating-point values. They can either be defined
for the nodes or for the cells of a data set. Typical field specifications use either scalar,
vector-valued, or tensor-valued entries. For the purposes of this thesis, a vector is a tuple
of d values, where d is the dimensionality of the field’s spatial domain. In the context of
visualization, the term "tensor" is often used to refer to matrices of size d X d, even though
the term technically encompasses scalars, vectors, and objects of higher dimensionality as

well.

Interpolation

Most methods for visualization and analysis require a continuous representation of the
input data, meaning that they have to be able to access values at arbitrary locations within

the spatial and temporal domain. Typically, however, simulation output values are only

available at a finite set of discrete locations, given by the vertices of a collection of cells.

Interpolation is used to retrieve values within a cell in a continuous way, while enforcing
continuity constraints across cell boundaries. For the applications described in this thesis,

linear and multi-linear interpolation are used [HH12].
Generally speaking, at the core of interpolation is a function that maps the cell onto a

reference element with a parameterization that facilitates interpolation. Given such a

parameterization, to interpolate a quantity that is defined for the cell’s nodes at a spatial

2.2 Flow Field Representation
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Figure 2.4: For the purpose of interpolation, quadrilaterals and hexahedra are mapped to an
axis-aligned, unit sized reference element parameterized by p = (r,s) and (r,s,7),
respectively.

position x within the cell, the position x is expressed as a convex combination of the node
positions X;:
X = ZN,'X,', where N; < 1 and ZN,- =1. 2.2)
i i

Following a concept from the Finite Element Method (FEM), finding the weights N; is
achieved using shape functions, which are defined in terms of the parameterization of the
reference element [ZTZ05]. The weight associated with each node quantifies the influence

of that node on the interpolated result.

Barycentric Linear Interpolation is used for triangles and tetrahedra, where any position
within the cell can be expressed by barycentric coordinates. The weights N;, i € [0..2]

(triangle), i € [0..3] (tetrahedron) of a point x inside the cell are defined such that:

X:ZNI'X,'
1=YN,
Ni=1 i=j
X=X; <
N; =0 otherwise
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The values of the barycentric coordinates L; for the point x inside the cell can be obtained

by solving the equation:

Xo X1 X2 No x
Yo Y1 »2 N | =| »y | =x (triangle)
1 1 1 Ny 1
Xo X1 X2 X3 No X
N
Yo 2 s : 17 |= X (tetrahedron)
20 21 22 3 N> Z
1 1 1 1 N3 1

Finally, to obtain the interpolated value at x of a field defined on the nodes through values

v;, the barycentric coordinates N; can be used directly:

V= ZN,‘V,’ (23)

Multi-Linear Interpolation is used where linear interpolation using barycentric coordi-
nates is not available, e.g., with quadrilaterals and cubes. The general approach is to define
shape functions on a reference element that is defined on a specific interval (here: [0, 1]) in
each dimension, resulting in a parameterization of the reference element. In two-dimensional
quadrilaterals, two parameters are used (p = (r,s)); three-dimensional hexahedra require

three parameters (p = (r,s,7)).

The weights N; of each node x; are calculated for a given point p within the reference
element by evaluating the shape functions defined for the cell type. For the four corner
nodes of a two-dimensional quadrilateral cell, bi-linear interpolation is used with the shape
functions:

No=(1—=1)-(1—5)
Ni= r -(1—s)
N= r - s
N3y=(1=r) s

p=(ns) 2.4)

2.2 Flow Field Representation
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For a three-dimensional hexahedron, which has eight corner nodes, the tri-linear shape

functions are defined as:

p=(rs1) 2.5

N=(1-=r) s - t

The shape functions for other cell types, such as pyramids and wedges, have similar

definitions.

When given a parameter p, the interpolated quantity v, defined as v; on the nodes, can be
obtained in a straightforward manner according to Eq. 2.3. However, to interpolate at a
given spatial position X, the parameter p has to be found first. In the special case of a regular
grid, where the node positions are defined through their indices, and all cells are axis-aligned
rectangles (2D) or cuboids (3D), this can be achieved easily. Given the mesh origin xo and
spacing d, both the correct cell indices cellid and the position p in the reference element
can be determined:

. X —Xg
1lid =

X — Xq

p = cellid —

In the general case, where cells may not be rectangular or cuboid, finding the parameter p is

a bit more involved. Finding a correct value of p requires solving the equation

Ny

( > o
X X X X = X.

0 X1 X2 X3 N

N3

Together with the definitions of the shape functions (Eqgs. 2.4, 2.5), this is a non-linear

system that can be solved approximately using Newton’s method.
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2.2.3 Cell Location

To obtain the value of a field at an arbitrary location, values at the vertices of a cell that
contains the location are interpolated. In regular grids, the indices of the cell that contains
the given location can be trivially identified thanks to the grid’s implicit topology:

cellid = (i, j,k) = {(X;XO)J

In non-regular structured grids and in unstructured grids, identifying the cell containing
a given location X is a bit more involved. Naively, one could simply iterate over all cells
and test whether or not x is contained within the cell. This approach becomes extremely
costly when used in combination with algorithms that require many evaluations, such as the
computation of trajectories. Instead, spatial subdivision methods using tree structures are

employed to identify the correct cells.

An early approach uses octrees [WV92], where each leaf of the tree stores a set of indices
representing all cells that intersect the leaf. Leaves are subdivided until a certain criterion,

such as the number of cells per leaf not exceeding a threshold, is fulfilled. To locate the cell

that contains a given point X, one first traverses the octree to find the leaf that contains x.

If the leaf is associated with multiple cells, x is checked against each of these cells. Due
to the nature of octrees, such an approach can require an unnecessarily large number of
subdivisions (and thereby increase the storage overhead) or, depending on the leaf size,
fail to adequately narrow down the number of cell candidates that have to be checked
individually.

Oriented bounding box trees (OBBTrees) [GLM96] offer a different approach: They compute
a tree structure of nested bounding boxes, which are not necessarily aligned with the

coordinate axes of the domain.

Another, more recent spatial subdivision approach is the cell tree [GJ10], which is based on
the idea of bounding interval hierarchies. In this spatial subdivision structure, nodes can
overlap spatially, which makes it possible to avoid storing objects in multiple leaves. Cell
trees are utilized in the implementations of the techniques introduced and discussed in this

thesis.

2.2 Flow Field Representation
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In the output of flow simulations, time is represented by storing the values of the involved

fields as a sequence of time steps:

{to,...,ta}, ti<tiyy

To obtain values of a quantity u(x,#) at a location x and for a specific point in time ¢, which
may not match any of the available time steps, interpolation between time steps is used.
First, the two time steps enclosing ¢ are identified, so that #; < < t;+;. Then, the quantity
is evaluated at the location x using spatial interpolation in both time steps ¢; and #; + 1,
resulting in two values u,, and u,, 1. Finally, the value at time 7 is obtained using linear

interpolation:
=1 tiy1 —t

Leug (%) + 2 g, (x)
lit1— 1t liv1 — 14

IAXJLI(X7 t) —

In practice, output written by a simulation is often sub-sampled in time. Because the
available computing power on supercomputers often outpaces storage bandwidth [Chi+10],
and to reduce the requirement for storage overall, only a fraction of the computed simulation
time steps is stored in the output. Such practice is appropriate for the original purpose
of providing restart points, records of the simulation state at a given point in time from
which the simulation can be restarted after it is interrupted for any reason. For visualization,
however, the omission of time steps can compromise the accuracy of trajectories that
are computed based on the essentially incomplete velocity data. To mitigate this issue,
Lagrangian storage methods that can take advantage of in situ computing capabilities have
been studied in the past [Agr+14].

Integral Curves

Integral curves have long served as powerful tools for intuitive visualizations [McL+09].
They are closely related to lines of smoke that are used in real-world wind tunnel experiments
to identify flow features [Tho+04]. Three basic types of integral curves are commonly used
for visualization: path lines, streak lines, and time lines. A path line describes the trajectory
of a (hypothetical) massless particle, which was released into the flow (seeded) at a specific
time and location. Streak lines and time lines can be defined as the union of infinitesimally
close path line end points. If new path lines are continuously seeded at the same location for
a certain duration, the union of their endpoints forms a streak line. This makes streak lines a
close approximation of smoke lines used in real-world experiments. In contrast, if the path

lines were seeded at the same time along a pre-defined seeding curve, their endpoints form
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a time line. For time-invariant flow fields, where the velocity is constant over time, path
lines and streak lines are identical. In this special case, they are called streamlines. The
straight-forward, intuitive interpretation of integral curves allows comparisons to classic
flow visualization methods that have been used in physical experiments, e.g., lines of smoke

in wind tunnels.

Mathematical Definition

A path line or trajectory x(¢) is a curve defined by a spatial and temporal starting point Xo,

top and by the property of being tangential to the velocity field at each point:

d
Ex(t) =u(x,t), x(fo) =Xo (2.6)
According to the Picard-Lindel6f theorem, a solution of ordinary differential equations of

this form exists and is unique if the velocity field u(x,¢) is Lipschitz-continuous [Har02]:
M ||Ju(x,r) —u(x',r)|| <M|x—x|| VX inaneighborhood of x

For the purpose of visualization, where velocity fields are defined through multi-linear

interpolation over a set of cells, this property holds in practice.

Numerical Approximation

To obtain a path line for a given velocity field, the ordinary differential equation (2.6) is

typically solved using numerical integration methods.

The Euler Method is arguably the simplest and most straight-forward method to approxi-
mate the solution of Equation 2.6. Beginning at the starting point Xy, new positions along
the path line are found by adding the velocity vector at the current position, multiplied by a

step width factor 4, to the current position:
X+ = X, + hu(x,,1) 2.7)

Effectively, the path line position is advanced through time by adding straight line segments,
each of which is tangential to the velocity field in its starting point. Unfortunately, this
property is the major limitation of the Euler method, since changes of the velocity field along
the straight line segments in space or in time are not incorporated, causing the calculated

path line to drift in relation to the theoretical, exact solution. Because the position of each

2.3 Integral Curves
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Table 2.1: The coefficients of a Runge-Kutta method can be arranged in a so-called Butcher
tableau, which makes them easier to document and implement. The example on the
right describes a fixed step size, fourth-order Runge-Kutta method (RK4).

point on the path line depends on the positions of previous points, these errors accumulate
and get worse over time. The integration error is closely related to the value of the step with
h; Chapter 3 discusses estimates for the upper bounds of the errors of one-step integration
methods such as the Euler method. Generally speaking, choosing a smaller value for A
results in a smaller integration error. In turn, very small values for 4 require a large number
of integration steps, each of which requires the velocity to be evaluated at a certain position
and time. Depending on the representation of the flow field, the large number of velocity

field evaluations can greatly increase the computational cost.

Runge-Kutta Methods are a widely used generalization and extension of the Euler
method [Pre+07]. The basic idea is to incorporate multiple values of the vector field

in a single step to increase accuracy.

Xeoh =% +hY biki (2.8)
i=1

ki =ua(x,1)
ko = ll(Xt +h(021k1),l‘ +C2h)
ks = ll(Xt +h(a31k1 +a32k2),t —I—C3h)

ks = u(Xt +h(aslk1 +apky +- - +as,s71ksfl)at + Csh)

The coefficients a;, b;, c; can be arranged using so-called Butcher tableaus. Table 2.1 shows
the tableau for a fixed step width Runge-Kutta method of fourth order that is sometimes

referred to as the Runge-Kutta method.
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Adaptive Integration Methods In practice, there is usually no obvious choice for the
step width & of a numerical integration scheme. Choosing a large value minimizes the
computational cost, but may result in low accuracy in areas with rapidly changing velocities.
Conversely, a very small value may improve accuracy in such regions, while performing
unnecessarily many steps in other regions. A common solution to this predicament is
presented by adaptive integration methods, where the step size is adapted based on a local
estimate of the integration error. The basic approach is to perform the same integration step
using two integration schemes of different expected accuracy. If the difference between the
results exceeds a pre-defined upper threshold, the step is repeated with a smaller step size.
If, on the other hand, the difference is below another pre-defined lower threshold, the step
size is increased in the next step. The result is an integration method that controls its own

step size while keeping the estimated error within pre-defined acceptable limits.

One very straight-forward adaptive integration scheme is step doubling, where the result of
a single step is compared to the result of two steps with half the step size. This approach
has the disadvantage that a large number of function evaluations are required, which makes
the method slow [Pre+07].

In contrast, the Runge-Kutta-Fehlberg method (often referred to as RKF or RK4(5)) consists
of a fifth-order method with the convenient property that the same function evaluations
can be used to construct a fourth order method [Feh69]. Another adaptive Runge-Kutta
method with similar properties but improved error behavior was proposed by Dormand
and Prince [DP80]. Their method, often referred to as DOPRIS, was used to compute all
trajectories in this work. Specifically, our implementation of the DOPRI5 method is based

on the one presented by Press et al. [Pre+07].

Even though integral curves have proven a powerful tool for flow visualization, they can
suffer from a number of limitations when applied directly. Small numbers of integral curves
may not capture important flow features, while large numbers of curves can lead to visual
clutter and occlusion. In three-dimensional settings, the small profile of a curve can make
it difficult to place visual depth cues that enable an observer to perceive the shape of the

curve.

The trajectories represented by integral curves can provide a building block for more
complex and powerful visualization methods. Over the years, there have been multiple
approaches that incorporate trajectories to produce visualizations. Depth perception in three-
dimensional curves can be improved using illumination [ZSH96; Mat+03]; alternatively,
curves can be displayed as shaded tubes [Dic89]. Carefully selected seed points can help
reduce clutter [TB96]. Surveys reveal that the majority of current state-of-the-art flow
visualization techniques utilize advection [Lar+04; Lar+07; Sal+08b; McL+09; Pob+11;
Bra+12].

2.3 Integral Curves
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Figure 2.5: Integral surfaces, such as this stream surface depicting the flow behind an ellipsoid,
allow for highly intuitive visualization of complex three-dimensional flow features.
They are highly dependent on trajectory information.

In comparison to curves, the three-dimensional shape of a surface can be conveyed to
an observer with relative ease. With hand-drawn illustrations, the fundamental visual
limitations of curves have been avoided by using surfaces to explain complex flow phenom-
ena [Dal83].

In essence, an integral surface is the union of a set of infinitesimally close integral curves.
Analogous to integral curves, integral surfaces can be grouped into three basic types: path
surfaces, streak surfaces, and time surfaces. While an integral curve is seeded on a single
point (path line, streak line) or a seed curve (time line), an integral surfaces uses a seed
curve (path line, streak line) or a seed surface (time surface). In the special case of time-
invariant flow, path surfaces and streak surfaces for the same seed curve are identical;
they are called stream surfaces. Early work on integral surfaces focused on these stream
surfaces [Hul90]. The main idea was to seed a large number of stream lines along the seed
curves and to connect these curves using triangle strips. Compared to integral curves, a
major challenge when computing integral surfaces is the fact that the commonly encountered
strong anisotropy of flow fields can cause adjacent integral curves to quickly diverge from
each other, resulting in degenerate triangles that impact the visual quality of the surface.
This is circumvented by inserting additional stream lines as soon as a triangle strip triggers

a refinement criterion, e.g., a distance threshold.

Hultquist’s original, recursive formulation of the stream surface algorithm [Hul90], though
widely adapted, made it difficult to extend to large, time-varying flow fields or to add more
advanced refinement criteria. These limitations were addressed in later work with iterative

algorithms for path surfaces [Gar+08] as well as time and streak surfaces [KGJ09].
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2.5.1

2.5.2

Compared to integral curves, integral surfaces can be combined with a wider range of

visualization techniques such as transparency and textures [L6f+97]. Especially the use of

transparency turned out to be necessary due to the self-occluding tendency of the surfaces.

With increasing complexity of the visualized flow fields, and therefore increasing complexity
of integral surfaces, new rendering methods became necessary to reveal complex flow
features in many layers of the surfaces. This was achieved using illustrative techniques such
as silhouettes and clever placement of cuts as well as curvature-modulated transparency and

stretching-independent texturing [Bor+10; Hum+10](Fig. 2.5).

Lagrangian Transport

One aspect that is of special interest during the analysis of simulation data is the transport
behavior of flow, i.e., information regarding the travel of material that starts out in a specific

spatial location or area and is then advected by the flow.

The Finite-Time Lyapunov Exponent (FTLE)

A basic construct useful for the analysis of transport behavior is the flow map. For a given
time interval [fo,?], it maps a start position X to the final position on the corresponding
trajectory:

F, (x0) =x(to+1), withx(f) =X (2.9)

Based on a flow map, the Finite Time Lyapunov Exponent is a measure for how quickly
the distance between two infinitesimally close particles, released at the same time, can
grow [HalO1]. The FTLE value at x(#() for advection time T € R is given as the logarithm
of the largest singular value of V¢ (which is identical to the square root of the largest

eigenvalue of the Cauchy Green tensor Vo' Vo):

1
r—1

01, (x(10)) = ——1og / Amax (VE} (%0)T V. (0)).. (2.10)

Lagrangian Coherent Structures (LCS)

Even though not used directly in this thesis, the detection of so-called Lagrangian Coherent
Structures (LCS) is the main motivation for the computation of the Finite-Time Lyapunov

Exponent and a fundamental concept for the visualization of time-varying flow fields.

2.5 Lagrangian Transport
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Figure 2.6: Plots of the finite-time Lyapunov exponent (FTLE) provide clues about the transport
behavior in a two-dimensional simulation of convection flow around a heated cylinder.
Depicted is the FTLE field for the time interval spanning the beginning of the simulation
to the end times t = 2,7, 12s.

Years of active research on LCS have resulted in a large body of work both on the theoretical
foundations of LCS and on the practical problems of efficient computation of the FTLE
field, extraction of LCS, and applications in visualization. This section will provide only a

cursory overview of the basic ideas and concepts.

The main property of LCS that makes them useful for visualization is that, in theory, they
provide material barriers that are not crossed by flow. This means that two particles that are
released into the flow at opposite sides of an LCS will never cross the LCS and therefore
remain on separate sides. This property provides useful information about the transport
behavior of flow field.

Definitions Shadden et al. [SLMO05] define Lagrangian Coherent Structures for finite time
intervals as ridges of the FTLE field, or, more precisely, "special gradient lines of the FTLE
field that are transverse to the direction of minimum curvature". Instead of directly using
a curvature-based formulation, they provide a second, slightly simplified definition, the
second-derivative ridge. For two-dimensional settings, the ridge is defined as a curve c(s)
that fulfills the requirements of being parallel to the gradient of the FTLE field ¢, and that,
for each point on the curve, the smaller eigenvector of the Hessian of ¢ is orthogonal to ¢

and corresponds to a negative eigenvalue. In effect, the second requirement enforces that
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c(t) follows a local minimum of the second derivative, and, thereby, a ridge of the second

derivative.

Shadden et al. then derive an expression of the flux across this curve to verify the material
barrier property of the LCS. They find that the flux is negligible for well-defined LCS, and
that flux is inversely proportional to the FTLE integration time.

Galilean Invariance and Objectivity In classical mechanics, the principle of Galilean
Invariance states that the same laws of motion hold under Galilean transformations. A
transformation is Galilean if it is affine, preserves intervals of time, and preserves the
distance of simultaneous events [Arn89]. Specifically, a Galilean transformation can be

written as a combination of a translation, a rotation, and a uniform motion.

Many techniques used for visualization of flow fields are not Galilean invariant. For
example, classical topology of time-invariant flow fields is not Galilean invariant; it is
highly dependent on the frame of reference [BHJ16]. In contrast, it can be seen that the
FTLE field is Galilean invariant: For a fixed time interval, both a constant translation and
uniform motion merely result in a constant translation of the trajectory endpoints, while a
rotation of the frame causes the endpoints to be rotated. Since the actual calculation uses
only the derivatives of the end positions, the translations, being constant offsets, have no
influence whatsoever. The rotation does cause a rotation of the Jacobian, which results in
rotated eigenvectors of the Cauchy-Green tensor. However, apart from the rotation of the
domain itself, this rotation also does not affect the FTLE field, since only the eigenvalues
— specifically, the largest eigenvalue — are relevant (Eq. 2.10). Therefore, Lagrangian
Coherent Structures, being defined based on the FTLE field, can be considered to be

Galilean invariant.

Objectivity, the "requirement that material response be independent of the observer" [Gur81],
is a slightly stricter invariance property since it allows for the translation and rotation to
change over time. Haller [Hal15] shows that the FTLE field fulfills this requirement, but
notes that many techniques for the extraction of LCS do not.

Lagrangian Coherent Structures and Vector Field Topology in Steady Flows For

static flow fields, vector field topology (VFT) serves as a powerful visualization tool.

Through the identification of critical points and separatrices connecting them, the domain

can be subdivided into areas of equivalent flow behavior. At first glance, this indicates a

close relation to the material lines and surfaces described by Lagrangian Coherent Structures.
In fact, Sadlo [Sad15] observes that the VFT separatrices are sometimes very similar to LCS.

However, while LCS are Galilean invariant, the critical points and separatrices forming

2.5 Lagrangian Transport
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classic vector field topology are not. This can easily be seen: Simply adding a constant
velocity vector to the flow field causes all critical points, which are defined as points of zero
velocity, to vanish. Bujack et al. [BHJ16] approach this problem by considering critical
points from a number of different frames of reference, identified through the determinant of

the Jacobian.

Efficient Computation of FTLE and LCS Analyzing Lagrangian Coherent Structures in
three-dimensional, time-varying flow fields can be computationally expensive. In naive
approaches, large amounts of trajectories are required to achieve sufficient spatial resolu-
tions. Several works have dealt with this issue. Garth et al. [Gar+07b] have proposed an
incremental refinement method to reduce the number of required particle trajectories for
calculating the FTLE field. In a similar approach, using Adaptive Mesh Refinement (AMR),
Sadlo and Peikert [SP0O7] have proposed a method for efficient, direct extraction of LCS. A
hierarchical representation of the FTLE field is also used by Barakat et al. [BGT12]; they
introduced a view-based, GPU-accelerated method to accelerate interactive visual analysis
of LCS. Sadlo et al. [SRP11] presented a grid-based method to efficiently compute time

series of the FTLE field in regions related to predefined regions.

Brunton and Rowley [BR10] accelerate FTLE computation using concatenated, short-time
flow maps. Conti et al. [CRK12] discussed how many-core architectures, such as GPUs,
can be utilized for fast computation of FTLE fields along with Brunton and Rowley’s

intermediate flow map approach.

Uncertainty

The visualization methods discussed so far consider the simulation results as a sort of ground
truth: the goal is to present information contained in the available data as closely as possible.
In practice, however, any simulation data are already subject to errors or noise in various

forms.

One source of uncertainty that appears in many scenarios — such as ocean or weather
simulations — is the fact that the initial conditions cannot be known exactly, simply because
it is not possible to measure them at a high resolution. In addition, simulation relies on
spatial discretizations, which, by their nature, are only an approximation of reality. A
detailed overview of sources for uncertainty and error in simulations of real-world physical
processes, as well as methods for verification, validation, and uncertainty quantification, can

be found in [Nat12]. The field of uncertainty visualization aims to aid analysis and decision
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making by making uncertainty and its impact in scientific data sets visible. This section

provides an overview of relevant basic concepts and prior work.

Early methods focused on plots and charts of stochastic distributions. A commonly used
method for the visualization of distributions is the box plot, which summarizes a one-
dimensional distribution using a glyph that encodes the distribution’s quartiles [Tuk77].
Multiple extensions and variants for encoding additional information have been presented,
for example violin plots, which add a histogram to the glyph [HN98]. Potter et al. introduced
one-dimensional summary plots — adding higher-order moments and a distribution fit —
and two-dimensional summary plots for encoding multiple, correlated datasets [Pot+10].
Potter et al. also presented an interactive visualization tool for two-dimensional probability
density functions [Pot+12].

Statistical and stochastic descriptions of fields or data with numerical errors are often re-
garded as data with uncertainties [Ger98] and visualized accordingly. Pang et al. [PWL97]
and Griethe and Schumann [GS06] give an overview of visualization techniques such as
error-bars, pseudo-coloring, and geometry generation. Similarly, Johnson and Sander-
son [JSO03] investigate existing and future visualization techniques for uncertain data, sug-

gesting improved interaction with statistical data.

Specific to uncertain flow fields, Ferstl et al. [FBW16] presented a method for visualizing

the geometry of uncertain streamlines.

An overview of uncertainty visualization methods was provided by Bonneau et al. [Bon+14].

Examining the relation between simulation results and parameter values, Sedlmair et al. [Sed+14]

survey a number of existing techniques and arrange them in a conceptual framework for

visual parameter space analysis.

Stochastic Modeling and Probabilistic Simulation Uncertainty appears not only in the
form of errors and inaccuracies, but can also result from simulations that incorporate a
stochastic model. Such probabilistic approaches are often used for processes that may
exhibit a large variation of possible behaviors at a small scale, which may be too com-
putationally expensive to simulate explicitly. Examples include stochastic modeling of
fibers [G6t+06], bubbly flows in chemical reactors [Hla+16b], or even stochastic models for
turbulence [SP10].

In a slightly different direction, stochastic methods can also be utilized to produce specific
instances of processes that follow a probabilistic description. For example, synthetic data
are used to validate an automatic measurement method for fiber thickness in scanning

electron microscopy images [Eas+16]. Another example of such an approach is presented

2.6 Uncertainty
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in Chapter 5 of this thesis, where instances of probabilistically described bubble sets are

generated for the purpose of visualization.
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Error Estimates
for a Lagrangian
Flow Field Representation

Trajectory information is an integral basis of many visualization methods, especially those
meant to analyze material transport. For flow simulation data that are represented in an
Eulerian way, i.e., physical quantities are observed over time from the perspective of fixed
locations in space, trajectory information has to be obtained through numerical integration.
Computing a large number of trajectories using numerical integration directly from the
Eulerian velocity field can be computationally expensive. In case of simulations running on
a high performance supercomputer, an additional issue arises from the fact that in modern
HPC architecture, the computational capacity frequently exceeds the available input/output
bandwidth. To avoid spatial subsampling of the Eulerian flow field, which would result
in reduced accuracy for visualization methods that focus on single time steps, temporal
subsampling is used [Chi+10]. It is, in fact, not uncommon to write only every 100th time
step to persistent storage. This situation leads to the concern that, in typical scenarios, the
accuracy of computed trajectories may be compromised.

A possible solution lies in Lagrangian representations of the flow field. In contrast to
Eulerian representations, a Lagrangian flow field representation directly incorporates the
trajectories of individual fluid parcels. Such a representation could be computed in situ, i.e.,
alongside the simulation on the same high performance computer, leveraging its superior

computing power and using every time step of the simulation.

Based on their theoretical definitions, the Eulerian and Lagrangian views are equivalent —
both encode velocity information and can be converted into each other. From an Eulerian
flow field representation, the trajectories needed for the Lagrangian view can be obtained
using integration, while differentiation of the trajectories yields the momentary velocities
needed for the Eulerian view. For example, the flow map, a Lagrangian flow field representa-

tion that maps the starting positions xg of fluid parcels at a given starting time #; to their end
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positions at a later point in time ¢, provides trajectories but can also, through differentiation,

yield the velocity field:

(X07t0) = ES(XO)
X(1) = Fy (xo)

d
u(x,f) = EF’S (x) 3.1

Despite this theoretical equivalence, a conversion is not possible in practice without some
loss of accuracy. Both Eulerian and Lagrangian representations are typically stored in a
discretized form, resulting in numerical errors during integration and differentiation. The
resolution of the discretization itself, both in space and time, determines the magnitude of

these errors.

In the past, Agranovsky et al. [Agr+14] have shown that, for the purpose of obtaining
trajectories, a Lagrangian flow representation constructed by concatenating a number of
short-time, single-interval flow maps can result in higher accuracy than a typical, temporally
sub-sampled Eulerian representation of the same size. In this representation, long trajectories
can be constructed by evaluating the short-time flow maps in sequence, each taking the
output of its predecessor as input. Bujack et al. [BJ15] then showed that the trajectory
construction process can be interpreted as a one-step numerical integration method. Based
on the well-understood error behavior of this class of algorithms, they defined global
upper bounds for the local truncation error (the error that arises from performing a single
integration step) and the global truncation error (the cumulative error at a certain point in

time) for all reconstructed trajectories in a given data set.

Given that typical flow data sets feature a large variety of flow behavior across their temporal
and spatial domain, it can be expected that the often large errors predicted by the global
error estimate may only occur in relatively few trajectories. Extending on the work of
Bujack et al., this chapter introduces a new definition for an upper bound of the error of
individual trajectories. Specifically, error measures are introduced that make use of the flow
map’s spatial and temporal derivatives to estimate the upper bound of specific trajectories’
error as they are constructed. An additional error measure is defined for the temporal linear

interpolation of the trajectory between adjacent time slices.

To evaluate these measures, they are applied to a number of time-varying flow fields. The
estimated error bounds are compared to measurements of the actual errors, obtained by
comparing trajectories constructed from the Lagrangian representation to those obtained
by numerical integration of a non-subsampled Eulerian representation. In summary, the

contributions of this chapter are!:

I'The results described in this chapter were published in [Hum-+16].
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* Local measure for the local and global truncation error: The measures for the
truncation errors T and e described in this chapter make it possible to calculate an
upper bound for the error of individual trajectories as they are being constructed using

multilinear interpolation from a set of consecutive flow maps.

* Measure for the intra-interval error of the temporal piecewise linear approximation:
Using the measure for the error s between the time slices, an upper bound for the

error of the piecewise linear trajectory representation can be calculated.

» Approach for approximate calculation of the error measures in practice: A description
of the implementation explains how the theoretically defined error measures can be

calculated in practice.

* Evaluation of the proposed error measures based on example flow fields: Based on
analytically defined and simulated flow data sets, the error measures are evaluated by

comparing the calculated, estimated upper bounds to actual measured errors.

The chapter is organized as follows: Section 3.1 will provide a short overview of related
work specific to errors of trajectories. The Lagrangian flow field representation is explained
in Section 3.2. The theoretical definition of the error estimate is given in Section 3.3.
Section 3.4 describes how an implementation can make use of the theoretical estimate to
make predictions for actual data sets, followed by a description of the experimental results

in Section 3.5. Finally, Section 3.6 provides a conclusion of the findings.

Related Work

Lagrangian methods have been long used for efficient particle tracer computation [Bru+01],
the calculation of Lagrangian Coherent Structures, [HY00; Hal02], or to incorporate flow
maps into the Eulerian representation of a flow field [SS06; Sal+08a; JEH02]. Brunton and
Rowley [BR10] used concatenated, short-time flow maps to accelerate computation of the
Finite-Time Lyapunov Exponent (FTLE) field.

Hlawatsch et al. [HSW11] employ a hierarchical scheme to construct longer integral lines
from previously computed partial solutions. Chandler et al. [COJ15] construct trajectories
in smoothed particle hydrodynamics (SPH) [Mon05] data sets, which — by their nature —
are already represented in a Lagrangian way. Agranovsky et al. [Agr+14] show empirically
that the Lagrangian representation described in Section 3.2 is more accurate than Eulerian
advection methods. Bujack and Joy [BJ15] extend this idea by providing the first theoretical
estimate of the overall error in this type of Lagrangian flow field representations. In this

chapter, the findings of Bujack and Joy are refined to derive a local error for each path line,

3.1 Related Work
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which can be used for the visualization of the uncertainty of the method as well as for the in

situ adjustment of the resolution chosen for storage.

Interval Flow Maps:
A Lagrangian Flow Field Representation

The flow map provides a straight-forward Lagrangian representation of a flow field. For
a specific start time #y and end time ¢, this function maps each position xg of the spatial

domain to the position at time ¢ of a trajectory that passes through x at time 7 :
F,gl (x0) =x(1), x(t9) =xo (3.2)

Even though a flow map is, in theory, defined as a continuous function, in practice it is
usually approximated by a set of discrete values for a specific time interval [f,7]. A straight-
forward method is to define a regular grid on the spatial domain and then use a numerical
integration scheme such as DOPRIS to calculate a trajectory. The end point of each trajectory
is then stored at the node of its starting point. For example, in a three-dimensional, regular
grid, each flow map value is associated with its starting node through a triplet of indices:

Fjx=F (Xix) (3.3)

0

Values in between these vertices, within the grid cells, can then be retrieved using multilinear

interpolation.

As-is, a single flowmap can only be used to retrieve the trajectory end points. If intermediate
points are required, e.g., to reconstruct integral curves, it makes sense to divide the time
range [fsart, fend) into a set of n+ 1 time points {7y . .1, } with tg = tsty and f,, = feng and then
provide flow maps mapping to each of these time points. Two basic approaches come to

mind:

1. Each flow map maps from the the start time #; to its end time #;1 |, resulting in the
sequence
t 2 ty
(F;‘OlvFZ)a"'aF;o)' (34)
2. The flow maps cover consecutive time intervals [t;...t;+1], i = 0...n, resulting in the
sequence

(F B2, .. F"). (3.5)

fo
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Figure 3.1: Based on a sequence of flow maps Fi”rl spanning the time intervals [f;,7;11], each
of which is defined on a regular grid, a trajectory is constructed through consecutive
evaluation. Starting at Xg, the start position of the trajectory at time 7y, the first flow
map FO1 is evaluated by interpolating the values stored at the nodes of the surrounding
cell (bold). The result, xy, is in turn used as input for the second flow map F12. After
each time interval has been crossed by evaluating its corresponding flow map, the end
point x3 of the trajectory is reached.

At first glance, version 1 appears to be more practical: a piecewise linear path line starting

at fp from a given seed point Xg can easily be constructed using the positions
t; .
x; =F/(x0), i€[0...n]. (3.6)

However, it immediately becomes clear that this approach only supports path lines which
begin at fy. In addition, since the trajectories of consecutive flow maps increase in length,
flow effects such as divergence have stronger influence as i is increased. This can result in

accuracy problems since the flow maps are represented by sets of discrete positions.

We therefore choose the second version (Fig. 3.1): by having each flow map cover a
relatively small time interval, path lines can be generated starting at any time #;. Further,
since these flow maps are independent from each other, computing them in parallel becomes
a trivial task. Constructing a piecewise linear path line requires the same number of steps as
with version 1. Here, however, each path line point depends on the previous points:

x; = (F oF'o--0F)(x0), i€[0...n]. (3.7

tio

Because of this dependency, interpolation errors accumulate along the constructed trajec-
tory.

3.2 Interval Flow Maps:
A Lagrangian Flow Field Representation
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In this section, we will derive a regional error estimate for the Lagrangian flow representation
using the method of concatenating interpolated, short-interval flow maps. Bujack and
Joy [BJ15] have shown that this method is a special kind of numerical one-step integration
method and have given an overall error estimate. For the entire spatial domain, their global
estimate provides a single value that represents the maximum of the error of any possible
trajectory. Since the error is exponential in terms of the integration time, the maximal error
can grow very fast, owing to large values of the involved derivatives near areas of high

divergence.

In practice, many data sets exhibit areas of high divergence only in a portion of the domain,
which leads to the expectation that in the remaining areas, errors should remain well below
the all-encompassing, global error measure. Based on this assumption, we formulate error
measures that make it possible to assess the expected error of the flow field representation

for each constructed trajectory individually.

The trajectories, and, as a consequence, the errors themselves, live in two- or three-
dimensional space. In order to keep the notation concise, we will define the errors for
the one-dimensional case, under the assumption that each component of the actual, multi-
dimensional error can be treated separately. For now, this assumption remains unproven; it
does, however, open an interesting avenue for future research. Section 3.4 will explain how

this one-dimensional definition can be used to estimate the multi-dimensional error.

Trajectories are constructed from the Lagrangian flow representation by interpolating se-
quential flow maps. The sequence x(fy), . .., x(t,) of exact path line points is approximated
by the sequence xo, ..., X, with xy = x(fy). Each point x; is obtained by interpolating the
flow map F,iﬁ , at the previous point x; 1.

We will first show how this construction method can be viewed as a one-step integration

method before we describe the error measure.

One-step Integration Method

In numerics of ordinary differential equations [Sch02; GH10], for a given initial value

problem

X/(t) = f(tv'x(t))7 X0 :X(to), (38)

a one-step integration method produces a sequence of points xg, ..., x, by the rule

xj:S(xj,l):xj,1+hA(tj,1,xj,1,f,h), 3.9
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Figure 3.2: A one-dimensional example is used to illustrate the difference between the two types
of truncation errors, describing how the approximated trajectory (green) diverges from
the correct trajectory (gray). The local truncation error 7; (blue) is the additional error
incurred when crossing the time interval [f;_1,#;], while the global truncation error
e; (red) is the cumulative error incurred at all intervals up to ¢;. Not depicted in the
illustration is how the error is caused by the interpolation.

where S is the rule to advance from one step to the next and A is the increment function. It
can be seen that patching together the interpolated trajectories is a special kind of numerical

one-step integration method with increment function
Altj1,xj1,f 1) =LeFy (xj1) (3.10)

from using the Taylor expansion [GL10] with respect to time

Taylor

LF) | (x) "5 LR (x) + b LoFy, | (x)

i1

9 3.11)
=x-+ hthF[jfl (x),

where the dot represents the temporal derivative with respect to the end time and ¢ €

[tj-1,1;].

Local Truncation Error

The local truncation error 7; for a step j and an exact position x(¢;_) is defined by
Tj(x(tj-1)) := |x(t) — S(x(tj-1))] (3.12)

and describes the error that the one-step method makes advancing one step. For our method,
the local truncation error is the error that we make within each of the stored time slices when

we interpolate the endpoints of the spanning trajectories in space to generate trajectories

3.3 Theoretical Error Estimate
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starting at arbitrary spatial locations. It coincides with the linear interpolation error [HH12]

of a point in the interval x € [xo,x;], which follows from the Taylor series

£ 7
Tj(x) =|LeFy) (x) = ] (%)

Taylor | fo (3.13)
< Sla—x)(x—xp) max [(F])"(5)]-
2 CE[X(),XJ
Global Truncation Error
The global truncation error e; up to the step j is defined by
ej(xo) := |x(tj) —x;]. (3.14)

The notation e, (xp) was chosen to stress that it is valid for the sequence xo, ..., x, that starts

at xg. It suffices

(3.15)

—xj_1 —hA(tj—1,xj—1, f,h)|

(3.14
= )Tj(x(lj_l)) +ej-1

+hlA(tj-1,x(tj-1), f,h) —A(tj—1,x;-1, f,h)].

As is typically done in the analysis of numerical methods for solving ordinary differential
equations, the overall maximal error can be derived by using the global maximum of 7; and

the global Lipschitz constant L:
Vi€ R,Vx,y e R": |A(t,x, f,h) —A(t,y, f,h)| < Llx—y|. (3.16)

In this application, however, this coarse approximation is not sufficient. Instead, an ap-
proximation of the error for the specific integration sequence xy, ..., x,, corresponding to
a single trajectory, is needed. This is achieved by not looking at the maximal possible
errors across the entire domain, but at the maximal possible errors that are expected to occur
for the area around the point in the sequence x;_; that is big enough to contain the true
value x(¢;_). Since an upper bound for the global truncation error of the trajectory at the

previous step, e;_(xp), is already available, this upper bound can be used to define the
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Figure 3.3: The intra-interval error s, defined for every point in time within the interval, is caused

by temporal linear interpolation of the constructed trajectory. The illustration does not
show the truncation errors 7 and e.

search area. Without depending on the true value x(z;_1), the regional Lipschitz constant

L(x;—1) sufficing

Vx,y € [xj,1 —€j-1,Xj—1 —|—ej,1] :
|A(tjflaxafah) _A(tjflyyvfah” < L(xj71)|x_y|a

(3.17)

as well as the regional value of the local truncation error 7;(x;_;) that bounds 7;(x(z;_1)

from above

Ti(xi—1) = ma T;
](xj 1) xE[qu—ejf],))(fjf]-‘rejfl] j(X) (318)

are used. Since this value depends on the global truncation error e;_(xg) calculated thus
far along the trajectory, it can — unlike the local truncation error (3.12) — not be calculated

from only looking at one time step.

Finally, the global truncation error for the trajectory starting at xg is given by

(3.15)
ej(xo) < Tj(x(tj—1))+ej-1

+h|A(tj—la-x(tj—l)7f7h) _A(tj—lv-xj—laf7h)|

(3.17),(3.18)
< Ti(xjo1) e HhL(xj-1)x(tj-1) —xj-1] (3.19)

(3.14) _
= ’Cj(xj_l) +ej-1 +hL(xj_1)ej_1

=Tj(xj-1) +ej-1(1+hL(xj-1)).

This is the main theoretical result of this chapter.
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Intra-Interval Error

The truncation errors calculated so far represent the errors of the sequence xg,...,x,. A
continuous curve is constructed from the sequence through linear interpolation for each

interval. This temporal interpolation causes additional error between the stored time steps ;.

(t—tji)xj+(t;—t)xj1
Ii—1j

L,Ei_il (Xjfl) = (3.20)

Due to the uncertainty of the one-step points, the additional approximation error for arbitrary

times ¢ € [tj_1,t;] is then given by

sj(x0,t) :=|LF_ (xj-1) = F_ (xj-1)]

< max |L/F} l(x)—Ftt- ()]

X€[xj_1—ej1.Xj-1+ej-1] " o
Taylor (3'21)
< max

xelxj_1—ej1xj1+ej 1]

1 (56

—(t—ti_1)(t;—t) max |F, (x)|.

(1) =), max [ES(9)

It is added to the error (3.19) to approximate the absolute error of the Lagrangian represen-
tation
aj(xo,t) :=e;(xo) +sj(x0,1). (3.22)

Application to Discrete Flow Data

The theoretical description of the truncation errors 7 and e provided in Section 3.3 shows
how an upper bounds of these errors can be defined for the Lagrangian interval flow map
representation outlined in Section 3.2. In practical applications, the theoretical estimates
are calculated based on derivatives that have to be approximated from data known only
at discrete positions. Depending on whether the method is used in situ (alongside the
simulation) or post-hoc, different amounts of information are available for computing the
required derivatives. It might make sense to compute high-resolution flow maps in situ,
utilize it to calculate the error estimates, and then write a sub-sampled version to storage.
This section shows how the error estimates can take the possibly reduced resolution of
the stored flow maps into account while using a high-resolution flow map for calculation.
It is also shown how a less accurate estimate can be calculated post-hoc, where only the

lower-resolution flow maps are available.

In the following, the high temporal and spatial resolutions of the simulation are denoted by

hfim and h;im; The lower resolutions of the data, as they are written to storage, are referred
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to as h, and A, respectively. Further, x?im are the full resolution grid points of the simulation,
x; the coarse grid points that are stored on disk, and especially xp,x; the two closest coarse

grid points that span the interval containing an arbitrary point x.

Local Truncation Error

In-situ, we can use the points x; on the high resolution grid to approximate the second
derivative in the formula for the local truncation error (3.13) using the second order finite
differences

IF) L (m) =2, (™) + B (1)

(B ) e .

(3.23)

hfcim2
with xffl being the left and right neighbor of grid point x;. We can also just use these grid

points to evaluate the regional local truncation error

_ (3.18)

Ti(xj 1) = max 7;(x)
xe[xj;l—ej—lvxj—l"'ejfl]
~ max Tj(xfim>
xflmE[xj—l_ej*17xj*1+ej71} (3 24)
(3.13)1
~ — max

2 xf"”‘e[xj,l —€j-1,Xj-1 +€j71]

(o1 = 2™) (x4 —x0) | ()

i tji1

)//(x_yim) ’ .

1

Post-hoc, we can only use the grid points that were stored to disk to approximate the

derivative . . .
| (xie1) =2 () + F) | (xig1)|
h?

We are then faced with two options for the construction of the regional local truncation error.

() (xi)] = (3.25)

If we want a coarse, quick approximation, we can use

h2
(x1 —x)(x—xp) < Zx (3.26)
to get
_ (3.18) h? .
Ti(xj ) ~ = max () ()] (3.27)

4 xie[xj,176j717x1;1+ej,1}
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and if we prefer a more exact, but computationally more costly estimate, we can linearly
interpolate the values of the derivative (3.25) in an arbitrarily higher resolution grid xl}-"gh

and evaluate the factors for 7;(x;_;) on that grid by

Ti(xj—1) ! ma
i(xj—1) == X
Y 2 el ey 1y i+e 1]
highy ( high high ; (3.28)
(1 =) (" = x0) (™" = x0) (B, ) (x1))
high -
+ (x =X [(F7 ) (x0)]).
3.4.2 Regional Lipschitz constant
The localized Lipschitz constant of the increment function can be estimated by
(3.10)
L(xj—1) < max max
xl,xze[xj,l—Ej,17Xj,1+ej,1]te[tj,l,tj]
ILFy | (x1) = LeFf ()
1 — 22| (3.29)

< max max
X1 ,sz[Xj,1 —€j_1Xj—1 +ej—1] 16[11;1 ,l_,']

| () = B (x0)]

X1 — x|

Due to the piecewise linear interpolation of the flow field, it is sufficient to look for the

maximal regional Lipschitz constant between neighboring grid points in space.

During the simulation, when still all time steps #*" with the high resolution of 45" are
known, the Lipschitz constant L can be approximated by the temporally discrete formula

(3.29)
L(xj—1) =~ max ~max
el 1—ej1xjo14e 1] P EL1 )]
S5 sim S5 sim
’F‘tjfl(xi )_Ej,I (x‘lgfl)‘

Sim
hx

(3.30)

In contrast, when performing post-hoc analysis, the values of the flow field between the
stored time steps are no longer known. We can, therefore, only approximate L using the

values at the stored time slices #; and the stored grid points x;

" "
3.29 F) (x;))—F’' (x_
L(x‘,-,l)(z) max By (i) — By 1)|. (3.31)

xie[xj,lfej,l,x];lJrej,l} hx
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3.4.3

Depending on the type of the simulation, the derivative ini"f (x;) would be known in situ,
because it is exactly the flow velocity u(x{"™,¢5) at position x" and time #*. In the
post-hoc analysis, however, the velocity field is not known exactly, but can be approximated

using finite differences up to an error of order O(h;) as

B (o) o (3:32)

Error Within the Sections

During the simulation, we can approximate the second derivative with respect to time in
(3.21) at each of the high resolution grid points x{" and high resolution time steps #*" using

the second order finite differences

1 sim Sim
£ s

Bl () ~

sim tj-1 (x;'vim)
(hgim)2 (3.33)

— 2" () 4+ B ().

tj—1 2

If the velocities are known in situ, we can use the symmetric finite differences of first order
instead of (3.33)

ng”:’ (xlwm) :l/'l(xfim, tsim)
|u(x;virn’tsim + h;wm) _ M(x;vim’tsim _ h;zm) (334)
2k '

~
~

Either approximation can the be used to evaluate the formula (3.21) at the in situ time steps
and grid points

. 1, . i
Sj (xo, tSlm) %5 (fwm - tjfl ) (t] - [Slm ejvi))lrél[?xl 1]
=14

.. es[m sim
. max |Ft,~71 (™)l
x"efj1—ejxjteji]

(3.35)

Again, during post-hoc analysis, the values of the flow map between the stored time steps
are not known. Due to the structure of the sectional spanning trajectories, we do not have
three consecutive points on one trajectory either. That means we can only approximate the
second derivative using the values on the reconstructed path lines

lit ti tiq
7 (xj-1) =2F] (xj-1) + F (xj-1)

e
Fljjq (xj—l) ~

2
hy (3.36)
Xjr1— 2Xj +Xxj-1

h,?
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3.5

42

As a result for the visualization of the error within the sections, we can choose arbitrary

sample points ¢ € R to evaluate (3.21)

t—ti_1)(t;j—t
M max }|xk+1 _2xk —|—Xk_]|- (337)

Silxp, 1)~
j0.1) 20, ke{j-1,j

Experimental Results

Multiple data sets were chosen to evaluate the theoretical error measures presented in this
chapter. We used a Runge-Kutta integration scheme to compute sets of consecutive flow
maps using the high in situ resolution for each scenario. The trajectory endpoints were
then stored on a regular grid, as explained in Section 3.2. Then, a number of seed points
were chosen randomly in the spatial domain of the data sets. A set of path lines was then
generated through consecutive interpolation of the stored flow maps for each interval. In
addition, a set of ground truth path lines was obtained by applying the numerical integration
method DOPRIS to the original flow field in its high resolution. From these two sets of path
lines, the actual reconstruction errors were calculated for each seed point as the Euclidean
distance between the integrated and the interpolated position. Applying our error estimate
to the reconstructed path lines from integration allowed us to directly compare the actual

errors to the theoretically predicted errors.

Double Gyre One of the data sets used for the evaluation of the theoretical error measure
in this chapter is the well known double gyre. It is a time-varying, two-dimensional
vector field with a closed boundary. We use the analytical definition from Shadden
et al. [SLMOS5] to calculate the velocity field. Example trajectory can be found in
Figure 3.4. The global truncation error (3.19) plotted to densely spread seedpoints all

over the domain for the 8-th time interval of 16 can be seen in Figure 3.7.

ABC The Arnold Beltrami Childress (ABC) vector field, as defined in [Hal01], is a time-
varying, three-dimensional vector field that features periodic boundary conditions.
Figure 3.5 shows a set of 1000 path lines that were obtained from 16 consecutive flow

map intervals.

Convection The convection dataset stems from a simulation of a two-dimensional flow
around a small, heated cylinder. As heat is transferred from the cylinder, the surround-
ing air begins to rise. Figure 3.4 shows a selection of path lines. The distribution of
the global truncation error over the domain for the 12-th time interval of 16 can be
found in Figure 3.8.

Chapter 3 Error Estimates for a Lagrangian Flow Field Representation



Pseudocolor
Var: epluss

0.09283
4
' 0.04641

—0.000
Max: 0.1201
Min: 0.000

Y-Axis

Figure 3.4:

0.90

0.70

0.504

0.30

0.20

0.10

T T T T T T T T T
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

Double gyre. Top: A reconstructed path line is shown with the estimated global
truncation error e from (3.19) represented by rectangles. Bottom: Five reconstructed
path lines are represented as tubes with a radius equal to the absolute estimated error a
from (3.22), which also determines the color. On both sides, the corresponding correct
path lines are plotted in black.
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3.5.1

3.5.2

Evaluation

The behavior of the average and the maximal estimated as well as measured global truncation
errors (3.19) for the different data sets can be found in Figure 3.6. It shows the errors
for 100,000 randomly seeded path lines as they progress through 16 time intervals. As
theoretically predicted, the error increases exponentially over time, which is why we depict
the results using a logarithmic scale. Our theoretical error estimate is constructed to bound
the actual error from above, which can be well perceived in the charts. The real error is
usually smaller than the estimated one. This can be attributed to the fact that the error
estimate represents only an upper bound for the error. In addition, errors from consecutive
time steps are able to cancel each other out. Since the upper bound of the error increases
exponentially with time, the difference between the estimated measured errors also increases

with each interval.

The relationship between measured and estimated errors becomes clearer in Figure 3.7.

Estimated errors (left column) and measured errors (right column) clearly exhibit the same
features, clearly demonstrating that the estimate does not only provide an upper bound, but

also correlates with the measured error.

Visualization

In a d-dimensional flow field, the truncation errors are d-dimensional vectors. The global
truncation error (3.19) at the endpoints of the sections per component mapped to a rectangle
can be found in Figure 3.4. The real positions of the path line can not be located outside the

rectangles. It shows how the global truncation error increases exponentially over time.

In order to also visualize the error between the stored time steps, we decided to encode
the Euclidean norm of the absolute error vector (3.22) in the radius and color of a tube
that is centered around the reconstructed path line. This representation of the path lines as
tubes resembles the uncertainty visualization method UFLOW as presented by Lodha et
al. [Lod+96a]. The tubes have a very intuitive interpretation, because the actual path line
has to lie inside of it. For long advection times, the radii of the tubes may become very
large, which can cause visual clutter. This is why we offer to only encode the error in the
color and draw a line instead of a tube to get a more sparse representation of the reliability
of the reconstructed path lines. Figure 3.4 shows five path lines in the double gyre data
set that were reconstructed using a set of 16 consecutive flow map intervals. The image
shows well how the error does not only increase over time, but also grows between each two

consecutive stored time intervals to become smaller as we reach the next stored position.
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3.6 Discussion

For application scientists who design and execute flow simulations, choosing the right
output frequency is tedious at best. Discarding a large number of time steps can seriously
compromise the accuracy of any trajectory-based analysis, while storing all time steps is
simply not feasible due to time constraints. Even though it has been shown in the past that
the errors can be reduced using a Lagrangian flow field representation, the same trade-off
still applies.

This chapter has introduced a method to estimate the error of individual trajectories that
are reconstructed from that Lagrangian flow field representation. We have compared the
theoretical estimate to the actual errors for path lines in a number of example flow data
sets. The results show that using our method, a reasonably accurate upper bound of the
reconstruction error can be computed. Further, our experiments have confirmed that the

error estimates correlate with the actual errors and reveal similar features.

Using our estimates, the error behavior of the Lagrangian representation can be assessed
as the simulation progresses. Not only will this enable the application scientist to evaluate
the quality of trajectories that are later used for visualization, but it also makes it possible
to define error bounds that can then be used to automatically steer both the frequency and
spatial resolution of stored flow data. In some applications, the maximal error may not even
be of very high relevance: the end points of trajectories seeded in areas with a very large
reconstruction error are highly sensitive to perturbations of the start point. It could make
sense to accept these usually localized errors, and use a measure other than the maximum,
such as a percentile, to control the resolution. Our measures provide the means to implement

and monitor such a scheme.

In the future, we will examine how this error estimate can be used in situ to control multi-

resolution storage schemes.
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Comparative Visual Analysis
of Lagrangian Transport
in CFD Ensembles

The error measures described in Chapter 3 serve to assess the accuracy of a Lagrangian
flow field representation, with the ultimate goal of representing the output of a simulation as
closely as possible given storage or bandwidth restrictions.

When using simulation methods to make predictions about real-world, physical phenomena,
a single simulation run can not capture the entire range of possible outcomes. Instead, the
results are highly dependent on parameters, boundary conditions, and the mathematical
simulation model itself. In many cases, the setting cannot be exactly specified beforehand
and has to be estimated.

Recent increases in computational power and the availability of high performance parallel
computing have made it feasible to run numerical simulations repeatedly for large sets
of different parameters in reasonable amounts of time [Smi+09]. The purpose of such
an approach to simulation is to compensate for the complexity of real-world physical
phenomena by capturing a large number of behaviors. The underlying assumption is that the
insight gained from multiple alternative mathematical models allows for a more complete
understanding of the real-world phenomenon and how it relates to computational models. A

set of output that results from multiple simulation runs is referred to as an ensemble.

Ensembles of time-varying vector fields, as generated by computational fluid dynamics
simulations, pose severe challenges to the field of comparative visualization. For ensembles
of (stationary) scalar fields, a localized Eulerian comparison can provide appropriate means
for comparative analysis. In vector fields, however, the property of central interest, namely
the transport of material, is a Lagrangian characteristic of the field. Here, local comparisons
are complicated by the wide range of diverging and converging flow behaviors that may
be present in individual fields. An analysis of this type of behavior therefore requires the

development of novel approaches to efficient ensemble visualization.

This chapter introduces a trajectory-based, Lagrangian approach to the comparison of the
transport behavior in flow field ensembles. To identify areas of agreement and disagreement

across the ensemble members, a classification strategy based on two types of variance is
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introduced. The approach examines the behavior of Lagrangian neighborhoods in individual
simulation runs and relates those to joint behaviors present in the ensemble. Both cases
heavily rely on trajectory information obtained through path line integration techniques, as
known from methods such as Finite Time Lyapunov Exponent (FTLE) analysis, and analyze

properties of the advected neighborhood using Principal Components Analysis (PCA).

Results are provided to show how the techniques introduced in this chapter enable a
robust visual comparison of the transport behaviors present in flow field ensembles, and
provide means to identify prevalent deterministic transport behaviors. The effectiveness
of interaction and querying techniques for such a comparison in a selection of 2D and 3D
time-varying benchmark data sets is demonstrated. In summary, this chapter makes the

following contributions!:

» Computation of individual and joint vector field variance: We provide a definition of
generalized Lagrangian neighborhoods in flow fields that allows the computation of
variance-based flow divergence on arbitrary scales. Furthermore, our work establishes
a notion of flow divergence for multiple fields. The proposed joint vector field
variance can be seen as a form of multi-field FTLE.

» Definition of Lagrangian comparability: We propose a classification space for ro-
bust comparison of Lagrangian transport by connecting intra- and inter-vector field
transport variance.

* A framework for the comparison of time-varying flow fields in an ensemble: Together
with trends analysis, interaction, and comparability classification, this chapter presents

a framework for Lagrangian transport comparison in CFD ensembles.

The chapter proceeds with a presentation of related work and definitions in sections 4.1
and 4.2, respectively. We then detail Lagrangian properties and our approach to comparing
transport in time varying flow fields in Section 4.3. Section 4.4 shows how we applied our
approach to the comparative visualization of vector fields in an ensemble. Sections 4.5

and 4.6 present results of our work and conclusions.

Related Work

This chapter is focused on the comparison of a specific property of time-varying flow fields,
namely material transport. Since this property is not directly encoded in the form of scalar

fields, we are confronted with the challenge to compare sets of flow trajectories across

I'The results described in this chapter were published in [Hum-+13].
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CFD ensembles. As a consequence, our work extends the state-of-the-art in ensemble

visualization to 2D and 3D ensembles of time-varying flow fields.

Stationary vector fields may also be compared based on their topological skeletons as
demonstrated by Otto et al. [Ott+10; OGT11]. For time varying data sets, however, no
definition of a topological decomposition exists. Instead, separating stable and unstable
material lines may be extracted over finite amounts of time, by extracting the Finite Time
Lyapunov Exponent (FTLE) field. As discussed in Section 2.5, extremal values of this
field indicate that flow trajectories seeded within an infinitesimal neighborhood diverge
strongly over time. Semantically, such an FTLE field represents a comparison measure
for fluid transport within a spatial neighborhood. In visualization, this type of divergence
measure has been extracted from dense sets of trajectories [Gar+07a], as well as in a
localized fashion [Kas+09; Obe+09]. Recently, Schneider et al. [Sch+12] proposed the
use of Principal Component Analysis (PCA) to compute variance based flow divergence
in uncertain vector fields. Our work makes use of the notion of FTLE as a representation
of integration reliability and extends PCA based variance estimation to neighborhoods of
particles within a single flow field as well as across members of an ensemble.

Uncertain data often consists of data samples drawn from a set of simulation runs, and as
such is closely related to ensemble data sets, a data type that has recently come into focus
of the visualization community. A prime application area for ensemble visualization is
climate research, where multiple climate prediction models are used to produce climate
forecasts. Potter et al. [Pot+09a; Pot+09b] investigate visual analysis of such ensembles
through trends and contour or Spaghetti Plots and color-mapped per-point means and
averages [WP09]. Generalizations of such contour plots are used by Sanyal et al. [San+10]
alongside uncertainty glyphs to analyze scalar-valued weather forecasts. In simulation
ensembles, where clear trends in qualitative outcome are detectable, an ensemble clustering
step can be beneficial before performing statistical data averaging, as demonstrated by Smith
et al. [Smi+06]. Our work employs per-point averaging and trends analysis techniques
within the context of Lagrangian flow trajectories. As common in ensemble visualization,
we also make use of summary statistic plots. A complete comparison of members of an
ensemble is a challenging and complex task that requires the implementation of linked
components for data comparisons on multiple levels. For 2D scalar field ensembles in
powertrain system development, such a complex system may consist of domain, feature, and
member-based comparison components [Pir+12]. Jarema et al. [Jar+15] proposed a method
to visualize distributions in 2D vector field ensembles using Gaussian mixture models,
glyphs, and pairwise differences. Petz et al. [PPH12] investigate spatial distributions of local

features such as critical points and cores of swirling motion in uncertain vector fields.

4.1 Related Work
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Trajectory based comparison techniques [Lod+96b] allow for the analysis of streamlines
generated by different numerical integration schemes. Uncertainty of particle traces in
fluid flow is encoded using envelopes, ribbons, and various glyphs arranged along the
trajectory. Verma and Pang [VP04] extend this work by performing pairwise comparisons
of streamlines from two different vector fields. They note that distinguishing between errors
caused by numerical integration and differences present in flow fields is crucial for effective
comparison. The approach presented in our work verifies this observation and generalizes
the notion of integration reliability or uncertainty and field differences by distinguishing

between joint and individual transport variance in ensembles of time-varying vector fields.

Botchen et al. [BWEQS5] presented a texture-based method for the visualization of uncertainty
in velocity fields. For fluid flows, dense texture-based visualization techniques of uncer-
tainties in flow fields have proven to be especially suitable for 2D vector fields [BWEO06].
Combined with overlaying approaches, they can be used to compare small numbers of flow
and scalar fields [Urn+06]. Alternatively, geometric features, such as vector glyphs [WPL96]
can be extended to encode uncertain information, such as variability in direction and mag-
nitude. Hlawatsch et al. [Hla+11a] proposed glyphs for uncertain, time-varying vector
fields.

4.2 Background: Ensembles and Material Transport

The visual analysis of ensemble data sets has gained in popularity during the past decade [WP09].
In this chapter, we focus on the visual comparison of transport behaviors present in an
ensemble of vector fields. We presently recapitulate formal definitions of such data and

motivate the desire to perform a visual analysis of flow ensembles.

421 Ensembles

Ensemble data sets pose multiple challenges for visualization. Owing to the fundamental
idea of running multiple simulations, the amount of data contained in an ensemble data
set is typically much larger than that of a single simulation run. This leads to issues with
storage, transfer, and processing before visualization can even be attempted. Secondly, the
sheer amount of information contained in an ensemble is difficult to handle. In essence, an
additional dimension is added to the often already existing three spatial dimensions and the
temporal dimension. A naive approach would be to apply traditional visualization methods

separately to each ensemble member and then compare the results. Such an approach is not
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likely to succeed, because the results of many visualization methods (i.e., images of curves

or scalar fields) do not easily lend themselves to direct comparisons.

Formal Notation A d-dimensional time-varying flow field

u:Qxl—>R? 4.1)

is a vector-valued function defined over the spatial domain Q C R¢ and over an interval in
time / C R. In this thesis, a flow field ensemble E is defined as a collection of m such vector

fields defined over a common domain, Qr = Q;N...NQ, and Ig =L N...N1,:

E:{l,....m} xQgp x Iz - R4 4.2)

We call the first (discrete) parameter dimension of this mapping the ensemble dimension. In
order to establish meaningful semantics for a vector field comparison, all u; = E(i, .,.) are
assumed to correspond to solutions of models for the same physical phenomenon. Because
this work does not aim at explicit parameter optimization, our definition of an ensemble
does not require that the simulations used to create individual u; share a common parameter

space.

A time-varying flow field u describes the trajectories x of infinitesimal particles according
to the following differential equation

=u(x(t),t) (4.3)

with initial particle position x(fy) = X¢. In the following we denote an individual particle
or trajectory simply as X or X;. Numerical integration of equation 4.3, e.g., using 4th-
order Runge-Kutta techniques or adaptive methods such as DOPRIS, allows the explicit
computation of particle trajectories. In a Lagrangian setting, flow field properties such as
pressure, speed, and particle neighborhoods are explicitly transported along with the flow
and stored at such moving particle locations, rather than being position-bound in the form of
a Eulerian representation. In the following, we recognize transport as a central Lagrangian
property of flow fields.

For a single flow field, analysis of transport behavior can be achieved by evaluating such La-
grangian properties over a spatial neighborhood around a flow particle. These comparisons
allow for the analysis of differences in particle behavior and are detailed in the following

sections.

4.2 Background: Ensembles and Material Transport

55



4.2.2 Material Transport
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Numerical simulation models for complex physical phenomena involve large sets of simula-
tion parameters. For fluid simulations, typical parameters include physical properties such
as boundary conditions (e.g., pressure or temperature), viscosity, stiffness, or other internal
forces as well as simulation parameters, such as simulation accuracy or resolution. In order
to reproduce a physical behavior, this parameter space needs to be explored (cf. [BM10])
until simulation results converge to experimental observations. As simulation behavior in
this parameter-space is highly nonlinear, unguided manual exploration of parameter space
requires tedious and repeated comparisons between simulation outputs. In order to expedite

this process, domain experts increasingly make use of ensemble techniques.

For vector fields, the output of fluid simulations, the most characteristic property is their
transport behavior. This transport behavior describes where material is transported, defines
(topological) boundaries or transport barriers, regions of flow divergence and convergence,
and the deformation and displacement of material elements in general. Consequently, a
natural question arising in the visualization of vector field ensembles is how to extract and
visualize similarities and differences in Lagrangian transport. Figure 4.1 illustrates transport
behavior in multiple vector fields and exemplifies the task of Lagrangian comparison.
This illustration reveals immediate similarities between transport behavior analysis in an
ensemble and divergence analysis for neighborhoods in individual fields. In the following
sections we make use of such divergence measures in order to analyze differences and
commonalities of transport behavior in vector fields of an ensemble and present a framework

for visual comparison of Lagrangian transport behaviors.

Note that ensemble comparison strategies can generally take two different approaches. The
most common approach is data-oriented, and involves merging or overlapping the domains
of individual runs, followed by a per-point comparison in data space. An alternate approach
is to compare members of an ensemble in feature space. Hereby comparisons are not
performed on data at a specific location, but over a set of features present in the flow field.
Similarities can then be defined by the presence or absence of common feature types, shapes,
or properties (see for example [Wei+10; OJ12] for feature based similarity metrics in flow
fields). The techniques presented in this chapter represent a hybrid method — comparisons
are performed in data-space, while relying on the transport property computed from flow

trajectories.
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Figure 4.1: A particle started at identical positions in all vector fields of an ensemble is transported
to different final positions. Different locations in the ensemble lead to stronger or
weaker separation of particle positions. Notice the conceptual similarity between
ensemble divergence and individual flow field divergence.

FTLE and the Flow Map

The observation that multi-field comparisons of Lagrangian transport are related to diver-
gence measures in single fields is an important insight for the techniques developed in this
chapter. For this reason, the following sections analyze the notion of fluid transport in
an individual flow field and existing means for comparison and establish a basis for the

subsequent presentation of novel multi-field ensemble comparison techniques.

The best-studied property of Lagrangian neighborhoods is the tendency of particle neigh-
borhoods to diverge or converge over time. The Finite Time Lyapunov Exponent (FTLE),
which measures exponential stretching of infinitesimal particle neighborhoods over finite
intervals in time, is a measure of this characteristic. This measure can be computed directly
from the gradient of a displacement map, given by the flow map F, of a vector field. As
described in Section 2.5.1, during FTLE computation magnitudes and directions of maximal
deformation of an infinitesimal neighborhood can be obtained directly from the eigenvalues
and eigenvectors of the left Cauchy Green tensor of VF [Obe+09]. Thus, the FTLE is a
suitable measure to compute relative stretching and divergence of an infinitesimal neighbor-
hood in a single flow field. However, a generalization of this approach to ensembles is not

straightforward.

Lagrangian Comparison of Flow Ensembles

A possible avenue for comparative transport analysis in flow ensembles is a generalization of

Lagrangian measures over particles neighborhoods, which we examine in the following.

4.3 Lagrangian Comparison of Flow Ensembles
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Divergence of Generalized Neighborhoods

Let the domain D C R? of u be densely sampled by a set of n flow particles x; € {x;...x, }.
Let x be a specific flow particle. At any point in time ¢ € R, we can define a generalized
neighborhood for x as follows:

Nx(t) = {x; € {x1..x, } | P(x(),x;(¢)) = true} (4.4)

where P is a neighborhood predicate that indicates local adjacency. An example of a spatially

isotropic neighborhood predicate P with radius r € R is

. i) —x@)l <
(x(1),x;(1)) = . 4.5)
0 otherwise

Note that these types of spatial neighborhood predicates allow the discussion of an implied
neighborhood scale based on the choice of r. In Section 4.3.2, we give neighborhood
predicates for ensembles that also include non-spatial dimensions. In this generalized
definition, the Lagrangian neighborhood is no longer limited to particles that are immediate
spatial neighbors of x, but may be a scattered across larger regions in space.

FTLE The applicability of FTLE techniques is directly influenced by properties of this
neighborhood. FTLE computations require the local linearization of the deformation map,
i.e., the computation of the flow map gradient VF', or the velocity gradient tensor [Obe+09].
For this reason, the Cauchy Green tensor derived during FTLE computations is only an
accurate representation of deformation if the deformation of the Lagrangian neighborhood
can be linearized with sufficient accuracy. For generalized neighborhoods, i.e., particle
neighborhoods that extend over a set of simulations or over regions in space, the function
describing fluid deformations tends to become increasingly nonlinear and therefore unsuit-
able for the direct application of FTLE techniques, as shown in Figure 4.2. Note also that
while the flow map may be averaged over larger regions of space to obtain FTLE values
for spatially large neighborhoods, flow map gradients cannot be computed across multiple

vector fields due to a lack of a metric/ordering for the ensemble dimension.

PCA An alternative to computing the linearized deformation or shape change of a neighbor-
hood is to measure geometric or statistical properties of the neighborhood after deformation.
Note that these properties are in general absolute measurements of neighborhood properties

and stand in contrast to the relative notion of deformation given by FTLE. However, if
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Figure 4.2: Differences between spectral decompositions of the left Cauchy Green tensor and
the particle covariance matrix for an identical deformed neighborhood. Left: Both
extracted coordinate frames are identical for an isotropic neighborhood with linear
deformation. Right: For non-linear deformations, principal components (red) and
singular values of the deformation gradient (blue) diverge. The velocity gradient tensor
and the Cauchy Green tensor lose accuracy when computed for strongly nonlinear
mappings.

the statistical and geometric properties of the neighborhood definition in Equation 4.4 are
constant over the complete data, these properties can provide a notion of certain relative
neighborhood changes. Let in the following F; (Nx(f)) = {xi(t) | x; € Nx(to)} denote the
set of particle positions obtained by advecting all particles in a neighborhood Nx(#) for a

time of t —1y.

Principal Components Analysis allows the extraction of extremal directions of this set of
displaced point positions. PCA computes the eigenvectors and eigenvalues, i.e., directional
variances, of the covariance matrix £ € R?*¢, given by

1

X(F,
n—lk

i (Nx(0)))ij =

M=

(ki (1) — i) - (e () — ) (4.6)

1

where n = |Nx(t)|, x; and x; are the ith and jth component of a vector x indicating particle
position. The vector u represents the mean of all positions in F (Nx(to)). By construction,
eigenvectors of X correspond to directions that minimize the squared distance to all points in
the point set. Additionally, eigenvalue magnitudes correspond to directional variances. PCA
can be viewed as an approximation technique for multidimensional Gaussian distributions
and is, therefore, a purely statistical measure. This implies that there are several conceptual
differences between PCA and Cauchy Green tensor based spectral decompositions: Rather
than representing a relative change in displacement, it measures characteristics of the final
neighborhood distribution. PCA is therefore identical for arbitrary permutations of particle
positions. Note that there are special cases, where outliers in F; (Nx(to)) can distort PCA
values (see for example [MMYO06]). Inspection of outlier behavior is discussed in Section
4.3.6. We make use of PCA in the remainder of this chapter for its capability to give a
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measure of flow divergence and represent statistical variance of advected point clouds at the

same time.

We propose to combine the presented definitions of generalized Lagrangian neighborhoods
and PCA into a novel technique for the Lagrangian comparison of time-varying flow fields
in an ensemble E. In the following, we do not distinguish steady from unsteady flow fields,
but note that flow field comparison for steady fields can generally rely on simpler techniques,

such as a comparison of topological graphs.

It is important to note that deformations of particle neighborhoods carry additional infor-
mation that may be captured with FTLE-related or PCA-based methods. Eigenvectors of
the derived tensors can, for example, provide directions of neighborhood expansion and
contraction, adding another level of complexity to the analysis process. In the course of
this chapter, we exclusively focus on scalar measures of variance, keeping in line with
previous work on ensemble visualization and exploiting it as a well-understood probabilistic

measure.

Lagrangian Neighborhoods for Ensembles

As indicated previously, defining a comparison technique that incorporates transport be-
haviors of multiple flow fields requires the extension of classic Lagrangian neighborhoods
across multiple domains. We propose to use the following neighborhood predicate as a

neighborhood definition for a complete ensemble

Lf X () —x2e(r) | < r
Pe(x(1),x;(t)) = 4.7)
0 otherwise

as required by Equation 4.4. The main difference to Equation 4.5 is that particles x; and
x may belong to different ensemble members. The positions x** (.) correspond to particle
positions projected into the common ensemble domain. This essentially defines a radial
neighborhood spanning across all domains {Q;...Q,,}, treating particles x; and x as if
they originated from the same simulation run. Thus, the predicate results in neighborhoods
containing exactly m particles (one for each run) for a radius of zero. We denote a Lagrangian
ensemble neighborhood as Ng. The results presented in this work use a constant radius r

over the entirety of the ensemble domain Q.

This neighborhood definition treats all ensemble members equally by collapsing the ensem-

ble dimension.
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4.3.3 Naive Transport Comparison

Given our ensemble neighborhood definition together with PCA-based variance estimation,
we are able to make a direct comparison of transport properties of multiple flow fields. An
analysis of Lagrangian flow field comparison based on an ensemble neighborhood with
radius r = 0, a point-based comparison, reveals the following insights: For a given advection
time 7 — #p and a specific point x in Qg, a PCA of X(F (Ngx(fp))) measures the variance in
advection across all ensemble members. A large maximal eigenvalue of X indicates that
the compared vector fields disagree in the final advected point position. As a consequence,
the agreement of ensemble members in a neighborhood Ngx(fy) is measured by its joint
variance Varg (Nx(t0)) = Amax(X(F/! (NEx(0))). High values of joint variance are expected
in regions with non-deterministic or strongly varying transport behavior across runs of the
ensemble, whereas low values indicate deterministic fluid transport behaviors that are shared
across runs. While this is a valid measure of inter-field variance, there are multiple concerns

with respect to expressiveness and practical utility:

1. Outliers and grouping or trends are not detected.
2. Susceptibility with regard to simulation noise.

3. Susceptibility with regard to accuracy of the numerical integration technique.

The last two points are mainly due to the fact that intra-field variance is neglected during

comparison. The following example illustrates this problem:

Let u; be a set of vector fields originating from the same simulation model and with identical
parameter settings. Let there be minimal noise in the data due to differences in numerical
precision, varying hardware environments, or due to non-deterministic behavior caused
by programming errors. Let further x = (xo, o) be the location of the point considered for

Lagrangian comparison.

Assuming for simplicity that u; are truly identical (u; = u for all i), we can model this
noise by applying a random infinitesimal offset vector & to X¢ in every simulation. The

displacement of every (xo + &%) € Ngx(fo) with respect to (xg,Z) is then
th (XO + 8,') - FZ) (Xo) = VF;) (X()) <& 4.8)

Here, the maximal value is used in the computation of o} (o). Consequently, the eigenvalue
magnitudes of X(F/ (Ngx(t0))), the joint ensemble variances, are directly dependent on
o; (Xo), or the variances of individual fields, Z(F; (Nix(?))).

We conclude that there is an immediate relationship between single field divergence/vari-

ance and joint ensemble variance, when numerical inaccuracies, as caused by noise or
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inaccurate particle tracing [LB98], come into play. In summary, large joint variances may
not accurately describe fundamentally different transport behaviors in the field, if high
individual variances are present. This insight is central to the development of our joint
variance classification scheme developed in this chapter and similar to observations made
by Verma and Pang [VP0O4].

Variance Classification

We conclude from these observations that a one-dimensional space, e.g., one based on joint
variance values, is insufficient for reliable comparison and instead utilize a two-dimensional

classification space.

To enable a complete comparison of transport behaviors in a vector field ensemble, we
propose to combine individual and joint variance analysis into a complete variance classi-
fication framework. Instead of exclusively computing Varg (Ngx(fo)) for comparison of a
Lagrangian neighborhood Ngx(fo), we express every particle x with associated ensemble

neighborhood in a new classification space C comprised of joint and individual variances:

C = Varg (NEX(I())) X Var(le(to)) X ... X Var(NmX(to)), 4.9)

where Ni (1) is a respective neighborhood in €;. In this space, every neighborhood is
expressed as m + 1-dimensional point. Note that we use a fixed advection time ¢ — fg, which

would otherwise further increase dimensionality of this space.

Because the ensemble dimension is not ordered and possesses no metric, we collapse/project

this classification space to two dimensions, as illustrated in Figure 4.3.

Classification Space

In summary, every particle neighborhood Fy (Ngx(to)) has a single joint variance and m
individual variances. Using the average of these individual variances, we are able to represent
variance for each point x in the ensemble as a single point in the collapsed classification
space:

C' = Varg (Ngx(tp)) x Var(Nx(to)) (4.10)

with

Var(N (1)) = % Y Var(Na(io). @.11)
i=1

This location is identical to the mean location of the error-bar representation in Figure

4.3. Other forms of averages, such as the median or mode may be used interchangeably to
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Figure 4.3: Left: The classification space represented as a combination of two-dimensional spaces.
Depicted is a single point of the ensemble domain, with a different value of individual
variance in each run. Joint variance is defined across the ensemble and, therefore, takes
only a single value. The space is then collapsed along the non-spatial dimension of
ensemble runs (center), until, finally, the point set is reduced to the properties of its
distribution (right). In our experiments, we use the mean as a representative; however,
other values, such as the maximum, could also be useful.

reduce the impact of outliers. While the mean is only a basic measure of the distribution of

individual variances, it allows for an indication of prevalent flow divergence magnitudes.

The position of a point x, when mapped into the classification space C’, can provide insights
into the comparability of the flow fields’ transport behaviors. More specifically, using this
average individual variance allows us to identify different classes of transport comparability.
We distinguish first by average individual variance and then consider joint variance to obtain

the following distinct cases:

In general, a low average individual variance (lower region of C’) indicates the tendency
of all runs to have numerically stable particle trajectories with low flow divergence. In
such a situation, reliable comparison of transport behaviors based on joint variance values,

similar to the naive comparison strategy, is possible:

* Low Joint Variance: The vector fields in the ensemble show similar and stable
transport behavior. Flow trajectories transport fluid to locations that are spatially
close. Furthermore, due to low individual variances, the computed individual flow
trajectories are reliable representatives of flow behavior. If the ensemble is used to
model a stochastic process, these features correspond to deterministic flow transport.

* High Joint Variance: Vector fields show strongly dissimilar transport behavior. Paths
of individual flow trajectories are in regions with low divergence and, thus, reliable

representatives of the underlying flow in the region. However, at the same time,
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Figure 4.4: Comparing transport behaviors in of two flow fields (black and blue). Left: Both flow
fields have low individual variance, as illustrated by similar behavior of neighbors.
However, joint variance is high. Right: Both flow fields have a high individual variance.
Joint variance is also high. Note how a slight relative displacement of path lines in one
of the fields would yield different joint variance values.

trajectories in different flow fields transport fluid matter to spatially separate regions

of the flow field. A trend analysis (see Section 4.3.6) can aid in further analysis.

In contrast, in areas of high average individual variance (upper region of C’), noise and
numerical errors have a strong influence on the displacement of fluid matter. Drawing
reliable conclusions about flow comparison is difficult. The values of joint variance are
generally not fully independent of the individual variance values: if the neighborhood
radii used to compute individual and joint variances are identical, joint variance values
tend to be higher than the largest individual variance. The reason for this is that the joint
particle neighborhood used for PCA corresponds to a union of the individual displaced
particle neighborhoods. Thus, an explicit distinction between different types of high average
individual variance based on joint variance values is not always possible. Otherwise, the

following tendencies can be identified:

* Low Joint Variance: All fields likely show similar transport behavior. All fields
transport particles to spatially close regions in the ensemble. Due to numerically
unstable trajectories in individual fields, drawing a conclusion about comparability
needs further investigation of the fields.

* High Joint Variance: The fields likely show dissimilar transport behavior. Due
to highly divergent individual trajectories, the difference between transport across
the ensemble may be caused by noise or inaccurate integration. Without further

investigation, transport behaviors must be regarded as incomparable.

Figure 4.4 illustrates two of the four described cases. In order to allow the investigation of
transport behavior in regions with a high joint variance, we implement a transport trends
analysis based on particle clustering (Section 4.3.6) and provide means for interactive
trajectory seeding (Section 4.4).
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4.3.6 Qutliers and Trends

As a variance based description of particle distributions after advection, PCA suffers from
the same limitations as other statistical analysis techniques that fit normal distributions
to arbitrarily distributed data. While its ability to provide a quantitative measure of the
spreading of flow particles is suitable for the identification of commonalities and differences
in flow transport, it cannot model trends or outliers in the set of flow neighborhood positions.
These, however, are important measures for the comparison of ensemble data. For this
matter we extend the purely variance-based analysis with a capability to highlight trends

and outliers.

For the purpose of this work we rely on a single abstract definition that covers trends and
outliers. Trends or outliers in transport behavior are present in a particle neighborhood, if
F} (Ngx(o)) contains one (outlier) or multiple (trend) flow neighborhood locations S that are
(jointly) separate from the rest of the advected neighborhood, F| (Nex(to)) \ S. In practice,
we detect and quantify trends by performing a Minimum Spanning Tree (MST) cluster
analysis of F} (Ngx(fo)).

Trends and outliers become relevant for locations in the ensemble that show a large joint

variance. In these cases we perform a trends analysis as follows:

1. Construct one MST for every set of particles in F; (Ngx(fo)) that originates from the

same run.

2. From these individual MSTs, construct one joint MST, such that it connects all
particles in F; (Ngx(10)).

3. Remove edges created by the joint MST that are longer than Asep.

4. Count connected components in the resulting graph.

Since the MST is cycle free, the number of connected components is one higher than the
number of edges created by the joint MST whose lengths exceeds Asep. We chose Asep
empirically to be a fraction of the average trajectory lengths of particles in F} (Nex(t0)).
Figure 4.5 provides an illustration of our trends and outlier detection. Components that
contain only particles from one member of the ensemble represent a run whose transport
behavior is an outlier. A graph component with particles from two or more runs constitutes
a trend. The number of connected components may be used as simple visual indicator of

transport trends and can enrich purely variance based visual comparison.
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Figure 4.5: For trend and outlier detection MSTs are first created for members of individual runs
in Fy (Ngx(to)); here m = 3 (left). In a second step, lengths of new edges in the joint
MST provide a measure of distance between ensemble neighborhoods (right).

Visualization

Our visualization system consists of two components: a statistical representation of variance
distributions in the form of a scatter plot, accompanied by a rendering of the flow domain.
Both representations are semantically linked with regard to interaction. This approach
is inspired by the use of multi-dimensional histograms to generate transfer functions for
volume rendering [KD98; KKHO02].

Classification Space

The collapsed classification space C’ can be visualized directly in the form of a scatter plot.

Each point x of the ensemble domain Qf is mapped to its position in the classification space:

X — (VarE (NEX(Z‘())),W(NX(Z()))). 4.12)

Section 4.3.5 described four cases of the variance configuration and their associated interpre-
tation with regard to ensemble transport behavior. To obtain a first impression of ensemble
behavior, a color map is constructed using four colors and used to depict the ensemble’s
behavior, as exemplified in Figure 4.11. While any choice of colors is technically possible,
the examples presented in this chapter use the following color scheme for each corner of the

classification space.

green: lower left corner. Both individual and joint variance are low.

red: lower right corner. Individual variance is low, while joint variance is high.
blue: upper left corner. Individual variance is high, while joint variance is low.

white: upper right corner. Both individual and joint variance are high.
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Note that red and green regions indicate that a comparison of the transport behavior is
possible using the joint variance value, while other regions are difficult to compare. However,
it can be said that blue regions tend towards similarity, while white regions tend towards

dissimilarity.

A second color-coding variant is aimed at visualizing the results of the trend analysis from
Section 4.3.6. Here, we choose color based on the number of identified trends.

blue: one trend (no distinguishable trends found)
gray: two trends
yellow: more than two trends

An example can be found in Figure 4.12.

Ensemble Domain

For two-dimensional fields (Qr C R?), a straight-forward visual representation can be
produced immediately in the form of a color-mapped planar representation according to
the color maps described above. To facilitate the transfer of insights gained by visualizing
the classification space back to the ensemble domain, we can directly assign colors in the
ensemble domain Qf. Each position is assigned its corresponding classification color. The

result can be seen in, e.g., Figure 4.11.

Since the green areas (low variances) indicate similar behavior across the entire ensemble, in
these areas traditional vector field visualization methods such as Line Integral Convolution
(LIC) [CL93] can be applied to a representative field to jointly visualize the flow, e.g.,
from one of the ensemble members. This is achieved by assigning a lower opacity to
the green color and then blending the visualization over a LIC-image. An example is
provided in Figure 4.7. Note that LIC images are representations of stationary flow and
as such have a limited expressiveness in highly time-varying flows. Alternative time-
varying options include e.g., UFLIC, which was demonstrated to work well in combined

visualizations [Gar+09].

For three-dimensional fields (Qg C R?), occlusion renders such a straight-forward method
impossible. Instead, we visualize the ensemble domain using volume rendering. The quality
and usefulness of volume rendering depends strongly on the choice of a transfer function,
that maps the visualized data values to color and opacity [DCH88]. For this reason we define
opacity in two stages: Analogously to the two-dimensional case, the low-variance, green
areas are assigned a lower opacity than high-variance regions. In a second step, this opacity

value is used as input for a user-definable, bump-shaped opacity transfer function that
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specifies the final opacity of a voxel in the rendering. This yields a depiction of structures
that exhibit either high individual variance, high joint variance, or both, thereby capturing
the areas which are of most interest in comparative flow ensemble analysis. An example is

depicted in Figure 4.6.

Interaction and Exploration

Beyond the semi-automated color mapping outlined above, it is of course necessary to allow
user control of color and opacity mapping. We provide a number of interaction modes of

increasing complexity.

First, it is not immediately obvious which variance values should be considered “low” or
“high”, especially since the maxima of joint and average variance are usually represented
by outliers. Also, such a classification may depend on the data set, application domain,
and features of interest. To steer the corresponding mapping, we allow a user to select
a rectangular area within the visualization of the classification space — initially set to the
extent of the classification space — that is used as the basis of the above color mapping. The
four corner values are interpolated smoothly within the rectangle, see Figure 4.7. For data
points outside the rectangle, the color of the closest point on the rectangle is used. Further,
the inside of the rectangle defines a transitional area to cover variance ranges for which a

clear classification cannot be made.

Using the techniques described so far, it is possible for a user to gain an overview of
an ensemble’s joint transport behavior. We provide two further tools for a more specific
investigation. First, in classification space, we enable a user to manually highlight specific
regions using standard brushing tools. The visualization of the ensemble domain is instantly
updated to reflect the change of the color map. This allows a user to closely examine features

such as classification-space clusters, that may be apparent in the scatter plot.

Moreover, in the ensemble domain, we support the placement of path lines to visualize the
flow locally, as shown in Figure 4.9. For a given seed point, a path line is started in each
ensemble member and then displayed in the ensemble domain. While this method is not
suitable for visualizing the flow globally, it is highly useful to provide additional insight into
the local transport behavior. When applied to regions of low joint variance, the result is a
tight bundle of path lines that indicates the flow direction in all ensemble members. Outliers

can be identified immediately as they diverge from the bundle.

When a path line is seeded in an area of high joint variance, the curves tend to fan out in

different directions. Trends can be identified as clusters of the path line endpoints. This
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Figure 4.6: Left: Volume rendering of individual variance and joint variance for the classified
Rayleigh-Taylor Instability. Transport behavior in the middle of the data set is detected
to be strongly dissimilar as expected. Right: Volume rendering of individual and
joint variance for the classified 3D convection data set. The classification procedure
proposed in this work reveals strong disagreement between ensemble members along
lateral sides of the ensemble.

is especially useful in connection with a visualization of the number of trends, since each

trend can be explicitly identified.

Experiments

Implementation

The implementation of our visual analysis framework is comprised of tasks that require
different amounts of processing time and memory. For the construction of advected neigh-
borhoods F/ (Nx(t)), we sample the flow fields uniformly and compute a corresponding
flow map F,f) (.) for every field of the ensemble. This pre-computation is identical to the flow
map computations required for classic FTLE techniques. Depending on the underlying grid,
interpolation scheme, flow map resolution, and the integration time ¢ — #p, computing the
flow map can be computationally expensive. In the examples shown here, the computation
time of a complete set of flow maps for all members of an ensemble ranged from 2 minutes
to 11.5 minutes in total on a low-cost, commodity workstation, leveraging basic OpenMP
parallelization with 8 threads (Table 4.1).

With these sampled flow maps, individual and joint variance computation for all points in
the ensemble is reduced to performing look ups in F; (.) for particles in Nx(to) followed
by a PCA of F} (Nx(to)). These computations are significantly faster than the flow map

4.5 Experiments

69



Average Variance: 2.2e+02

Joint Variance: 1.7e+02
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Figure 4.7: Visual comparison of transport in the 2D convection data set. Modifying the variance
classification changes the notion of high and low variances. The resulting color map
facilitates easy distinction of regions with similar and dissimilar transport behavior.
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Figure 4.8: Interactive brushing in the classification space provides a direct semantic link between
classification space and the ensemble. Apparent features that are visible in the scatter
plot of the classification space can be painted with user-specified colors. Each spatial
position in the simulation domain is then colored according to the correspondig color
in the classification space.

Figure 4.9: Left: The naive visualization based exclusively on joint variance values (red shading)
does not indicate comparison quality or certainty. Center: The joint classification
scheme indicates regions where a comparison is not reliable without further exploration
(white and blue). The visualization indicates that both regions interact in an non-
deterministic fashion. Path lines seeded in red regions — where the data sets show low
average individual variance and high joint variance — reveal the presence of strong
transport variance, as expected. Furthermore, two distinct transport trends are visible.
Right: Automatic trends analysis using MST shows that the data set consists of regions
with one prevalent trend (blue) and smaller areas, where two trends are visible (gray).
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Table 4.1: Timings for pre-computation of flow maps and variance values for our example data
sets. The pre-computation cost depends heavily on the desired resolution and on the
size of the observed time interval. Flow maps have to be computed separately for
each ensemble member, and typically take up the largest portion of pre-computation
time (given here as the product of the ensemble size and the average time for a single
ensemble member). The column ’variances’ contains the time required for computing
both joint variance and individual variance, as well as the number of trends, for the
entire ensemble data set.

resolution | time | flow maps | variances

steps
Convection 2D 256 x 512 100 30 - 23s 15s
Stirring 336 x336 | 150 20 - 9s 7s
Rayleigh-Taylor | 68 x 68 x 68 51 8- 4ls 3s
Convection 3D | 64 x 128 x 64 11 10 - 12s s

computation and were also performed with multiple threads, but are not real time. The same

holds for the computation of the minimum spanning trees for trends analysis.

After this pre-processing has been performed, the proposed interaction and exploration

techniques work in real-time using standard graphics hardware.

4.5.2 Data Sets

We applied our approach to the following three different scenarios.

Convection The convection data sets are a simulation of flow around a hot, cylindrical
object. Material at rest is heated around the cylinder, begins to rise, and forms a plume.
By slightly perturbing the initial velocity conditions at the bottom of the domain, a two-
dimensional ensemble of 30 flow fields and a three-dimensional ensemble of 10 flow fields
were generated. The convection process splits the domain into two regions of upwards
streaming material. A key feature to investigate is how fluid transport on the two sides
interacts in the middle of the data set, which structures are formed during the convection

process, and how robust they are under perturbation.

We examined a two-dimensional convection data set for a time period from #y = 0 up to
t =5, comprising 100 time steps in each ensemble, for a total ensemble size of 786MB. A
three-dimensional data set also consists of 100 time steps with a combined size of 6GB; we

considered a time period from #p = 2.5 to r =3 (11 time steps).
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Figure 4.10: Left: The two-dimensional stirring data set features two counter-rotating mixing rods
in a circular container. Right: Looking only at the naive joint variance rendering,
it is not possible to distinguish reliable disagreement from uncertain disagreement
brought on by the presence of divergent flow behavior.

Industrial Stirring The stirring data set is a set of 20 two-dimensional flow fields resulting
from the simulation of mixing in a stirring apparatus. The device consists of two counter-
rotating pairs of mixing rods that stir a medium in a cylindrical tank (Fig. 4.10). The
observed time range of the simulation from #y = 5 to t = 10, corresponding to 50 time
steps, covers approximately one complete revolution of the stirring rods. The ensemble was
generated by slightly varying the viscosity of the fluid to investigate mixing quality of the
device for a range of different fluids, and totals 646MB. The key question for this data set
regards the effectiveness of the stirring process. An ensemble visualization is expected to be

able to identify regions where the mixing quality is high or low throughout the ensemble.

Rayleigh-Taylor Instability The Rayleigh-Taylor instability is the flow resulting from the
mixing of a heavy fluid placed on top of a fluid with lower density. As gravity displaces
the heavy fluid into the light fluid, unstable/chaotic behavior occurs. We use an ensemble
of 8 three-dimensional simulation runs created for slightly varying density values, with
each member comprised of 50 time steps and a total data size of 1.4GB. The chaotic
transport behavior present in the data set suggests a highly unstable process, challenging the
expressiveness of similarity-based ensemble visualization techniques. We visualized the

data set in the time interval from g =0tozr = 1.
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Figure 4.11: Visual analysis of an ensemble generated by varying fluid viscosities in a stirring
apparatus simulation. Outer regions and especially the upper and lower parts of
the data set reveal very similar and, therefore, deterministic transport behavior with
low variances, indicating little to no fluid mixing. Varying the classification space
color map allows to distinguish between reliable disagreement (red) and uncertain
disagreement (white).
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Figure 4.12: A trends analysis allows for segmentation of the data set into regions that show one,
two, or more different transport behaviors. Interactive path line seeding reveals that
trends in this data set are generally not caused by a grouping of different ensemble
runs, but by outlier behavior present in the data set.

Results and Analysis

We begin by analyzing the two-dimensional convection data set. Figure 4.7 shows an
application of our techniques to that ensemble. The naive joint variance-based visualization
(bottom left) seems reminiscent of typical FTLE-based visualizations, which can be expected
given the conceptual similarity. However, while FTLE is used to visualize single flow fields,

our method incorporates the entire ensemble consisting of 30 flow fields.

Looking at the classification space plot, we observe that the majority of the data set’s
points are concentrated in the lower left corner with, compared to the maximal values,
low average individual variance and low joint variance. Initially, the color map spans
the entire classification domain, mapping blue and red to their axes’ respective maximal
values. This results in most points of the data set being classified as ’low variance’. Directly
below the cylinder, a small region of very high individual variances can be identified where
the flow is separated either towards the left or the right side of the cylinder. Above the
heating cylinder, two red ridges are faintly visible, indicating strong differences between the
ensemble members’ transport behavior. These features become more pronounced when the

color map is modified to lower the thresholds for high individual and joint variance.

As indicated, our classification improves expressiveness over a naive joint variance-based
visualization, by including regions where unstable trajectories do not allow for reliable
comparisons. Exploration in classification space and the ensemble domain facilitate goal

driven comparison of the underlying transport behaviors. By applying our techniques we

4.5 Experiments
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find that the lateral regions of the data set correspond to extremely similar flow behavior
and only the middle section above the heating cylinder contributes to transport variance
in the ensemble. Interestingly, regions with high variance show some correlation with our
trends analysis. As a consequence, two distinct trends are visible, where flow fields in
the ensemble disagree reliably. This is an interesting observation, as it indicates that the
oscillation patterns forming behind the convection cylinder are to a large extent the result of
a combination of two distinct behaviors caused by slightly uneven heating of the two lateral

sides.

In the lateral regions of strong agreement (green), the ensemble does not carry additional
information as compared to a single flow field. Since the region is green for a wide choice of
classification thresholds, ensemble generation could be optimized by avoiding the repeated

simulation of this region in every run of the ensemble.

Figure 4.11 applies the same techniques to the stirring simulation ensemble. Similar to the
convection data set, the highest concentration of points seems to be found near the lower left
corner of the classification space. In general, however, the plots seems to be more spread
out, with a diagonal, wedge-like structure fanned out towards the center. With the initial
color map, several areas of high joint variance can already be identified in the ensemble

domain.

Because green regions indicate areas where average variance and joint variance are low,
these parts of the ensemble represent significantly less mixing than the rest of the data set.
There are two clearly visible such regions at the top and bottom of the data set, where all
data sets show similar low variance behavior and little to no mixing occurs. For the design of
a stirring apparatus, such regions are to be avoided to improve overall mixing performance.

Our observations strongly suggest modifications to the design.

Trends analysis reveals that a number of different trends are present in the data set. While the
variance-based visualization and the trends visualization do not allow to identify individual
ensemble members that cause outliers or trends, this can be achieved by seeding path lines
at points of interest. In the example, one of the two detected trends consists of only a single
outlier, while the remaining ensemble members appear to behave consistently. A domain
expert could now examine if the parameter setting of the single outlier differs from the
remaining ensemble. Furthermore, identifying the presence of distinct trends is of immense
importance whenever ensemble simulations are used to make predictions about the behavior
of natural phenomena. We note that path line-based trends analysis for large numbers of

ensemble runs and in 3D requires additional research to avoid visual clutter.

In the 3D Rayleigh-Taylor instability ensemble (Fig. 4.6, left), high values of both individual

and joint variance confirm the expectation that transport behavior near the mixing zone in
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the center varies greatly across the ensemble. Chaotic behavior leads to incomparable flow
and non-deterministic structures, as expected. These regions are successfully identified by
our method. With our visual analysis techniques the stochastic process of chaotic transport
in Rayleigh-Taylor flow can be separated into two distinct regions: incomparable, non-
deterministic flow at the interface and similar deterministic behavior at the upper and lower

regions.

Results generated with the three-dimensional version of the convection data set are presented
in Figure 4.6 (right). The system setup is similar to the 2D case, with the exception that
the diameter of the heating cylinder varies along the depth axis. The resulting transport
behavior analysis reveals very similar structures to the 2D field. An interesting observation
is how the flow structure revealed by our joint classification strategy resembles a union of

individual and joint variance structures.

Discussion

Ensemble flow data sets are generated by application scientists to compensate for sensitivity
with regard to input parameters, numerical errors, and inaccurate inital conditions. An area
of particular interest is the material transport behavior, which is described by fluid parcel
trajectories. Manual, pairwise comparisons of such trajectories in ensemble data sets is
tedious at best, and completely infeasible for realistic settings featuring many simulation
runs or large spatial domains. Moreover, we have shown that naive approaches based solely

on the spread of trajectory end points are thwarted by divergent flow behavior.

The methods described in this chapter extend comparative visual analysis of ensemble
data to time-varying flow fields. More specifically, we have presented variance-based
comparison techniques for Lagrangian fluid transport in 2D and 3D vector field ensembles.
To reduce the limitations of exclusively variance-based analysis, we have combined the
proposed technique with automatic trend detection and interactive exploration capabilities.
Our experiments have shown that both deterministic and incomparable transport behaviors

in ensembles can be identified reliably.

The presented, trajectory-based techniques allow application scientists to quickly and re-
liably identify regions of agreement and disagreement regarding the material transport
behavior in flow field ensembles. The methods can be adapted to application-specific re-
quirements in several ways, for example, by defining advanced trajectory similarity metrics,

or by including directional information of divergence during a similarity evaluation.

In the future, we plan to investigate how the choice of simulation parameters relates to

joint and individual variance values and to the number of trends as assessed by our trend

4.6 Discussion
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detection method. Of particular interest is the question if specific trends are associated with

distinct regions in the simulation parameter space.
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Visualization of Uncertain
Multi-Phase Fluid Simulation
Data

The applications that were discussed in this thesis up to this point involve uncertainty of
flow simulation data either in the form of errors stemming from a lossy representation of
simulation output (Chapter 3), or as an ensemble spanning a range of possible outcomes
given simulation inaccuracies and incomplete knowledge of "actual" initial conditions
(Chapter 4). In both cases, individual simulations calculate an approximate solution for
a single, precise scenario which may or may not be captured. In contrast, this chapter
discusses an application where the output of simulations can be seen as uncertain in a

different way, because the simulation model itself is probabilistic.

Techniques from computational science have over the past decade replaced and augmented
physical experiments in the design and optimization of engineering problems. While en-
abling unprecedented possibilities for insight into these problems, such numerical simulation
techniques are subject to limitations in turn. In particular, for some problems, accurate
simulation does not always result in data modalities that are comparable to those derived
physically. In these cases, it is difficult to directly compare numerical and physical exper-
iment, and to transfer an often rich body of domain knowledge obtained from physical

experiment to numerical simulation output.

In this chapter, we consider the simulation of bubble columns, in which gaseous bubbles
or liquid droplets interact with a liquid or gaseous medium. The surrounding medium
is referred to as the continuous phase, whereas the bubbles make up the dispersed phase.
Depending on the media employed, such bubble columns are subject to a design process
that is aimed at optimizing, e.g., flow patterns to yield sufficient absorption of a gaseous
solvent in a liquid medium. From the point of view of computational modeling, so called
multi-phase fluid simulations are used in the simulation of flow in bubble columns. A core
concept is to not model bubble formation directly — this would require prohibitively fine
resolution levels — but rather model it as a stochastic process that is averaged over the cells

of a computational grid.

For Method of Moments (MoM) solvers [HK64], the positions of bubbles are probabilistic.
Instead of modeling bubbles explicitly, the configuration of the dispersed phase is described
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by scalar fields of moments and volume fractions. Each location in the domain is assigned a
population density that defines how many bubbles can be expected per unit of volume. A
common approach for visualizing such datasets is to represent the moments via color coding
(Fig. 5.9). Such a visualization makes it difficult to put the sizes of bubbles in relation to

physical experiments (Fig. 5.10).

In this chapter, we present a visualization approach that generates a set of bubble positions
by sampling the density field. Each bubble is shaped using a geometric bubble model, which
is adapted, in a physically plausible manner, according to local flow characteristics. To
maximize coherence between time steps while complying with the density field, the set of
bubbles is advected by the flow field and updated over time. Visualized using traditional
visualization tools or with photorealistic rendering, the results provide an intuitive graphical

representation that allows direct comparison with physical experiments.

In particular, after providing background on Method of Moments simulations and reviewing

related work in Sections 5.1 and 5.2, we make the following contributions’:

* We provide a parametric model for the graphical representation of bubble shapes,

based on local moment information and flow parameters in Section 5.3.

* We describe a sampling approach to construct and update a specific set of bubbles to

approximate a bubble distribution from moment information in Section 5.4.

Furthermore, we discuss implementation details (Section 5.5) and provide an in-depth
case study to illustrate the utility of our approach (Section 5.6), before concluding on the

presented work in Section 5.7.

Even though the presentation of our method is focused on a specific setup where gaseous
bubbles are dispersed in a liquid medium, the described techniques can be applied to any
multi-phase fluid simulation where a MoM solver is used to track populations of bubbles or

droplets.

Background: Method of Moments CFD Simulation

In Computational Fluid Dynamics, multiphase flow simulations are used to study the inter-
action of different liquid or gaseous media. For settings that feature a continuous phase and
a dispersed phase — for example gas bubbles in a liquid medium — with a non-negligible
volume fraction of the dispersed phase, Eulerian-Eulerian methods are used [WW13]. With

these approaches, the dispersed phase is not represented through individual bubbles or

IThe results described in this chapter were published in [Hla+16b; Hum+17b; Hum+17a; Hla+18].
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droplets, but instead the different phases are modeled as interpenetrating continua, repre-

sented by volume fractions [Rus03].

To compute the evolution of the bubble population over time, enhanced derivatives of the
Method of Moments (MoM) [HK64] — including the Quadrature Method of Moments
(QMoM) [McG97], Direct Quadrature of Moments (DQMoM) [MFO05], One Primary and
One Secondary Particle Method (OPOSPM) [Dru+10; Hla+16a], and more — are seeing
increased use. These methods are based on the moments of the bubble size distribution. The

r-th moment of this distribution is defined as

My(x,1) = / n(Lx,)L’dL, [Mar+03] G.1)
0

where the number density function n(L,x,t) describes the number of bubbles with the
characteristic length L. In most applications, only the first four moments are considered.
The zeroth moment describes the total number of bubbles, the first moment the total length,

the second moment the total area and the third one the total volume.

The simulation data that were used in this work were created using an OPOSPM solver,
which offers reduced computation times. Here, only the change of the zeroth moment
My(x,t) is directly tracked [Hla+16b]. My(x,?) defines, for each location and time, the
expected local value of the number of bubbles per volume. The overall volume of the
dispersed phase is represented by the third moment M3(x,7), which is obtained through its

relation to the volume fraction of the dispersed phase:

Ougiop (X, 1) = %M3(x,t) [Dru+10; Pet+13] (5.2)

From these two moments, the volume-based diameter

3 M3(X7t)

dgo(X,t) = M()(X,t)

[Dru+10] (5.3)

can be calculated, which defines the diameter of a hypothetical, spherical bubble at the

current position.

In addition to the moments, the velocities of the dispersed phase ugisp(X,7) and of the
continuous phase oy (X,7) are available and can be written as simulation output. The two
velocity fields are not equal, because bubbles of the dispersed phase move through the
continuous phase while the continuous medium moves around them. Small features like
the flow around individual bubbles are not captured; instead, the velocity field provides the

general motion of continuous and dispersed matter in the simulation.

5.1 Background: Method of Moments CFD Simulation
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Tasks and Requirements

To maximize the usefulness to their work, the domain scientists formulated a number of

required features and properties for the proposed visualization:
Size and Density Both bubble size and bubble density should be indicated visually.

Comparability Direct visual comparisons between simulation data and physical experi-

ments should be possible.

Temporal Coherence The visualization should be coherent over time, making it possible
to track individual bubbles. If animation is used, it should provide a visual indication
of bubble motion.

Non-Intrusiveness No non-standard or unfamiliar new user interfaces should be nec-
essary; ideally, the proposed visualization should integrate well with the domain
scientists’” usual workflow that involves commonly used and readily available visual-

ization software packages (e.g., Vislt [Chi+12] or ParaView [AyalS5]).

Related Work

Adding to the related work already discussed in Chapter 2 and Section 5.1, this section lists
further works that are relevant to this chapter.

Droplets and Bubbles Rohith et al. [Roh+11] presented a visualization tool for particle
collision events. Individual collisions can be picked and displayed with an isosurface-based
contextual visualization of nearby flow. Hlawitschka et al. [Hla+11b] visualized multi-phase
fluid simulation data by placing spherical glyphs based on the droplet density field.

Geometric Material Models Easwaran et al. [Eas+16] introduced an automatic measure-
ment method for fiber thickness in scanning electron microscopy images. They utilize

renderings of synthetic fiber data sets to validate their automatic measurement approach.
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5.3 A Parametric Bubble Model

The Eulerian multi-phase MoM-based simulations featured in this chapter do not consider
the shape of bubbles explicitly. Instead, the computed moments describe — for each location
in the domain — more general properties such as overall characteristic length, volume, and
surface area of the bubble population. A straight-forward approach would be, asuming
a set of bubble locations is known, to represent all bubbles by spheres and scale them
according to the volume-based diameter dy(x,?), which can be derived from the moments.
However, as can be seen in Fig. 5.10, bubbles are typically not spherical or even ellipsoidal.
They can exhibit a range of shapes, including slightly flattened spheres, ellipsoids, and
truncated ellipsoids, which can not be explained directly using the information contained in

the moments.

The shapes of droplets or bubbles in liquids have been studied in the past, for example by
Clift et al. [CGW78] and Bhaga et al. [BW81], who compiled the results from a large number
of physical experiments. For the special case of bubbles or droplets rising or falling freely in
(approximately) infinite media, the shapes were described in terms of two flow characteristic
numbers, the E6tvos number Eo and the Reynolds number Re. Eo characterizes the ratio
between gravitational forces and surface tension, while Re describes the ratio of intertial
and viscous forces. The two quantities are defined in terms of the gravitational constant g,
the diameter of a volume-equivalent sphere d,, density difference between the dispersed
and the continuous phase Ap, the surface tension o, the density of the continuous phase
p, the velocity of the bubble relative to the continuous phase U, and the viscosity of the

continuous phase u:
Eo = gApd? /o, (5.4)
Re = pd.u/u. (5.5)

Bubble shapes were categorized with labels (examples: "spherical”, "ellipsoidal" or "spheri-
cal cap") and charted in diagrams of Eo and Re [CGW78, p. 27], [BW&1, p. 70].

We utilize these results to provide a more intuitive visualization and to facilitate compar-
ison of simulation data to physical experiments by adapting the shape of bubbles in our

visualization.

We restrict the bubble shape to stable shapes that are rotationally symmetric and define them
based on the E6tvos number Eo, the Reynolds number Re, the volume-based diameter dag,

and the direction of the relative velocity U] = Ugisp — Ucont-

The bubble geometry is obtained by rotating one half of a B-spline boundary curve repre-

senting the bubble’s cross section.

5.3 A Parametric Bubble Model 83



100000 O - < e =T

10000 C\ —_— < —
1000 C\ —_— - — =
100 C\ S 7/ kﬂ
Re
0 < A

o (B <D

0.1 1 10 100 1000
Eo

Figure 5.1: Bubble shapes are determined based on pre-defined representatives which are arranged
in the diagram of the E6tvos number and the Reynolds number.

Bubble Shape Representatives The control polygon of the cubic B-Spline curve that is
used to construct the bubble geometry is defined based on a pre-designed set of templates.
Roughly following the shape classifications in [CGW78] and [BW81], we created a number
of template bubbles for a set of combinations of Eo and Re (Fig. 5.1). These representatives
can easily be modified for different measurement data or in case of more specific require-
ments. To find the control polygon for a new bubble, the three closest templates in the
Eo-Re space are selected. Each vertex of the control polygon is calculated using barycentric
interpolation of the corresponding vertex in the three templates (Fig. 5.2).
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Figure 5.2: Intermediate shapes between three arbitrary bubble representatives can be obtained
using barycentic interpolation.

Figure 5.3: Left: The outline of each bubble is defined by a B-Spline curve in the xy plane. Right:
The three-dimensional bubble is obtained by rotating the outline curve around the
y-axis (red).

Bubble Geometry The boundary curve is modeled as a cubic B-Spline curve in the xy-
plane, with the first and last point placed on the y-axis. The knot vector is chosen in a
way that the endpoints of the curve coincide with the endpoints of the control polygon by
repeating the first and last knot three times. For our examples, we used nine control points
per curve, resulting in the knot vector {0,0,0,1,2,3,4,5,6,6,6} 2. The B-Spline curve
is then discretized by applying the de Boor algorithm for consecutive parameter values,
resulting in a piecewise linear outline curve. A triangle mesh is produced by incrementally
rotating the curve around the y-axis. Successive line segments are connected with triangle

strips. This triangle mesh already represents the basic shape of the bubble.

2 A comprehensive guide to B-Spline curves, knot vectors, and related algorithms can be found in Farin [Far02].

5.3 A Parametric Bubble Model
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Adjustment To adjust the size of the bubble, it has to be scaled in such a way that its
volume equals the volume of a sphere of diameter d3g. This is achieved by calculating the

volume of the triangle mesh and then multiplying each vertex with a scale factor s:

4
Vtarget = 5”(5130/2)3 (56)

§ = \3/ Vmesh/ Vtarget 5 -7)

Finally, the resized triangle mesh is rotated to align with the velocity u, of the dispersed
phase in relation to the continuous phase.

Bubble Distribution: Sampling and Updating

The zeroth moment My (x,¢) defines the expected number of bubbles per volume unit at the
location x and time ¢. We use a sampling approach to obtain a set of bubble positions from
this density field, which can be interpreted as a probability density function. When multiple
time steps are considered, a naive approach would be to calculate the sampling separately
for each time step. However, such an approach would result in bubbles suddenly appearing
and disappearing, with no apparent coherence between consecutive time steps. Instead, to
enable visual tracking of individual bubbles in our approach, bubbles are advected along
the continuous phase velocity field as time progresses. To handle in- and outflow as well
as coalescence and separation events, the distribution is then updated to reflect the density

field in each time step.

This section first describes how the density field can be sampled to obtain an initial set of

positions, before explaining how the bubble set is updated over time.

Filtering

For numerical reasons, the zeroth moment My(X,#) as produced by the simulation is always
greater than zero, even though large areas of the domain may not contain any bubbles at all.
In such areas, the volume fraction of the dispersed phase, Quisp(X), is very close to zero. At
the same time, bubbles cannot exist in the gas-filled area above the liquid surface. This area
has a very large dispersed volume fraction of close to one. If My were used directly, this
would result in the formation of many extremely small bubbles in areas that should only
contain liquid, or very large bubbles in areas that should contain only gas. Both areas should

not contain any bubbles at all. To avoid this problem, only cells that satisfy a threshold
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Figure 5.4: Initial sampling using rejection sampling; one-dimensional examples. Top: In the basic
rejection sampling algorithm, samples (x,y) are drawn uniformly from [Xmin, Xmax] X
[0,1] and kept if y < af(x) (green); otherwise they are rejected (cyan). Bottom:
Rejection sampling is performed separately for each cell, minimizing the number of
rejected samples. The y-axis in the illustration represents nyequired (€9. 5.9).

Omin < Oldisp < Olmax are considered for bubble generation. In all other cells, the density is

forcibly set to zero:

M, X,f), if ingais X, < ax
o(x,1), if ot disp (X, 1) < Om 5.8)

Mo fittered (X, ) = _
0, otherwise

For the sake of brevity, use of M, always refers to My fijered in the remainder of this

chapter.
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5.4.2 Initial Sampling

The density field My(x) defines, for each location x within the domain, how many bubbles
per volume should be present. Since My is constant within each mesh cell, the exact number

of bubbles required within each cell i can be calculated:
Rrequired (cell;) = Mo (cell;) - volume(cell;) (5.9

This number is generally not integer, which means that a set of bubbles with the correct
number of bubbles within each cell cannot be achieved in practice; instead, the number of

bubbles should on average satisfy the density requirement.

In a naive approach, a set of bubble positions could be obtained by rounding and choosing,
€.g., [Mrequired(cell;) | random positions within the cell. However, the overall density of the
resulting set of bubbles would always be smaller than the required density My; a problem
that is exacerbated by small cell sizes or low densities. If, for instance, the density field
were to mandate slightly less than one bubble per cell, the naive algorithm would never

produce any bubble locations.

Instead of simply counting the expected number of bubbles per cell, we decide to interpret
the density function like the probability density function of a stochastic distribution. A
straight-forward method for drawing samples from any given probability density function
f(x) is rejection sampling [Von51; Liu08]: A factor a is chosen such that af(x) < 1. Then,
two random numbers x,y € [0, 1] are chosen uniformly. x is kept as a sample if y < af(x)

and rejected, otherwise. An illustration of this algorithm can be found in Figure 5.4 (top).

In the following, we describe how this basic approach can be adapted to bubble density
fields.

Starting with an empty set of bubble locations, we first produce an initial sample using a
rejection sampling approach. To avoid having to reject too many samples, we treat each cell
separately (Fig. 5.4, bottom). In contrast to the classic rejection sampling algorithm, which
can produce an arbitrary number of samples, a specific density has to be achieved. For cell;,

we first define the number of attempts as follows:

Nattempts(cell;) = [nrequired(cell,-)-l (5.10)
We then use the following criterion for acceptance:

Nrequired (CCH,‘)

o Nattempts (Celli )

(5.11)
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Figure 5.5:

Bubble set update; one-dimensional examples. Top: An existing bubble set is updated
using the measured density (enclosing the red and gray area) and the target density
(enclosing the gray and white area). Superfluous bubbles are removed by calculating a
new y for each bubble in cells where the measured density exceeds the target density. If
the particle falls into the red area, it is removed from the set. Bottom: Finally, missing

bubbles are added in areas where the target density is greater than the measured density.

The approach is identical to the initial sampling, with the difference that the green
acceptance area is defined by the difference between measured and target density.
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Updating the Bubble Positions

As time progresses in the simulation, bubbles move through the domain in accordance with
buoyancy and the velocity of the surrounding liquid medium. The simulation models this
behavior via a separate, time-varying velocity field ugisp(X,7) for the dispersed phase. In
part due to this motion, a set of bubble positions that reflects the density field at the time #;_{
generally does not reflect the density at the next time step #;. The motion can be accounted
for by moving the bubbles in accordance with the dispersed velocity field. For each bubble

positioned at x(#;—1 ), the differential equation
X(t) = waisp(x(2),1) € [ticy.. 1] (5.12)

is solved using a numerical integration method such as the Dormand-Prince (4)5 scheme
[DP8O0]. The resulting set of new bubble positions should then match the new density field

more closely.

However, aside from motion, there are more causes for change in the density field. Coa-
lescence and separation cause bubbles in a given location to merge or split up. Even more
noticable are changes brought on by in- and outflow — new bubbles introduced into the
domain at inlets as well as bubbles leaving the domain through outlets — and of bubbles
bursting at the transitional area between the liquid medium and the gas-filled area above the

surface of the liquid.

To incorporate these changes, after the bubbles have been moved along their trajectories,
the bubble set is updated to reflect the new density field. This is achieved in a two-step

approach that is based on the rejection sampling algorithm used for the initial sampling.

Using an estimate of the current density field of the bubble set, it is straight-forward to
identify cells with too low or too high density by looking at the difference to the target
density field. Similar to equation 5.9, the measured density field can be converted to a

number of bubbles for each cell i:
Nmeasured (Cell;) = measured_density(cell;) - volume(cell;) (5.13)

In the first step of the update, the rejection sampling algorithm is used to filter the existing
bubble set. Instead of drawing new samples (x,y), the existing bubble positions are used,
while each bubble is assigned a random value y € [0, 1]. The bubble is then kept in the set

only if the acceptance criterion

< Nrequired (Celli)

< (5.14)
Nmeasured (Ce]li)
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is fulfilled; otherwise, it is removed. This approach is illustrated by Figure 5.5 (top).

In the second step (Fig. 5.5, bottom), new bubbles are added in cells where the measured

density is lower than the target density. Again, the rejection sampling algorithm is applied.

For each affected cell, a number of samples according to Equation 5.10 is drawn. The
acceptance criterion for adding these new bubbles to the set is slightly modified to account

for the bubbles that are already present:

Nmeasured (Celli) Nrequired (Celli )

< (5.15)
Nattempts (Celli) Nattempts (Celli)

The resulting, updated set should reflect the new density field.

Measuring the Bubble Density

The quality of the updated bubble set clearly depends on the method used to measure the
density field of the bubble set. A naive approach would be to simply count, for each cell,
the number of bubbles that are located within the cell. The problem with such an approach
is analogous to the problem discussed in the beginning of this section: For a set of bubbles
that was drawn from a density field which calls for only few bubbles in some areas, the
number of bubbles contained within cells in these areas will be either much higher or much
lower than the required number 7equired, €ven if the overall density in the neighborhood is

correct.

This problem is not unique to bubble density fields. In statistics, methods for kernel density
estimation are used to estimate the probability density function of a distribution based on a
given set of samples [Ros56]. For a set of samples [x; .. .x,], the probability density function
f(x) is estimated as follows:

fu(x) = w(x—x;), (5.16)

-

S| =

1

1

where w is a kernel with the property [~ w(u)du = 1. We can adapt this approach to
measure the local density of a set of positions [x] ...x,]:

density_measured(x) = ) w(x—x;) (5.17)

-

I
—

In this case, the three-dimensional kernel w has to fulfill the requirement

///R3w(v)dv= 1. (5.18)

5.4 Bubble Distribution: Sampling and Updating

91



92

.0625 (125 [.0625

2% |25 124

.06p5 |.125 |.31¢5 |0.25

o

37% 105 124

12% 0.2 2%

Figure 5.6: Measuring the density of a given point set, 2D example. Three points (depicted as
white dots) are arranged in a mesh with a cell width of 1. A box kernel of width 7 =2
is used to estimate the density (illustrated by black squares). Integrating the sum of
kernels over each cell is straight forward: For each point and cell, the density value is
proportional to the ratio of overlapping area and kernel volume. When, in this example,
an entire cell is covered by a kernel, the contribution of the corresponding point to the
measured density of the cell is 0.25.

The density for an entire cell i can then be obtained as follows:

density_measured(cell;) = / / density_measured(x)dx (5.19)
cell;

‘We choose a box kernel of width 2

h=3 ifve|[—h/2,h/2)?
w(v) = [=h/2,4/2] (5.20)
0 otherwise,

because it allows us to calculate the cell-based density value (Eq. 5.19) in a straight-forward

manner. This is illustrated for a two-dimensional example in Figure 5.6.

Finally, the width /4 of the kernel has to be chosen. 4 is the only parameter of our method
for which the optimal choice is not obvious. For the purpose of kernel density estimation, &
should be chosen to minimize the Integrated Mean Square Error (IMSE) [Ros56]

IMSE(f,. /) = [ Elfulx) — f0) P, (5.21)

which is difficult in practice since f(x) is not known. In general, a smaller number of

available samples mandates a larger kernel width. A possible approach would be to choose

Chapter 5 Visualization of Uncertain Multi-Phase Fluid Simulation Data
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h such that the IMSE is minimal when comparing the required density field to the measured

density field of a freshly sampled set of bubble locations:

IMSE ((density_required, density_measured) =

Z <density_required(celll-) — density_measured(cell;

) 2
1 ;) (5.22
Y. jdensity_required(cell;) - volume(cell ;) volume(cell;) (5.22)

i
On the other hand, in the context of visualization, it may be preferable to minimize the
number of changes in the bubble set, i.e., to avoid removing existing bubbles and inserting

new bubbles as much as possible.

Rendering With the bubble positions known, bubble shapes can be generated. Since such
a bubble set is in its essence a triangle mesh, multiple conventional methods are available
to display it. We explore two possible approaches: The bubble set can be used together
with an existing scalar field visualization (Fig. 5.9) using established visualization software.
Alternatively, the triangle mesh can be used with a photorealistic renderer to produce images

in a style similar to photographs of a physical experiment.

Implementation

Our implementation is designed for a straight-forward fit into the simulation and visualizaton
workflow. We have implemented a platform-independent software, written in C++, that can
run either on a workstation or in situ as the simulation progresses. The time steps produced
by the simulation can be read and processed successively. Alternatively, individual time
steps can be examined. An internal representation of the bubble positions is kept; each point

is decorated with the local value of all variables that are present in the simulation output.

With the set of bubble positions known, triangulated bubble geometry is produced.

Traditional Visualization Our visualization approach can be combined with traditional
visualization methods in multiple ways. To ensure compatiblity with commonly used visual-
ization packages such as ParaView [Ayal5] or Vislt [Chi+12], the triangulated bubbles are
stored in a VTK PolyData file format [Avi+10]. Bubble sets can then be loaded and visual-
ized with the original simulation data, enabling the domain scientist to use them together
with familiar, traditional visualization methods, for example by color coding information

directly on the bubbles. More advanced rendering techniques, which could provide, e.g.,

5.5 Implementation
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Figure 5.7: Advancing the bubbles through time. Left: Bubbles are moved according to the velocity

field. Gray: old position, blue: new position. Center: Superfluous bubbles (red) are

deleted. Right: New bubbles (green) are added.
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Figure 5.8: Bubbles sets generated by our sampling approach can be used as additional input for
standard visualization software. Triangulated bubble geometry can be directly used
with photorealistic renderers.

reflection, refraction, or global illumination, are not necessary for this traditional visualiza-
tion because these effects are not directly relevant to the analysis and could even obscure

information or cause distraction.

Photorealistic Rendering Alternatively, photorealistic renderings of the triangulated
bubbles can be produced. We used the open source 3D modelling and rendering software
Blender [Ble16] with its integrated path tracing renderer Cycles to produce images in a style
similar to photographs of physical experiment. The main difference between these images
and the non-photorealistic images that are produced by visualization tools is the support
for optical effects such as refraction and reflection (Fig. 5.10). Optical properties of the
dispersed and continuous media were chosen to match the properties of the substances that

were used in both physical experiment and simulation.

Case Study: Bubble Column

To evaluate the capability of our visualization approach, we present a case study for a multi-
phase fluid simulation dataset of a bubble column. Bubble columns are used in process
engineering to transfer dissolved substances between different phases. The domain scientists
have developed an OPOSPM [Dru+10] multi-phase fluid simulation solver, integrated into
the open source CFD software OpenFOAM [Wel+98], that will help predict the performance

of bubble columns with different substances without having to conduct physical experiments

5.6 Case Study: Bubble Column
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Figure 5.9: A single time step of the bubble column dataset. From left to right: a) Two-dimensional
slice of the volume fraction &gisp. b) Two-dimensional slice of the volume-based bubble
diameter d30. ¢) Density field Mp. d) Velocity magnitude ug;s, of the dispersed phase.
e) Bubble set generated with our visualization approach. Color represents velocity
magnitude of the dispersed phase.

for each configuration. To validate their model, they have run a simulation and also
conducted a physical experiment with water as the continuous phase and with air as the
dispersed phase. Bubbles of air are continuously released at the bottom of a water-filled,
rectangular vessel (Fig. 5.10). The air bubbles form the dispersed phase, while the water
forms the continuous phase. The results of the physical experiment have been recorded in

form of photographs (Fig. 5.10, center).

Complex flow structures, which can be observed in bubble columns, require adequate
visualization techniques. Domain experts in the CFD area are still using just fairly basic
visualization methods, including color plots, single point analyses or commonly used criteria
such as A, for vortices. Especially in dispersed phase flows, the visualization of the dispersed

phase as continuous is far away from the experimental observation of the domain expert.

The visualization should aid the domain expert by allowing fast comparison between
experimental data and simulation. Simultaneously, it should allow for the encoding of
additional feature based visualization techniques, such as the identification of interfacial

contact or swirl structures.

Simulation Data The simulation uses a three-dimensional unstructured grid of 8550

hexahedral cells. Output was written every 1/60 second of simulation time, resulting in a

Chapter 5 Visualization of Uncertain Multi-Phase Fluid Simulation Data
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Figure 5.10: Left: The experiment featured in the case study consists of a rectangular, hexahedral
vessel. In the physical experiment, the vessel is constructed from a transparent
material. Center: To facilitate photographic records of the physical experiment, the
white backdrop is illuminated. Right: Using path tracing software (the Cycles engine
included with the 3D modelling package Blender [Ble16]), simulation data processed
by our sampling approach can be rendered in a photorealistic manner.

5.6 Case Study: Bubble Column
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Figure 5.11: Average integrated squared error with cell volume, and therefore the number of
bubbles, artificially inflated by a range of factors.

dataset consisting of 1201 time steps spanning 20 seconds. The overall size of the dataset is
5.4GB.

Traditional Visualization A common approach used by domain scientists to visualize the
simulation output is to define a two-dimensional slice of the domain and then color-code a
variable of interest using common visualization software. The left four columns of Fig. 5.9
show plots generated this way using Vislt [Chi+12], using a diverging blue-red colormap.
Depicted are the volume fraction oisp of the dispersed phase a), the volume-based bubble
diameter d3p b), the density function My filtered according to equation 5.8 c¢), and the
velocity magnitude ugisp of the dispersed phase d).

Clearly visible at the top of the a-plot a) is the transitional area near the water surface,
indicated by a jump from medium-low (mostly water) to very high (air). The plot of M fitered

¢) shows this as well, since the a-threshold cuts off everything above the surface.

Also visible is a column with an increased amount of air rising from the inlet at the bottom
towards the center of the dataset with a slight slant to the left. The same column is clearly

indicated in the velocity plot d). ,

Chapter 5 Visualization of Uncertain Multi-Phase Fluid Simulation Data
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Figure 5.12: Average integrated squared error and average number of changes (bubble removals
and additions) for different choices of the kernel width A.

Initial Sampling. We begin by evaluating the initial sampling step. First, an initial set of
bubbles is computed for several time steps. This is achieved by removing all bubbles after
each time step, providing a clean slate for the next. Then, the average of the integrated mean
square error (Eq. 5.21) is calculated. Since the density field requires only up to about three
bubbles per cell, some noise can be expected in the result. To deal with this issue, a number
of samplings are calculated, with the cell volume artificially multiplied by a factor to increase
the number of bubbles and therefore the quality of the density measurement. Figure 5.11
(blue) shows the results for factors between 1 and 2048, using a logarithmic scale for both
the integrated mean square error (vertical axis) and the volume factor (horizontal). It can
be seen that the integrated mean squared error converges towards zero as the number of

bubbles is increased.

Updated Sampling. Next, we repeat the same measurements as for the initial sampling,
but without clearing the bubble set between time steps. The bubble set is updated between
each time step according to the method described in the previous section. Since ultimately,
a very large number of bubbles will be used, the kernel width 4 is set to zero for the density

measurement. Effectively, this means that the density value is determined simply by the

number of bubbles within each cell. The results are also shown as orange dots in Figure 5.11.

The error still approaches zero as the number of bubbles is increased. However, the slope of
the curve is considerably less steep than in the case of initial sampling, indicating possible

opportunities for improving the update algorithm. The practical impact of this discrepancy

5.6 Case Study: Bubble Column
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Figure 5.13: Measured densities (green) and density differences (blue-red) in a single time step of
the bubble column dataset for two choices of the kernel width. The images show a
two-dimensional slice through the center of the z-Axis. Red color in the difference
fields indicates that the density is too low; blue indicates that the density is too high.

is not clear, because for initial sampling and updating with the original cell volumes, the

average integrated squared error is nearly identical.

Kernel Width. So far, the trivial kernel width of zero has been used for the measurements.
We now study how the kernel width affects the sampling quality when updating a bubble set.
First, the update method described in the previous section is used to produce and update sets
of bubbles, using a range of different choices for the kernel width 4. The density of each
bubble set is measured for every time step both before and after updating. Then, for each
kernel width, the average integrated squared error of the measured density after updating
compared to the required density is calculated. As can be seen in Figure 5.12 (bottom), the
error measure starts out with a value of 306 at 4 = Om and drops slightly until its minimum
of 265 at h = 0.01m, which corresponds to a kernel size equal to the cell size. From there

on, the error value increases rapidly for larger kernel sizes.

Judging by this result, the optimal kernel width for this dataset would be equal to the cell
size. However, from a visualization standpoint, there is another quality measure that could

be of interest. For the purpose of visualizing the bubble set over time, the bubble set should,
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Figure 5.14

of course, follow the density field as closely as possible, with the additional requirement that
bubbles should not be removed or added more often than necessary. Without this additional
requirement, it would make sense to simply compute an entirely new set of bubbles at each
time step, an approach that, as we have already seen, produces a good fit with the required
density field. At the same time, such an approach provides no continuity over time, making
it impossible to track individual bubbles visually. Therefore, we consider an additional
measure of quality: Minimizing the average number of bubbles that are added or removed in
each time step improves the continuity of the bubble set over time. Figure 5.12 (top) shows
the average sum of the number of added bubbles and the number or removed bubbles for
each tested kernel width. The minimum of this measure does not coincide with the smallest
integrated squared error; instead, the kernel widths between 0.02m and 0.03m (two and
three times the cell size, respectively) provide the smallest number of changes. Since the

two criteria for the kernel width are in disagreement, the tradeoff between correctness and

visual coherence has to be considered.

Figure 5.13 illustrates the tradeoff between different choices of the kernel width h. The
left half shows the results for # = 0.01m, which was shown above to provide the lowest
integrated mean square error, while the right half shows results for 4 = 0.03m. It is clearly

visible that for the smaller kernel width, the measured densities are subject to some noise

5.6 Case Study: Bubble Column
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when compared to the target density (Fig. 5.14). This behavior is expected because of the
relatively small spatial density of bubbles in relation to the kernel size. In contrast, the
larger kernel width produces smoother measurements which appear blurry in comparison to
the target density. For both choices, the approach fulfils its purpose of updating the bubble
set. This is most apparent when looking at the area above the inlet: as the existing bubbles
have moved up since the previous time step, a gap is clearly visible where more bubbles
should stream in from the inlet. The gap can also be identified by the red color in the
pre-update difference plots. After the update, the gap has been filled in. Overall, the smaller
kernel width appears to produce a smaller density difference after the update. However,
both choices produce very similar results for the final bubble visualization (Fig. 5.14). In
the figure, the bubbles are colored to indicate removals (black) and new additions (cyan).
Compared to the larger kernel width on the right, the smaller kernel width results in a
larger number of removals, which in turn has to be compensated by a larger number of
new additions. We applied our sampling-based approach to the bubble column dataset by
computing a set of bubbles for each available time step using a consumer-grade desktop
computer. Excluding input and output, it took 56 seconds to advance and update the bubble
set through all 1201 time steps and to generate bubble geometry for all bubbles.

Fig. 5.9e shows the bubble set for the same time step as Figs. 5.9a-d. Because the bubbles
are scaled according to the diameter field d3p, the bubble size can be assessed visually
in relation to the size of the domain. The arrangement of bubbles provides an intuitive
impression of the density field. The color map represents the velocity magnitude of the
dispersed phase ugisp. Even though the plot to the left depicts the same variable, the range
of values is not the same. The reason lies in the fact that some areas, especially the lower
corners, contain no bubbles. Also, the 2D plot only shows values on a slice through the

center of the domain, a restriction that does not apply to bubbles.

Taking a closer look at the bubbles reveals the relative direction of motion of the bubbles in
relation to the fluid, providing some additional insight of the local flow properties: In some
areas, all bubbles within the neighborhood point into the same direction, which weakly
indicates laminar flow. In other areas, bubbles point in many different directions despite

their close proximity, hinting at the presence of vortices.

It is apparent that even in those more turbulent areas, all bubbles have more or less the
same shape. This is owed to the fact that the dataset covers only a small portion of the

Eotvos-Reynolds chart, resulting in exclusively spherical to ellipsoidal bubble shapes.

Fig. 5.10 shows a photograph of the physical experiment next to a photorealistic rendering
of the bubble set. The rendering with reflection and refraction makes it easy to compare
the shapes and sizes of bubbles in both images. Similarities and some differences are

immediately apparent. The photograph contains many bubbles with a shape and size similar
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to the bubbles in the rendering. However, the bubbles in the photograph exhibit a much
larger range of sizes. Near the center of the vessel, clusters consisting of very large bubbles
surrounded by very small bubbles can be observed traveling upward. It would not be possible
to depict this behavior in the visualization, because the presence of these phenomena is not

supported by the simulation data.

Aside from the size differences, bubbles, especially large ones, are often not shaped as
regularly as they are in the rendering. This is at least in part due to the wakes of rising
bubbles in the vicinity, collisions with other bubbles, and shear flow. These effects are
not covered by the bubble shape model used for our visualization and will be explored in
future work. However, since small-scale flow features are not present in the simulation data,
care must be taken not to introduce additional, possibly errorneous information that is not

supported by the data.

Discussion

We have presented a visualization approach for moment-based probabilistic multi-phase
flow simulation data. The approach uses a parametric model for the graphical representation
of bubble shapes, based on local moment information and flow parameters. A specific set of
bubbles is reconstructed from moment information to approximate a bubble distribution over
time. We have described how the approach can be implemented and we have provided a case
study that illustrates the utility of our approach. Specifically, we have shown that we support

the tasks and fulfill the requirements that were formulated by the domain scientists:

Size and Density Bubble size is conveyed directly through the parametric bubble model.
By displaying specific sets of bubbles, the density can be visually assessed.

Comparability Using photorealistic rendering of bubble sets that are shaped using our
parametric model allows to directly compare the simulation results to the physical

experiment.

Temporal Coherence Updating the bubble sets by moving bubbles and adapting the set
to the new density field ensures temporal coherence of the visualization when cycling

through time steps.

Non-Intrusiveness The visualization approach works well with established visualization
tools and can be used to enhance and not replace the domain scientists’ visualization

workflow.

5.7 Discussion
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We have further studied the influence of our method’s only parameter, the kernel width 4.
Our experiments have established that this parameter serves to control a tradeoff between
smoother animation quality and closer approximation of the density field. Optimizing for

either of those criteria resulted in satisfactory results.

In the future, we will extend the parametric bubble model to support deformations based on
shear flow and bubble collisions. We also plan to explicitly model coalescence and separation
events and to support their visualization using deformations of the bubble geometry. To avoid
unnecessary deletion and addition of bubbles, we plan to improve the density estimation
process using Kernel Density Estimation. We will also study how force-based relaxation
methods [SJ13] could be employed to adjust the bubble distribution while representing the
velocity field of the dispersed phase as closely as possible. More generally, we will examine
how visualization can support the investigation of reactive bubble columns and the influence

of hydrodynamics to the reaction efficiency.
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Conclusion and Future
Research

This dissertation has introduced a number of methods, techniques, and applications for
the visualization of flow simulation data using trajectories. Our methods are able to aid
application scientists in multiple areas, including the control of simulation output parameters,
the analysis of flow simulation ensemble data, and the visual validation of probabilistic,

multi-phase fluid simulations.

For a Lagrangian flow field representation, the interval flow map, a definition for upper
bounds of the errors that arise when constructing trajectories from the representation were
proposed. Based on this theoretical definition, it was shown how the error of individual
trajectories can be estimated as they are being constructed. The approach was validated
by comparing the estimated errors to actual measurements for example flow data sets. Our
approach will enable application scientists to evaluate the quality of trajectories which are
later used for visualization. At the same time, it is now possible to define error thresholds,
which can then be used to automatically steer both the temporal frequency and spatial

resolution of flow data stored in the Lagrangian representation.

A new method was introduced for classifying spatial areas of agreement and disagreement
regarding the transport behavior in flow simulation ensembles. The method makes use of a
classification space spanned by the joint variance and the individual variance of trajectory
endpoints. While joint variance handles trajectories seeded in all ensemble members,
individual variance is based on small perturbations within each simulation run, thus taking
into account divergent flow behavior that makes the detection of similar and dissimilar
transport behavior difficult. Together with interactive visualization methods such as brushing
and linking, spatial regions with a specific joint transport behavior can be identified. In
addition, a rudimentary method is proposed to detect the presence of trends and outliers
within the ensemble. The application of the methods was demonstrated using several
example data sets. Using our approach, application scientists can quickly and reliably
identify regions of agreement and disagreement, as well as the presence of trends or outliers,

regarding the material transport behavior in flow field ensembles.

For flow data stemming from probabilistic, multi-phase flow simulations of bubbly flows, a

new visualization method was proposed that generates bubble sets based on the numerical
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description of the bubble size distribution. The shape of each individual bubble is adjusted
to the local flow behavior using a new, parametric bubble model. Smooth animation is
enabled by advancing bubbles along their trajectories, and updating the bubble set to
account for changed distribution properties. Using examples, it was shown that the method
produces satisfactory results and can be used for direct comparisons of simulation data
and photographic records of real-world physical experiments. In out method, application
scientists have a powerful, intuitive flow visualization method that integrates well with their

traditional visualization work flow.

All methods and techniques introduced in this dissertation, though demonstrated using
specific examples, are applicable to a wide range of applications in science and engineering.
For example, ensemble flow simulation can be used to simulate the behavior of cutting fluids
or liquid coolants. Both our error estimates for Lagrangian flow field representation and our
comparative ensemble visualization can be directly applied to such settings. Simulations
of manufacturing processes may also involve the formation of gas bubbles in coolants, or
the motion of liquid droplets and solid shavings or burrs. Such scenarios may also be use
cases for method-of-moment based simulation, where our approach for the visualization of
bubbles could be applied with only minor modifications. More generally, the results of this
thesis inspired a number of new research questions which will be interesting to pursue in

the future.

Lagrangian Flow Field Representations. The error measures introduced in Chapter 3
were defined only for a single spatial dimension, and were then used to create error rectangles
(or cuboids) by treating each spatial dimension of the data sets separately. Intuitively, it
would make sense that areas of large divergence should behave anisotropically. In that case,
a larger error in one direction would not necessarily increase the error in the orthogonal
directions. Formulating the error measures in terms of multiple dimensions, i.e., using
the Eigenvalues of Jacobian and Hessian wherever first and second spatial derivatives are

required, could have an impact on the accuracy of the method and should be studied.

Further, during the evaluation of the method, it became clear that the resolution of the
underlying discretization has huge influence over the accuracy of such a representation, but
that in many cases, only a few localized areas of the spatial domain have a large contribution
to the error. In computational fluid dynamics, it is common practice to adapt the resolution
of discretizations locally, using, for example, unstructured grids or so-called Adaptive Mesh
Refinement (AMR) grids. A promising direction for future research would be to study how
the error estimate can be defined on such a multi-resolution representation, and then utilize it

to guide the mesh generation process. Such an approach has the potential to greatly increase
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the accuracy of the Lagrangian representation, while requiring only a limited amount of

additional storage space.

Visualization of Flow Field Ensembles. The topic opened several avenues for future
research. The ensemble visualization based on the classification space provides insight into
the range of possible outcomes for the different sets of parameters and initial conditions
of the ensemble. However, it is completely independent of what those different settings
actually are, and, therefore, does not provide any information regarding the influence of those
parameters. It could be of interest to establish a relationship between the classification space
and the space of simulation parameters, and to detect if particular choices of parameters are
associated with specific trends in the ensemble.

To detect the presence of trends, a minimum spanning tree method is used together with
a user-specified edge length threshold. This method makes it possible, depending on the
choice of the threshold, to detect the local presence and number of trends. In future work,
further improvements and independence of the threshold parameter could be achieved
using more advanced techniques, such as state-of-the art clustering methods, to divide the
ensemble into subsets that exhibit similar behavior. These subsets of simulation runs could
then locally be treated separately by the classification method.

Visualization of Probabilistic, Multi-Phase Flow Simulation Data. The presented geo-
metric bubble model is rather simplistic, because it only incorporates the two flow properties
Ebtvos number and Reynolds number to determine the bubble shape. In reality, bubble shape
depends on a number of other properties. Especially for larger bubbles, properties such as
shear or vorticity can have strong influence on the shape and even cause time-dependent
behavior such as periodic wobbling. Therefore, it would be interesting to study this influence

and adjust the geometric model accordingly.

The positions and adjustment of the bubble set itself opens further questions for future
research. With the proposed method, bubbles can appear or vanish at constrained but
random positions to satisfy changed density requirements. In reality, the appearance and
disappearance of bubbles is caused by separation and coalescence events, i.e., single bubbles
can split to form multiple new bubbles, or multiple bubbles can merge, resulting in a single,
new bubble. It would be interesting to research whether or not local flow properties can
help determine where these coalescence and separation events are likely to occur, and then
handle such events explicitly without the need to generate new bubbles or remove existing

ones at random locations.
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