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Abstract

Nowadays a large part of communication is taking place on social media platforms
such as Twitter, Facebook, Instagram, or YouTube, where messages often include
multimedia contents (e.g., images, GIFs or videos). Since such messages are in digital
form, computers can in principle process them in order to make our lives more con-
venient and help us overcome arising issues. However, these goals require the ability
to capture what these messages mean to us, i.e., how we interpret them from our own
subjective points of view. Thus, the topic of this thesis is to advance a machine’s
ability to interpret social media contents in a more natural, subjective way. This
leads to the main research question:

(Q1) How can we teach computers to interpret messages with images in a subjec-
tive way?

This ability to handle subjectivity is crucial for applications where user preferences
need to be taken into account, such as improving user experience by finding contents
of interest or assisting users in formulating social media posts. An example that in-
volves another kind of subjectivity is content moderation. While the huge amount of
social media posts has made it virtually impossible for content moderators to check all
contents manually, with the ability to automatically detect posts that are perceived as
aggressive, problematic posts could be forwarded to someone who can prevent further
escalation. At the same time, implementing methods for subjective interpretation
forces us to come up with precise modeling approaches, which ultimately contributes
to a better understanding of human interpretation. However, subjective interpreta-
tion is a challenging topic even for humans, as evident by ongoing debates in the
humanities about what it means to interpret (see e.g., recent works in philosophy [1]
or hermeneutics [2]). So it is not surprising that automatic subjective interpretation
is still far from being solved, despite many relevant efforts from various active re-
search fields including data mining, information retrieval, recommendation systems
and content moderation.

In fact, the abundance of related work poses another severe challenge and mo-
tivates us to not aim at solving the research question (Q1) in its entirety, but to
advance the field by addressing three relevant sub-questions. The first sub-question
is concerned with the big picture and deals with general basics and modeling:

(Q1.1) How to model human interpretation for machine learning?

In the humanities there is much discussion on how we interpret (e.g., [1, 2, 3, 4]), but
no general models are proposed that could directly be used for computation. In com-
puter science, on the other hand, even though “interpretability” is currently a very
active research topic, surprisingly it is rarely even made explicit what interpretation
means [5]. A notable exception is [6], where interpretation is defined as “mapping
of an abstract concept (e.g., a predicted class) into a domain that the human can
make sense of”. However, this definition is exclusively meant for computer interpre-
tation, and does not comprise human interpretation. Overall we have identified an

iii



iv ABSTRACT

evident lack of transfer between computer science and the humanities. Inspired by
recent philosophical treatments on points of view [1], we modify the definition of [6]
such that it becomes applicable to both human and machine interpretation and can
be more easily adopted in the case where several ways of interpretation are involved.
These properties enable many possibilities for computational analysis of single or mul-
tiple ways of interpretation within the same theoretic framework, which we collect in
a comprehensive survey. Particularly interesting are machine learning approaches
where a single neural network learns multiple ways of interpretation, for example by
training a neural network to predict user-specific movie ratings from movie features
and user ID. This is a promising direction, as neural networks are powerful for pre-
diction, and analyzing what they have learned can help to better understand the
different ways of interpretation. However, we point out several open issues related to
the reliability of such an analysis. In particular, with the example of movie ratings, we
show that the way of combining information for prediction can affect both prediction
performance and what the network learns about the various ways of interpretation
(corresponding to users).

So far we discussed challenges and opportunities for dealing with human interpretation
on a general level. However, subjectivity-related problems can come in diverse shapes
and some application-specific details only become visible when focusing on particu-
lar problems. Therefore, the rest of the dissertation is concerned with two selected
application domains: Subjective visual interpretation and gang violence prevention.

The first application study deals with subjectivity that comes from personal attitudes
and aims at answering:

(Q1.2) How can we predict subjective image interpretation one would expect from
the general public on photo-sharing platforms such as Flickr?

This question is relevant for several use-cases. For example, predicting subjective
image interpretation can be used for automatic image tagging or to help users find
images according to subjective criteria. Such use-cases require an output that is more
informative than a single scalar as common in sentiment detection. Hence, most rele-
vant here is the line of work on detecting subjective adjective-noun combinations (such
as “cute puppy” or “scary dog”) from images [7, 8, 9], based on the Visual Sentiment
Ontology [7]. We continue this line of research by introducing the Focus-Aspect-Value
Model for subjective interpretation of images, which can be seen as a more structured
version of adjective-noun-based detection, taking into account semantic relations be-
tween adjectives and making it possible to do 0-shot learning. Yet another way to
interpret images is to convert them into a phrase or short sentence, that is to caption
them. This form of interpretation becomes relevant if, for example, one would like
to develop an assistant system that suggests titles for images the user wants to share
online. In a crowdsourcing study we analyze image captions on Flickr, revealing that
users generally preferred captions with sentiment, which suggests that some subjec-
tivity should be incorporated in image captioning approaches if the goal is to obtain
appealing captions. As a first step into this direction we develop a pipeline approach
to subjective image captioning, where we first extract adjective-noun pairs as mid-
level concepts and then feed them to a language module which turns the detected
concepts into a caption such as “mucky and tired baby”.

Our second study is about gang violence prevention and considers the following re-
search question:

(Q1.3) How can we automatically detect tweets of gang members which could po-
tentially lead to violence?
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Alarmingly high numbers of gang-related crimes have been reported in several major
US cities. For addressing this issue, we aim at assisting local intervention workers
by informing them about problematic tweets, so that they can prevent escalation by
approaching involved individuals before any aggressive offline action is taken. Since
we do not have ground truth information for violent acts linked to Twitter users,
this approach crucially involves identifying tweets perceived as aggressive by other
people in the gang community. This makes apparent the relevance of a more complex
kind of subjectivity, which is more indirect and community-specific than in the other
case study. A first step into this direction was done by Blevins et al. [10], who
built text-based methods for detecting aggressive and loss-related tweets from gang-
associated youth in Chicago. However, being entirely text-based, their work ignores
images that are often included in tweets and can contain important extra information.
Therefore, we extend their work by taking images into account as well. To this end,
we created a new dataset of tweets with images, annotated by aggression, loss and
substance use, as well as mid-level visual concepts such as handgun, hand gesture, and
marijuana. Note that obtaining ground truth labels for codes such as aggression is
especially challenging and mislabeling can potentially have detrimental consequences.
This naturally moves the focus towards annotation. In particular, for such scenarios
we recommend in-depth collaboration between computer science and social work or
social science, a set-up for which we developed the open-source web-based annotation
system VATAS. Additionally, we introduce new strategies for analyzing annotator
disagreement, which we find to be beneficial for getting a deeper understanding of
the community and which confirmed that subjectivity of annotation was important
to consider. Finally, we build multimodal detectors for the three codes and show that
using image and text modalities for detection leads to a large relative improvement
as compared to any detector using just a single modality.

In summary, in this thesis the overall goal is to advance the ability of computers to
interpret multimedia posts in subjective ways, so that they can become more valu-
able assistants. In two distinct application domains, we develop machine learning
models for predicting subjective interpretations of images or tweets with images, re-
spectively. Detection of subjective concepts remains a challenging (and subjective)
task, thus we incorporate mid-level concepts into most of these models. Doing so
adds an explainability component, helps to guide further progress and even proves
useful for analyzing annotation disagreements. This pipeline approach can easily be
adapted to other domains. In the process of building these detection tools, we also
created three different datasets which we share with the research community. Fur-
thermore, we see that some domains such as Chicago gangs require special care due
to high vulnerability of involved users. This motivated us to establish and describe
an in-depth collaboration between social work researchers and computer scientists.
As machine learning is expanding towards more subjective applications and gaining
societal impact, we have good reason to believe that similar collaborations between
the humanities and computer science will become increasingly necessary to advance
the field in an ethical way. Finally, our work on modeling interpretation helps us to
find and structure many possibilities for analyzing interpretation with computational
methods, but also makes us realize general open issues concerning the reliability of
some popular analysis methods. Since understanding surely is important for guided
progress, both of these points will be important to consider for further research on
the topic.
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Chapter 1

Introduction

Over the past few decades, we could observe a drastic change in everyday commu-
nication, as more and more communication went online. In 2018, the global average
of daily time spent on social media platforms such as such as Twitter, Facebook,
Instagram, YouTube etc. was reported to be almost 2.5 hours [11], which shows how
prevalent online communication has become. Remarkably, the amount of multime-
dia contents involved in these digital interactions has grown to a huge scale, causing
researchers to talk about “multimedia big data” (see e.g., [12]). Not only the mere
quantity of multimedia messages makes them important, but some findings even sug-
gest that posts with multimedia data are more impactful. For example, tweets with
images were found to receive 15% more clicks, 89% more favorites and 150% more
retweets as compared to text-only tweets [13].

Unfortunately, the rise of online communication came together with several novel
issues. For instance, cases of online violence have been reported [14, 15], and re-
searchers have found excessive social media usage to negatively affect psychological
well-being [16]. Such issues are especially challenging to address due to the large scale
of related online data. In particular, it is typically not feasible for content modera-
tors to manually inspect all messages between users for taking action against online
violence.

On the other hand, the shift toward online communication brought about great
opportunities: Since online communication happens in digital form, computers can
in principle process such user interactions. This can be helpful for improving user
experience, learning more about how we communicate, or even helping us to overcome
the previously-mentioned issues.

Indeed, already today we find many useful approaches in such directions: Com-
puter models have been built for making communication more efficient by generating
reply messages [17], helping us find contents we would likely be interested in [18, 19],
or assessing photo aesthetics for providing instant feedback to users [20]. Similarly,
systems have been created for monitoring mental health [21] or detecting aggressive
posts such that they can be forwarded to someone who can prevent escalation [10].
What many of these approaches have in common is that at their core they are trying
to capture what online messages mean to us, i.e., how we interpret them from our
own subjective points of view. Coming back to the previous examples, if we are able
to predict which posts a given user finds interesting, appealing or aggressive, then
several of the above-mentioned applications become relatively simple to solve. Even
for the generation of messages it can be argued that a major part of the problem is
to judge whether some given statement is appropriate as a response.

As we will come to see in the remainder of this dissertation, there have been
considerable advances in automatic processing of online messages during the past few
years. Still, while working with subjective interpretation of textual contents has a

1



2 CHAPTER 1. INTRODUCTION

longer tradition in machine learning, when it comes to subjective interpretation of
multimedia messages, results are lacking behind. Furthermore, even though there
are many individual applications which deal with subjectivity, the core topic of how
subjective interpretation can be predicted is rarely discussed on a general level.

1.1 Overall Goal

The goal of this thesis is to advance a machine’s ability to interpret social media
contents in a more natural, subjective way. This leads to the main research question:

(Q1) How can we teach computers to interpret messages with images in a sub-
jective way?

In Chapter 2 we will describe at length what exactly is meant by subjective interpre-
tation. Until then, the following working definitions shall be sufficient:

• By interpretation we mean to assign meaning, which we assume to take the
form of categorical labels (e.g., classes such as “authored by XY”, “contains a
dog”, “perceived as aggressive”) or vectors (e.g., concept likelihoods), while

• interpretation is called subjective if the assigned meaning depends on personal
attitudes.1

For example, interpreting something as “interesting” or “not interesting” is subjective
because it depends on personal attitudes. In many cases, deciding whether something
is small vs large, light vs dark, etc. is subjective as well. A non-subjective example
would be to decide whether an image contains a dog, a car or a horse (unless the
image is ambiguous).

1.2 Challenges

Even most humans are well aware of everyday difficulties caused by misunderstanding
each other, an issue which essentially is about predicting how someone else would
interpret what is being said or done. Thus, intuitively, we already find good reasons
for thinking that automatic subjective interpretation is likely going to be a difficult
undertaking.

On the computational side, this difficulty is reflected in challenges in obtaining
suitable data for building and evaluating machine learning models. In particular,
subjectivity requires extra efforts when collecting annotations, and – as compared to
purely objective cases – it is less clear what the desired output of a trained model
should be.

But the challenges go much deeper than that: If we turn toward the humanities,
we find that it is already hard to define many of the central concepts that together
make up the topic of this thesis. This is especially true for interpretation: Philosoph-
ical efforts to understand interpretation date back more than 2,000 years (see [1]) and
we still find no generally accepted description of what exactly interpretation is. In
particular, interpretation is closely related to yet another conceptually difficult con-
cept, and that is the notion of meaning. Due to these conceptual issues, in Chapter 2
we will explain in detail how we interpret these central concepts of this dissertation.

Moreover, there is a huge amount of relevant literature on the overall topic of
subjective interpretation, and many recent efforts in the field of Artificial Intelligence

1Another type of subjectivity that will be discussed later is a dependency on the relation between
the world and the subject(s) that is interpreting. However, this other type is less relevant for this
dissertation.
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deal with related applications. This abundance of relevant literature and existing
efforts poses another severe challenge and makes it unfeasible to solve the research
question (Q1) in its entirety.

1.3 Research Questions

In order to keep the scope of this dissertation limited and still take the big picture
into account, we aim at advancing the field by addressing three sub-questions. These
sub-questions correspond to the topics modeling interpretation, subjective image in-
terpretation and gang violence prevention.

1.3.1 Modeling Interpretation

Interpretation is the most central concept of this dissertation. As we have argued
above, interpretation is also a complex concept and can be very hard to grasp. Thus,
in order to make any solid advances in predicting subjective interpretation, it is
necessary to take sufficient time for looking closer into how interpretation can be
modeled for computational approaches. This motivates the research question:

(Q1.1) How to model human interpretation for machine learning?

Basically, we propose a supervised learning formulation for interpretation, where
interpretation is described as a mapping from input to meaning. Our investigations
into these basics allows us to develop a solid mathematical understanding of inter-
pretation. This mathematical clarity leads us to many possibilities for interpretation
analysis, which we find to be helpful for guiding overall progress and thus we investi-
gate this option in detail.

Note that in our work on modeling interpretation, we are concerned with the
big picture and treat interpretation at a very general level. However, subjectivity-
related problems can come in diverse shapes and some application-specific details only
become visible when focusing on particular problems. For this reason, we also handle
two selected application studies (subjective image interpretation and gang violence
prevention), which we introduce next.

1.3.2 Subjective Image Interpretation

Our first application study aims at answering the research question:

(Q1.2) How can we predict subjective image interpretation one would expect from
the general public on photo-sharing platforms such as Flickr?

More specifically, for this case study we care about subjectivity that often becomes
visible through adjectives and comes from typical personal standards, attitudes or
preferences. For example, a picture of a dog might evoke feelings of affection in some
people and fear in others. Such feelings can become visible in user-generated contents
such as image titles (e.g., “our favorite family member”), tags (e.g., “cute dog” or
“scary dog”) or comments (e.g., “how adorable!”), where adjectives such as “favorite”,
“cute”, or “scary” contain most of the subjective part of interpretation.

All of these types of information (i.e., titles, tags, comments) can in principle be
used for building computer models, where the individual types of information lead
to different use-cases. For example, predicting subjective tags or other concepts for
images can be used for automatic image tagging or to help users find images according
to subjective criteria. Interpreting images by converting them into a phrase or short
sentence – that is to caption them – leads to other use-cases. For example, this form
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of interpretation becomes relevant if one wishes to develop an assistant system that
suggests titles for images the user wants to share online.

In this dissertation, we handle both of these cases, i.e., we look into approaches for
predicting subjective concepts and approaches for generating phrases with a subjective
component.

1.3.3 Gang Violence Prevention

Our second application study is about gang violence prevention and considers the
following research question:

(Q1.3) How can we automatically detect tweets of gang members which could po-
tentially lead to violence?

With this question, we address a severe societal issue the US are facing: Gun vio-
lence has reached problematic levels in many major US cities. One of the worst cases
is observable in the city of Chicago, where a 58% rise in gun homicides was reported
in 2016, involving over 4,000 shooting victims [22]. Victims and perpetrators of gun
violence were found to often have gang associations [22], which motivates increased
efforts to reduce violent conflicts of gang associates.

Observations that gang members post publicly on social media [15] and that online
aggression can lead to offline violence [23, 24] suggest that social media posts of
gang associates might be useful for understanding and ultimately preventing violent
conflicts from escalating. In fact, this explains why we ask the specific research
question of this application study. In our work, we focus on detecting the psychosocial
codes aggression, loss and substance use. Since aggression and loss crucially involve
evoking and expressing feelings, the relation to subjectivity is evident for two of the
three codes.2

1.3.4 Comparing the Two Application Studies

Both application studies mainly aim at detecting subjective concepts from online posts
with images. However, there are several important differences between the tasks,
which are summarized in Table 1.1: For the two case studies, very different ways
of interpretation are important. In particular, this difference is reflected in different
output formats, types of subjectivity, and the community/domain that is dealt with.
We shall point out that the kind of subjectivity relevant for gang violence prevention
is considerably more complex than for our subjective image interpretation study:
Judging whether a tweet displays aggression means to estimate the effect of tweets on
potential recipients within a specific community. Hence, for gang violence prevention
we are dealing with a very domain-specific and challenging kind of interpretation.
This naturally moves the focus of the study to annotation and domain understanding,
which are far less critical for subjective image interpretation. The disparity between
the two studies will turn out to be useful in order to see different points that are
relevant for understanding the broader topic of subjective interpretation.

1.4 Contributions

The main contributions of this thesis can be summarized as follows:

2Whether a tweet is related to substance use can also be a subjective question. For example,
there is not necessarily a definite objective answer to the question whether a Styrofoam cup in an
image contains the drug lean or not.
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Subjective Image Interpretation Gang Violence

Concept-
based

Phrase-based Prevention

Modalities image only image + text

Platform various websites mostly Flickr Twitter

Community general public Chicago gangs

Input images tweets with images

Mid-level
Concepts

– adjective-noun
combinations

9 domain-specific con-
cepts

Output structured
visual interpre-
tation

image captions psychosocial codes

Labels weak, user-generated manually annotated

Subjectivity attitude-based, direct attitude-based, indi-
rect

Sources of
Subjectivity

common attitudes, preferences emotions, ambiguity

Use-cases data mining,
information
retrieval

entertainment,
convenience

gang violence preven-
tion (social work)

Focus modeling, pre-
diction

explainability,
prediction

annotation, domain
understanding, ethics

Table 1.1: Comparison of the two application studies. Due to their differences, our
application studies shed light on different facets of building models for predicting
subjective interpretation.

1. Modeling : We propose a general way of modeling human interpretation that
can directly be used for machine learning and proved valuable for finding and
structuring methods for analyzing interpretation. Further, our definition of
interpretation reveals a relation to the mathematical field of Functional Data
Analysis, which brings about new opportunities for dealing with interpretation-
related data.

2. Analysis: Based on our proposed modeling of interpretation, we formally de-
scribe the problem of computational interpretation analysis, survey and struc-
ture relevant approaches. In doing so, we describe a broader picture than related
overview papers [6, 5, 25, 26] and point out open issues regarding model-based
analysis. In particular, we describe strategies for comparing multiple ways of
interpretation which reveals new possibilities for analysis.

3. Detection: We develop various machine learning models for predicting subjec-
tive interpretation of images and tweets with images, which were able to improve
over previous state-of-the-art (tensor fusion for subjective image interpretation,
multimodal detection model for gang violence prevention) or add an explain-
ability component (CAST for subjective image captioning).

4. Annotation: For many machine learning approaches it is necessary to have
annotated data for training and evaluation. We describe an interdisciplinary
collaboration for high quality annotation, propose strategies for analyzing an-
notation disagreements, and release an open-source annotation system. These
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contributions are made in the context of gang violence prevention but can be
generalized to other domains.

5. Datasets: We build and release three datasets (image captioning annotations
from crowdworkers, aspects-DB for subjective image interpretation, and anno-
tated tweets of gang-involved youth) to the research community. These datasets
can be used to reproduce our findings, do further analyses and run experiments
with new models.

1.5 Structure

The contents of this dissertation are structured as follows: Chapter 2 lays out the
theoretic grounding of the presented work by defining subjective interpretation and
discussing related concepts. Chapter 3 then introduces the necessary machine learn-
ing basics, primarily for readers without a strong technical background. Afterwards,
in Chapter 4 we have a look at existing computational approaches to subjective in-
terpretation. In Chapter 5, we then summarize our own approaches to interpretation
modeling and the two application studies. Chapter 6 includes all publications that
constitute the main part of this dissertation. Finally, we conclude in Chapter 7 with a
summary of the main findings, a discussion of open issues and prospects of promising
future work.



Chapter 2

Theoretical Background

For this dissertation, it is crucial to understand what subjective interpretation is
supposed to mean. In this chapter, we take a step by step approach for introducing
our notion of subjective interpretation, starting by defining interpretation.

2.1 What is Interpretation?

When we look up the definition of the word “interpretation” in the dictionary
Merriam-Webster, we find that it is defined as “act or result of interpreting” [27].
The main concept here is the verb “to interpret”, for which the same dictionary lists
two senses [28]:

1. “to explain or tell the meaning of : present in understandable terms”, as in
“interpret dreams” or “needed help interpreting the results”

2. “to conceive in the light of individual belief, judgment, or circum-
stance : construe” as in “interpret a contract”

For this dissertation, the focus lies on the second sense, where interpretation de-
scribes a more or less automatic process we deploy for making sense of the world as
we perceive it. Note that this second sense is more fundamental than the first, since
whenever anyone (or anything) is to explain the meaning of anything, he/she/it first
needs to conceive it.

Furthermore, meaning is crucial for this second sense as well and will thus be
central for our investigations: If someone construes A as B, this can be understood
as the person assigning meaning B to A. This relevance of meaning is supported by
definitions of interpreting in other dictionaries, such as “to understand (an action,
mood, or way of behaving) as having a particular meaning” [29] or “to decide what
the intended meaning of something is” [30].

Remark: Interpretation and Philosophy

The definition we highlighted above already points to the relevance of situational
and personal context for interpretation. This connection is of central importance
in the field of hermeneutics, which originates from studies of biblical texts, but is
nowadays concerned with how we interpret information in general. In hermeneutics
it is commonly argued that in order to make sense of things we need to relate them to
our own life situation, which makes all interpretation something inherently personal
(see e.g., [2]).

7
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This statement, of course, has strong philosophical implications. In particular, it
begs questions such as “Is there any objective reality that is independent of interpre-
tation?”, “Do absolute truths exist?” and “Can we judge whether one or another way
of interpretation is better?” Questions of that kind have been asked in philosophy
for a long time. In fact, the role of interpretation in philosophy goes back at least to
around 500 BC, when the philosopher Heraclitus claimed that there was no objective
reality, only our subjective “appearances”. The philosophical positions skepticism,
relativism and perspectivism all crucially involve the notion of a point of view from
which we interpret [1], and ponder on implications of this interaction. Relativism,
perspectivism and similar positions still receive much attention in philosophy [1, 31],
but are also relevant to present-day debates in politics about topics such as tolerance
and cultural diversity.

Such treatments typically do not include any definitions of interpretation that can
be used for practical applications. Still, philosophical discussions in [1] about what
subjective points of view are will become relevant later on when defining subjectivity
(Section 2.4). For now, what we take from studies in hermeneutics and philosophy is
the insight that there needs to be someone or something that is interpreting. In other
words, there is no interpretation without an interpreting entity.

2.1.1 Interpretation in this Thesis

We have seen that interpretation is one of the most fundamental topics. Based on
the common understanding of the term, we can see interpretation as a form of trans-
formation, or conversion of information to something we can refer to as meaning.

2.2 Interpretation and Meaning

So, essentially, predicting interpretation means to predict the meaning someone (or
something) assigns to information, which brings up the question “What is meaning?”

Since we are ultimately interested in interpretation of messages consisting of text
and/or images, we now first have a look at how meaning of language and visual
information is commonly treated in scientific studies. From there we move to the
notion of meaning that will be adopted for this dissertation.

2.2.1 Meaning of Language

The meaning of language has been extensively studied in linguistics (see e.g., the
book “Meaning in Language” by Cruse [32]). There are mainly two linguistic fields
studying meaning: Semantics and pragmatics.

Semantics includes several branches, each dealing with a different kind of meaning.
To mention some of them: In lexical semantics, the intuitive meaning of individual
content words (i.e., nouns, verbs, adverbs, adjectives) is analyzed. In particular,
such analyses result in descriptions of word senses and relations between words (e.g.,
synonyms, hypernyms, entailment). On the computational side, we can find related
tasks such as word sense disambiguation (i.e., given a word in a context decide which
particular word sense is most suitable) and resources such as the popular WordNet
[33], which groups together words into sets of synonyms and contains information
about word senses as well as word relations.

Grammatical semantics studies relations between meaning and syntax. This in-
cludes the meaning of grammatical morphemes like -ed in walked, or variations of
meaning depending on syntactic role (e.g., white in “She was dressed in white” vs
“She was wearing a white dress”).



2.2. INTERPRETATION AND MEANING 9

Formal semantics uses logical formalism to model the meaning of language (typi-
cally propositions or sentences). Basically, we can understand interpretation in terms
of formal semantics as a conversion of text to such logical forms.

The line between semantics and pragmatics can be quite fuzzy. One way to differ-
entiate between the two is to draw the line based on different uses of the verb mean
(see [34]): While semantics aims at answering “What does X mean?”, pragmatics is
concerned with the question “What did you mean by X?” Thus, pragmatics deals with
speaker intent, implicatures and other aspects of meaning that depend on context,
such as ambiguity that requires situational context to resolve (e.g., “I went to the
bank”).

Results in pragmatics can be in the form of rules, such as the famous cooperative
principle by Paul Grice, which states: “Make your contribution such as is required, at
the stage at which it occurs, by the accepted purpose or direction of the talk exchange
in which you are engaged.”1 [35]

2.2.2 Meaning of Visual Contents

When it comes to visual contents such as images, it is rarely discussed how meaning
should properly be defined. Even intuitively, it is less clear what the meaning of an
image could be as compared to the meaning of a sentence or word.

In computer vision, semantics of an image are typically described in terms of
objective contents that are visible in various areas of the image (see e.g., [36]). In
particular, semantic segmentation refers to the task of assigning image pixels to con-
cepts (such as car, house, street, person) in order to partition the image into coherent
parts which capture its main contents. A more complete representation of an image’s
meaning is aimed at in the work of Frank Keller [37], who proposes a structured rep-
resentation of images that also considers relations between visual elements, similar to
dependency trees we find in semantics.

Still, as a picture paints a thousand words, it might not come as a surprise that the
meaning of visual contents can be more complex than what is accounted for in such
objective approaches. In case of paintings this becomes very clear, but even photos
commonly posted on social media (e.g., of friends, pets or events) evoke reactions
on the viewer’s side (including emotions and associations) or have other implications
which we can see as part of the meaning. Thus, modeling image semantics in terms of
objective contents and their relations can be a useful stepping stone, but especially for
images that are part of a message, we argue that implications are crucial to consider.
For example, if a friend sends you a close-up of a funny dog face after you mentioned
that you are feeling stressed out, segmenting the whole image as “dog” would miss
the point entirely.

2.2.3 Meaning in Terms of Implications

In Zimmermann’s introduction to hermeneutics [2] we find the following quote from
the Scottish philosopher John Macmurray: “If we did not know what water is by
drinking it and boiling it in our kettles, the scientific statement that water is H2O
would be merely a meaningless noise.” What this statement is meant to point out
is that meaning is ultimately built on experiential relations, or in other words, on
implications for one’s personal life. In the example of the chemical formula for water,
in this sense we could say that the meaning of “water is H2O” mainly comes from the
possibilities it implies, such as the implication that water can be made out of oxygen
and hydrogen etc.

1This statement is often broken down into four maxims of conversation, the so-called Gricean
maxims.
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Of course, the formulation “implications for one’s personal life” is too general for
computational purposes, but we do find studies on the following more specific types
of implications (which are applicable to multimedia messages):

• Co-Occurring Contents: Implications about which other contents (typically
words) can be expected to occur in the same context.

• Purpose-Specific Implications: One might want to consider messages as having
the same meaning if they lead to the same outcome, given the context or purpose
of interpretation.

We will now look a bit closer into each of these types of implications.

2.2.4 Implications about Co-occurring Contents

In linguistics, a popular claim is the distributional hypothesis which says that “words
which are similar in meaning occur in similar contexts” [38]. Some more radical
versions of it have been put forward, e.g., by Baroni and Boleda who stated that
“The meaning of a word is the set of contexts in which it occurs in texts” [39]. Surely
not every scholar would agree with this claim, but occurrence contexts certainly have
a strong relation to meaning. In particular, this becomes clear when inferring the
meaning of novel words/symbols. For example, what does the word “wampimuk”
mean in these sentences:

1. Ugh, I think I had too much wampimuk last night!

2. The other day when I was walking through the woods, I saw a wampimuk sitting
on a tree.

3. Donald was running late for his appointment at the wampimuk.

Based on this idea, in the field of distributional semantics (which belongs to natural
language processing), meanings of words are estimated based on the contexts in which
they occur. Originally, this was done by representing the meaning of a word as a
vector which counts how frequently other words occur within the same sentence (given
any large corpus). More recently, prediction-based approaches such as the popular
word2vec [40] have become dominant. However, the basic idea still remains to describe
the meaning of a word in terms of co-occurring contents. There are several variations
regarding which contents are taken as co-occurring, such as only considering words
which co-occur within some fixed distance (specified as number of words). These
variations affect what exactly is inferred as meaning. For instance, only considering
words that are direct neighbors leads to a more syntactic form of meaning.

In principle, instead of co-occurring contents, there are many other ways for un-
derstanding and defining context, which could also be used to capture the meaning
according to the distributional hypothesis. In a broad sense, we could consider any
other implications as part of the context, which brings us to the next point.

2.2.5 Purpose-Specific Implications

We can understand purpose-specific implications as a special case of context-based
approaches to meaning. The idea is to first determine an application or purpose for in-
terpreting (i.e., assigning meaning), and then define meaning in terms of implications
for this particular purpose.

For example, if we want to send an image to a friend in order to inform him or
her about what kind of car we bought, then all images where the car is clearly visible
could be said to have the same meaning. Of course, one might argue that other factors
such as the emotional reaction of the friend need to be taken into account as part
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of the images’ meaning as well, so that the described equivalence might only be an
approximation. Still, more generally, if we think about information as messages in
a communication context, it makes intuitive sense to claim that any two messages
which have exactly the same effect also must have the same meaning. This idea leads
to a notion of meaning that is relatively straightforward to use for computational
approaches.

For example, if we want to recommend images to users, the meaning of an image
can be taken as the user’s sentiment toward the image, which is observable in form of
user interactions (e.g., whether the user views the image or likes it). In this specific
context, we might say that what an image means can be sufficiently captured by a
binary value indicating like vs not like.

At first glance, such representations of meaning might seem like an oversimplifica-
tion of the matter. However, meaning in all its semantic and pragmatic subtleties is
not even fully comprehensible to humans which suggests that in any case we need to
rely on some kind of approximation for computational purposes. Furthermore, when
dealing with interpretation for a specific purpose, what exactly would be the benefit
of considering aspects of meaning that do not have any direct implications for the
purpose at hand?

We shall add that in our application studies we do face situations where the
purpose is very abstract or general (e.g., predicting subjective image interpretation)
or one has only limited information available (e.g., analyzing online violence on twitter
but no emotional reactions to tweets are accessible). Hence, in practice, one might
need to come up with discriminative concepts that can be observed and relate to
the purpose. For example, for subjective interpretation of images we could say that
the top adjective someone associates with an image certainly captures some part of
the person’s subjective interpretation and is discriminative (since it is very unlikely
that the person would use the same adjective for all images). In the example of online
violence, it would be possible to introduce tweet labels that are hypothesized to play a
role in online violence, such as labels for whether a tweet is perceived as “aggression”,
expresses “loss” etc.

To give a few more examples of other work with relations to purpose-specific
meaning, we come back to linguistics. Several linguistic branches study variation in
language, which revealed several dependencies between language choices and aspects
of the author. For instance, stylistics studies style in language and how style depends
on factors such as genre, author or historical period [41]. Results from stylistics have
applications in fields such as forensic linguistics, where the goal is to determine the
author of texts in legal cases. For this purpose, we could say that the meaning of a
text is mainly given by the identity of its author. A related field is sociolinguistics,
which analyzes how linguistic choices relate to group membership and other social
factors. Here, what language means is described by the social context it is used in.

2.2.6 Meaning in this Dissertation

Meaning in the sense of intuitive understanding is very complex and not fully gras-
pable. Automatically predicting this kind of meaning amounts to letting the computer
perceive the world in a human way, including all the non-conscious nuances and im-
pressions. We will not attempt to do that for two reasons: First, doing so is too
ambitious for a dissertation. Realistically, we could only expect to get a very coarse
approximation to this type of meaning by computational means. Second, for most
practical purposes of developing computer assistant systems with ability to handle
subjectivity, it is simply not necessary to model the whole of human interpretation.
As it turns out, we may define interpretation in terms of a more restricted form of
purpose-specific meaning, which is still powerful enough for any practical applications
and cuts off all the unnecessary overhead.
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Thus, in this dissertation we use a notion of meaning that depends on the purpose
of interpretation. In short, we define meaning in terms of implications for a given
purpose, which is typically described by discriminative concepts such as class labels
(see Subsection 2.2.5).

Another benefit of this choice is that our notion of meaning is applicable to any
type of information, including text, images and multimodal messages. Furthermore,
our definition shows a possibility to relate behavior and interpretation, which makes
interpretation observable (and measurable). Indeed, with a purpose-specific notion
of meaning it is evident how (re)actions can often serve as a proxy to interpretation.
For example, if a user can choose between the three reactions “laughing”, “crying”,
“surprise” to a post, the chosen reaction can be seen as the user’s interpretation
of the post. In particular, we can now also see how experiments in psychology and
cognitive science on reactions to stimuli can be understood as analysis of interpretation
– something that is hard to see when adopting a semantic notion of meaning. Take
Pavlov’s famous conditioning experiments for example [42], where saliva production
could be said to indicate which meaning the dog assigns to stimuli such as a ringing
bell.

2.3 Factors Influencing Interpretation

Before we define subjectivity, we shall look more generally into which factors have
been identified as having an impact on the process of interpretation. In doing so, we
do not aim at an exhaustive overview but mention the most prominent cases.

2.3.1 Priming Effects

Priming is a well-studied psychological phenomenon. The underlying idea is that any
contents we process stay active in our subconscious mind for some time, and during
this time affect processing of successive contents. This influence can be measured
either in terms of increased processing speed of related contents, or as increased
likelihood for the generation of similar contents. For example, the word “roof” is
read more quickly when presented after “house” than when following “water”. This
case falls under semantic priming, because the boost in processing speed is due to
semantic relatedness of the stimuli.

There are various other forms of priming, including syntactic priming. As an
example of syntactic priming, participants in a description task would use passive
verb forms more often after having heard someone use a passive verb form shortly
before [43].

Priming effects have been reported for non-textual stimuli as well. For instance,
Dell’Acqua and Grainger analyze semantic priming using pictures as stimuli [44]. To
mention a more exotic case of priming, Bargh et al. describe an experiment where
age-related words mentioned during an interview resulted in slower movement after
the interview [45].

It shall be noted that not all experiments on priming describe effects on inter-
pretation outcomes: Processing speed is a property of the interpretation process and
not part of what the stimulus means to the participant. If, however, the analysis fo-
cuses on changes of participants’ decisions or sentence generation, we can understand
priming as an effect of the first stimulus on the meaning assigned to the succeeding
one.
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2.3.2 Cognitive Biases

In the field of cognitive science, many influences on human information processing
and decision making have been collected under the umbrella term cognitive biases.
(Consider e.g., [46, 47, 48].) Not all such biases apply to the interpretation of online
messages. Some prominent examples that do are:

• Attentional bias describes the influence of recurring thoughts on attention. For
instance, anxious people are more likely to attend to threatening stimuli [49].

• The Bandwagon effect refers to the tendency to adopt views and behaviors that
are adopted by many others.

• Confirmation bias connotes the seeking and interpreting of information such
that it supports existing beliefs, expectations or hypotheses [50].

• Framing effect refers to the difference in interpreting information depending on
the way it is presented [51].

• The fundamental attribution error is the tendency to overestimate the impor-
tance of people’s character or intention over environmental factors when inter-
preting the behavior of others [52].

• Group attribution error describes the tendency to assume that decisions of a
group reflect the attitudes of individual group members [53].

In particular, cognitive biases can be important to consider when annotating data.
For annotation with crowdsourcing, Eickhoff showed that common cognitive bases
(ambiguity effect, anchoring, Bandwagon effect, and Decoy effect) can indeed affect
annotation quality [54].

2.3.3 Social Context

Especially for information in the form of messages, social context is an important
influential factor. There is some overlap with cognitive biases and influences that
count as social context, such as authority bias (tendency to put more trust in opinions
of authority figures) [55] or social desirability bias (tendency to portrait oneself as
socially desirable) [56, 57].

More generally, it makes intuitive sense to think that the identity of the author
can have a strong impact on the interpretation of the viewer. For instance, if a
message comes from your mother your interpretation would likely be very different
as compared to your interpretation of the same message coming from some complete
stranger. Similarly, situational context plays a role in interpretation. For example, if
a colleague told you loudly “I think I should clean up my room” during a business
meeting with other people present, social implications of the message (which can
count as part of its meaning as we argued above) would be different than in a more
private context.

Effects of this kind are mainly addressed in communication theory [58, 59] and
psychology [60]. Other studies in similar directions include analyses of messages’
implications in pragmatics, and investigations into variation of language according to
social factors [61].

2.3.4 Factors that are Internal to the Interpreter

There are various other influencing factors that are internal to the person who is
interpreting, including personal preferences and emotional states.
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For preferences, the relation to interpretation is most obvious. In fact, the word
“preference” is normally defined in terms of interpreting something as more favorable
than something else (e.g., as “act of preferring” [62]).

Regarding emotions, in the field of mental health care we find many accounts for
influences of emotions on general cognition. In particular, the term cognitive distor-
tions refers to irrational thought patterns, which can largely be understood as biases
in interpretation of situations and events, and are characteristic to states of anxiety
or depression [63, 64]. Additional evidence for emotional influence on interpretation
comes from neurobiology, where Antonio Damasio has investigated emotional influ-
ences on decision making (e.g., [65, 66]). It is worth mentioning that emotions can
also be seen as part of the interpretation outcome, especially when adopting our
purpose-specific notion of meaning. For instance, the emotion a message evokes is
crucial to consider for applications in entertainment, content moderation or violence
prevention.

2.4 Subjective Interpretation

Moving to subjective interpretation, which of the influences from the previous section
do we consider to be subjective? Let us first have a brief look into what subjectivity
is and how it can be defined. In recent philosophical discussions by Gutiérrez and
Campos [67], we find a definition of subjectivity specific to interpretation which we
adopt for this dissertation. Using our terminology, we can summarize the two senses
of subjectivity they mention as follows:

1. Subjective impregnation from attitudes: Meaning can be subjective in the sense
that it is influenced or characterized by personal preferences, attitudes, emotions
or experiential qualities. For example, colors or smells are subjective in this
sense. Other examples would be interpretation in emotional terms (such as
interpreting an image as scary, soothing, happy etc.) or in terms of preferences
(such as judging aesthetics of images).

2. Being relative to a certain position of a subject : Interpretation is subjective in
this sense if the meaning resulting from interpretation can only be understood
when taking into account the emplacement or position of the subject that is
interpreting. For example, if an image of a dog is interpreted as “image of
my dog”, this interpretation only makes sense when considering the relation
between the dog and the person who is interpreting. Interpretations that include
any other spatial, temporal or personal relations involving the interpreter are
subjective in this sense as well.

Importantly, we see that interpretation can be subjective not only due to subjective
influences on the interpretation process but the meaning itself can be subjective as
well. Meaning can be subjective in both of these two senses, i.e., it can be based on
attitudes and/or depend on the position of the interpreting subject(s).

For example, if an image is interpreted in terms of pretty vs ugly, the result
of interpretation must be subjective in the first sense. Similarly, rating emotional
qualities of contents – such as judging whether a tweet is aggressive or displays loss
– typically involves personal attitudes. Interpreting something in terms of young vs
old is subjective in the second sense, since age is based on the temporal relation of
something to the interpreter at the time of interpretation. (In addition, evaluating
age can depend on attitudes.)

Coming back to the influences on interpretation from the previous section: Since
the second sense of subjectivity is described as property of the interpretation result,
influences on interpretation can only be subjective in the first sense. Thus, internal
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factors such as preferences and emotions (Subsection 2.3.4) are clearly subjective,
while social context (Subsection 2.3.3), priming effects (Subsection 2.3.1) and cog-
nitive biases (Subsection 2.3.2) are considered as being subjective influences only if
they involve attitudes of the person interpreting. For priming effects this is normally
not the case. Social context, on the other hand, often relates to attitudes and emo-
tions. For some of the cognitive biases it is debatable whether they involve personal
attitudes.2

For the most part of this dissertation, we deal with subjective interpretation where
the meaning itself is subjective in the way that it depends on personal attitudes. Still,
in some of our work (movie ratings experiment and disagreement analysis in our gang
violence study) we additionally consider subjective influences on interpretation.

2For this dissertation it will not be necessary to draw a precise line between subjective and
non-subjective influences.
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Chapter 3

Technical Preliminaries:
Supervised Machine Learning

Most of the work presented in this dissertation belongs to the general topic of machine
learning, which is a subfield of Artificial Intelligence where statistical models and
algorithms are applied to data in order to “learn” (i.e., acquire abilities, such as
recognizing if there is a dog on an image or not).

In this chapter, we shall briefly review the necessary basics of machine learning.
During this line of action we also introduce the computer science terminology for read-
ers from less technical backgrounds, given that most of our publications (Chapter 6)
were written for a computer science audience and assume these basics to be known.

3.1 Basic Terminology

In order to understand the contents and contributions of this dissertation, it is nec-
essary to be familiar with several basic concepts from machine learning. The most
important ones are listed in Table 3.1. In the remainder of this chapter, we will see

Term Definition

corpus systematic collection of naturally occurring data (e.g., texts, im-
ages, social media posts)

model statistical method that maps input samples to output, where the
output of the method depends on internal parameters; for exam-
ple, linear regression that maps from age and gender to estimate
body height

prediction synonym for output of a model

ground truth information about which output is considered to be correct for cer-
tain input samples; for example, actual measurements of people’s
body height for various combinations of age and gender

label ground truth for a single input sample; for example, measurement
of a single person’s body height (with known age and gender)

dataset systematic collection of data samples (e.g., images); often the sam-
ples are paired with corresponding labels or ground truth informa-
tion (e.g., sentiment of images)

Table 3.1: Basic machine learning terminology.

17
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(c) Semi-supervised learning

Figure 3.1: Example to illustrate the difference between supervised, unsupervised
and semi-supervised learning. A supervised training task would be to classify 2-D
points into the colors red and blue, whereas training data we would be given a list of
points with known color (a). In case of unsupervised learning there are no classes (b),
thus the task could for example be to cluster the given 2-D points into two groups
based on their distribution. For semi-supervised learning, the task is the same as for
supervised learning, while ground truth information is only available for a small part
of the points (c). As an intermediate step, a semi-supervised learning approach might
separate the points into two groups and then use the labeled samples to assign these
groups to colors. (Figure best viewed in color.)

in more detail how these concepts relate and fit into to the topic of this dissertation.

3.2 Supervised, Unsupservised and Semi-supervised
Learning

Machine learning approaches are commonly distinguished based on their degree of
“supervision”, which describes how much ground truth information is available for
learning. On the extremes we find supervised learning, where ground truth informa-
tion is available for all samples, and unsupervised learning, where no ground truth is
available at all. The case where only some (typically small) subset of the data has
ground truth is referred to as semi-supervised learning. This major difference between
these paradigms is illustrated in Figure 3.1.1

Within these three categories we can further distinguish between different machine
learning tasks:

• Depending on the type of ground truth information, we can distinguish between
different supervised learning tasks: If we have one or several class labels for each
item, the corresponding task to train a model for predicting the class label(s)
given an item is called classification. For example, a classification task would be
to predict whether Shakespeare, Einstein or Trump authored a given text, based
on texts coming from these three individuals. In this example, we would say
that we classify texts into the classes “Shakespeare”, “Einstein” and “Trump”.
If the goal is to predict values on a continuous scale, the task is called regression.
For example, if we are given information about age, gender and height for several
people, a regression model could be trained to predict the height of a person

1There are machine learning approaches which cannot easily be put into any of these three
categories, including reinforcement learning (e.g., [68]), active learning (e.g., [69]), meta-learning
[70] and synchronization approaches such as classless learning [71].
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Dataset
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Given sample, predicts label,

depending on:
4) Fit 
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5) Use for 
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Application Data
Item (sample) Item (sample)

6) Apply

2) Create dataset
3) Choose model
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Test Set
Item k+1 (sample k+1, label k+1)

Item k+2 (sample k+2, label k+2)

Item m (sample m, label m)

Training Set
Item 1 (sample 1, label 1)

Item 2 (sample 2, label 2)

Item k (sample k, label k)

Figure 3.2: Schematic illustration of supervised machine learning with a single model,
assuming that a task has already been determined. First, a dataset is chosen or
created. Then, a machine learning model is chosen. Next, the model is trained on the
training part of the dataset. Afterwards, the test set is used for evaluating the model.
Finally, the trained model is applied. Note that this application step is typically not
part of research anymore.

based on age and gender. In case the output takes a more complex form such
as sentences or images, we talk about generation tasks. An example would be
to generate titles for images, given a dataset of images together with suitable
titles.

• Tasks in unsupervised learning generally aim at finding and describing statistical
properties of data. The most common task is clustering, where the data is
automatically partitioned into groups called clusters, such that similar items
fall into the same cluster. For example, given a collection of 10,000 images, one
might be interested in organizing them into 100 groups such that images in any
group are similar to each other. This can be useful in order to get an overview
of the image collection, since looking at a few examples from each cluster can
already give a good idea of its contents. Other tasks such as density estimation
are focused more directly on statistical properties of the data.

• Semi-supervised learning generally aims at solving the same tasks as in super-
vised learning and uses unlabeled samples as auxiliary data.

This thesis is mainly concerned with classification and generation, which both
belong to supervised learning. In fact, we will see that our chosen approach for
modeling interpretation can be understood as supervised learning formulation. As we
adopt a supervised learning approach for predicting subjective interpretation, we will
now recall the basics of supervised machine learning.

3.3 The Supervised Machine Learning Pipeline

The basic supervised learning pipeline is shown in Figure 3.2. The main steps are as
follows:
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1. Decide which task you want to solve (e.g., formulate a research question or
set a specific application goal) and determine how it can be computationally
modeled. For example, one might want to work on a common existing task such
as sentiment detection, or start with the question of how subjective impressions
of images can be captured automatically. The most crucial parts of modeling are
to decide on what to use as input (e.g., single images), output (e.g., adjective-
noun combinations visible in the image) and find a suitable way of evaluation
(i.e., quantifying how well a given model can solve the task).

2. A dataset needs to be obtained. In supervised learning, a dataset needs to
contain samples and corresponding labels. The labels can be of various types,
including categorical (e.g., cat, dog, person), numerical, sequential (e.g., text),
while this type is assumed to be the same for all samples of the dataset. We
can think of the dataset as a list of examples that describe the desired behavior
of the model.

3. Choose one or several machine learning models. The models can be any statis-
tical model (e.g., logistic regression, neural networks, support vector machines)
that has internal parameters and estimates likelihoods for the possible labels
given as input any particular sample.

4. Once a dataset is in place and the model(s) has/have been chosen, a part of
the dataset – the so-called training set – is used to train the machine learning
model(s) to predict the correct label given an input sample. In machine learning,
training or learning means to optimize the model parameters such that the
overall probability of observing the combinations of samples and labels in the
training set is maximized.

5. After the models have been optimized, they are evaluated using another portion
of the dataset, the so-called test set. This evaluation is meant to give an idea
of how well the models can be expected to perform on unseen data.

6. Finally, the model is applied in the scenario it was designed for. This, however,
is normally not part of research anymore and not relevant for this particular
dissertation.

We will now have a closer look at the parts that are especially relevant to our
publications.

3.3.1 Building Datasets

In the process of this dissertation, we built and released several datasets. Especially
in our application study on gang violence prevention, annotation plays a central role.

Data Acquisition

For our work, input samples are generally in the form of user-generated contents, so
the starting point is either an existing dataset or scraping data from online platforms.
Scraping can be done in various ways, including searching for contents that mention
or are tagged with specific keywords, and obtaining posts from given authors. This
leads to a collection of data samples. To have a full dataset for supervised learning,
another ingredient is required, namely ground truth information.
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Ways of Assigning Ground Truth

The most common ways of obtaining ground truth information are manual annotation,
automatic annotation and scraping. We will briefly go through all of these options
with a simple example for illustration. So let us assume we want to build a dataset
with dog vs cat images.

• Manual Annotation: In manual annotation, we start with a set of images, where
for a given image we do not have any information about whether there is a dog
or a cat on the image. We would then ask human annotators to add this
information by ground through the images and specifying for individual images
whether a dog or a cat is shown. These annotators can either be a group
of individuals who are registered on so-called crowdsourcing platforms (e.g.,
Amazon Mechanical Turk), or in-house annotators (e.g., students).

• Automatic Annotation: Another possibility is given by automatic annotation,
where computer tools such as existing machine learning models are employed
to add labels to the data. This is quite common to do for datasets in natural
language processing, where parts-of-speech taggers are often used to add parts-
of-speech information to texts in the dataset. However, as this approach requires
a working system for generating the labels, it is only appropriate as auxiliary
information.

• Using Metadata: At times, the acquired data contains metadata that can be di-
rectly used as labels. For example, for our set of images we might have user tags
available and these include the words “cat“ and “dog”. On the downside, meta-
data of user-generated content typically contains noise, that is inaccurate or
irrelevant information, which often necessitates additional strategies for clean-
ing up the data. Note that if metadata is used as ground truth, this choice
should usually be taken into account already during the data acquisition phase.
For example, one would search specifically for images tagged with either “dog”
or “cat” when trying to build a dog vs cat classifier.

In the process of this dissertation, we create datasets under the use of metadata,
crowdsourcing and in-house annotation.

3.3.2 Common Supervised Machine Learning Models

Even though in several of our papers we mix and compare various machine learning
models, in most cases it will be sufficient to treat the upcoming models as black-boxes.
Thus, we will not go into the heavy mathematical details but aim at providing a more
intuitive idea of the differences between the models.

Some of the common models used in our publications are:

• Linear/logistic regression approximate the output as linear combination of the
input components. For example, given height and weight of a person, the age
of the person could be estimated as a linear combination

age = a · height + b · weight + c,

where a, b, c are real-valued parameters that are estimated based on a given
dataset. In case of logistic regression, the logistic function is applied to the
linear combination to map the value to the range from 0 to 1. (In the previous
example, this would make sense if we wanted to classify into “under 18” and
“18 years or older”.) Linear and logistic regression are fairly robust and simple
to apply, but by design these models are not capable of learning non-linear
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dependencies2 which leads to poor performance when applied to more complex
data.

• Support Vector Machines (SVM) offer more complexity than linear models such
as logistic regression. At the same time, SVMs are simpler to train than for
example neural networks. On the downside, they are less flexible than neural
networks, which makes them more dependent on characteristics of the input
(input features) and less suitable for combining various types of information for
prediction.

• Neural networks are statistical models which are organized into layers. There
are various types of layers but most of the heavy lifting in neural networks is
done by a sequence of linear transformations followed by an activation function
(e.g., logistic function). Hence, roughly speaking, we can think of basic neural
networks as combinations of many logistic regression models. Given sufficient
network size, even networks with a simple structure were shown to already be
complex enough to approximate any arbitrary multivariate function [72]. Re-
cently, neural networks have become very popular as they reached state-of-the-
art performances in many machine learning tasks such as image classification
[73], machine translation [74] and sentence classification [75]. Advantages of
neural networks are that they scale well with dataset size, can achieve good
performance with almost any kind of input (e.g., image pixels, frequency spec-
trum for audio, sequence of words) and are very versatile. However, this flexi-
bility comes with the price of making it very time-consuming to optimize any
non-standard network.

3.3.3 Training and Evaluating Supervised Machine Learning
Models

Assume we are in a situation where we have a dataset (including samples and associ-
ated ground truth), have picked a machine learning model and now wish to train the
model with the available data.

Splitting the Dataset

Remember that the goal of supervised machine learning is to obtain a model that is
able to predict labels for unseen input samples. For being able to get a fair idea of how
well the model can be assumed to generalize to unseen data, it is necessary to split
the dataset into a training set which is used for optimizing the model, and a test set
based on which the model is then evaluated.3 If hyper-parameters (such as numbers
of layers for neural networks) are optimized or a stopping criterion is necessary for
knowing when training was enough, an additional validation set might be used.

Training

Optimizing the model is typically done by using a gradient-based approach like
stochastic gradient descent. The idea behind gradient-based approaches is to use
training data for estimating how the prediction error depends on individual parame-
ters of the model (which is measurable as partial derivatives of the output with respect

2For example, consider a classification problems of 2D inputs. Logistic regression is only able to
linearly separate the inputs into two classes, i.e., to draw a line and assign all samples on one side
to one class.

3Evaluation on the training set leads to overly optimistic results, especially for complex models:
In the worst case, the model remembers all training set items by heart and achieves a perfect score
on the training data, without any ability to generalize to new samples.
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to the parameters), and then update the parameters accordingly. This is done in an
iterative way until the output error becomes stagnant.

Evaluation

Evaluation is always done with respect to an evaluation metric, that is an algorithm
that takes as input test samples, their labels and predictions for the test samples,
and returns a numeric score (sometimes also referred to as performance score) that
quantifies the overall quality of the predictions. Evaluation metrics are task-specific.
For example, for classification tasks the simplest choice is accuracy, which measures
the fraction of correctly classified samples. For regression tasks, metrics such as mean
squared error or mean absolute error over all samples are common choices.

3.4 Adopting Supervised Learning for Subjective
Interpretation

To summarize the overall set-up: In this dissertation the focus is on using machine
learning models for supervised learning of subjective interpretation. Input will be a
single message, output a list of concepts, concept scores or a sentence with a subjective
quality.

To this end, we can generally invoke the standard supervised learning pipeline
(see Section 3.3). Model selection, training and evaluation will be treated as in non-
subjective cases. However, for modeling and dataset creation, extra care has to be
taken when dealing with subjectivity, as will become clear in the remaining chapters.
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Chapter 4

Related Work

We first give a general overview of computational approaches on subjective interpre-
tation. After that we move to related work specific to the research questions of this
dissertation.

Note that since our individual publications (Chapter 6) also contain sections on
related work, in this chapter we will not go into every possible detail but focus on
points that are useful for putting our work into context.

4.1 Work on Predicting Subjective Interpretation

There are mainly three application fields in computer science where subjective inter-
pretation is central: Information retrieval, data mining and computational communi-
cation research.

4.1.1 Information Retrieval

The field of information retrieval pursues the goal of finding “relevant” contents
(e.g., documents, images, videos) from a database. What exactly is considered to be
relevant differs across specific retrieval tasks, but often, relevance is closely linked to
personal preferences and other subjective factors.

For example, Liu et al. show that considering user history makes search engines
more effective and efficient [76]. Large degrees of personalization in modern search
engines give additional support for the fact that relevance of websites depends on the
subject performing the search query. The approach described by Hanjalic et al. even
delves deeper into subjectivity by explicitly considering the intent of the user when
performing online searches [77].

Even before any popular web search engines existed, researchers found person-
alization to be useful for finding relevant technical memos [78]. The same paper
mentions that information retrieval is closely related to information filtering. This
relation is described in more detail by Belkin and Croft [79], who specify as one of
the main differences between the two applications that information filtering considers
long-term user interests while information retrieval focuses on short-term interests.

Another application that can be put under information retrieval is recommender
systems, where contents (e.g., music, images, movies) are suggested to users based
on their behavior. The goal thereby is to recommend contents which the user finds
interesting or appealing. This can, for instance, be achieved by maintaining user
profiles where preferences and interests are stored, and comparing these user attributes
with attributes of contents in order to find well-aligned contents [80].

25
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4.1.2 Data Mining

Especially in natural language processing (i.e., the branch of Artificial Intelligence
that deals with natural language data), several data mining tasks directly focus on
extracting information about subjective interpretation.

Perhaps the most common among these tasks is sentiment analysis, which aims
at detecting the sentiment expressed in a given text. For example, given a set of
movie reviews in the form of texts, one might wish to find out which movies are
preferred by detecting the sentiment expressed by users in individual reviews and
aggregating this information. Sentiment analysis has a long-standing tradition in
natural language processing and has been extensively researched (see e.g., the surveys
[81, 82]). Common methods include decision tree, SVM, neural network, Näıve Bayes
and maximum entropy [82].

Aspect-based sentiment analysis is an extension of standard sentiment analysis
that detects not only the overall sentiment of a text but also finds which aspect the
sentiment is expressed on. For example, imagine you are given a review for a specific
product. Standard sentiment analysis would detect whether the review is in favor or
against the product. Aspect-based sentiment goes a step further and might find that
the customer complained about the price which is claimed to be too high, i.e., there
was a negative sentiment expressed toward the aspect “price”. This more fine-grained
analysis adds a type of explainability that is useful for practical applications. Thet et
al. [83] describe an approach based on a subjectivity lexicon and dependency parsing
for extracting aspects and corresponding sentiments from movie reviews on discussion
boards. Aspect-based sentiment analysis has become a popular machine learning task
(see e.g., [84, 85]), hence several other approaches have been proposed, making use
of topic modeling [86], Näıve Bayes [87] or neural networks (e.g., [88, 89]). There are
several other noteworthy tasks which originated from sentiment analysis, including
stance detection, opinion mining and perspective detection.

Stance detection aims at detecting the sentiment toward individual entities (peo-
ple, organizations, etc.) based on textual data [90]. The main difference to aspect-
based sentiment analysis is that the entity toward which the sentiment is expressed
need not be mentioned explicitly in the text. Several approaches to stance detection
are based on various types of neural networks, including convolutional neural networks
[91], recurrent neural networks [92] and target-specific neural attention networks [93].

Opinion mining is more complex than aspect-based sentiment analysis. It aims
at extracting quintuples of the form (entity,aspect,sentiment,holder,time) to capture
which opinion holder expresses his or her opinion on an entity in terms of sentiment
toward a particular aspect of the entity (see e.g., [81]). A concrete example for such a
quintuple would be (Nokia,vioce quality,positive,user “XY”,Apr-1-2019). Extracting
such information involves aspect-based sentiment detection and entity extraction as
sub-tasks.

Perspective detection is a less common task but has been described by Fang et al.
[94] and Vilares and He [95]. Basically, based on two text corpora (e.g., transcripts of
speeches of democrats and speeches of republicans), the goal of perspective detection
is to automatically describe contrastive opinions pertinent to the respective corpora.
Both papers base their approach on probabilistic models. The approach proposed
by Vilares and He returns a list of topics, where a topic is a list of keywords (such
as “israel, iran, syria, settlement, relocation, counter-terrorism gaza, tpims, airline,
metropolitan”), together with exemplary statements (e.g., “It is contrary to interna-
tional law in that sense, and any nation has obligations when dealing with occupied
territories and their occupants.”, . . . ) which summarize the opinion for each topic
and corpus (examples taken from [95]).

In computer vision, sentiment analysis is not as well-established as in the text
domain. Still, more recently researchers started to consider visual sentiment as well
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[7]. Since predicting subjective visual interpretation is the topic of research question
(Q1.2), below we will discuss further details (see Subsection 4.3.1).

4.1.3 Computational Communication Research

In [96], Matei and Kee describe the field of computational communication research
and structure relevant efforts. Computational communication research is a diverse
field and among others encompasses analysis of textual contents and user behavior.

Content analysis uses computational approaches to analyze messages in order to
obtain insights about human communication. In this context, methods from natural
language processing such as sentiment detection can be used for semantic analysis,
but as content analysis is seen as a form of rhetorical analysis in communication
research, tasks such as detecting and untangling polysemy and contextual modifiers
become relevant as well.

Analysis of user behavior can be directly related to subjective interpretation, but
this is not always the case. An example with an obvious relation to subjectivity is
the analysis of likes or similar reactions that reflect user preferences and emotional
assessment of contents. More complex approaches to user behavior analysis are emerg-
ing in the literature, including attempts to investigate into interactions of behavior,
cognitive processes, information consumption and social networks (e.g., [97]).

Note that especially for analysis of content and user behavior, there is significant
overlap with data mining. It shall also be mentioned that computational communi-
cation research is not yet as established as the more traditional fields of information
retrieval and data mining. Still, as many of the approaches in computational commu-
nication research combine results from various disciplines and digital communication
is now pervasive, we believe that this field will gain importance over the next years
and is very interesting to consider for future research.

4.2 Modeling Interpretation

Works from philosophy, hermeneutics and psychology make clear that understanding
interpretation is by no means a trivial matter and has been researched extensively.
Still, these fields aim at helping humans to interpret and understand interpretation,
but do not provide a general model that could directly be applied to machine learn-
ing. For example, in psychology we find Q methodology [98] which aims at describing
prevalent perspectives on a given topic, but relies on human intuition for designing
questionnaires and summarizing answers into coherent pictures [3]. Another example
is the framework for qualitative analysis proposed by Tan et al. [4], which is based
on the philosopher Paul Ricoeur’s theory of interpretation and involves complex pro-
cesses such as analyzing how one’s own interpretation might be influenced by personal
experiences and knowledge.

In cognitive science, many experiments are designed to collect responses which
often can be seen as interpretation of stimuli. For example, in experiments on cate-
gorization subjects might be asked to rate how representative an item is for a given
category, or to verify statements of the form “An [exemplar] is a [category]” (see [99]).
While such experiments aim at a better understanding of human interpretation, the
focus lies on identifying how certain features (e.g., some individual property of the
stimuli) affect the interpretation result (e.g., perceived degree of category member-
ship). Consequently, it is typically analyzed whether the presence of a given feature
has a significant influence on the interpretation outcome, without modeling the whole
interpretation process.

Closer to computer science, in the field of computational psychiatry, researchers
started to test conflicting hypotheses by implementing them and comparing their
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fitting ability to experimental data [100]. But as these models are developed for
testing hypotheses, they are very task-specific.

However, we are looking for a general way of modeling that should be largely
task-independent. Another relevant point is that models in cognitive science and
computational psychiatry typically use simple input features (corresponding to con-
trolled properties of stimuli) which renders them unfit for most applications based on
multimedia messages.

So overall, in the humanities and closely related fields we do not find models
that are task-independent and directly applicable to machine learning. If we turn
to computer science, on the other hand, these criteria are typically satisfied, but it
is rarely discussed what interpretation means. This might be surprising to theory-
driven researchers, given that interpretability is currently a popular research topic in
the field of Artificial Intelligence [5] and the existence of works in natural language
processing on topics such as perspective detection [94, 95]. However, one has to keep
in mind that research in computer science tends to be application-oriented in general.
As a notable exception, the work of Montavon et al. [6] comes from computer science
and defines interpretation as “mapping of an abstract concept (e.g., a predicted class)
into a domain that the human can make sense of”. However, their definition describes
interpretation in the sense of explaining and not as in construing, which we want to
consider in our work (see Section 2.1). Further, their notion of interpretation does
not enclose much of human interpretation, as human interpretation must start from
something “that the human can make sense of” which is not necessarily abstract.

Another case worth mentioning is the work done in the field of distributional
semantics. The focus there lies on learning the meaning of words, which we have
found to be closely related to interpretation (see Chapter 2). Distributional seman-
tics uses theory from cognitive science and linguistics to compute meaning in terms
of co-occurring words. However, this notion of meaning is only one of several pos-
sible choices and not necessarily the best one for application, as it can cause much
unnecessary overhead (see Section 2.2).

4.3 Subjective Interpretation of Images

Online, subjective interpretation of images is observable through various interactions
of users with the images. These include posting titles together with images, comment-
ing on images of others, assigning tags or reacting to the image by liking, forward-
ing etc. Regarding the theoretical underpinnings, as we have argued in Chapter 2,
titles, tags and other reactions can be seen as purpose-specific meaning (see Subsec-
tion 2.2.5).

In the case of tags or reactions, interpreting an image then means to assign concepts
to the image. Titles, comments or captions, on the other hand, are the outcome of a
process where an image is interpreted in terms of a phrase. We discuss both of these
forms of interpretation, starting with the comparatively simpler task of extracting
subjective visual concepts.

4.3.1 Detecting Subjective Visual Concepts

We are interested in approaches for extracting informative subjective concepts from
images, such that they can be useful for data mining or information retrieval. For
example, a user might want to find “cute” images when in a certain mood. Or for
mental healthcare it could be useful to detect an increase in sad images being posted
by a certain group of users.

Even though computational approaches to subjectivity have been much more
prevalent in the text domain (e.g., sentiment analysis, opinion mining, stance detec-
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tion), several works have considered subjective image interpretation before. This in-
cludes efforts on detecting visual sentiment [101, 102] and image aesthetics [103, 104],
or predicting image popularity [105, 106]. These approaches, however, tend to use
single scalar values as output. For applications such as data mining or information
retrieval, approaches with more informative output are typically preferable. Such an
output format can be found in the line of work on detecting subjective adjective-noun
combinations (such as “cute puppy” or “scary dog”) from images [7, 8, 107, 9, 108],
based on the Visual Sentiment Ontology (VSO) [7]. The basic idea behind the VSO
is to pair the subjective adjective part with a more objective noun part into con-
cepts such as “cute puppy” or “scary dog”. These concepts which combine subjective
and objective parts can directly be used for building tag-based datasets by means of
crawling, and are easier to detect than mere subjective elements.

4.3.2 Subjective Image Captioning

Automatic generation of subjective image captions can be useful for making online
life more convenient to users. For example, when a user uploads an image to social
media, a captioning assistant could suggest a list of subjective captions the user can
choose from. Other applications are entertainment (it can be quite amusing if the
computer comes up with subjective texts) or explaining image contents to visually
impaired people (who can be assumed to also have some interest in the subjective
aspects of posted contents).

Originally, image captioning was restricted to generation of objective descriptions.
In early works the task was treated as a retrieval problem, where in order to find
a suitable caption for an image, cases of similar images with known captions were
retrieved from a large dataset and their captions were suggested [109]. Nowadays, the
most common approaches are based on the neural network-based method “show-and-
tell” [110]. In this method, the image is first converted into a vector by one neural
network, then this vector is transformed into a caption by another neural network.

Another approach to image captioning is to split the task into two steps, where the
first step is to extract concepts and the second step is to turn the extracted concepts
into a caption using a language module. The language module is typically a simple
statistical model, where the type of concepts that are extracted in the first step varies.
For example, Lebret et al. [111] extract phrases such as “a skate board” or “is riding”,
while Fang et al. [112] detects individual words as concepts and Li et al. [113] use
n-grams.

Less work has been done on subjective image captioning. While there exists some
work done on personalization of captions, for example by adding face recognition to
the processing pipeline (e.g., [114, 115]), only few results about generating affective
captions have been reported. To the best of our knowledge, the only paper on affective
image caption generation that was published before our work on subjective image
captioning is the one by Mathews et al. [116], where an end-to-end method called
SentiCap was introduced. However, SentiCap requires specific data to train (captions
with strong sentiment), and since it only outputs a final caption for a given image, it
can be difficult to interpret failure cases and debug the model.

4.4 Gang Violence Prevention

There are efforts by US law enforcement to address gang violence. For example, the
city of Chicago compiled a “strategic subject list” [117], predicting who is likely to
shoot someone or be shot, with the goal of having police officers talk to these people
preventively. But for their approach they rely on non-public offline data, and the
actual benefit for the community has been severely criticized [118, 119].
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As we mentioned above in the introduction, social scientists analyzed online be-
havior of gang members and found them to be as active as “normal” youth on various
social media platforms [15], including public posting. Another relevant observation
is that online violence (“cyberbullying”) can lead to offline crime [23, 24]. These two
observations can be combined into the idea of detecting problems online before they
turn into physical conflicts. In the literature, we find a few works on using social me-
dia posts for fighting crime. For example, Gerber applies statistical topic modeling
to tweets with geolocation for predicting how likely 20 different types of crimes are
to happen in individual parts across the city of Chicago [120]. However, this work is
a large scale statistical approach that is not specific to gang associates and is meant
to help placing police officers in an efficient way, whereas our efforts are community
based and have solid grounding in social work research.

Most closely related to our work is the paper by Blevins et al. [10]. They detect ag-
gression and loss from tweets of a deceased gang member and her top communicators,
using an extensive set of linguistic features. In fact, this work was done at Columbia
University and involved the Natural Language Processing group and SAFELab, both
of which also took part in the efforts presented as part of this dissertation.
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Own Work

In this chapter, we explain which approaches we adopt for each of the three research
questions, and how these efforts relate to the publications included in the next chapter.

5.1 Modeling Interpretation

In our survey paper “An Overview of Computational Approaches for Interpretation
Analysis” (pages 39ff.) we formally define interpretation for machine learning in
terms of an interpretation function of someone/something that maps from input to
meaning, and describe the task of computational interpretation analysis. There are
two crucial differences as compared to related definitions of interpretation in computer
science (e.g., [6]): First, we do not pose any a priori restrictions on the input and
output domains. This makes it applicable to human as well as machine interpretation.
Second, we introduce a bearer of the perspective. This modification was inspired by
the treatment on points of view by Campos and Gutiérrez [1], and proves helpful for
comparing multiple ways of interpretation.

We see that, mathematically speaking, analysis of interpretation essentially means
to characterize functions, which can generally be done by describing dependencies
between the function’s input and output. This simple insight helps to find many
approaches for analyzing and comparing ways of interpretation. Consequently, in
the same paper we provide a comprehensive overview of relevant approaches for an-
alyzing interpretation (including statistical methods, pattern mining, model-based
approaches, visualization techniques) and explain methods for comparing multiple
ways of interpretation with computational methods.

Furthermore, our framework for interpretation analysis is analogous to the stan-
dard supervised learning formulation, which means that analysis and prediction can
both be treated in this same framework. In particular, we describe the possibility
of using a single neural network for prediction and analysis of multiple ways of in-
terpretation. Such a neural network is trained to predict an interpretation (e.g., like
vs dislike) from input x (e.g., image) and perspectival context p (e.g., ID of user
expressing the preference). Once trained, the network can be analyzed in order to
derive insights about properties of the learned interpretation functions (e.g., which
users share similar preferences). This possibility leads to two open questions: First,
which architecture to use for merging input and context information? And second,
how reliable is the information about the perspectives that is learned by the network?
Put together, these open questions motivate the next publication.

In “Fusion Strategies for Learning User Embeddings with Neural Networks” (pages
95ff.), we train a neural network to predict movie ratings from movie features (input)
and user ID (context), and analyze how the way of merging input and context infor-
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mation influences what the network learns about the users’ ways of rating movies. We
also see how understanding interpretation as a function reveals the relevance of the
mathematical field Functional Data Analysis, which shows how to properly measure
distances between ways of interpretation. We used this understanding to introduce a
metric for evaluating the quality of vector representations of interpretation functions.

5.2 Subjective Image Interpretation

5.2.1 Detecting Subjective Visual Concepts

Methods for detecting adjective-noun pairs based on VSO [7] (e.g., [8]) have led to a
great improvement in the ability to detect subjective concepts from images. However,
VSO suffers from several shortcomings. First, the different adjective-noun combina-
tions are assumed to be independent. This is of course an inaccurate simplification,
since for example the interpretation “adorable puppy” would normally imply “cute
dog” but exclude “scary dog”. During evaluation based on VSO (or its extension
MVSO [107]), this simplification becomes problematic, as “cute dog” would gener-
ally be considered wrong for an image labeled as “adorable puppy”, making it more
difficult to judge the quality of detection models. Second, as much as the trick of
combining adjectives and nouns helps for easier detection of subjective concepts, it
simultaneously waters down the subjective component. Thus, from reported perfor-
mances for detecting adjective-noun combinations it is not directly clear whether the
model mostly specializes on distinguishing the different possible nouns or focuses on
adjectives.

We address these shortcoming by introducing the Focus-Aspect-Value (FAV)
model for subjective image interpretation in our paper “The Focus-Aspect-Value
Model for Explainable Prediction of Subjective Visual Interpretation” (pages 103ff.).
In the introduced model, we assume that a focus in the image is determined by se-
lecting a noun. The task then is to find out which adjectives make sense or are
likely to be suitable for describing the part of the image that is in focus. To this end,
adjectives are organized into mutually exclusive sets. Based on Google’s Conceptual
Captions dataset, we created a new dataset aspects-DB following the FAV model and
evaluate various machine learning methods on this new task.

As mentioned earlier, detecting subjective visual concepts can be useful for image
retrieval or data mining. Yet another application which can benefit from such work
is subjective image captioning.

5.2.2 Subjective Image Captioning

For subjective image captioning, we have three relevant publications: First, in “Image
Captioning in the Wild” (pages 113ff.) we describe a crowdsourcing study on how
people interpret images on Flickr with image captions. In particular, in this study we
found that there are only few captions with fully visible and purely objective contents,
and annotators in general preferred captions with sentiment.

Both observations justify a shift toward more subjective image captioning. We
worked on this task by adopting the pipeline approach outlined in Figure 5.1: In our
approach, we first detect subjective concepts (such as adjective-noun combinations)
and then use a language model to turn them into a phrase. This has the advantage
that the language model can be built separately under the use of any text-only cor-
pus, which renders it unnecessary to have any subjective captions as ground truth.
Also, the detected subjective concepts can be used for additional explanation and
verification of the model.
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Step 1: Extract subjective visual concepts

Step 2: Formulate caption

Subjective Concepts
● Cute puppy: 0.4
● Pretty flowers: 0.3
● Small dog: 0.1
● Nice weather: 0.05
● ...

Neural 
Network 
(e.g., DSB)

Language Model
(e.g., CAST)

Subjective Caption
“Cute dog and pretty flowers”

Input Image

Figure 5.1: Our overall approach to subjective image captioning. The first step is to
use a subjective visual concept detector, then a language generation module is used to
turn these into a subjective sentence. The input image is taken from Flickr, where it
was published by DennisAHansen with the title “IMG 1084” (https://www.flickr.
com/photos/dennishansen/32740334477/) under Public Domain Mark 1.0.

This approach is described in two papers “Introducing Concept and Syntax Tran-
sition Networks for Image Captioning” (pages 123ff.) and “Generating Affective Cap-
tions Using Concept And Syntax Transition Networks” (pages 127ff.). Both papers
use the neural network DeepSentiBank [8] for extracting subjective visual concepts,
followed by a novel language generation module we call CAST. The main difference
between our two image captioning papers can be found in evaluation: In one paper,
the resulting captions are evaluated by human judges according to how natural they
are (in a set-up similar to the Turing test); in the other paper evaluation is done
mainly with respect to appropriateness. Finally, we shall mention that both modules
in our pipeline approach can in principle be replaced. For example a detector based
on the FAV model can take the place of DeepSentiBank for subjective visual concept
detection, and a recurrent neural network could be used instead of CAST as language
generation module.

5.3 Gang Violence Prevention

We extended the work of Blevins et al. [10] in several ways, most importantly by also
considering visual information posted in the tweets. This decision was motivated by
the fact that many tweets include images and the observation that such images can
contain important information for intervention workers. For example, images might
show which people hang out together, which kinds of firearms these groups possess or
which kinds of substances they abuse. Also, for some posts with images, aggression
is visible only when considering the image (e.g., when a gun is pointed at the camera
with an ambiguous text).

In Figure 5.2 we illustrate our overall approach to gang violence prevention. For
preventing online aggression from escalating to offline violence, we aim at detecting
problems online such that local intervention workers can be informed and approach
specific individuals before the situation escalates. This approach involves the three
steps analysis, notification and intervention. We only handle the first of these steps
in this dissertation, because it most crucially involves automatic prediction of inter-
pretation.

https://www.flickr.com/photos/dennishansen/32740334477/
https://www.flickr.com/photos/dennishansen/32740334477/
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APPROACH

PROBLEM Name11 @user11
High af

Name11 @user11
Tick tick boom

Name11 @user11
Whazup?

Authors Offline 
Violence

escalate

Automatic 
Multimodal 

Analysis

Intervention 
Worker

inform

approach

No Escalation

1

2

3

Tweets

Name11 @user11
High af

Name11 @user11
Tick tick boom

Name11 @user11
Whazup?

Authors

Tweets

Figure 5.2: Illustration of our approach to gang violence prevention. Gang-involved
youth are active on social media platforms such as Twitter, where some of their
posts lead to offline violence. Our approach to prevent violence is to automat-
ically analyze social media posts with the goal of extracting information that is
useful for local intervention workers for taking preventative measures. The focus
of this dissertation is on automatic tweet analysis. Images are taken from Flickr
for illustration purposes: “Weed Marijuana Cannabis 420” by Weed Streetwear
(https://www.flickr.com/photos/149531682@N02/33870793081/), released under
Public Domain Mark 1.0, and “The Robbery” by Geoffrey Fairchild (https://www.
flickr.com/photos/gcfairch/4189169360/), released under CC-BY-2.0.

Note that, unfortunately, when aggression is detected it is often too late to in-
terfere which makes the problem more difficult. In order to address this problem,
we are seeking to not only detect aggression but find early indicators as well (e.g.,
expression of loss was found to indicate aggression around a week after), and extract
other information potentially useful for informing intervention workers or developing
a better understanding of how escalation builds up. (This part is not illustrated in
the figure in order to keep the idea simple.) This was also one of the reasons for
adding the code substance use as one of the tweet labels, which constitutes another
difference to the work of Blevins et al.

In our paper “Multimodal Social Media Analysis for Gang Violence Prevention”
(pages 133ff.) we describe the full process of building a multimodal analysis system
for gang violence prevention. To this end we created a new dataset consisting of
(public) tweets with images from presumably gang-associated youth, together with
annotations for the codes aggression, loss, substance use, plus 9 local visual concepts.
For collecting these annotations, we developed the open-source system VATAS for
annotating social media data, which we released with the paper “VATAS: An Open-
Source Web Platform for Visual and Textual Analysis of Social Media” (pages 145ff.).

Importantly, in this application study we are dealing with a marginalized and
vulnerable community. In addition, annotation required special efforts due to subjec-
tivity of the involved concepts and potentially detrimental consequences of incorrect

https://www.flickr.com/photos/149531682@N02/33870793081/
https://www.flickr.com/photos/gcfairch/4189169360/
https://www.flickr.com/photos/gcfairch/4189169360/
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labeling. This motivated us to collaborate closely with social work researchers for
all of this work (our paper on VATAS describes at length our interdisciplinary ap-
proach between social work research and computer science for annotation), and to
look closer into annotation disagreements with the paper “Annotating Twitter Data
from Vulnerable Populations” (pages 171ff.). In this paper, we introduce new meth-
ods for explaining disagreements between annotators. We propose qualitative and
quantitative methods for doing so, where I was developing the quantitative methods.
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Abstract

It is said that beauty is in the eye of the beholder. But how exactly can
we characterize such discrepancies in interpretation? For example, are there
any specific features of an image that make person A regard an image as
beautiful while person B finds the same image displeasing? Such questions
ultimately aim at explaining our individual ways of interpretation, an inten-
tion that has been of fundamental importance to the social sciences from
the beginning. More recently, advances in computer science brought up two
related questions: First, can computational tools be adopted for analyzing
ways of interpretation? Second, what if the “beholder” is a computer model,
i.e., how can we explain a computer model’s point of view? Numerous ef-
forts have been made regarding both of these points, while many existing
approaches focus on particular aspects and are still rather disconnected.

With this paper, in order to connect these approaches we introduce a
theoretical framework for analyzing interpretation, which is applicable to
interpretation of both human beings and computer models. We give an
overview of relevant computational approaches from various fields, and dis-
cuss the most common and promising application areas. The focus of this
paper lies on interpretation of text and image data, while many of the pre-
sented approaches are applicable to other types of data as well.

Keywords: survey, interpretation, analysis, perspective, explainability,
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machine learning, pattern mining, visualization, correlation, social science

1. Introduction

Individual ways of interpretation play a major role in a variety of fields.
The philosophical positions scepticism, relativism and perspectivism all cru-
cially involve the notion of points of view [1], i.e., different ways of interpre-
tation. Hermeneutics refers to a whole field that is concerned with how we
interpret information and commonly assumes that in order to make sense
of things we need to relate them to our own life situation, which makes all
interpretation something inherently personal (e.g., see [2]). Analyzing how
we make sense of the world is pertinent to cognitive science, the research
field concerned with studying the human mind. Similarly, in psychology it
has been argued that understanding each others’ motivations is a key aspect
of human social life [3]. Even in a non-scientific context, everyday misunder-
standings in communication offer a clear demonstration of both challenge and
importance of correctly estimating what other people mean and anticipating
how they would interpret our own behavior.

Nowadays, there are two developments that drastically impact our social
life and motivate the need for computational methods with similar social
abilities: First, more and more communication is happening online [4]. Sec-
ond, AI approaches have become much more ubiquitous. This is especially
prevalent online, where chatbots take part in discussions, recommendation
algorithms suggest things we are likely to favor, and search results are nicely
ranked by yet another computer model. In a broad sense, humans and com-
puter models are all actors in a large communication network. In many cases
the goal of an AI approach is to learn about a certain way of interpretation.
This is most clearly visible in supervised approaches where the ground truth
data serves as a proxy to the human perspective that is to be learned, which
often involves estimating subjective qualities (e.g., what a user will like, or
even automatically mining opinions). At the same time, as AI approaches
become actors in communication and their automatic decisions become more
and more influential in our everyday life, we also have a motivation to un-
derstand them. As approaches have grown considerably more complex over
the years, this is not at all trivial. However, since early 2018, with changes in
European legislation (GDPR [5]) there is now even a legal reason why many
companies (and probably also researchers) should analyze how the developed
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models draw their conclusions: Whenever users are affected by automatic de-
cisions, the users now have the legal right for an explanation of the decision
in simple terms [6]. Yet another pragmatic motivation for understanding AI
approaches stems from ever-growing amounts of data (“big data”) involved
in digital activities such as posting comments, liking contents or browsing
websites: Due to the scale of user data, it has become extremely challeng-
ing to manually inspect even a fraction of the data. Here, computers have
a clear edge in terms of scalability, and are valuable for processing all this
information and thus making it more accessible to us, potentially even by
explaining its characteristics.

So we see that there are three important tasks, namely enabling AI ap-
proaches to “understand” our view, understanding how AI agents see the
world, and having computer models explain complex data to us. It is clear
that neither of these tasks is simple, still, good progress has been made on all
of them. To name a few recent advances: A lot of work was done on explain-
ing how deep learning models work [7, 8, 9, 10, 11, 12, 13], which was even
useful for helping us understand complex scientific data [14, 15, 16]. In case
of data annotation, probabilistic methods have been proposed to merge an-
notator votes efficiently and simultaneously estimating annotator reliabilities
[17, 18]. However, despite related goals, approaches for interpretation analy-
sis seem quite separated and we find an apparent lack of high-level bridges
to connect them. In particular, recent surveys on explainability methods
for machine learning [7, 8, 9, 10] do not consider methods for comparing
multiple ways of interpretation. Moreover, underlying concepts such as in-
terpretation or understanding are often not defined properly (as [10] explains
for the concept interpretability), which suggests the need for more rigorous
formalism.

The main purpose of this paper is to connect various ideas and ap-
proaches, and put them into a coherent view. To this end, we introduce
a theoretical framework, in which a perspective is represented by a function
from input to meaning, called the interpretation function. Interpretation
analysis can then be understood mathematically as characterization of such
an interpretation function. We do a survey on approaches for this task with a
focus on text and image inputs, where we in particular find statistical meth-
ods, pattern mining, model-based approaches and visualization techniques
to be of central relevance. In addition to outlining methods for analyzing in-
terpretations of a single model, this paper describes methods for comparing
multiple perspectives. We also unveil relations to the humanities, where it

3
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has a much longer tradition to look into characteristics of interpretation, in
the hope that this will contribute to more discussion between the disciplines.

We structure the paper as follows: First, in Section 2 we will describe our
theoretical framework and formally define interpretation, perspective and the
task of interpretation analysis. This is followed by general remarks about the
task in Section 3, where we comment on evaluation, ethics and input repre-
sentation. We will then look into approaches for the case of analyzing one
individual perspective (Section 4). To this end, we can make use of statisti-
cal methods, pattern mining, model-based approaches or visualization tech-
niques (see overview in Table 1). Comparisons between multiple perspectives
will be handled in Section 5 and can be done under the use of three kinds
of approaches (see also Figure 3). We will see that two of these cases can
mostly be reduced to single perspective analysis, which makes the methods
for analyzing relations between input and output of a single interpretation
function the core of this paper. In Section 6, we outline five application
fields, where ways of interpretation are analyzed by means of computational
methods. Finally, we close the paper with a few remarks on future work and
ethical aspects (Section 7).

2. Theoretical Framework

Montavon et al. [9] define interpretation as a “mapping of an abstract
concept (e.g., a predicted class) into a domain that the human can make sense
of”. We agree that this might work for the specific purpose of their analysis,
but find this definition to be in conflict with intuition. Most importantly,
the definition does not include a large part of human interpretation, which
in general starts from something concrete (like an image or text) and ends
up in something more abstract that we can broadly call meaning. Hence, we
keep the mapping part but remove the restrictions of the input and output
domain while we introduce the notion of a bearer, inspired by recent works
in philosophy on defining perspectives [1, 19]:

Definition (Perspective, bearer, interpretation, interpretable)

We define a perspective as a way of interpretation of some actor or group
of actors b, which we call the bearer(s) of the perspective. Formally, we can
represent a way of interpretation by a mapping from input to meaning, and
call this mapping the interpretation function fb of b:

fb : Ib →Mb , (1)
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where Ib is the input domain and Mb the output domain (set of potential
meanings). Any information i is then called interpretable by b if and only if
it is contained in the input domain of b’s interpretation function, i.e., i ∈ Ib.

Examples

1) Image classification of a machine learning model m can be seen as
interpretation process, where the interpretation function fm of the model
maps from a set of images Im into a set of classes Mm. 2) An example for a
human perspective would be the interpretation process of annotator a from
a set of tweets Ia into {sarcastic, not sarcastic} when being asked to label
tweets accordingly. 3) More complicated output domains are possible. For
example, in case of an image autoencoder e the latent representation can be
modelled as interpretation of e.

2.1. Role of the bearer

We do not impose any particular requirements on the input or output
domain, but we require that a perspective is adopted by some actor b (e.g.,
human being or computer model, existing or hypothetical), or group of actors.
In case a restriction is necessary, one can achieve this by limiting the set
of possible bearers, which naturally leads to restrictions on the input and
output domains, as well as the form of possible interpretation functions. For
example, if b is limited to be certain neural networks, both inputs and outputs
are typically in tensor format.

Introducing a bearer in our definition of interpretation also paves the way
to comparing ways of interpretation adopted by different bearers. This can
mean comparing perspectives of different people or perspectives of a single
person under different circumstances (e.g., happy vs sad). In this way, our
theoretic framework can be used to analyze the effects of contextual factors
such as mood, geolocation or preceding events on interpretation.

Note that in the following, if only a single perspective is involved, we will
usually not explicitly mention the bearer of the perspective and just use the
symbol f to refer to the interpretation function.

2.2. Assumptions

For this paper, we assume that we do not have direct access to any inter-
pretation function f , but only have a list of inputs and their corresponding
outputs. In other words, we treat interpretation as a black-box, that is ac-
cessible only through a list of input-output pairs. More precisely, if a single
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Source perspective(s)

interpretation results (outputs) 
corresponding to inputsgiven

interpretation function(s)latent
Interpretation 

analysis
characterize

input samplesgiven

Figure 1: Interpretation analysis under the black-box assumption. The goal is to charac-
terize interpretation from one or several perspectives, which can be human or artificial.
Interpretation from each perspective is formally described as a mapping from information
to meaning. For this paper, we assume that these functions are not directly accessible,
but only indirectly via a list of inputs and associated outputs.

perspective is analyzed, the data is of the form (d0, f(d0)), . . . , (dn, f(dn)),
n ∈ N. Analogously, if multiple perspectives are involved, we assume the
data to be of the form (d0, b0, fb0(d0)), . . . , (dn, bn, fbn(dn)), where bi describe
the bearers of the respective perspectives.

The assumption that interpretation functions are not directly observable
and perspectives are given indirectly as input-output pairs enables us to
more easily model interpretation of humans and AI approaches within the
same framework. This is another point that clearly distinguishes this survey
from other overview papers related to explainability such as [10, 8, 9], which
assume that f stems from a known machine learning model.

2.3. Goals of interpretation analysis

Overall, the main goal of interpretation analysis is to characterize in-
terpretation functions. (See Figure 1 for a schematic overview.) Such a
characterization can take different forms and be addressed in various ways,
depending in particular on whether the goal is to understand a single per-
spective (Section 4) or to compare several perspectives (Section 5).

For analysis of a single perspective, we want to extract characteristic
properties from a single function in order to answer the question: “What are
the relations between features of the input and interpretation result?” For
example, which parts of the image make the classifier say that there is a dog
in the image?
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Approach
type

Methods Outcomes

statistical
methods

correlation coefficients;
hypothesis testing;
CCA

measure of correlation, signifi-
cance, canonical correlations

pattern mining association rule min-
ing; emerging pattern
mining; discriminative
pattern mining

association rules (implica-
tions), characteristic patterns

model-based
approaches

heatmapping; proto-
types; globally under-
standable models; par-
tially understandable
models; ablation stud-
ies

model for approximating inter-
pretation function, plus: ex-
planations for individual de-
cisions (heatmapping), char-
acteristic inputs (prototypes),
or approximate functional de-
scription of the function

visualization
techniques

dimensionality reduc-
tion; example-based
approaches; text
summarization

compression of the data, in
form of plots, selected exam-
ples, or text summary

Table 1: Overview of approaches for single perspective analysis.

For comparing several perspectives, we are generally interested in discrim-
inative characterization. For example, we can ask “For which kinds of inputs
can we expect any difference between machine learning models A and B?”
or “Which features of tweets characterize the set of tweets which annotator
C labels as aggressive while annotator D labels them as non aggressive?”

3. Computational Approaches

As we just saw in Section 2.3, interpretation analysis in the proposed
framework amounts to characterizing functions, interpretation functions to
be more precise. The general purpose of functions is to formally describe
how one quantity (the output) depends on another quantity (the input).
Hence, at the very core of interpretation analysis (or analyzing and under-
standing any function for that matter) we find the task of figuring out how
outputs depend on inputs. And this is to be done based on a list of inputs
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and their corresponding outputs. So we have already converted the concep-
tually challenging problem of interpretation analysis into a more graspable
mathematical formulation, which can be tackled with a variety of existing
computational methods. We have also discussed that the task takes on a
slightly different touch depending on whether we are analyzing one individ-
ual perspective or aim at comparing between multiple ones. Before we go
into detail on these approaches in Sections 4 and 5, we will first discuss three
general points that are relevant in all these cases, namely evaluation, ethics
and feature extraction.

3.1. Evaluation

Natural questions to ask when being confronted with any large set of
tools for a single task are: Which one to choose? And on which grounds
should one make such a decision? So, how can we evaluate which method for
interpretation analysis does the best job?

First of all, despite following the common goal of characterizing a single
function in terms of relations between input and output, the relevant ap-
proaches vary in terms of result format, but also with respect to other prop-
erties such as reliability and expected data (type and amount). This makes
it difficult to directly compare all the approaches, and indeed, a general au-
tomatic evaluation measure for interpretation analysis does not exist. For
several individual categories evaluative measures have been proposed (e.g.,
see [20] for heatmapping), but in practice, quantifying usefulness of explana-
tions largely remains an open issue and qualitative evaluation often becomes
necessary. This can mean that researchers manually inspect results and view
examples for judging which method does the better job, or task someone else
(e.g., crowdworkers) with evaluating which method generates better explana-
tions (e.g., as in [21]). Another interesting option is mentioned in [9], namely
to look at simpler versions of the tasks where an optimal explanation can be
specified and then compare the results to this explanation.

In general, we regard the following three criteria as important: 1) The
results should be reliable, which includes statistical significance and robust-
ness. 2) The characterization should be simple to understand. 3) The find-
ings should cover as much as possible of the variation in the data that one
wants to understand. (For a single perspective, explain variations in output
in terms of input; for several perspectives, explain their differences.) Note
that these points are treated quite differently in the relevant fields. Relia-
bility is absolutely fundamental in statistics and still important in pattern
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mining, but mentioned more rarely in model-based approaches. Understand-
ability is a factor across the fields, but interestingly, the necessary background
knowledge for correctly interpreting given explanations varies significantly.
Coverage of variation is often checked in statistics (coefficient of determina-
tion, R2), quite central in pattern mining, but harder to address in some of
the model-based approaches (e.g., how to measure to which degree output
variation can be explained in terms of heatmaps or prototypes).

3.2. Ethics

We have just discussed various general criteria for judging the quality
of analysis methods given a specific task. However, if we zoom out and
look at the big picture of interpretation analysis, it becomes clear that such
analyses often have substantial ethical implications. Thus, we find ethical
considerations to be a crucial part of analysis, especially when dealing with
human interpretation.

Analyzing human interpretation

Research on human interpretation can help to improve user experiences
but also pave the way to ethically doubtful applications. For example, better
understanding how we interpret information can be used for “computational
propaganda” [22] and microtargeting, where people’s personality traits are
used to predict what kind of message is most likely to persuade them [23].

A nice starting point for ethical considerations can be the paper by Zook
et al. [24], which introduces “ten simple rules for responsible big data re-
search”, including many examples and pointers to further details. We cite
their ten rules here to provide a general idea, while we refer to their paper
for details:

1. “Acknowledge that data are people and can do harm”

2. “Recognize that privacy is more than a binary value”

3. “Guard against the reidentification of your data”

4. “Practice ethical data sharing”

5. “Consider the strengths and limitations of your data; big does not
automatically mean better”

6. “Debate the tough, ethical choices”

7. “Develop a code of conduct for your organization, research community,
or industry”

8. “Design your data and systems for auditability”
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9. “Engage with the broader consequences of data and analysis practices”

10. “Know when to break these rules”

Importantly, these points should encourage thinking and discussing about
ethical implications in the first place, but also make clear that ethics is not
a simple matter. In this context, we would like to recommend to not only
discuss with researchers from computer science but form interdisciplinary
collaborations. This certainly does not automatically eliminate all potential
negative consequences, but we believe that it does reduce the risk by safe-
guarding against very narrow perspectives. Overall, we advice to start by
asking questions such as “Do we really want to analyze this aspect of in-
terpretation?” and “Could such an analysis potentially do more harm than
good?” before jumping into technical details.

Interpretation analysis in the broader context of AI

Recent advances in AI suggest a great potential for solving pressing social
problems with the help of computer systems, while building ethical AI re-
quires us to wrestle with tough questions like “Is this moral?”, “Is it racist?”,
“Is it safe for everyone?”, “Should we build it?”

Take for example the issue of predictive policing. There is a growing trend
among law enforcement units globally (cities like Chicago, London and New
York City) where big data and machine learning are used to predict potential
criminals and surveil communication on social media platforms [25]. Early
on, this form of digital policing was touted as an innovative strategy for
catching crime and violence before it happens [26]. However, researchers and
journalists have identified clear challenges that include: unconscious and
implicit bias in the interpretation of language and images on social media
that are deemed threatening [27], increased and disproportional surveillance
of black and brown communities [28], increased arrest of individuals who
pose little threat and missed predications of white perpetrators of crime and
violence [29].

One practical response is the creation of critical and diverse partnerships
between computer scientists, community members and law enforcement that
reviews interpretation of images and text across race, ethnicity and culture,
analyzes system outputs for racial and cultural sensitivity, and considers the
implications of AI tools for community well-being and safety. Within such an
environment, we see great potential for interpretation analysis techniques by
using them for revealing problematic biases in training data or AI systems.
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3.3. Feature extraction
Lastly, the third generally applicable point is feature extraction. Here,

and in most of machine learning, we face a situation similar to that in cor-
relational studies in psychology [30], where the data is already there and we
need to answer: What is the kind of input “parts” we want to consider for
checking dependencies with the output?

First of all, many of the approaches we will discuss cannot be expected
to reveal interesting findings when applied to low-level input features such as
individual pixels or sequences of characters. For example, if the color of any
individual pixel of an image correlates significantly with a classifier output
for “dog”, then this is hard to make sense of and has a high chance of being
a statistical artifact or a flaw in the training data. This is per se not specific
to interpretation analysis and especially in applied machine learning feature
engineering (i.e., finding suitable features) remains a key part [31] despite the
efforts of the deep learning community for end to end learning. This process
generally requires expertise, since the features need to be appropriate for the
final method, the data at hand, and the overall purpose of analysis. It is in the
last of these parts, purpose of analysis, where we find a considerable difference
between standard machine learning and interpretation analysis. Most of the
time, in machine learning the features are meant to serve the purpose of
building a prediction model that is reliable (i.e., does not overfit) and has
good predictive power. In case of interpretation analysis, we have seen both
of these criteria in similar forms (predictive power corresponding to coverage
of variance), but in addition require that results should be understandable
(see Section 3.1).

This leads to some features such as intermediate activations of a Convo-
lutional Neural Network (CNN) being less straightforward to use. After all,
if for instance the 10th neuron of the penultimate layer from a VGG network
[32] was found to correlate with another image classifier’s positive decision
for the dog class, wouldn’t this tell us more about VGG-based embeddings
than about how the classifier interprets images?

Still, when deciding on which features to use, one should definitely be in-
spired by existing approaches on feature extraction, and some of the simpler
common features (e.g., bag of words, occurrences of specific n-grams, color
histograms, bag of visual words) can be useful for analyzing interpretation.
Finally, in interpretation analysis it happens at times that features are im-
plied by the research goal. For example, if one wants to analyze whether a
visual sentiment classifier prefers cats over dogs, cat and dog presence are
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suitable features. Overall, finding the right features is a complex topic, in
part because the understandability criterion is hard to formalize and its im-
plications depend on the type of approach that is used later. Hence, we will
mention approach-specific examples in some of the following sections (4.2
and 4.3).

4. Input-output dependencies

We now discuss computational approaches for understanding a single per-
spective. Typical examples would be to analyze which words in a social media
post correlate with large numbers of likes (as a form of positive interpretation
from the group of viewers), or to analyze an image classifier based on a list of
image-classification results for identifying which patches of images are most
relevant for a particular result.

The formal context can be summed up as follows (also see Section 2): The
perspective is described by an interpretation function f : I →M of interest.
This function is not given directly, so the goal of analysis is to determine
relations between the function’s input and output based on a list of input-
output pairs (d0, f(d0)), (d1, f(d1)), . . . , (dn, f(dn)), where n ∈ N and di ∈ I
for all i. We are primarily interested in cases where I consists of language
data, images, or feature vectors thereof. The output domain M is assumed
to contain feature vectors of fixed dimension.

For such a task we have several types of approaches from various well-
established fields at our disposal, which we will now discuss. We group
these approaches together into sections which roughly correspond to research
fields (statistical methods, pattern mining, model-based, visualization). In
each section, we then organize techniques by their outcome or the goals they
are aiming at. Each section is concluded with remarks on the usage of the
respective type of analysis approach. (See overview in Table 1.) For several
of these, we will use hypothetical user preference data for illustration. This
data can be found in Table 2 and corresponds to a simple interpretation from
a 3-D feature space into the binary space of like/dislike.

4.1. Statistical methods

One way to analyze relations between two quantities is to test for sta-
tistical dependencies between them. We can treat both input and output
as values of (composed) random variables X and Y respectively, and then
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Image ID Nudity Humor Explosions Like
0 0 1 0 0
1 1 0 1 1
2 0 1 1 1
3 1 1 0 0
4 1 0 0 1
5 1 1 1 0

Table 2: Hypothetical image preference data of a single user. The three columns in the
middle describe features of the image, while the last column describes the type of user
reaction which corresponds to an interpretation result (assuming the user has the option
to e.g., either vote up or not).

test whether individual dimensions Xi of X and Yj of Y are statistically de-
pendent. Formally, such a dependency is given if for any sets of possible
values A and B, the two events Xi ∈ A and Yj ∈ B are not independent,
i.e., P (Yj ∈ B | Xi ∈ A) 6= P (Yj ∈ B). In other words this means that
information about the value of Xi can give us any information about the
value of Yj. In our toy example (Table 2), we could check if the image prefer-
ence of the user statistically depends on whether the image contains nudity,
humor or explosions. This can be done either by quantifying correlation of
user preference to individual input features of interest (e.g., user preference
to presence of explosions in the image) or by testing hypotheses (e.g., “Is the
user more likely to like an image if there is nudity?”).

Instead of analyzing the relation between individual input features Xi

to output components Yj, by applying Canonical Correlation Analysis it is
also possible to find out which combination of features correlate with which
combinations of output components.

Correlation coefficients

In its broadest sense, correlation refers to any statistical dependency be-
tween two random variables. More specifically, there exist several ways of
calculating correlation coefficients, each one of them designed to measure the
strength of a particular kind of statistical dependency. The most common
candidates are Pearson’s correlation coefficient [33], which measures linear
dependence between two continuous random variables, and Spearman’s rank
correlation coefficient [34], which measures how well the relationship between
the two variables can be described by a monotonic function. Both of these
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coefficients are fairly simple to interpret, however, it shall be noted that a
Pearson or Spearman coefficient of 0 does not imply the absence of any sta-
tistical dependency between the variables. For example, for X uniformly
distributed on [−3, 3] the random variables X and X2 have Pearson and
Spearman correlation 0 but are far from independent. There exist other
correlation measures, which are able to capture more complex statistical
dependencies but are typically harder to interpret. These include distance
correlation introduced in [35], which is 0 only if the tested variables are in-
dependent. Specific choices should be made based on the properties of the
tested variables (distributions they follow) and the questions one is trying to
answer with the analysis.

Statistical significance

Correlation coefficients mainly measure the degree of a certain statistical
dependency, but one should also check reliability of the findings by testing
whether the dependency is statistically significant. This can be done based
on hypothesis testing for estimating how likely it is that the true correlation
is 0 (in a two-sided test, or ≤ 0 or ≥ 0 in one-sided tests) and the observed
correlation value is due to noise. Another option is to calculate confidence in-
tervals for the coefficients, for which a variety of methods have been proposed
(e.g., see [36] for Spearman correlation).

Note that, coming directly from the definition of statistical dependency,
we can also estimate confidence intervals for both the expected value of Yj

and the expected value of Yj given a particular value x of Xi. If these
confidence intervals do not overlap, this means that there is a significant
difference between E(Yj) and E(Yj | Xi = x), i.e., Xi attaining value x
significantly affects the expected value of the output Yj. It shall be mentioned
that overlapping confidence intervals do not imply that there is no significant
difference [37].

Canonical Correlation Analysis (CCA)

Another set of statistical methods for analyzing the relation between two
sets of variables (such as input and output variables in our case) is consi-
tuted by Canonical Correlation Analysis, or short CCA. The original CCA
approach [38, 39] aims at finding linear relations between a matrix of input
observations and a matrix of output observations. That is, if we are given
a matrix MX with m input features of n items and a matrix MY with o
output values for the same n items as columns, the first objective is to find
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two vectors z1X and z1Y that map MX and MY on the n-dimensional unit ball
such that the cosine similarity between MXz

1
X and MY z

1
Y is maximized (i.e.,

the transformations of MX and MY point in a similar direction). Iteratively,
further vectors ziX and ziY are calculated under the additional constraint that
each ziX (and ziY resp.) must be orthogonal to all previous vectors zjX (zjY
resp.), for all j = 1, . . . , i− 1 (see [40]).

Different from computing correlation coefficients between individual fea-
tures, CCA belongs to multivariate statistics, and returns correlations be-
tween combinations of features. For example, in case of our toy example
from Table 2, CCA gives us a result of the form

z1X = (0.43, 0.85,−0.30)T , z1Y = (−1) ,

indicating that a linear combination of 0.43 nudity, 0.85 humor and −0.3 ex-
plosions correlate maximally negatively with the user’s preference. Statistical
significance of CCA results can be checked by appyling Barlett’s sequential
test procedure [41].

It is worth mentioning that CCA falls under dimensionality reduction
techniques as well [42], a set of techniques which we will discuss below in
Section 4.4. Furthermore, various modifications of CCA have been suggested.
These include kernel-based [43] and neural network based methods [44, 45]
for finding non-linear relations, as well as techniques that aim at improving
interpretability of the discovered relations by enforcing sparsity on non-zero
coefficients [46, 47, 48, 49]. For further details we refer to the comprehensive
and recent tutorial on CCA by Uurtio et al. [40].

Remark on causality

Intuitively, we might wish to understand which features of the input cause
a certain response. For example, an analysis of user preferences might ulti-
mately aim at helping to design new contents by pointing at specific features
that are linked to positive user reactions and thus are suggested to be in-
corporated. However, all methods we discussed try to figure out statistical
dependence (correlation), which does not imply causation. In fact, causal
assumptions can generally only be verified if experimental control is exerted
[50]. In the general case described in this paper, the possibility for collecting
additional data while manipulating parts of the input cannot be guaranteed.
It shall be mentioned that for the case of analyzing given AI approaches,
this possibility is likely to be given and there are some recent attempts in
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computer science to address causality (e.g., [51, 52, 53, 54, 55]). We believe
that this direction should be further explored for interpretation analysis in
future work, and refer the interested reader also to the paper of Pearl [50]
for a solid overview on causal inference in statistics.

Usage

Individual correlation coefficients are simple to understand, the methods
for computing them are transparent and concrete statements about reliabil-
ity can be made. Overall, correlation coefficients provide a robust way of
quantifying the role of individual features as long as the feature space is not
too high dimensional. On the downside, results crucially depend on selecting
the right input and output features for analysis, which can be very chal-
lenging to do. This problem is less severe in CCA, which can pick up more
complex dependencies. However, in comparison to correlation coefficients,
canonical correlations tend to be harder to make sense of. An important
advantage of statistical methods is that they allow for significance testing,
which is necessary if specific claims in the form of hypotheses are to be tested
rigorously.

4.2. Pattern mining

The general goal of pattern mining is to find characteristic patterns in
the data. What exactly constitutes a pattern varies, but they often take on
the the forms of association rules, emerging patterns or visual patches, as
will be described in the following.

Association rule mining

Association rule mining has a long tradition in pattern mining [56, 57].
In particular, it is often used for web personalization where it is applied to
usage data [58, 59, 60]. In its original form [57] it can be used to process a
list of binary vectors and find implications of the form “if an image contains
nudity and humor, then in 50% of cases the image also contains explosions”
(using hypothetical data from Table 2).

Let T = {b1, . . . , bn} be a multi-set of n transactions over k items rep-
resented as binary vectors with bi ∈ Bk, n, k ∈ N. An association rule can
formally be defined as implication of the form X ⇒ j, where X ⊆ {0, . . . , k}
is a set of indices called the antecedent of the rule, and j ∈ {0, . . . , k} \ X
is a single index (not included in X) called the consequent of the rule. The
support of a set of indices X can then be defined as the relative amount of

16

54 CHAPTER 6. PUBLICATIONS



transactions containing all items in X, and the confidence of a rule X ⇒ j as
the relative support of the rule’s antecedent and consequent over the support
of its antecedent (see [57]):

supp(X) :=
|{bi ∈ T | bi,j = 1,∀j ∈ X}|

|T | (2)

conf(X ⇒ j) :=
supp(X ∪ {j})

supp(X)
(3)

Another important measure lift [61], describes the ratio of the observed
support for a rule to the support that would be expected if antecedent and
consequent were independent. Confidence, support, other measures such as
lift, and given potential constraints (e.g., only considering rules with specific
j), can all serve as criteria for filtering possible rules. Association rules
are often computed based on the apriori [62] or frequent pattern tree [63]
algorithms (see e.g., the survey [64]).

For interpretation analysis, we are interested in so-called classification
rules, i.e., rules that have a subset of the input as antecedent and a subset of
the output as consequent [62]. So in our hypothetical example (Table 2), we
would try to find rules of the form “if an image contains explosions, then the
user likes it in 2/3 of cases.” Such a way of modeling is for instance adopted
in [65], where association rule mining is used for finding class-discriminative
features in images. In their approach, a binary class membership entry is ap-
pended to all vectors and only rules with this particular index as consequent
are considered.

Emerging pattern mining

The problem of emerging pattern mining was introduced in [66], originally
for capturing trends in time-stamped databases. It is similar to association
rule mining, but uses the notion growth rate to measure how support for a
pattern (set of indices) differs between sets. So broadly speaking, the goal
of emerging pattern mining is to find differences in patterns across multiple
sets. Soon after the task was introduced, it has been used for classification
purposes [67, 68], where emerging patterns are meant to capture character-
istic differences between classes. To this end, input samples are partitioned
based on the associated output values and found patterns used to discrimi-
nate between the resulting partitions. It is in this sense that this approach
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can directly be used for interpretation analysis. Coming back to our toy ex-
ample of Table 2, following an emerging pattern mining approach we would
ask, which are the combinations of nudity, humor and explosions that are
comparatively more frequent in images the user likes/dislikes. Note that the
survey of Novak et al. [69] puts emerging pattern mining under the umbrella
term supervised descriptive rule discovery, together with contrast set mining
and subgroup mining. Another useful resource is the recent survey of [70].

Visual pattern mining

There are several image-specific approaches worth mentioning. In [71],
Rematas et al. use standard data mining terminology to formulate the prob-
lem of finding characteristic visual patches from a given image collection,
which they also put into a graph for navigation through the image collec-
tion. The publications [72, 73] use association rule mining on mid-level CNN
features, and call this combination mid-level deep pattern mining.

Note that sometimes the notion “parts” is used for referring to something
comparable to visual patterns. For example, [74] describes how to automat-
ically discover discriminative parts for the purpose of image classification.
Visual pattern mining was also applied in [75], by using a bag-of-features
representation (also known as bag-of-visual-words) [76] and selecting repre-
sentative and discriminative local features based on Peng’s method for feature
selection [77]. The recently proposed PatternNet [78] introduces a CNN that
directly learns discriminative visual patterns. (As such, some of these ap-
proaches could as well be put into the model-based category described in the
next section.)

Usage

Pattern mining approaches are conceptually similar to the statistical
methods discussed above, as they discover relations between input and out-
put features. The crucial difference is that in pattern mining approaches,
these relations are described in different formats, which are designed to be
intuitively understandable and can take the form of rules, discriminative pat-
terns or characteristic visual patches. However, understanding can be hard
for more complex patterns (e.g., very long rules) and while pattern mining
techniques still include measures for reliability of the findings, there might be
a high risk of ending up with many false alarms, since the space of possible
patterns can be huge [79]. Also note that many pattern mining techniques
operate on binary data, so it might become necessary to first convert the
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data. In the above-mentioned paper [65], this is done for example by choos-
ing a bag-of-features image representation. An example of an adaptation of
pattern mining to textual data can be found in [80].

4.3. Model-based approaches

Even though the perspective of interest is considered to be a black-box
in this paper, it is still possible to build another model to approximate the
interpretation function based on the given input-output pairs. Successively,
this trained model can be analyzed in the hope to reveal information about
data dependencies that the original black-box might also rely on. In the
example of our toy data (Table 2), we would first train a computational model
to predict like/dislike from the input features nudity, humor and explosions,
and successively analyze the trained model for dependencies between both
parts.

We will discuss four kinds of model-based approaches which each focus on
different aspects of analysis: First, heatmapping techniques aim at visually
explaining decisions for individual items (e.g., “Which image features are
likely to make the user like an individual image?”). Second, prototype ap-
proaches compute characteristic inputs for the different output classes (e.g.,
“How does a typical image look like which the user favors?”). Third, globally
or partially understandable models can be used to approximate the perspec-
tive in order to obtain a more holistic understanding of how interpretation
works. Finally, in ablation studies, the role of individual input features or
model components is analyzed by removing them.

We do not go into too much detail for heatmapping and prototype meth-
ods because there are other survey papers such as [20, 9] which give an
excellent overview for most of these approaches (in a non-black-box set-up).
Similarly, [7] contains a comprehensive treatment of globally understand-
able models. Partially understandable models and ablation studies are less
frequently mentioned in the context of explainability methods in machine
learning research.

Heatmapping

In the context of analyzing machine learning models, a heatmap refers to
an explanation of the model’s decision for a particular sample in terms of the
input, indicating visually which parts of the input are relevant (positively
or negatively) for the decision. For an example of a heatmap, see Figure 2.
Heatmapping techniques can broadly be classified as methods for computing
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(a) Image (b) Heatmap

Figure 2: Example of a heatmap computed from an inception-v3 [81] network which
was trained for image classification on the imagenet dataset [82]. The top predicted
class for this image was “malinois” (particular dog breed). The heatmap shows absolute
values of input gradients, which serve as visual explanation of the classification result
for this particular image. Smoothing and logscale have been applied to the gradients for
illustration purposes. Image “Hey Big Dog!” by Alan Levine (https://www.flickr.com/
photos/cogdog/41916073004, public domain).

saliency maps and relevance methods.
A common method is to calculate saliency maps [83, 84, 85] based on

sensitivity analysis [86, 87, 88], i.e., the gradients on the model’s input are
used for estimating how sensitive the model is to changes in the individual
input components. A related approach is prediction difference analysis [89],
which is still based on sensitivity analysis but uses local regularization in
order to obtain visualizations that are easier to interpret. Saliency maps are
simple to calculate for neural networks by means of backpropagation [90],
but on the downside, resulting heatmaps have been shown to be unreliable
in certain cases [91]. Also, sensitivities to input components is typically not
exactly what we want to find out, because they only tell us how the input
could be changed to make it belong more or less to a certain class instead of
explaining which parts of the input actually make it belong to a class.

The latter can be achieved with relevance methods within the theoretical
framework of Taylor decomposition [92]. In [93], Bach et al. adapt Taylor
decomposition to neural networks and introduce layer-wise relevance prop-
agation (LRP), which makes use of the network’s architecture to propagate
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relevance backwards through the network for obtaining a heatmap. The
backward propagation rule they derive takes two hyperparameters and for
one particular combination, simplifies into a rule that is interpretable as deep
Taylor decomposition [94]. Other backprop techniques have been proposed
for computing heatmaps for neural networks, including Deconvolution [95],
Guided Backprop [96], Class Activation Mapping [97], PatternAttribution
[98] and PatternLRP [99].

Prototypes

Another way of visualizing what the model has learned is to calculate
inputs that serve as prototypes for the individual classes. For example, a
neural network trained on the MNIST dataset to recognize the digits 0-9 can
be used to obtain a “typical” image for the digit 5. Prototypes can be cal-
culated within the analysis framework of activation maximization [100, 101].
Essentially, finding prototypes amounts to solving the optimization problem
of finding an input that maximizes a certain component of the output (e.g.,
an image that is interpreted by the model as being maximally dog-like).
Without any additional restrictions, the resulting prototypes tend to be un-
natural [85], which is why various regularization methods have been proposed
[12, 102, 103]. For neural networks in particular, there are numerous efforts
on visualizing what particular neurons or neuron layers have learned (e.g.,
[104, 95, 105]) which can also be seen as prototype approaches. An interest-
ing non-prototype (but still related) approach is the one of [106, 107], where
hidden unit activations are related to a binary segmentation task of the in-
put for a given list of semantic concepts, in order to analyze semantics of
individual hidden units.

Globally understandable models

Depending on the complexity of the data, it is possible to train a model
that approximates the whole interpretation function in an understandable
way. The most common candidates for such globally understandable models
are linear models, decision trees and rules [7].

Linear models assign a weight to each feature, which provides a direct
measure of the feature’s importance in terms of sign and magnitude. Espe-
cially in the social sciences it is common practice to use analysis of variance
(ANOVA) [108] for analyzing experimental data. ANOVA is considered to
be a special case of linear regression [109].
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Decision trees are tree-like graphs, where internal nodes represent tests
on input features and the leaf nodes represent a certain output. Decision
trees have been used extensively since the early days of machine learning
(see e.g., [110] and [111]). Similar to decision trees, decision sets [112] or
decision lists [113] can be compiled from data. Note that conceptually many
of these approaches are very closely related to association rule mining (which
we discussed in Section 4.2). In fact, decision trees can be converted to sets
of decision rules [114].

An interesting option that does not fall into any of these standard cat-
egories for understandable models are hypothesis-based models, which are
common in the field of computational psychiatry [115]. There, conflicting
hypotheses are implemented as computational models and fit on the given
data to find which of the models (and therefore hypothesis) is better suited
for explaining human information processing.

Partially understandable models

If the data is too complex for globally understandable models to fit prop-
erly, partially understandable models can be an appropriate compromise
between understandability and prediction power. We discuss two ways of
achieving this compromise: One is by breaking the problem down into more
accessible steps in pipeline approaches, the other is to incorporate specific
structural components into architectures that can be understood intuitively
(e.g., explicit attention mechanism).

In pipeline approaches, specific mid-level features can be used to simplify
understanding of the model’s output. For example, [116, 117] take the detour
of recognizing adjective-noun combinations in images for the task of visual
sentiment detection, and [118] propose a list of visual concepts to be used as
intermediate features for classifying multimodal tweets of presumably gang-
associated youth. Explicit attention mechanisms were mentioned above as
one way to include understandable components into architectures. Such at-
tention mechanisms are frequently used in machine translation [119], are a
key component of memory networks [120, 121], and have been used for tasks
such as image captioning as well [122]. A related approach is that of [123],
which explains how to modify CNN architectures such that learned filters
are more semantically meaningful and understandable.
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Ablation studies

The principle of ablation studies is to gain understanding of the role
of a system’s components by analyzing how the overall system changes if
the component is removed. Historically, in neuroscience many early insights
about functionality of individual brain regions were obtained by examining
changes resulting from brain damage in particular areas [124]. In computer
science, ablation studies have been adopted for quantifying the importance of
model components [125], which for example can be used for model verification
or reduction.

For interpretation analysis, ablation can be a useful tool when applied
at the input level to address two points: First, which parts of the input
are necessary for approximating the perspective of interest? If prediction
performance drops drastically after removing a certain feature from the input,
the feature was important for learning. This principle is frequently made use
of in NLP for analyzing the role of features for prediction (e.g., for identifying
hate speech [126]). Second, when having trained a model for perspective
approximation, one might want to verify that the model does not use any
parts of the input which it should not use (e.g., because they might be known
not to be used by the original interpretation function). For example, [127]
uses an ablation study where they mask the foreground to confirm that the
classifier does not cheat by predicting from background properties.

Usage

In principle, model-based approaches can be used to learn complex de-
pendencies, and heatmapping can explain decisions in individual cases, even
when training models directly on pixel data [94] or word sequences [128].
Heatmapping has been applied together with several other features too, such
as bag of visual words [93] and fisher vectors [129]. Such model-based ex-
planations were found to be useful in many publications (e.g., [15, 14, 89]).
Zhou et al. [97] also show how a network can learn to localize objects with
decent performance without any bounding box labels.

Still, in general it is not clear which properties of the original perspective
carry over to the trained model when fitting it on a given list of inputs
and outputs, and to the best of our knowledge, there is no extensive study
analyzing the transfer of various functional properties. Indeed, publications
dealing with adversarial noise (e.g., [130, 131, 132]) show how convolutional
neural networks are typically sensitive to things which humans are not [133,
134, 11], despite being trained on large amounts of humanly annotated data
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and convolutional neural networks originally being inspired by human vision
[135]. This gives reason for caution when making claims about the original
function based on analyzing its approximation, especially also for complex
approximation methods such as deep neural networks. If the models are
simpler and do not have the capacity for picking up on any complex noise,
some of these issues can be ruled out and the approach becomes closer to
statistical testing. Other partial remedies are to rely on pipeline approaches,
where individual steps can be verified separately, or make use of ablation
studies to rule out certain unwanted properties. Still, one should not confuse
the trained model with the original perspective of interest, and be aware that
there often is a remaining risk that findings are unreliable or misleading.

4.4. Visualization techniques

In the following, we describe visualization techniques in a very broad sense
as methods to obtain a condensed representation of some given data. This
representation can take various forms: In dimensionality reduction, the data
is transformed into a lower-dimensional space such that it can be plotted.
Other methods stay closer to the original type of data and rather reduce the
amount of information in different ways. These include extraction of exam-
ples, reducing the amount of information by topic modeling, or automatic
summarization.

Dimensionality reduction

Dimensionality reduction can be useful for visualizing almost any kind
of data by reducing the data dimension, such that it can then be plotted
and manually inspected. There are many different kinds of dimensionality
reduction and several surveys have been made on the topic [136, 137, 42].
Here, we outline a few popular cases that are especially relevant for inter-
pretation analysis. Linear dimensionality reduction refers to methods that
linearly transform the original input space, i.e., they describe how to find
a matrix that is multiplied to all inputs for projecting them into a smaller
space (see [42]). Popular methods that fall into this category are Principal
Component Analysis (PCA) [138], Linear Discriminant Analysis (LDA) (e.g.,
[139]), and Canonical Correlation Analysis (CCA) [39], which all compute
orthogonal matrices for the transformation. LDA uses associated class labels
and transforms the input space such that after transformation the separation
between the classes is maximized. This is closely related to linear regression,
which can be seen as another linear dimensionality reduction technique that
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does not use an orthogonality constraint. An interesting property of PCA
is that after transformation the components are linearly uncorrelated or, in
other words, the data is factorized into independent components. Other
popular factorization methods include Factor Analysis (FA) [140], which is
widely used in psychology [141], for example to become aware of patterns in
questionnaire items [142].

Linear dimensionality reduction with orthogonal matrices can be espe-
cially helpful for getting a rough idea of the data’s structure, since they do
not exaggerate relations between data points (see [42]). Projections of non-
linear transformation techniques can be harder to interpret since geometric
properties like distances in the original space are generally not preserved.
Still, such techniques can be useful for looking at specific properties of the
data, and there are a few non-linear transformation techniques that deserve
mentioning: t-SNE [143] is a probabilistic method that embeds samples into
a low-dimensional space such that similar samples are likely to be embedded
to nearby points and dissimilar object to distant points. Another non-linear
reduction technique is to train an autoencoder [144] to compress the original
data into a smaller latent encoding. The benefit of autoencoders is that they
can be combined with additional loss functions for enforcing other properties
on these encodings, such as following a certain distribution [145] or using
specific positions to encode certain semantic properties [146].

Example-based approaches

The idea behind example-based approaches is that even for large col-
lections, looking at characteristic examples can be useful to automatically
form a holistic understanding of the collection. The crux herein is to select
the right examples (and know how many are necessary), for which various
approaches exist.

A simple and yet useful method is to randomly select a few samples for
manual inspection. This cannot be expected to lead to a full understand-
ing of the sample collection but helps to form an initial feeling for the data.
One issue is the possibility that by chance odd samples are drawn, which are
included in the data, but exhibit certain unexpected properties. Obtaining
such abnormal examples can also be done on purpose, which relates to a
common task called anomaly detection (see e.g., [147]). Anomalies can for
example help to become aware of problems with the data (e.g., broken en-
tries), but can also be of particular relevance when working with methods
that are sensitive to statistical outliers (e.g., linear regression).
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There are other ways how samples can “stand out” and hence be interest-
ing to look at. For example, the sample which is closest to the average over
all samples can be seen as most representative of the whole set, or, if there
are different output scores, it is sensible to look at a few samples with differ-
ent scores. Other sophisticated methods exist to obtain representative and
diverse examples for visualizing sample collections. For image collections,
summarization is most commonly done by selecting representative examples.
For example, in [148] the selection of representative images is formulated
as optimization problem and mixtures of submodular functions are learned
for scoring selections. In [149] the authors extract SIFT features and use
a modification of RANSAC [150] plus Affinity Propagation clustering [151]
for finding representative images. If there is accompanying textual or social
information for the images, other approaches exist (e.g., see [152, 153, 154]).

Text summarization

For textual data, visualization and summarization techniques have been
extensively surveyed [155, 156, 157, 158, 159], and it is commonly distin-
guished between extractive techniques and abstractive techniques. Extrac-
tive summarization techniques aim at compiling a list of sentences (examples)
that summarize the collection. Abstractive summarization techniques include
the extraction of topic words, frequency-driven approaches such as tf-idf, and
automatic summarization. It is important to note that in our context, we
generally not only want to summarize all the given inputs, but summarize
in a way that reveals differences between between inputs associated with dif-
ferent outputs. Specific works on discriminative text summarization include
[160], which explains how to select discriminative sentences for summarizing
differences between text collections, and [161], which aims at visualizing dif-
ferences between text corpora based on discriminative words or by analyzing
an SVM that was trained to detect the source of the text.

Usage

Note that ultimately, in interpretation analysis we are not interested in
merely visualizing the collection of inputs or outputs, but to do so in a way
that shows relations between input and output values. There are three main
ways how this can be achieved: 1) If we want to apply dimensionality re-
duction to the input, the associated values can directly be incorporated into
the visualization, e.g., by using colors to indicate different associated output
values. 2) For applying dimensionality reduction to the output, if we have
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(short) text data or images as input data it is possible to show the original
inputs at the locations of their corresponding output embeddings. 3) Fi-
nally, for example-based approaches and text summarization, input samples
can be partitioned based on associated values for separate visualization and
successive comparison of results.

Visualization techniques can be very beneficial for an intuitive under-
standing of perspective, and can serve as useful starting point for getting
ideas about which features to explore or which types of hypotheses to test
with quantitative methods. On the downside, it is hard to draw any concrete
conclusions from visualizations alone.

5. Comparing multiple perspectives

Understanding differences between various perspectives has use-cases in
a variety of scenarios. For example, one might be interested in the difference
between two given machine learning classifiers, understanding how distinct
annotators label data differently, comparing a classifier’s perspective to the
ground truth human perspective, or analyzing in which ways data from dif-
ferent domains relates to interpretation-related discrepancies. Even if one is
not directly interested in such a comparative study and the ultimate inter-
est is only in understanding one given perspective, it is sensible to compare
against a baseline perspective for making results easier to interpret. For ex-
ample, it seems that the user in our toy example (Table 2) slightly prefers
explosions in images, but perhaps everyone has such a preference? Maybe
what’s really special about this user’s interpretation is that nudity or humor
do not seem to affect her preference in clear way?

So, assume we are given several lists of inputs and their corresponding
outputs, each list being associated to one perspective, and we want to char-
acterize in which ways the underlying interpretation functions are different.
For example, in our image preference scenario, we can imagine to be given
similar tables from other users and want to see how their preferences differ.
To this end, individual perspectives can be analyzed separately and then
compared, one can merge the perspectives into a single one and then ana-
lyze, or combine all perspectives in a single model. We discuss all of these
possibilities for comparison below. An overview can be found in Figure 3.
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(given as inputs and 

corresponding outputs)

Analyze input-output 
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(single perspective case; 4)
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merging (5.2)
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Model-based 
combinations (5.3)
(ANOVA, probabilistic 

models, fusion models)

Compute output 
statistics

(e.g., evaluation metrics)

data

Figure 3: Approaches for comparing multiple ways of interpretation. We can distinguish
between three possibilities, out of which two mainly reduce the comparison problem to
the analysis of a single perspective.

5.1. Comparing input-output dependencies

Most recent papers that aim at explaining differences of machine learn-
ing models first analyze input-output dependencies by using model-based
approaches mentioned above (Section 4.3), and then compare the results,
typically by displaying them side by side (see [9]). Such an approach of sepa-
rately analyzing individual perspectives followed by comparison can be seen
as direct attempt to answer the question “How do relations between inputs
and outputs differ across the given perspectives?”

Conceptually this offers a simple way to compare, but can suffer from
several issues: Findings for the different ways of interpretation might be very
similar and differences not at all apparent. For instance, if for user A we find
a single rule “nudity and explosions lead to like in 70% of cases” while for
user B we obtain “explosions lead to like in 60% of cases”, then what exactly
is the difference between their ways of interpretation? Also, if there are many
interpretation functions, but only little data for each, analyzing individual
perspectives might be unfeasible or not give any significant results. For
example, in the context of recommender systems we might only have 5 items
rated per user, which is insufficient for complex statistical analyses or using
model-based approaches (on a single user).

Despite these potential shortcomings, there are cases where it makes per-
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fect sense to analyze perspectives separately and then compare. Most impor-
tantly, often there is an interest in understanding individual ways of inter-
pretation as well. In such cases, individual perspectives would typically be
analyzed anyway, so comparing results would only cause little computational
overhead and thus provides a reasonable starting point. When facing any
of the above-mentioned issues, one can still follow up with sample-wise or
model-based combinations, which we discuss in the remainder of this section.

5.2. Sample-wise combinations

We can phrase the slightly different question “How do inputs relate to
differences in the outputs?” Let us first assume we have function values
from two different interpretation functions fb1 , fb2 on the same set of input
samples i1, . . . , in. We can easily define a new perspective f that is described
by the same input samples and their associated outputs d(fb1(i1), fb2(i1)), . . .,
d(fb1(in), fb2(in)), where d is any real-valued vector function that calculates a
difference or distance between two values, e.g., d(y1, y2) = |y1−y2|. Thereby,
the function d should be chosen depending on the overall goal: If one is only
interested in finding out explanations for when there is disagreement between
the two perspectives, one might want to choose a binary indicator of equality,
or the absolute value of the difference between both outputs. If the goal is to
also understand the direction of disagreement, the mere difference without
absolute value is more suitable. For example, if we are given two computer
models A and B for sentence-level sarcasm detection, we might ask which
features of the sentence are related to any disagreement between A and B
(binary case), but we can also analyze which features make model A but not
B vote for sarcasm.

Irrespective of the choice of the merging function d, this resulting perspec-
tive f can be analyzed as in the single perspective case. This is a straight-
forward way to directly analyze differences between ways of interpretation,
and checking statistical significance works in the same way as for a single
perspective. For such a merged perspective, output statistics can be com-
puted too, for example in order to evaluate a learned perspective fb1 against
a target perspective fb2 . The case of comparing more than two interpretation
functions can be handled analogously.

Remark – performance measures

Many performance measures can be seen as sample-wise combination ap-
proaches, where the perspective of the classifier is compared to the perspec-
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tive given by the ground truth labels. Typically these measures combine the
perspectives in fairly simple ways. For example, accuracy would use a binary
equality indicator as d and average over all outputs of the merged perspec-
tive, precision would use the same d but average only over a certain part of
the outputs (the ones where the interpretation of the classifier was positive).

5.3. Model-based combinations

Another possibility is to combine several perspectives in a single model.
This relates to the question “How does the bearer influence interpretation?”
Models for model-based combination of perspectives can take various forms,
three of which we are going to discuss in this section.

ANOVA

A simple case would be the use of ANOVA, with interpretation output as
dependent variable and both input features and identifier of the interpreta-
tion function (or features that group them, such as demographic information)
as independent variables. ANOVA would then tell us whether there is a sig-
nificant difference among average output values across the perspectives.

Probabilistic models

Even though less common, there are more complex possibilities for com-
bining perspectives in probabilistic models. Typically, the main goal of such
probabilistic models is not to analyze ways of interpretation, but to learn
how to combine multiple perspectives for a given prediction task. Still, char-
acteristic information about the involved perspectives can be picked up by
such models. An example of such a probabilistic model for combining human
perspectives is the Dawid-Skene model [162], which unites observations from
different sources while estimating the observers’ errors. Further examples
will be given in the application section (Section 6.3).

Fusion models

For AI approaches, ensemble methods are frequently used for increasing
predictive performance [163]. These methods often include a scoring mecha-
nism or allow for similar ways of obtaining an estimation of the usefulness of
the individual models involved, which can be seen as discriminative charac-
terization.

Another approach to fusion is taken in end-to-end fusion models, where
a single model (usually a neural network) is trained to predict the inter-
pretation result given the input and information about the bearer. This
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Bearer/perspective
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(e.g., user ID)

(e.g., like/dislike)

Figure 4: Illustration of end-to-end fusion models for comparing perspectives. Such models
are first trained to predict interpretation results from input and information about the
bearer. The trained model is then used for analysis.

end-to-end approach is illustrated in Figure 4. This way of combining in-
formation is relatively common for prediction but has rarely been used for
the purpose of analysis. Possibilities for analysis include heatmapping and
prototype techniques (see Section 4.3). Additionally, end-to-end fusion offers
extra opportunities such as learning vector representations for the individual
perspectives which can be used for clustering for example. However, ex-
tra care should be taken when interpreting findings based on such complex
models.

6. Applications

Tools for interpretation analysis can be utilized in a variety of scenarios.
In the following, we outline some of the cornerstones.

6.1. Mining subjective information

Prominent examples of applications that aim at mining subjective infor-
mation from text data are sentiment analysis and opinion mining [164, 165].
The main task of sentiment analysis is to decide whether a given text ex-
presses a positive, a negative, or a neutral opinion, which can for example be
useful for evaluating customer reviews. In its original form, sentiment analy-
sis is about learning a way of interpretation, but does not necessarily involve
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any claims about characteristics of the same. However, it is very common
to not simply detect overall sentiment, but to do so based on aspects. The
resulting detection pipeline then has aspect information as extra component,
and tries to explain the overall sentiment in terms of mentioned aspects and
the orientation expressed towards these. For understanding persisting dif-
ferences in interpretation, contrastive opinion mining has been proposed by
Fang et al. [166] and, later, perspective detection by Vilares and He [167].
The Latent Argument Model in [167] is a rather complex case of discrimina-
tive text summarization based on topic modeling, and is paired in the paper
with selection of characteristic sentences. Note that sentiment analysis was
extended to the visual modality as well. Somewhat similar to aspect-based
sentiment detection, Borth et al. proposed a visual sentiment ontology [116]
consisting of adjective-noun combinations (e.g., “scary dog”, “cute baby”)
that are visually detectable and can be used for explaining the overall senti-
ment of an image.

Quite a different approach is taken in [168], which analyzes how hotel
preferences change over time by applying emerging pattern mining on hotel
features mentioned in online reviews.

6.2. Model analysis

Several papers have explored the possibility to use decision trees for ex-
plaining more complex machine learning models, including neural networks
[169, 170, 171] and tree ensembles [172, 173]. Furthermore, much recent
work was done on analyzing deep learning models and explaining decisions
based on heatmapping (e.g., [89, 94, 99, 98]). These are all direct cases of
model-based interpretation analysis (usually not operating under the same
black-box assumption though). Visualization techniques have been used as
well for examining learned representations of neural networks. For example,
[174] use t-SNE on phrase embeddings (which can be seen as output of the
model’s interpretation function) to analyze how semantically meaningful the
learned embeddings are.

Note that computation of many performance metrics can be seen as spe-
cial case of interpretation analysis, where the output of a classifier is com-
pared to a ground truth human interpretation by merging both perspectives
in a sample-wise manner and then aggregating over the outputs of this com-
bined perspective.
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6.3. Annotation

Computer vision in particular depends on big amounts of manually la-
belled data for training models, which is often achieved via crowdsourcing
[175]. In crowdsourcing, it is common to collect several annotations for each
item, and many probabilistic models for merging annotator votes have been
proposed (e.g., [176, 177, 178, 17, 18]). Often, these simultaneously estimate
annotator reliability, but only a few approaches consider item difficulty and
thereby relate disagreements to the input. Notable exceptions are [17] and
its extension [18], which describe such a probabilistic framework and apply
their framework to merge fine-grained bird image annotations. Less work
has been done on investigating where annotator disagreements come from.
One of the few examples in this direction is [179], which analyzes correla-
tions between textual and visual item features and annotator disagreement
in case of labeling multimodal tweets as aggression, loss and substance use.
For crowdsourcing, Eickhoff [180] outlines several quality issues and performs
dedicated experiments for analyzing cognitive biases of annotators. The pa-
per also shows how such biases can propagate into model evaluation and
hence have detrimental consequences, which gives reason for further investi-
gation into a more fine-grained interpretation analysis for annotation.

6.4. Data understanding and expertise

In many scientific undertakings the goal is to understand the relation be-
tween two quantities based on some given data. Interpretation analysis tools
have been applied to make sense of various kinds of scientific data. Early
examples include the application of CCA to describe the relation between
wheat to flour characteristics [181] or to analyze how housing quality inter-
acts with mental issues [182]. As another example, association rule mining
has been used for making sense of gene expression data [183] and medical
data [184]. Emerging pattern mining for finding differences between toxical
vs non-toxical chemicals [185]. Visual pattern mining for histology image
collections is done in [75] for identifying local features that can be used to
discriminate between tissue types. The same paper also estimates posterior
probabilities for relating local features to individual tissue types for interpre-
tation. Numerous attempts at data explanation have also been made by fit-
ting various models on the given data and then analyzing the trained models
for insights. In [15], a deep tensor neural network model with heatmapping
was applied to examine the link from molecular structure to electronic prop-
erties. And [14] reported LRP-based explanations for classifying EEG data

33

6.1. INTERPRETATION ANALYSIS 71



with a neural network to be highly plausible. Essentially, such cases can be
seen as figuring out some “natural” way of interpretation that is intrinsic
to the given data. In the special case when the output quantity is given in
the form of labels from human experts, analyzing the data amounts to ex-
plaining their expert view, or in other words, to characterize an expert’s way
of interpretation. Note, however, that for data understanding our black-box
assumption (see Section 2.2) is generally satisfied, so care has be taken when
interpreting the trained model.

6.5. Understanding human interpretation

Mechanisms and properties of human interpretation are of fundamen-
tal interest in several fields, including cognitive science, neuroscience, phe-
nomenology, linguistics, psychology and psychiatry. Traditionally, these fields
often conduct designated controlled experiments for data collection, or use
qualitative analysis when relying on given observational data. Still, there are
some approaches that are more in between the fields mentioned above and
computer science. These include recent works on computational psychiatry
[186, 187, 115] which turn hypothesis about human functioning into simple
computational models that can be evaluated on experimental or observational
data. For example, [115] explains how to use a hierarchical generative model
for exploring potential relations between over-attention to low-level stim-
uli and schizophrenia. Another model-based approach is taken in [188] for
studying language acquisition by feeding language data into a model based on
hidden Markov model. Their trained model is then evaluated by comparing
the model’s word generalization abilities against the ones of children [189],
and can be useful for generating predictions about language development.

7. Conclusion

In this paper, we proposed a theoretical framework in which we formally
defined interpretation, perspective and the task of interpretation analysis. In
our framework, interpretation analysis can be understood as characterizing
functions and describes relations between inputs and corresponding outputs.
We showed how analyzing a single way of interpretation can be approached
under the use of statistical methods, pattern mining techniques, model-based
approaches and visualization techniques. We discussed how comparing sev-
eral ways of interpretation can often be reduced to the single perspective
case, and alternatively be handled by uniting perspectives in a designated
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model for analysis. Finally, we have seen applications from several areas, in-
cluding opinion mining, annotation and analysis of machine learning models,
which can be connected by their relations to interpretation analysis.

During our survey of approaches, we identified several points that we
think deserve more attention in the future. In particular, proper evaluation of
interpretation analysis methods is still largely an open issue. This holds true
especially for more complex model-based approaches under our black-box as-
sumption (generally satisfied when using them for data understanding) and
visualization techniques. Further, there are many qualitative methods that
are relevant to interpretation analysis which we hope can further inspire com-
putational methods in the future. Similarly, though we have already drawn
many connections between literature from the fields of behavioural sciences,
psychology and computer science in this paper, we hope to see more work in
the fruitful intersection of these fields in the future. Last but not least, we
see an ever increasing need for ethical discussions: Many application areas
of interpretation analysis ethically concern user privacy. Similar techniques
to the ones described have in the recent past already been used for ethically
very questionable goals under the term microtargeting (e.g., to influence the
outcome of elections [23]). Our hope is that the scientific community will in
the future focus on using the same techniques for ethically less questionable
goals, for example to increase transparency and explainability of AI systems
and maybe even to help us become aware of our own detrimental biases.
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[35] G. J. Székely, M. L. Rizzo, N. K. Bakirov, et al., Measuring and testing
dependence by correlation of distances, The annals of statistics 35 (6)
(2007) 2769–2794 (2007).

[36] J. Ruscio, Constructing confidence intervals for spearmans rank corre-
lation with ordinal data: a simulation study comparing analytic and
bootstrap methods, Journal of Modern Applied Statistical Methods
7 (2) (2008) 7 (2008).

[37] A. Knezevic, Overlapping confidence intervals and statistical signifi-
cance, StatNews: Cornell University Statistical Consulting Unit 73 (1)
(2008).

[38] H. Hotelling, The most predictable criterion., Journal of educational
Psychology 26 (2) (1935) 139 (1935).

39

6.1. INTERPRETATION ANALYSIS 77



[39] H. Hotelling, Relations between two sets of variates, Biometrika
28 (3/4) (1936) 321–377 (1936).

[40] V. Uurtio, J. M. Monteiro, J. Kandola, J. Shawe-Taylor, D. Fernandez-
Reyes, J. Rousu, A tutorial on canonical correlation methods, ACM
Computing Surveys (CSUR) 50 (6) (2018) 95 (2018).

[41] M. S. Bartlett, The statistical significance of canonical correlations,
Biometrika 32 (1) (1941) 29–37 (1941).

[42] J. P. Cunningham, Z. Ghahramani, Linear dimensionality reduction:
Survey, insights, and generalizations, The Journal of Machine Learning
Research 16 (1) (2015) 2859–2900 (2015).

[43] P. L. Lai, C. Fyfe, Kernel and nonlinear canonical correlation analysis,
International Journal of Neural Systems 10 (05) (2000) 365–377 (2000).

[44] P. L. Lai, C. Fyfe, A neural implementation of canonical correlation
analysis, Neural Networks 12 (10) (1999) 1391–1397 (1999).

[45] G. Andrew, R. Arora, J. Bilmes, K. Livescu, Deep canonical correlation
analysis, in: International conference on machine learning, 2013, pp.
1247–1255 (2013).

[46] E. Parkhomenko, D. Tritchler, J. Beyene, Genome-wide sparse canon-
ical correlation of gene expression with genotypes, in: BMC proceed-
ings, Vol. 1, BioMed Central, 2007, p. S119 (2007).

[47] S. Waaijenborg, P. C. V. de Witt Hamer, A. H. Zwinderman, Quan-
tifying the association between gene expressions and dna-markers by
penalized canonical correlation analysis, Statistical applications in ge-
netics and molecular biology 7 (1) (2008).

[48] D. M. Witten, R. Tibshirani, T. Hastie, A penalized matrix decompo-
sition, with applications to sparse principal components and canonical
correlation analysis, Biostatistics 10 (3) (2009) 515–534 (2009).

[49] D. R. Hardoon, J. Shawe-Taylor, Sparse canonical correlation analysis,
Machine Learning 83 (3) (2011) 331–353 (2011).

40

78 CHAPTER 6. PUBLICATIONS



[50] J. Pearl, Causal inference in statistics: An overview, Statist. Surv. 3
(2009) 96–146 (2009). doi:10.1214/09-SS057.
URL https://doi.org/10.1214/09-SS057

[51] P. O. Hoyer, D. Janzing, J. M. Mooij, J. Peters, B. Schölkopf,
Nonlinear causal discovery with additive noise models, in: D. Koller,
D. Schuurmans, Y. Bengio, L. Bottou (Eds.), Advances in Neural
Information Processing Systems 21, Curran Associates, Inc., 2009, pp.
689–696 (2009).
URL http://papers.nips.cc/paper/

3548-nonlinear-causal-discovery-with-additive-noise-models.

pdf

[52] D. Lopez-Paz, K. Muandet, B. Schölkopf, I. Tolstikhin, Towards a
learning theory of cause-effect inference, in: International Conference
on Machine Learning, 2015, pp. 1452–1461 (2015).

[53] K. Zhang, A. Hyvärinen, On the identifiability of the post-nonlinear
causal model, in: Proceedings of the twenty-fifth conference on uncer-
tainty in artificial intelligence, AUAI Press, 2009, pp. 647–655 (2009).

[54] S. Shimizu, T. Inazumi, Y. Sogawa, A. Hyvärinen, Y. Kawahara,
T. Washio, P. O. Hoyer, K. Bollen, Directlingam: A direct method
for learning a linear non-gaussian structural equation model, Journal
of Machine Learning Research 12 (Apr) (2011) 1225–1248 (2011).

[55] O. Stegle, D. Janzing, K. Zhang, J. M. Mooij, B. Schölkopf, Prob-
abilistic latent variable models for distinguishing between cause and
effect, in: Advances in Neural Information Processing Systems, 2010,
pp. 1687–1695 (2010).

[56] G. Piateski, W. Frawley, Knowledge discovery in databases, MIT press,
1991 (1991).
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Abstract— Growing amounts of online user data motivate
the need for automated processing techniques. In case of user
ratings, one interesting option is to use neural networks for
learning to predict ratings given an item and a user. While
training for prediction, such an approach at the same time
learns to map each user to a vector, a so-called user embedding.
Such embeddings can for example be valuable for estimating
user similarity. However, there are various ways how item and
user information can be combined in neural networks, and
it is unclear how the way of combining affects the resulting
embeddings.

In this paper, we run an experiment on movie ratings data,
where we analyze the effect on embedding quality caused by
several fusion strategies in neural networks. For evaluating
embedding quality, we propose a novel measure, Pair-Distance
Correlation, which quantifies the condition that similar users
should have similar embedding vectors. We find that the fusion
strategy affects results in terms of both prediction performance
and embedding quality. Surprisingly, we find that prediction
performance not necessarily reflects embedding quality. This
suggests that if embeddings are of interest, the common ten-
dency to select models based on their prediction ability should
be reconsidered.

I. INTRODUCTION

The past two decades have seen an exponential prolifera-
tion of user-generated content across the Internet, including
social media posts, user activities and ratings. Such user data
has been used in a variety of ways. Examples include the
detection of users’ sentiment from product reviews [1], but
user data has also been used to train models for predicting
where users will click [2] or which items they will like
[3]. Such detection and prediction tasks typically have direct
practical motivations. It can, however, be important as well
to add an explanatory component to such detection and
prediction systems. In particular, this importance can be due
to legal reasons, since the European legislation (GDPR [4])
now grants users the right to ask for a simple explanation
of any automatic decisions that affect them. There are
several possibilities for combining analysis with detection or
prediction, in order to make AI systems more understandable.

One way, for example, is to build on understandable mid-
level concepts for detection, such that the trained model
automatically has an explanatory quality. This approach is
adopted in aspect-based sentiment detection (e.g., [5]), which
is commonly applied to user reviews to not only detect
the overall sentiment towards a product but simultaneously
describe which aspects of the product are responsible for

1German Research Center for Artificial Intelligence (DFKI), Kaiser-
slautern, Germany

2Technische Universität Kaiserslautern, Germany

goal “Good” user embeddings

data Set of triplets (item, user, rating)

model Lorem ipsum dolor sit amet, consectetur adipiscing elit. Duis 
sit amet odio vel purus bibendum luctus.

item

user

ratingNeural 
network

User 
embedding

Use for training

Analyze model

Fig. 1: Illustration of the neural-network-based approach
adopted in this paper for learning user embeddings. A
neural network learns to fit the data while simultaneously
embedding the users, based on item ratings from different
users. Our main questions are: How to quantitatively evaluate
the learned embeddings? And what are the effects of fusing
item and user information in a particular way?

the user’s opinion. Another approach is to fit the given
data with a complex model (often a neural network) and
then derive explanations from the trained model by means
of sophisticated analysis techniques. This direction includes
recent efforts related to heatmapping techniques that are used
for explaining decisions of machine learning models (e.g.,
[6], [7]). For example, in the field of medicine, Sturm et
al. [8] show how to train a neural network on classifying
EEG data and then use a heatmapping technique to generate
explanations for the network’s classification decisions. Yet
another case of combining prediction with analysis would be
representation learning, where some concept of interest (such
as the user) is mapped to a vector as part of a larger model
that fits the given data. An example for such an approach
is proposed by Amir et al. [9]. In their paper, users are
embedded to a vector and then fused into a neural network
for predicting textual contents (twitter texts). In this regard,
neural networks represent an interesting choice as a model.
This is because, in the past few years, many techniques
have been proposed for analyzing them (such as the ones
mentioned above).

We see that most of the mentioned approaches involve
training a neural network on user data, which combines user
and item information for prediction. Several strategies exist
for such an information fusion, but so far the effect of this
choice has barely been analyzed.

Hence, in this work we explore the direction of using
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neural networks for simultaneously fitting user data and
learning vector representations for users, and analyze the
effects of different fusion variants. As user data, we decide
to use movie ratings from different users, where we represent
movies as (dense) feature vectors based on tags. Our goal is
to fit this data with a neural network that takes user ID and
movie features as input, while predicting the corresponding
ratings and learning to embed the users into vectors. The
focus thereby lies on the representation learning component,
i.e., we want to find out how to learn “good” embeddings. To
this end, we mainly address these questions: Which way of
combining user and movie information is suitable for such
a task? What is the effect of embedding size? And how can
we define and quantify the quality of embeddings? In this
regard, the contributions of this work can be summed up as
following:

1) We propose a novel evaluation measure for quality of
user embeddings.

2) We analyze the effect of various fusion strategies and
embedding size on the resulting quality of learned
embeddings.

The rest of the paper is organized as follows. Section II
summarizes the previous works that have been related to this
field of research. Section III formalizes the task in a detailed
manner and introduces the proposed measure for embedding
quality. Section IV explains the relevant fusion strategies
for neural networks. Section V describes the experiment
performed. Section VI summarizes our findings and mentions
some future directions.

II. RELATED WORK

A. Learning user embeddings

The main goal of this paper is to learn (meaningful) user
embeddings. In the literature, user information has been
used in various ways. For example, user information can
be exploited for adding cognitive information to the model.
This was done by Yamagashi et al. [10] who defined a
user embedding as context for learning different speaking
styles, such as reading, joyful, and sad. There, the user
information is defined in terms of two components: phonetic
and linguistic. Additionally, user information has been used
for detecting sarcasm and mental health conditions based
on social media data [11], [9]. In both of these scenarios,
neural networks based on Paragraph2Vec [12] are trained
on textual contents with the goal of learning user-dependent
word-usage patterns. In this process, the model automatically
learns user embeddings that are based on the relationship
between users and their texts.

Both of these papers analyze the learned user embeddings
in order to obtain insights about user behavior. The authors,
however, do not propose a formal measure for evaluating
embedding quality, and the fusion strategy in both cases is
simple concatenation. We will propose a novel measure for
quantitative evaluation of embedding quality in Section III-
D. Also, whether concatenation is the most appropriate
fusion strategy for learning embeddings is far from obvious.

Indeed, we can find several other fusion strategies for neural
networks in different areas, which we shall briefly discuss
now.

B. Fusion strategies in neural networks

Fusion strategies have been applied to two or more
modalities for joining representations and predictions. One
possibility is to have a shared representation in the model
[13]. Furthermore, each modality is learned individually as
a first layer and then both components are joined into a
shared representation as a second layer. This can be seen as
a early fusion. Additionally, the fusion can also be presented
in the middle or at the end of the model. For example, a
common approach in Visual-Questioning Answering (VQA)
is to first obtain visual and text embeddings after applying a
Convolutional Neural Network (CNN) and Recurrent Neural
Network (RNN), respectively [14]. Then, a simple Hadamard
product (i.e. element-wise multiplication) is used as a fusion
method in the model. The previous two approaches are
based on concatenation or multiplication operations. Another
approach is to apply tensor operations to the multimodal
embeddings. For example, the MUTAN model [15] factorizes
a multimodal tensor generated by the question and image em-
beddings. Similarly, tensor products are used for information
fusion in some works of distributional semantics (e.g., [16],
[17], [18]). Some of these works ([16], [18]) even include a
systematic comparison of fusion strategies in terms of effects
on embeddings of adjective-noun combinations. However,
for the case of user embeddings, no such comparative study
exists.

III. PRELIMINARIES

A. Problem statement

We assume that we are given data of the form
{(x1, u1, R1), . . . , (xm, um, Rm)}, where xi ∈ Rn are input
items (such as movies), ui ∈ U correspond to users with
U the space of user identifiers, and Ri ∈ R is the rating
which the user ui assigned to item xi. The goal is to find
a mapping e : U → Rz that assigns each user to a real-
valued vector, which we refer to as the user’s embedding.
For example, a user with ID user 1 could be mapped to
a 3-D vector e(user 1) = [0.2, 0.1, 0.7]T , where z = 3.
We require that these embeddings are “meaningful” in the
sense that similarity of embeddings should reflect similarity
between users. Intuitively, we want to represent the users
such that it is easy for us to see how similar they are in
terms of how they rate items. (This part will be formalized
as a novel measure in Section III-D.)

In this paper, we analyze how this goal can be achieved by
fitting the given data with a neural network that simultane-
ously learns embeddings for the users. The main questions
we address are: How does embedding size z relate to the
quality of the learned embeddings and the ability to fit the
data? And, since such a neural network needs to combine
input item and user information for predicting a rating, which
fusion strategy is most appropriate for this task?
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B. Functional Data Analysis (FDA)

In order to foster a deeper understanding of the problem,
we describe its relation to a particular branch of mathematics,
namely Functional Data Analysis (FDA). This will show
how learning user embeddings can be understood as finding
vector representations for functions. This insight will then
be useful later for seeing how embeddings can be evaluated
quantitatively.

Mathematically, we can model the data generation process
analogously to the modeling in FDA (compare, e.g., with
the description in the survey of Jacques and Preda [19]): We
assume that there is a functional random variable

F : Ω→ {f : I → R} ,
i.e., F is a random variable which has functions (from I to
R) as values. Any such function f describes a particular
way of rating items, and corresponds to a single user.
Now, a set of observations {f1, . . . , fl} of F is referred
to as functional data. In practice, these rating functions
are not given directly, but instead, for each function fi
a set of samples {(xi;1, fi(xi;1)), . . . , (xi;mi

, fi(xi;mi
))} is

provided. We can put all this information together into
a set with elements of the form (i, xi;j , fi(xi;j)), which
shows the equivalence to the rating data introduced in our
problem statement (Section III-A). So our goal of learning
user embeddings essentially means that we are trying to find
vector representations of functions based on lists of samples.
This corresponds to dimensionality reduction of functions,
which is a sub-task of FDA [20].

This view of the problem should make another thing clear:
User embeddings are representations of the users’ rating
functions. There is no a priori justification for assuming that
any other properties of the users (apart from their rating
behaviors) would be incorporated into user embeddings by
fitting such data. Hence, relations between user attributes
(such as gender or location) and embeddings can be useful
to analyze the role of such attributes for user behavior, but
are only suitable for evaluating the embeddings if there is
a known connection between rating behavior and the given
user attributes.

C. User similarity

In Section III-A we formulated the goal that similarities of
embeddings should reflect similarities of the corresponding
users (or, to be more precise, their rating behaviors, as we
have just argued in the previous section). Before we can turn
this criterion into a quantitative measure, we need to quantify
similarity of users.

In the collaborative filtering literature, we find several
proposed methods for computing such similarities, including
Pearson correlation, Spearman correlation, cosine vector sim-
ilarity, adjusted cosine vector similarity, and mean-squared
difference [21]. Out of these common options we choose
to estimate similarity based on the mean-squared difference
of their ratings. Our choice has two main reasons: First,
mean-squared difference is most similar to the L2 distance
between functions, which is a common measure used in FDA

for computing distance between functions [19]. Second, the
mean-square difference of user ratings is interpretable as
expected value (assuming uniform prior over input items)
of the squared difference of their ratings for the same item.

D. Pair-Distance Correlation measure (PDC)

We are not aware of any existing measure for evaluating
embeddings based on function similarity. Thus, for measur-
ing the quality of learned embeddings, we introduce a novel
performance measure, which we call Pair-Distance Correla-
tion (PDC) measure. Two crucial elements of the presented
measure are the distance metric dE on the embedding space,
and the distance measure dU on the user space.

The choice for these two elements should be informed by
the purpose of learning user embeddings. For interpretabil-
ity, it makes sense to consider intuitive distances on the
embedding space (dE) such as the Euclidean distance. As
mentioned above, we generally consider the mean-squared
difference to be an appropriate choice for dU , but in certain
scenarios one might want to deviate from that (e.g., mean-
absolute difference if more weight should be given to small
differences). Once dE and dU are chosen, the PDC of an
embedding function is computed as follows:

Algorithm 1 Algorithm for computing Pair-Distance Corre-
lation
Input: set {(x1, u1, R1), . . . , (xn, un, Rn)} with input

items xi ∈ Rn, user identifiers ui ∈ U and ratings
Ri ∈ R; embedding function e : U → Rz; distance
measures dE on Rz and dU on U ; threshold t ∈ N>0

Output: PDC score of e with respect to dE and dU
1: set lE = list(), lU = list()
2: for all users ui, uj ∈ U with at least t items rated by

both do
3: based on all items rated by both ui and uj , compute

dU (ui, uj) and append it to lU
4: compute dE(e(ui), e(uj)) and append it to lE
5: end for
6: return Pearson correlation coefficient between lE and

lU

Being based on Pearson correlation, the resulting score
takes values in [−1, 1], where higher values are preferable
and 1 is the best possible outcome. Note that random embed-
dings can be expected to achieve a PDC score around 0. A
high PDC measure (close to 1) means, that in general if a user
embedding e(ui) is more similar to e(uj) than e(uk) with re-
spect to dE (i.e., dE(e(ui), e(uj)) < dE(e(ui), e(uk))), then
the rating behavior of user ui is more similar to the behavior
of uj than to that of uk (in terms of the similarity measure
explained in Section III-C, i.e., dU (ui, uj) < dU (ui, uk)). In
other words, PDC evaluates whether an embedding function
preserves distance relations.

IV. FUSION STRATEGIES
We would like to train a neural network that takes item

information x as input and user embedding e as additional

6.2. FUSION STRATEGIES FOR LEARNING USER EMBEDDINGS 97



context signal for predicting the user’s rating. In general
we distinguish between three ways for incorporating such
context information into neural networks:

1) neuron-level fusion: based on context signal alter hid-
den states at some layer

2) weight-level fusion: based on context signal alter
weights of some layer

3) combinations of the former two
We outline three specific approaches that fall into the

first two of these categories, which we will also use in
our experiments later on. Then, we will also have a closer
look at Factorization Machines (FMs) [22], which have
shown top performance for various tasks involving user-
dependent prediction [23], [24], [25]. The paper that intro-
duces FMs [22] also explains how FMs can mimic many
other popular recommendation system methods, including
matrix factorization and specialized methods such as SVD++
[26] or PITF [27]. Note that even though FM is not a neural
network method per se, it can, after a small modification, be
understood as weight-level fusion approach.

A. Neuron-level fusion

We focus on mask-based methods for neuron-level fusion.
In mask-based methods, a mask of the same size as the hid-
den state at some level is computed from the context signal
and then combined with the hidden state in an element-wise
manner for an update. Two common fusion approaches are
considered:

• For using additive masks (Add) on any hidden state x,
we compute a mask of the shape of x by multiplying the
context vector with a weight matrix of suitable shape,
and then add this mask to the original state.

• Multiplicative masks (Mul) work analogously but com-
bine mask and hidden state by element-wise multipli-
cation (i.e., Hadamard product).

Note that additive masks are equivalent to concatenation
of input x ∈ Rn and context signal e ∈ Rz one layer earlier,
since it holds that

y = W
[x
e

]
= [W1|W2]

[x
e

]
= W1x + W2e , (1)

where
[
x
e

]
stands for the concatenation of x and e and the

m × (n + z)-matrix W is split into the m × n-matrix W1

and the m× z matrix W2.

B. Weight-level fusion

We describe tensor fusion as one way to make weights
context-dependent. We made this choice because tensor
fusion is a basic approach which we find very suitable
for illustrating the general principles of weight-level fusion.
Other approaches such as the one inspired by Singular Value
Decomposition (introduced for one-shot learning in [28]) can
typically be understood as a modification of tensor fusion.
Different from neuron-level fusion, which can normally be
applied in exactly the same way in linear layers and convo-
lutional layers, the details of weight-level fusion depend on
the type of layer.

We describe tensor fusion on a linear layer. So let us
assume that we have input x ∈ Rn, context e ∈ Rz and want
to map this to the output space Rm. The standard output of
such a linear layer that ignores all context information is then

fc(x) := b + Wx , (2)

where W ∈ Rm×n is a weight matrix and b ∈ Rm a bias
term. The basic idea of tensor fusion is to make the weight
matrix W dependent on the context e by adding a context-
dependent part to it. More precisely, we define W (e) :=
W + eT where T ∈ Rz×m×n is a third-order tensor, and eT
is calculated as eT =

∑z
i=1 eiTi;·;·. The final output of the

linear tensor fusion layer is then given by

tensor(x, e) := b + W (e)x = b + (W + eT )x (3)
= b + Wx + eTx (4)

C. Factorization Machines

Using a slightly different notation than in the original
paper [22], we can write the model equation of a FM (of
degree 2 and rank z) as follows:

FM(x) := b + Wx +
n∑

i=1

n∑

j=i+1

xiVi;·V
T
j;·xj , (5)

where x ∈ Rn, W ∈ Rn, V ∈ Rn×z . (Note that the output
dimension m is 1 for FMs.)

A modified version of FM turns out to be a special case
of tensor fusion, which we will now explain. By changing
the sum over j to go from 1 to n (instead of i+ 1 to n), we
get:

FMT (x) := b + Wx +
n∑

i=1

n∑

j=1

xiVi;·V
T
j;·xj (6)

= b + Wx + xV V Tx (7)

There are two ways how FMT can be understood as tensor
fusion: First, if we define T := V V T ∈ Rn×n, we see that

FMT (x) = b + Wx + xTx (8)

becomes equivalent to tensor fusion that uses the same
vector as input and context, and factorizes the weight tensor.
Second, we can consider V as embedding matrix, so that x
is used as input and its embedding xV as context:

FMT (x) = b + Wx + (xV )V Tx (9)

In this case, V T takes the role of the tensor T , and we have
tensor fusion that shares weights with the embeddings.

We would like to point out that by interpreting the mod-
ified FM (which can still capture higher-order dynamics)
in any of these two ways, it becomes simple to see how
structures similar to FM can be incorporated anywhere into
a (potentially large) neural network. In particular, these
interpretations as tensor fusion explain how the method can
be adapted for higher-dimensional output (where both of the
two interpretations we discussed lead to slightly different
adaptations).
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V. EXPERIMENT

The experiment aims to evaluate the effects of embedding
size and fusion strategy on the quality of user embeddings.
Apart from the baselines, we also conduct similar exper-
iments with Factorization Machines as a benchmark. The
experiment uses the MovieLens-100k dataset [29], which
contains 100,000 movie ratings. The neural networks used
in this experiment are based on linear layers.

A. Task

We use the MovieLens-100k dataset, which consists of
100,000 movie ratings (1-5) from 943 users and of 1682
movies. Each movie in this dataset has a unique ID and meta-
information about title, year of appearance and genre(s).
None of these seem overly interesting to use as interpretation
input, hence we took the movie genome information from
the MovieLens-20M dataset [29] in order to obtain a 1128-
dimensional tag-based feature representation of the movies.1

We train various neural networks on the task of movie
rating prediction, given the movie as tag feature vector and
the user ID as input. (See task illustration in Figure 2.) It

movie features
user rating

user ID
1128

12

(1 out of 
943)

Neural 
network

z

user 
embedding

4

Fig. 2: Illustration of the MovieLens-100k task. A neural
network is trained to take movie features as input and user
ID as context signal for predicting user ratings. The particular
neural network architecture and embedding size are varied in
the experiment. Note that everything is trained end-to-end,
which includes learning the embeddings.

is important to recall that our main interest lies in learning
meaningful embeddings. Embedding quality is evaluated by
computing the PDC measure with respect to mean-square
difference on users (estimated based on the test data) and
Euclidean distance on the embeddings (as introduced in
Section III-D). Additionally, we evaluate prediction perfor-
mance, using the standard recommendation system measures
mean average error (MAE) and root mean squared error
(RMSE).

B. Architectures

The neural network architectures used for this experiment
are illustrated in Figure 3. All of these architectures are
based on one or two linear layers, and incorporate the user
information by additive masks, multiplicative masks or tensor

1Note that for this we had to link the movie IDs between these two
datasets, which we did based on movie titles and years of appearance. We
dropped the (<200) movies for which no corresponding movie was found.

fusion, respectively (see Section IV). We deploy all masking
mechanisms before applying the activation function. For each
of the four fusion methods, we vary the embedding size (2,
4, 8, 16, 32 and 64).

movie
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user ID
54
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embed
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z

z

2.1

scalar

linear layer

linear layere

(a) Additive and multiplicative fusion

linear layer

movie
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4.1
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4.2

0.3

-0.4

linear layer
scalar

e

(b) Tensor fusion

Fig. 3: Illustration of neural network architectures used for
the MovieLens-100k experiment. For additive and multi-
plicative fusion, the basic architecture can be understood
as multi-layer perceptron with one hidden layer of size z,
where the hidden activations are modified depending on the
user signal by means of element-wise addition/multiplication
(taking the place of “*”). As tensor fusion approach, we
choose a single linear tensor fusion layer, that uses the user
embeddings as context signal.

We compare these neural networks against a Factorization
Machine (FM). For each user, an embedding in case of FM
is obtained by appending the user bias (as learned by W )
to the row of the weight matrix V which corresponds to the
user.

C. Results

Results can be found in Table I. As two baselines, we
include a model that outputs the average rating of the given
user and ignores the movie features (user-bias), and a model
that adjusts this score based on average user ratings by
adding a learned linear combination of the movie features
(linear). For the baselines, the (scalar) user-dependent biases
were used as embeddings. All reported results are averages
of 5-fold cross validation, using the official dataset split. In
Figure 4, we additionally show how embedding scores vary
across fusion strategies and embedding sizes, depending on
the threshold of common items that is used for computing the
PDC score. We optimized hyper-parameters (learning rate,
number of epochs, and in case of FM also the regulariza-
tion terms) based on a different split. We implemented all
baselines and neural network models in TensorFlow [30],
and used Sacred [31] for managing our experiments. FMs
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Fig. 4: PDC scores for embeddings of different fusion strategies for various embedding sizes. The threshold that is varied
along the x-axis is a parameter of the PDC measure: For computing the PDC measure, only user pairs with this number of
common movies are considered. Mean values and standard deviation are calculated based on training and evaluation of 5
folds. Corresponding scores of the linear baseline are 0.12, 0.19, 0.29, 0.42 (thresholds 1, 2, 4, and 8, respectively).

were trained and evaluated in a separate script, using Bayer’s
fastFM implementation [25].

D. Analysis

In Table I we see that fusion with multiplicative masks
of a moderate embedding size (around 16) works best
for prediction. Tensor fusion with similar embedding sizes
(16, 32) achieves comparable prediction results. Additive
masks yield comparatively poor prediction performances, but
achieve higher embedding scores. Both of these parts are
largely independent of the chosen embedding size in case of
addition, while we can observe a slight trend of increasing
embedding quality with growing embedding size. For tensor
fusion on the other hand, embedding quality is overall lower,
and heavily depends on the chosen embedding size, while
lower dimensions yield higher quality. Interestingly, tensor
fusion favors high embedding sizes for prediction, which
means that these two types of performances are found to be
anti-correlated. Multiplicative fusion shows similar trends to
those of tensor fusion, so it also prefers low embedding size
for learning embeddings, but this effect is somewhat less pro-
nounced. Factorization Machines are highly competitive for
prediction when using small embedding sizes, but at around
z = 16 start overfitting quite heavily. Embedding scores
are comparable to those of the multiplicative fusion model.
Again, optimal embedding size is different for prediction as
compared to embedding quality (8 vs 2 or 4). In general it
is surprising that there seems to be no clear relation between
prediction performance and embedding quality (compare,
e.g., addition with z = 32, multiplication with z = 4 and
tensor fusion with z = 64).

Results for PDC score in Table I are all based on a
user threshold of 4, i.e., only pairs of users with at least 4
commonly-rated movies were considered for the calculation.
In Figure 4 we can see how embedding scores change if we
vary this user threshold. Note that for lower thresholds we
have many more user pairs to consider but also much more
noise in the data, which explains why scores are generally

much lower for lower user thresholds. Most of the effects
we discussed above are insensitive to this user threshold we
chose for computing the PDC score. One exception to this
insensitivity is the observation that for low user thresholds,
addition is on par with some tensor fusion models, and even
slightly outperformed by certain variants of FM and mul-
tiplicative fusion (z = 8). Together with the corresponding
prediction performances, this suggests that additive fusion
generally focuses on less complex user-dependent effects (as
compared to FM and multiplicative fusion). Figure 4 also
reveals a high standard deviation of the embedding quality
for multiplicative fusion. This is generally an undesired
property but could indicate that multiplicative fusion might
benefit from additional regularization techniques.

Overall, in this experiment additive fusion appears to be a
robust choice for learning high quality embeddings, as long
as prediction performance is not important.

E. Input sensitivities and user clustering

The model-based approach we adopted for fitting user
data while simultaneously learning to represent the users
as embedding vectors gives us one other interesting option,
which we have not yet mentioned: For any user embedding,
the trained model describes the associated rating behavior,
which we can analyze further. In particular, for a given
user, we can compute input sensitivities (partial derivatives
of rating score with respect to input features) in order to
find out, which features of a movie make the user more
likely to rate the movie higher, and which features the user
does not like. Of course, we should not assume that any
of our models perfectly fits the true rating behavior of any
user, especially in terms of more complex properties such
as input sensitivities. Still, if the models achieve reasonable
prediction performance, there is good reason to believe that at
least some properties are captured correctly. And choosing a
model with a simple structure furthermore reduces the chance
of ending up with complex statistical artifacts.
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TABLE I: Prediction (MAE, RMSE) and embedding scores
(PDC) of the presented fusion strategies and baselines. PDC
scores are computed with respect to mean-square difference
between users and Euclidean distance on embeddings. For
calculating the PDC scores, only user pairs with at least 4
common ratings were considered (threshold 4). The +1 in
the z column represents the bias term.

Approach Prediction PDC
Fusion z MAE RMSE (threshold 4) Params
user-bias 0+1 0.87 1.06 0.26 946
linear 0+1 0.76 0.95 0.29 3015

2+1 0.71 0.91 0.26 6214
4+1 0.71 0.91 0.29 10356

FM 8+1 0.72 0.92 0.31 18640
16+1 0.75 0.96 0.29 35208
32+1 0.80 1.03 0.28 68344
64+1 0.83 1.07 0.24 134616

2 0.74 0.94 0.32 4147
4 0.74 0.93 0.33 8293

add 8 0.73 0.93 0.33 16585
16 0.73 0.93 0.33 33169
32 0.74 0.93 0.34 66337
64 0.74 0.94 0.34 132673
2 0.73 0.92 0.31 4147
4 0.71 0.91 0.27 8293

mul 8 0.70 0.90 0.31 16585
16 0.70 0.90 0.28 33169
32 0.70 0.90 0.27 66337
64 0.71 0.90 0.23 132673
2 0.73 0.92 0.31 5273
4 0.72 0.91 0.30 9417

tensor 8 0.71 0.91 0.26 17705
16 0.71 0.90 0.21 34281
32 0.71 0.90 0.20 67433
64 0.71 0.91 0.18 133737

Among our neural network architectures, the structure
of the tensor fusion model is particularly simple, which
even allows for direct interpretation of the learned weights
(see Figure 3). The model has a user-independent rating
prediction yx based on the movie features alone. To this
baseline prediction, two numbers are added that both depend
on the user. The first number is a general user bias yu,
computed from the user embedding. For the second number
yh, the user embedding is mapped to a vector which then
serves as weights to compute another linear combination
of the movie features. This second weight vector directly
describes user-dependent changes in input sensitivity, since
there is no non-linearity in the model. Hence, for any user
embedding we obtain a corresponding bias term and changes
in input sensitivities without having to put any item data
through the model.

This looks very different for multiplicative or additive
fusion, where user-dependent effects on input sensitivities
can vary across items. Input sensitivities (or relevancies)
can still be analyzed in this case by using heatmapping
techniques (e.g., [6], [7]), but here the risk of observing
statistical artifacts becomes higher (since the possibility that
input sensitivities can differ across items drastically increases
the number of effects to analyze).

To at least get an intuition of how helpful such input

sensitivities might be in practice, we run another experiment
as preliminary analysis. In this experiment, we select the
tensor fusion model with embedding size 4 (of best per-
forming training fold) and have a closer look at what the
model has learned. To this end, we run k-means clustering
with 20 clusters on the learned user embeddings. For 3
random clusters, we pick the centroid embedding and read
the associated biases and changes in input sensitivities from
the model. We also include the highest- and lowest-ranked
movies based on these values. The results can be found in
Table II. The constellation of features and movies in these
results seems coherent and suggests that this is a promising
direction for further investigation.

VI. CONCLUSION

In this paper, we introduced the PDC measure for evalu-
ating user embeddings based on similarities of their rating
behavior. This novel measure formalizes the intuitive require-
ment that similar users should be mapped to similar vectors.

We conducted an experiment on movie rating data, where
we compared additive, multiplicative, and tensor fusion in
neural networks that learn to fit this data while forming
vector representations of all the users. In our experiment
we found that the fusion strategy has a significant effect on
prediction as well as the quality of the learned embeddings.
The effect of embedding size on prediction performance
and embedding quality seems to largely depend on the
chosen fusion strategy. Additive conditioning was mostly
unaffected by changes in embedding size and other methods
generally favored small embedding sizes for high embedding
quality. Surprisingly, good prediction performance does not
necessarily reflect the quality of the learned embeddings. In
case of tensor fusion, we even observed these two aspects to
be anti-correlated.

This is an important finding since one tends to select
models based on their prediction ability, but apparently it is
not at all clear how well this measure correlates with other
aspects of interest, such as “meaningfulness” of embeddings
or learned input sensitivities. In our opinion, this finding sug-
gests that much more work is necessary to better understand
the internal dynamics of neural networks, especially when
fusion of different information is involved and the models
are to be used for data analysis.

Finally, it shall be mentioned that, although we formulated
the problem in terms of user ratings, the same modeling can
directly be applied to other data such as dialogues. In fact,
our chosen approach for learning user embeddings fits the
theoretical framework of interpretation analysis proposed by
[32], and can be seen as a case of model-based interpretation
analysis.

ACKNOWLEDGMENT

This work was supported by the BMBF project DeFuseNN
(Grant 01IW17002) and the NVIDIA AI Lab (NVAIL)
program. Furthermore, the first author received financial sup-
port from the Center for Cognitive Science, Kaiserslautern,
Germany.

6.2. FUSION STRATEGIES FOR LEARNING USER EMBEDDINGS 101



TABLE II: Biases, favorite and least liked movie features and movies associated with centroids of 3 random user clusters.
Clustering was done on user embeddings learned by the tensor fusion model with embedding size 4. The biases and scores
of movie features were read from the same model, which was also used for ranking the movies. The table contains the 5
highest/lowest ranked features and 3 highest/lowest ranked movies, respectively.

Cluster General Highest ranked Lowest ranked
No. bias Movie features Movies Movie features Movies
1 -0.019 italy, unlikeable characters,

road trip, character study,
parody

Pulp Fiction (1994), A Clock-
work Orange (1971), The Big
Lebowski (1998)

women, nudity, history,
marx brothers, great

Between the Folds (2008),
Duma (2005), McFarland USA
(2015)

2 -0.033 visuals, dark humor, classic,
non-linear, sarcasm

Pulp Fiction (1994), Reser-
voir Dogs (1992), Taxi Driver
(1976)

predictable, childhood, be-
trayal, cheating, bad acting

You’ve Got Mail (1998), Ghost
(1990), Runaway Bride (1999)

3 0.017 intimate, visually appealing,
costume drama, women,
whimsical

Cries and Whispers (1972),
Last Life in the Universe
(2003), Submarino (2010)

chase, 70mm, snakes, tele-
portation, chris tucker

Independence Day (1996),
Transformers (2007), Men in
Black (1997)
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ABSTRACT
Subjective visual interpretation is a challenging yet important topic
in computer vision. Many approaches reduce this problem to the
prediction of adjective- or attribute-labels from images. However,
most of these do not take attribute semantics into account, or only
process the image in a holistic manner. Furthermore, there is a
lack of relevant datasets with fine-grained subjective labels. In
this paper, we propose the Focus-Aspect-Value (FAV) model to
structure the process of capturing subjectivity in image processing,
and introduce a novel dataset following this way of modeling. We
run experiments on this dataset to compare several deep learning
methods and find that incorporating context information based on
tensor multiplication outperforms the default way of information
fusion (concatenation).
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1 INTRODUCTION
Subjectivity is the phenomenon wherein human perception is in-
fluenced by personal feelings, tastes, opinions etc. The variance
which arises as a result of this phenomenon plays a crucial role in
the visual domain. For example, the meaning that we infer from an
image can depend on: our internal templates about the stimuli [30],
expectations and learned biases about the visual object [9], context
/ prior visual input [8], random neural fluctuations in cortex [18]
and other factors like personality of the interpreting individual.
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This innate diversity in interpretation has made evaluation and
computational modeling of subjectivity a difficult task.

 Noun/Focus
    "Person"

Aspect 
likelihood
Age: 0.6
Happiness: 0.3
Evaluation: 0.05
Size: 0.03
Rareness: 0.01

Value
Age: old
Happiness: happy
Evaluation: good
Size: small
Rareness: unusual
Activity: tired
.....
 

Image Embedding

Noun Vector

    
 

Fusion
Model

Input Image

Figure 1: Illustration of the task. The model takes an image
and a noun (focus) present in the image as input. It outputs
the corresponding aspects and value (of each aspect). For the
given image in the illustration, since the focus is on the noun
“person”, the model identifies the aspects “age” and “happi-
ness” as the most appropriate. The value provided for each
aspect determines which set of attributes suits the noun in
the context of the image. For the aspect age in the given ex-
ample, the value output indicates that suitable attributes for
the person in the image would be “old”, “elderly”, “mature”
or “senior”, in contrast to “young”. The input image is taken
from Google’s Conceptual Caption Dataset [29].

The challenge in modeling subjectivity arises from two main
sources. First, subjective interpretation by definition is arbitrary
in a certain sense, since there is no a priori objective taste, feeling,
or opinion, and at times such context information might not be
accessible at all. In particular, this poses challenges to evaluation,
and inmany cases it is reasonable to expect that therewill be a larger
margin to a perfect score. Second, subjectivity tends to be more
fine-grained than objectivity. For example, in images, objectivity
that is detected typically is about which entities are visible, while
subjective information is rather about characterizing how these
entities or the picture as a whole differ from some expectation [8, 9].

To attenuate these issues, previous methods typically consider
holistic aspects of subjectivity (e.g., in visual sentiment analysis)
or mix subjective components with non-subjective components
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(as in adjective-noun pairs) [5]. A problem with the latter is that,
in evaluation, these components are mixed and might be hard to
separate later on, while the original interest was to focus on sub-
jective parts. Additionally, existing works which use this approach
do not include any sophisticated structuring of the subjective com-
ponents. We also found that there is a clear lack of datasets with
more fine-grained or structured subjective aspects annotated.

In order to overcome these shortcomings, we propose a novel
dataset (aspects-DB, made available to the public1) and the Focus-
Aspect-Value (FAV) model for subjective visual interpretation, dis-
entangling three components of subjectivity: 1) focus: the center of
attention, 2) aspect: which dimension to evaluate on, and 3) value:
result of this evaluation. Our proposed way of modeling is illus-
trated in Figure 1. Briefly put, our model works as follows: Given an
image and, as context, a noun present in the image (as proxy to de-
scribe which part of the image is attended to), we would like to first
identify which dimension of evaluation (represented by aspects)
one is likely to use for describing the noun in the given image, and
secondly predict how the noun would be evaluated with respect
to these dimensions of evaluation (represented by aspect values).
Finally, in this paper we analyze several methods for the emerging
tasks aspect prediction and aspect-value prediction, thereby provid-
ing an overview of different ways of using context information in
this particular case and revealing general open issues.

The rest of the paper is organized as follows. Section 2 surveys
related work relevant to this paper. Section 3 introduces the model
and the new dataset. Section 4 explains the two tasks that form the
core of this method. Section 5 gives a detailed description of the
experiments and architectures used. Section 6 provides our insights
and findings from the experiments along with the open questions.
Section 7 concludes the paper with a summary and future work.

2 RELATEDWORK
This section can be broadly divided into three segments: First, the
methods which attempt to capture subjectivity. Second, the meth-
ods which use adjective-noun pairs for this purpose. Finally, the
available attribute detection datasets.

2.1 Detecting subjectivity
There have been many promising approaches which researchers
have employed at detecting subjective parts of visual interpretation.
While some works focused on attributes to enhance the quality of
nouns [6, 12, 22], others focused on understanding the aesthetics
[11, 26]. Borth et al. [5, 6] proposed the large scale visual sentiment
ontology to detect adjective-noun pairs inside an image. Given an
image they propose to find a suitable adjective-noun pair to best
describe an image from a set of adjective-noun pairs. Although
adjective noun pairs capture the sentiment to an extent, they do
not reveal the degree to which this sentiment applies. Moreover,
relying on a single adjective-noun pair to describe the whole image
would mean only the most prominent noun is focused upon.

Lazaridou et al. [24] propose a cross-modalmapping from a visual
semantic space onto a linguistic space in order to automatically
annotate images with adjectives. The mapping is performed by a
projection function that maps the vector representation of an image
1Our dataset can be downloaded at http://madm.dfki.de/downloads.

tagged with an object / attribute onto the linguistic representation
of the object / attribute word. This mapping function can then
be applied to any given image to obtain its linguistic projection.
The main advantage, as claimed in their paper, is that of zero-shot
learning, i.e., unseen attributes (not present in training) can be
predicted. However, in this approach the whole image is mapped
onto an adjective without focusing on any particular noun or aspect.

2.2 Detecting adjective-noun combinations
Our work mainly builds on a line of work originating from the
Visual Sentiment Ontology [7] proposed by Borth et al., which aims
at detecting adjective-noun combinations from images. So far, the
best performing method within this direction are cross-residual
networks (XResNet) [19], which we include in our experiments and
will describe in detail in Section 5.2. For any given image, XResNet
outputs scores for adjective-noun combinations as well as scores
for all individual adjectives and nouns separately. This means that
it separates the more subjective parts of interpretation (represented
by the adjectives) from the more objective (represented by the
nouns).

There are two major datasets that have been used for training
the above-mentioned architectures: The Visual Sentiment Ontology
(VSO) [7] and the Multilingual Visual Sentiment Ontology (MVSO)
[20]. These datasets have been created from the popular photo-
sharing platform Flickr. However, the data in these cases suffers
from a clear bias towards the positive attributes / adjectives [21].
In the paper that introduces XResNet [19], some efforts are taken
for achieving a better overall balance, but even there, for any given
noun the number of associated adjectives is typically very small and
the distribution heavily skewed. More importantly, the “feasible”
adjectives for a given noun are in most cases not mutually exclusive.
At times, adjectives that come with the same noun are even similar
in meaning (e.g., “smiling person” and “happy person”), and yet,
predicting any adjective that is not identical to the ground-truth
adjective is typically considered wrong. For example, “smiling” and
“sad” would count as equally bad if the ground truth was “happy”.
This makes it harder to interpret performances on these datasets in
terms of ability to capture subjective aspects.

2.3 Attribute datasets
There are several popular attribute datasets available for computer
vision research.The Visual Genome [23] contains over 100,000 im-
ages with fine-grained annotations, including region descriptions,
object instances and visual attributes in the order of Millions. How-
ever, the attributes in this dataset mostly relate to objective in-
formation. Hence, most common attributes are colors like white,
blue red, black and despite the large number of total annotations
in Visual Genome, we found the number of subjective attribute
instances to be too low for our purpose. aPascal and aYahoo [13]
are two attribute datasets containing natural object-based images
with attribute annotations. Here again, the included attributes cor-
respond to objective features, such as parts of a face like eyes, nose
and so on, which deems it inappropriate for analyzing subjective
interpretation.

Another attribute dataset is the SUN Attribute Dataset [27],
which contains scene attributes of the four categories “functions /
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affordances” (e.g. “diving”, “climbing”), “materials”, “surface prop-
erties” and “spatial envelope”. The former three categories are
restricted to objective information, and while there are several
subjective attributes (such as “scary” or “stressful”) in the “spa-
tial envelope” category, all of these annotations are describing the
scene in a holistic manner. Overall, none of the available datasets
is appropriate for focusing on more fine-grained subjective visual
interpretation.

3 MODELING AND DATASET
The above-mentioned issues related to adjective-noun-based mod-
eling can be overcome by considering the problem of attribute
prediction to focus on the subjective part of visual interpretation:
Given an image and an entity (in our case represented by a noun) in
the image, estimate the suitability of attributes under consideration
of their semantic relations. In this regard we created a dataset with
structured attributes for any given noun, thus respecting attribute
semantics and enabling a more fine-grained evaluation. Further-
more, our approach allows for zero-shot learning.

3.1 The FAV model for subjective visual
interpretation

The work of Borth et al. [7] shows that adjective noun combinations
are often visible and reasonably simple to automatically detect in
images, presumably because of how they contain both subjective
(in the adjective) and objective (in the noun) information.

If we take into account the semantics of adjectives as described
by Baroni and Zamparelli in [3], where adjectives are interpreted
as modifiers of nouns, we see that visually detecting adjective noun
combinations can be understood as a model that combines attention
and evaluation, where the noun describes where the viewer is
focusing when interpreting the image and the adjective contains
the subjective evaluation of this part of the image.

For the adjective, we want to take a step further and acknowl-
edge the fact that adjectives (or “attributes”) for the same noun are
often semantically related. In other words, they can be organized
along various dimensions of evaluation. Example for such dimen-
sions would be size, age, cuteness or temperature. So instead of
considering any non-ground-truth attribute as wrong and thereby
largely ignoring semantic relations between attributes, we organize
attributes into opposing lists. Arranging in this manner paves way
for a more appropriate evaluation, as opposing attributes (mutually
exclusive) cannot occur together for the same noun. For example,
if we consider the opposing attributes in [“cute”, “adorable”] vs
[“scary”, “ugly”], a classification of “cute” or “adorable” of a puppy
are semantically similar, but “cute” and “scary” cannot apply to the
same puppy. Such a pair of opposing attribute lists reflects a certain
dimension of evaluation, which we call “aspect” of the noun. Note
that an aspect in our case is very similar to the concept of semantic
adjective class (used for structuring adjectives in GermaNet [15]),
such as appearance (“pretty”, “ugly”, ...), size (“small”, “big”, “large”,
...) or age (“young”, “old”, ...). The only difference is that we group
attributes of an aspect into mutually exclusive sets. Some of the
specific aspects and the adjectives/attributes pertaining to these
aspects that are incorporated in our dataset are listed in Table 1
and will be derived in Section 3.2.

In summary, we separate three potential sources of subjectivity
in the FAV model:

(1) Focus: Given a single image, there are typically different
components one can pay attention to. For this paper we will
assume that this place of focus can be captured by a noun.
Note that nouns can relate to an entity in the image (such
as “dog” or “dude”), but also refer to the whole scene (as in
“place”) or the picture itself (“shot”).

(2) Aspect: Once the focus has been determined, there are several
potential dimensions for evaluation. For example, people in
the image can be evaluated with respect to their physical
size, age, level of activity and so on. In our dataset, selecting
an aspect for evaluation is essentially about choosing a set
of semantically related attributes.

(3) Value: For this paper, we chose all aspects to be represented
by two mutually exclusive sets of adjectives, such that evalu-
ating each aspect amounts to a binary decision problem. For
example, physical size would have adjectives like “small”,
“tiny”, “short” on one side and “tall”, “big”, “huge” on the
other. Picking a certain value then means to select a set of
attributes that are appropriate to be used as an attribute for
the given noun.

The following points summarize the key features of this method
of modeling:

• Three different sources of subjectivity are disentangled. This
brings about the possibility to evaluate these components
separately, and helps to make results easier to understand.
Readers familiar with NLP literature might recognize the
analogy to opinion mining, a task where topic, aspect and
sentiment are extracted from text in order to explain preva-
lent opinions (see e.g., the survey of Liu and Zhang [25]).

• Semantic relations between attributes are respected. In par-
ticular, by detecting aspect values instead of individual at-
tributes, we treat attributes of the same value as being syn-
onymous for the given aspect. We thereby avoid to consider
any attribute as wrong if it means the same but is merely
phrased differently, as it is for example done when using
adjective noun combinations or single attributes as indepen-
dent class labels.

• Thismodeling leads to amore sensible way of 0-shot learning
for attribute detection, i.e., predicting subjective attributes
for nouns for which they were not available during training
time. We will explore this direction below.

3.2 Compiling the dataset
To overcome the shortcomings of the existing datasets mentioned
above, and to have a fair evaluation for experiments, we decided to
create a new dataset called aspects-DB for subjective visual inter-
pretation, following the FAV model. We will now describe the steps
we took for building the dataset.

Our dataset is build from Google’s Conceptual Caption Dataset
[29], which contains over 3 Million images together with natural-
language captions. First, we ran a POS tagger (using NLTK [1]) over
all these captions. From these POS-tagged captions, we compiled
a list of all adjectives and nouns which appear in adjective-noun
combinations (we selected the adjective-noun combinations which
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No. Name Values #Images #Nouns

1 color

colorful
(“blue”, “turquoise”, “green”, “colorful”,
“red”, “purple”, “coloured”, “colored”,

“golden”, “yellow”, “silver”, “orange”, . . . )

colorless
(“white”, “black”, “gray”, “grey”, “bland”)

19914 (6728
vs 13186) 46

2 age

young
(“modern”, “new”, “young”, “trendy”,

“youthful”, “teenage”, “teen”,
“contemporary”, “current”, “recent”)

old
(“old”, “historic”, “colonial”, “medieval”,
“ancient”, “historical”, “traditional”,

“elderly”, “senior”, “aged”, “vintage”, . . . )

19793 (11169
vs 8624) 70

3 size
small

(“small”, “tiny”, “little”, “miniature”)

big
(“large”, “giant”, “big”, “huge”, “massive”,
“major”, “grand”, “enormous”, “oversized”,

“astronomical”)

19177 (12918
vs 6259) 78

4 sun
sunny

(“sunny”, “bright”, “clear”)
cloudy

(“cloudy”, “rainy”, “misty”)
14321 (10641
vs 3680) 21

5 rareness

unusual
(“unique”, “ornamental”, “creative”,

“different”, “oriental”, “unusual”, “exotic”,
“popular”, “stylish”, “magical”, . . . )

ordinary
(“local”, “daily”, “typical”, “generic”,

“general”, “regular”, “familiar”, “casual”,
“usual”, “similar”, “normal”, “natural”, . . . )

13299 (6804
vs 6495) 94

Table 1: Five most common aspects (out of 19) in the aspects-DB dataset. We only list attributes that are included in any
adjective-noun combination in the dataset. Numbers in parentheses indicate how many images the dataset contains for the
two possible values. The remaining aspects in aspects-DB are (from most common to least common): aerial vs panoramic,
first vs last, smiling vs sad, front vs back, interior vs exterior, bright vs dark, rural vs urban, hot vs cold, tiny
vs tall, good vs bad, busy vs lazy, private vs public, open vs closed, western vs eastern.

have appeared at least 200 times in the dataset). Our underlying
assumptions were that whenever we find such an adjective-noun
combination inside a caption (e.g., “cute puppy”), it is very likely
that the adjective describes a property of the noun (or “attribute”)
and that the noun is visible in the image.

Next, we manually organized all resulting adjectives (that are
potentially visible) into aspects. This gave us an initial list of aspects
with associated attributes (represented by adjectives) grouped into
mutually exclusive sets.

We now collected all images from the Conceptual CaptionDataset,
which have an adjective-noun combination in their caption where
the adjective is included in any one of our aspects. This gave us
an initial dataset of over 400,000 images together with associated
adjective-noun combination, aspect, and aspect value for each im-
age. We then manually went through the list of remaining nouns,
and excluded some words (“retro”, “beautiful”, “news”, “cloudy”)
which were falsely labeled as noun by the POS tagger, or not clearly
visible in images. Finally, we iteratively removed data until all the
following criteria were satisfied:

• For each noun-aspect combination, there are at least 10 im-
ages for each value.

• For each aspect, there are at least 500 images for each value
(across all nouns).

• For each noun, there are at least 50 images for each value
(across all aspects).

• For each aspect, there are at most 20,000 images in total. (For
aspects with more images, we did a simple down-sampling
to reduce the number.)

The final aspects-DB dataset contains 155,539 images in total and
features 143 nouns for 19 aspects. A list with the 5 most common
aspects can be found in Table 1. Since the ground truth was ob-
tained by adjective-noun pairs, we keep the adjective part in our
dataset as extra information, so for each image, aspects-DB includes
a noun, an aspect, the value of this aspect and the original adjective
the noun was combined with in the caption. Table 2 shows a few
examples of ground truth information for two particular aspect-
noun combinations. The dataset is available to the public and can
be downloaded at http://madm.dfki.de/downloads.

We would like to emphasize that the ground truth in aspects-DB
is meant to capture general tendencies in subjective interpretation
(where we use tags as proxy). These tendencies must to some extent
be corpus / domain specific and on item-level we cannot expect
perfect performance. This means that the task is not to detect ob-
jectively correct labels as in many common image classification
datasets, but to model general biases such as “for this image of
a sleepy puppy and noun dog, people would typically interpret
the image with respect to aspect age. Aspects age, activity, eval-
uation would likely be rated as having values young, sleepy, good
respectively”.

4 TASKS
4.1 Aspect prediction
In the first task, an image and a noun are given and the task is
to predict which one of the aspects in our dataset (see Table 1) a
subjective interpretation would most likely focus on. For example,

106 CHAPTER 6. PUBLICATIONS



Aspect Noun Value

activity dog

active lazy

size tree

small big

Table 2: Examples of ground truth data in the proposed aspects-DB dataset. Each row represents an aspect for an example
noun, and contains sample images which corresponds to the two possible values. All images are part of Google’s Conceptual
Caption Dataset [29].

given an image with a puppy together with the noun “dog”, a likely
aspect from our list would typically be age. This problem is modeled
as multi-class classification task, where for each given image and
noun, only a single aspect is considered to be correct. We evaluate
in terms of overall prediction accuracy.

4.2 Aspect Value Prediction
Aspect Value Prediction is about deciding which value applies to a
given noun for a given aspect in the context of the input image.
Coming back to the previous puppy example of Section 4.1, the
true value for aspect age would be young when given an image of
a puppy with the noun context “dog”. For training and evaluation
we only consider one aspect at a time, hence this problem can be
seen as binary classification task.

In 0-shot value prediction, evaluation is done on noun-aspect
combinations that were not available during training time. (Ground
truth data for other noun-aspect combinations with the same noun
but different aspects or same aspect but different nouns is assumed
to be available for training.) For calculating overall accuracy for
value prediction, we compute accuracy over all test set items.

4.3 Dataset split
We use two different dataset splits, the standard split and the 0-shot
split.

• For the standard split, all available data is for each value ran-
domly split into 60% training, 20% development and 20% test
data. This implies that aspect and value priors are identical
for training, development and test set. We use the standard
split for experiments on aspect prediction and aspect value
prediction.

• For the 0-shot split, we randomly split noun-aspect combi-
nations, using 60% of the combinations for training, 20% for
development and 20% for testing. We use this dataset split for
experiments on aspect value prediction. It should be noted
that 0-shot learning on aspect prediction cannot be done
in the same way (unless the noun is left out completely for

training): If we remove individual noun-aspect combinations
and train a model on the remaining ones, the model generally
learns that for any noun the excluded aspects are not feasible.
This points to another problem in the adjective-noun way of
modeling, where aspect and aspect value are both blended
into adjective information.

5 METHODS
In this section we explain the methods we compare in our experi-
ments (Section 6), where they are evaluated on both tasks described
in the previous section. For all models, except the XResNet variants,
visual features are extracted from the image by a ResNet-50 network
[17], which was trained on ImageNet [10] and kept unchanged.

5.1 Logistic regression
As baselines, we deploy two models based on logistic regression
which take visual features from the inception network as the only
input:

• The noun-agnostic version does not consider noun informa-
tion at any point. Aspect prediction is modeled as classifica-
tion task with multiple classes. So for predicting the most
likely aspect given an image and noun, a single logistic re-
gression model is trained to output the corresponding class
from the visual features, irrespective of the noun. Aspect
value prediction is modeled as separate binary classification
problems, i.e., for each aspect, one logistic regression model
is trained to detect the value of the respective aspect from
the image vector, again not taking the noun into account.

• In the noun-specific variant, separate models are trained for
distinct nouns. For each individual noun, we then follow
the same approach as described in the previous point. This
means that for each noun we have one model predicting the
most likely aspect, and for each noun-aspect combination
we have one model for aspect value prediction. We explore
this possibility as a simple way to take the noun context into
account.
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In both cases we use the scikit-learn [28] implementation for
training and inference.

7x7 conv, 64, /2

1x1 conv, 256
3x3 conv, 64
1x1 conv, 64

1x1 conv, 256
3x3 conv, 64
1x1 conv, 64

1x1 conv, 1024
3x3 conv, 256
1x1 conv, 256

1x1 conv, 2048
3x3 conv, 512

1x1 conv, 512, /2

1x1 conv, 2048
3x3 conv, 512
1x1 conv, 512

1x1 conv, 2048
3x3 conv, 512
1x1 conv, 512

1x1 conv, 2048
3x3 conv, 512
1x1 conv, 512

1x1 conv, 2048
3x3 conv, 512
1x1 conv, 512

1x1 conv, 2048
3x3 conv, 512
1x1 conv, 512

1x1 conv, 2048
3x3 conv, 512
1x1 conv, 512

pool, /2

7x7 avg pool 7x7 avg pool 7x7 avg pool

fc 38 fc 1050 fc 143

nounsasp-val-noun 
combinations

asp-val 
combinations

[leaving out 10 residual blocks]

Figure 2: XResNet architecture (adapted from [19]). Solid
shortcuts indicate identity, dotted connections indicate 1 ×
1 projections, and dashed shortcuts indicate cross-residual
weighted connections.

5.2 Cross-residual networks
Cross-residual network, or short XResNet, refers to an architecture
whichwas introduced by Jou andChang [19] for adjective-noun pair
detection and is based on the well-known residual network (ResNet)
architecture [17]. Figure 2 shows the structure of the XResNet
architecture we used. The main difference of XResNet as compared
to ResNet is that the network branches out at the end into three
distinct heads, where these branches remain closely connected to
each other via so-called cross-residual connections. The standard
XResNet architecture has 50 layers and finally branches out to
predict adjectives, nouns and adjective-noun pairs respectively.

We adapt XResNet to our tasks, by replacing these original out-
put branches by three branches specific to our tasks. Instead of
adjectives, one branch outputs scores for all combinations of aspect
and aspect value. Instead of adjective-noun pairs, scores for all
combinations of aspect, aspect value and noun are predicted. The
noun branch remains unchanged. This leaves us two possibilities
for evaluation:

• The final decision can be made based on the aspect-value
branch (asp-val): For aspect prediction, we use the aspect
of the aspect-value combination with the highest score as

output. In case of value prediction for a given aspect, the
value of the aspect-value combinations with the given aspect
and highest score is considered. Note that in this version the
noun context is ignored.

• The other version is based on the aspect-value-noun branch
(asp-val-noun): First, all combinations with irrelevant nouns
are removed. The rest is done completely analogous to the
asp-val case.

5.3 Concatenation + MLP
The concatenation model is a straightforward application of infor-
mation fusion, where a one-hot encoding of the noun is appended
to the image embedding obtained from the inception network. This
concatenated vector is then used as the input to a multi-layer per-
ceptron (MLP) with one hidden layer. The MLP has two output
branches, one for aspect prediction and one for detecting aspect
value. More precisely, the hidden activation h is computed as

h(x ,n) = tanh
(
[W1 |W2] ·

[x
n

]
+ b

)
= tanh (W1x +W2n + b)

where
[ x
n
]
stands for the concatenation of x and n, b is a bias vector,

andW1,W2 are weight matrices of suitable shapes. The dimension
of h is a hyper-parameter and is referred to as number of hidden
units. The model then estimates aspect likelihoods as

softmax(Wa · h(x ,n) + ba )
and aspect values as

tanh(Wp · h(x ,n) + bp ) ,
where ba , bp are bias vectors, andWa ,Wp weight matrices of suit-
able shapes such that the output dimension for both branches is
equal to the number of aspects. Note, however, that for value pre-
diction during training and testing we only consider the output of
the unit corresponding to the aspect which is processed at the time.

5.4 Tensor Fusion
Instead of merely concatenating image features and context we
consider a slightly more sophisticated way of conditioning on the
context, where higher-order interactions between input and context
information are described by a weight tensor. Similar ways of using
context information have been used in several publications in the
field of natural language processing (for example [2, 14, 16]). In
computer vision, a related approach for information merging can
be found in the MUTAN model [4] for question answering, where
question and image embeddings are merged under the use of Tucker
decomposition.

The Tensor Fusion approach is illustrated in Figure 3. The core
part is the Tensor Fusion layer, which can be understood as part of a
neural network that combines the noun-agnostic and noun-specific
logistic regression models: For each noun i = 1, . . . , 13, there is a
weight matrixWi and a bias term bi . In addition, the layer uses a
weight matrixW0 and a bias term b0 that are independent of the
noun context. Given as input the image embedding x and the i-th
noun, the output of the Tensor Fusion layer is then computed as

(W0 +Wi ) · x + b0 + Bi .
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Figure 3: An overview of the Tensor Fusion model. Given as input a one-hot encoded noun and an image, the Tensor Fusion
model embeds the image with a pre-trained ResNet network. This image embedding vector is then processed with the Tensor
Fusion layer which consists of two linear layers, a context-independent and a context-dependent one, followed by element-
wise additive fusion of their outputs. For the context-dependent path, the Tensor Fusion layer keeps a tensor with context-
dependent weights and amatrix with context-dependent biases, which aremultiplied by the noun vector to obtainweights and
bias. (Since the noun is one-hot encoded, this multiplication amounts to a selection operation.) We use two separate Tensor
Fusionmodels for our experiments, one for aspect prediction with aspect likelihoods and one for aspect value prediction with
aspect values as output.

We now represent nouns as one-hot vectors n ∈ R143 and put
together all noun weight matricesWi into a third-order Tensor
W ∈ R143×1000×19 and all noun biases bi into a bias matrix B ∈
R143×19. The final layer functionT (x ,n) can be formulated by using
amultiplication operation between the noun context and the weight
tensor to obtain the weight matrix for the given noun:

T(x ,n) =
(
W0 +

143∑
i=1

Wi · ni
)
· x + b0 +

143∑
i=1

Bi · ni

= (W0 +W ◦ n) · x + b0 + B · n ,

whereW ◦ n :=
∑143
i=1Wi · ni .

We deploy separate Tensor Fusion models for the two tasks of
aspect prediction and aspect value prediction.

5.5 Linear fusion
Using the same notation for variables as above, we define the linear
fusion layer as having the output

linear(x ,n) =W0 · x + b0 + B · n .

This enables another view of the Tensor Fusion layer, namely to
interpret it as linear fusion plus a term for capturing higher-order
interactions:

T(x ,n) =W0 · x + b0 + B · n + (W ◦ n) · x
= linear(x ,n) + (W ◦ n) · x

Hence, we include linear fusion into our experiments in order to
single out the role of the higher-order interaction term, which
makes the majority of trainable parameters for Tensor Fusion.

6 RESULTS
For both tasks described in Section 4, we ran experiments with all
conditioning methods explained in Section 5. All results are listed
in Table 3. Hyper-parameters (learning rate, regularization weight,
and number of hidden units for the concatenation method) were
optimized based on performances on training and development
data (see Section 4.3). We report performances on the test data.
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Approach Aspect accuracy Value accuracy
Model Variant (standard split) standard 0-shot

logistic regression noun-agnostic 65.67% 78.97% 60.45%
noun-specific 67.07% 84.79% -

XResNet asp-val 45.64% 80.36% 63.71%
asp-val-noun 70.30% 85.34% -

concatenation + MLP 100 hidden units 50.89% 79.36% 68.43%
5000 hidden units 53.23% 80.11% 61.24%

linear fusion N/A 62.15% 80.34% 68.41%
Tensor Fusion N/A 69.46% 86.34% 69.04%

Table 3: Aspect prediction and aspect value prediction performances of all models. All methods except the XResNet models
use a pre-trained ResNet to embed the image. Please refer to Section 5 for details on the individual models. Note that not all
models are applicable to the 0-shot learning task.

6.1 Aspect prediction
For aspect prediction, XResNet turned out to be the best performing
method (70.30% for asp-val-noun), closely followed by Tensor Fusion
(69.46%). Both of these models outperform the logistic regression
baselines (67.07% for noun-specific and 65.67% for noun-agnostic).
The linear fusion model performs worse than the noun-agnostic
logistic regression baseline (62.15%). This is unexpected because
this model essentially computes the same as noun-agnostic logistic
regression plus a linear part coming from the noun. We assume
that this effect is due to differences in training and implementa-
tion, which was done with the sklearn implementation for logistic
regression and using an own neural network implementation in ten-
sorflow for the linear fusion model. The gap between performances
of the linear fusion to the Tensor Fusion model shows clearly that
incorporating higher-order interactions between image features
and noun context is beneficial to the task at hand.

Interestingly, concatenation yields very poor performances for
aspect prediction. An accuracy of 10% worse than the linear fusion
model suggests that the concatenation models were not able to
properly make use of the noun information. Looking at the training
behavior (not shown here), we also found that for the same aspect
prediction training loss of 1.26, linear fusion achieved accuracies
around 60% while accuracies of concatenation was around 50%, so
concatenation seems much more prone to overfitting.

6.2 Aspect value prediction
With both the standard dataset split and the 0-shot split, Tensor
Fusion gave the best results for aspect value prediction (86.34%
for standard, 69.04% for 0-shot). Using the standard split, XResNet
was able to achieve comparable performance when using the asp-
val-noun output branch (85.34%). For detecting values of unseen
noun-aspect combinations (0-shot column), however, XResNet has
to rely on the asp-val output, and clearly falls behind Tensor Fusion,
linear fusion and one of the concatenation models.

Noun-specific logistic regression is almost on par with XResNet
for the standard task (84.79% vs 85.34%), but cannot be applied to
0-shot learning, where the noun-agnostic logistic regression model
lead to the lowest overall accuracy (60.45%).

Linear fusion, concatenation, the asp-val version of XResNet
and noun-agnostic logistic regression all yield comparable perfor-
mances (between 78.97% and 80.36%), around 6% lower than the
top performing methods. Surprisingly, the corresponding 0-shot
results of these models show much greater variation. In particular,
concatenation with 100 hidden units gives the second-highest over-
all score for the 0-shot experiment (68.43%), but the second-lowest
one for the standard task (79.36%).

7 CONCLUSION
We introduced a new approach for capturing subjectivity prevalent
in images. To overcome several challenges, including the heavy
bias towards positive tags / titles in social media, and to make it
possible to separately evaluate different parts of subjective visual in-
terpretation, we compiled a new dataset based on Google’s recently
released Conceptual Captions Dataset [29]. We ran our experiments
on the new dataset and reported results with different architectures.
It was also shown that with the new modeling, it is possible to
perform 0-shot learning to predict unseen noun-attribute combina-
tions. Given the prevalence of simple concatenation for combining
information in deep learning approaches, we find it interesting that
Tensor Fusion performed better across experiments.

Our results raise some fundamental questions, which we want to
investigate in the future: a) How can context be modeled optimally?
Often researchers use concatenation as default choice and focus
on data or hyper-parameters for improvement without changing
this part of the architecture, but our results showed a decrease
in performance when using the concatenation method; b) Which
properties of the tasks make some methods (like concatenation)
fail in one but be among the best performing methods in another?

Furthermore, we plan to explore other ways of conditioning on
context, and adapt our approach to applications such as personal-
ized tag prediction and affective image captioning, where biases at
different stages of subjective visual interpretation according to the
FAV model can be made dependent on a user context to mimic the
subjective interpretation of the given user.
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ABSTRACT
Automatic image captioning is a well-known problem in the �eld
of arti�cial intelligence. To solve this problem e�ciently, it is
also required to understand how people caption images naturally
(when not instructed by a set of rules, which tell them to do so in
a certain way). �is dimension of the problem is rarely discussed.
To understand this aspect, we performed a crowdsourcing study
on speci�c subsets of the Yahoo Flickr Creative Commons 100
Million Dataset (YFCC100M) where annotators evaluate captions
with respect to subjectivity, visibility, appeal and intent. We use
the resulting data to systematically characterize the variations in
image captions that appear “in the wild”. We publish our �ndings
here along with the annotated dataset.

KEYWORDS
YFCC100M; Flickr; image captioning; subjectivity; intent; sentiment

1 INTRODUCTION
A caption for an image is a short piece of text, usually a one-liner,
provided by the user and describes his/her interpretation of the
image. �is interpretation can vary from being very objective to
being very subjective or even poetic. But subjectivity is only one
out of several possible dimensions for analyzing variations in image
captioning.

In order to enable computers to more e�ectively interact with
humans in multimodal environments such as social media platforms,
a be�er understanding of these and other variations could be highly
bene�cial. Moreover, with the surge of end-to-end deep learning
methods, �nding representative datasets for the task at hand has
become even more important. Here, statistics of captioning in the
wild are potentially useful for obtaining such data and gaining
awareness of di�erent forms of prevalent biases.

So the question is how does “captioning in the wild” look like
and how can the variety in the captions be captured formally? To
this end, we performed a crowdsourcing study for making sense of
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Figure 1: Illustration of randomly sampled image caption
pairs from the YFCC100M dataset to show the variation in
captions. �e captions found here vary from something as
simple as a number (e.g. “587”) to complex subjective inter-
pretation (e.g.“when we were together”). �e empty white
images on the bottom row constitute one class of noise im-
ages present in the datasetwherein the user has removed the
corresponding image. �e images marked with a red bound-
ary represent some examples of noise in the dataset for this
task.2

this diversity. For this study we have generated 3 subsets of Flickr1

images with English captions and asked people across the English
speaking world to annotate these image/captions pairs to evaluate
them based on measures like subjectivity, visibility of information
and intent.

To generate the study dataset, the authors have used YFCC100M
[15]. YFCC100M was introduced in 2014 and is, to date, the largest
collection of publicly available multimedia data. It contains 99.2
million photos and 0.8 million videos. All of this content has
been taken from Flickr between the years 2004-2014. Having sam-
pled from Flickr, which is a common platform used for photo-
sharing, the YFCC100M contains a diverse collection of real world
videos, pictures, tags, captions and descriptions. All this data is
user-generated, which makes it di�erent from other datasets like
Microso�-Common Objects in Context [9] or Flickr30k [12] which
were built with the help of paid annotators. Figure 1 shows a few
examples of the kind of captions found across YFCC100M.

1h�ps://www.�ickr.com/
2Images are licensed under CC. Corresponding authors can be found at h�ps://
webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=67.
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�e diversity in YFCC100M also presents its own challenges
[11, 15]. For example, the presence of generic titles like camera
generated ones or non-English languages [8] also add to the high
quantity of noise in the dataset. �erefore, a �lter to weed out the
noise is essential for this task. �e design of the �lter should be such
that it not only �lters out the noise, but also retains meaningful
variations in the captions.

In this regard the following are the main contributions of this
paper:

• We introduce a user annotated dataset for studying cap-
tion variations in the wild. We make this dataset publicly
available to aid further research.3

• We perform a quantitative analysis on this dataset with
the aim of characterizing how people naturally caption
images.

• We show how simple �ltering techniques can be used to
remove useless titles from YFCC100M.

�e rest of the paper is organized as follows. Section 2 surveys
related work relevant to this paper. Section 3 explains the data
source and the di�erent �lters used for the crowdsourcing exper-
iment. Section 4 gives a detailed description of the experiment
se�ings including the steps taken to assure quality and the annota-
tor backgrounds. Section 5 provides our insights and �ndings from
the collected annotations. Section 6 concludes the paper and charts
out the future direction.

2 RELATEDWORK
Although there have been numerous works in automatic caption
generation [3, 5, 7, 17, 18], to the best knowledge of the authors,
there has only been li�le work on systematically analyzing caption
variations.

�ere have been some studies which have tried to gain insights
into the language and other statistics speci�cally for the YFCC100M.
�e authors of [8] have performed an analysis on the distributions
of languages and geo-locations in the YFCC100M. �ey reported
various characteristic features like spoken language in titles, de-
scriptions, tags etc. Another study performed by [6] provides a
general overview of the YFCC100M and also provides statistics of
adjectives and nouns present in the dataset. Furthermore, works by
[19, 20] built the “�e Image-Emotion-Social-Net Dataset” which
includes a large number of image comments from Flickr annotated
by emotions that they are supposed to convey. However, the focus
of their work is more on providing data for emotion prediction
models and not on describing captioning behavior.

Apart from these, most studies on Flickr or YFCC100M have
been primarily focused on tags. �e authors of [1, 2, 13] have for
example studied image tags to understand the semantics of data
for index generation. Studies in [16] and [14] have analyzed Flickr
languange models for geo-location.

In contrast to the previously listed works, this paper focuses on
investigating captioning styles across Flickr and YFCC100M dataset.
It provides unique insights into the captioning styles present in the
wild which are of high relevance for the automatic image captioning
and language analysis community.

3�e dataset can be found on h�p://madm.d�i.de/downloads.

3 DATA AND FILTERING
Flickr is a social platform, where users can share images and videos.
�is multimedia content is further enriched by a set of optionally
annotated metadata in the form of tags, titles, descriptions provided
by the user. �e YFCC100M4 consists of almost 100 million such
images compiled from the Creative Commons multimedia content
of Flickr. Each of these images also come with the following meta-
data: author, date, geolocation, title, description, tags and EXIF
information.

A variety of languages can be found in the metadata of the
YFCC100M (see [8]). For this reason we also need to �lter for
language in addition to other noise in the caption in the form of:
a) generic titles, b) short titles (depending on purpose), c) merely
numeric titles (e.g. only give date of the image)

For this reason we �rst decided to use the MM Commons Yahoo-
Flickr Grand Challenge5 �lter which performs the following steps:
(1) All punctuation characters are removed. (2) All le�ers are con-
verted to lower case. (3) If the caption has less than 5 words it is
removed. (4) If any of the words in the caption does not appear in
an English dictionary, the caption is dropped.

�is �lter, of course, was designed for the speci�c purpose of
the grand challenge and may be not be the right choice for other
tasks. To address this bo�leneck, we also designed an own simple
�lter to overcome the shortcomings of the grand challenge �lter.
We removed the noise using the following criteria (checked in this
order):

• ’empty’: �e caption is an empty string.
• ’generic’: �e caption is generic (e.g. IMG 123). �is is

checked using a regular expression.
• ’short’: �ere are less than min words words in the caption.

(For this study we used a threshold of 2.)
• ’non-en’: �e caption is not English. To compute this we

remove most punctuation characters and for the resulting
string check whether the fraction of words that are con-
tained in the enchant dictionary is greater than or equal to
a given threshold. (Set to 0.5 for this study.)

• ’numeric’: �e main part of the caption is made of numeric
expressions, such as single numbers or dates.

• ’valid’: All captions that don’t fall into any of the previous
categories are considered to be useful and pass the �lter.

Note that for our �lter the original caption is kept (even though
in intermediate steps it might be modi�ed).

4 EXPERIMENTAL SETTING
4.1 �e Task
We performed a crowdsourcing experiment on the annotation plat-
form CrowdFlower6. �e task involved annotation of three subsets
of the YFCC100M, each containing 1000 image/caption pairs, sam-
pled from the following selections:

• �e un�ltered YFCC100M
• �e MM Commons Yahoo-Flickr Grand Challenge dataset7
• YFCC100M �ltered by our �lter outlined above

4h�ps://webscope.sandbox.yahoo.com/catalog.php?datatype=i&did=67
5h�ps://multimediacommons.wordpress.com/tag-caption-prediction-challenge/
6h�ps://www.crowd�ower.com/
7h�ps://multimediacommons.wordpress.com/tag-caption-prediction-challenge/
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�ese subsets were combined and shu�ed to create a dataset of
3000 Image/Caption pairs for annotation.

We collected annotations for the following �elds:
• Image error: Some images become unavailable and answer-

ing the remaining questions is not very useful for these
cases.

• Preference: Annotators are asked how much they person-
ally like the given image title on a scale from 1 (“not at all”)
to 5 (“very much”).

• No English: Having captions of di�erent languages an-
notated is hardly possible within a single crowdsourcing
study. In this study we focus on English captions.

• Subjectivity8: �e question “How subjective is the title?”
is answered by rating the image title on a scale from 1
(for “purely objective”) to 5 (for “purely subjective”). High
subjectivity indicates that there are many other options
for captioning the given image.

• Visibility9: �e question “How much of the information
given in the title can be seen in the image?” is answered
by rating the image title on a scale from 1 (for “nothing”)
to 5 (for “all of it”). Information from the title (e.g. people,
objects, famous landmarks etc.) is considered to be “visible”
if it can be directly identi�ed in the image. Among other
things, visibility is important for computational feasibility.

• Understanding: For being able to �lter out captions that
were not understood by our annotators, we added a �eld
for specifying a lack of understanding.

• Intent: �e last task is to specify in which situations one
would most likely use such a title for the given image. �is
is done with respect to the intent categories “to entertain
someone” (e.g. in a humorous, wi�y, artistic or poetic way),
“to provoke someone” (e.g. insult someone, tease someone
or draw public a�ention), “to report factual information”,
“to express emotions or an a�itude” and “other”. �is infor-
mation is particularly useful when �ltering for a speci�c
image captioning purpose.

A screenshot of the interface for the complete task is shown in
Figure 4.

4.2 �ality Assurance
�e experiment ran for a span of 6 months and had a total of 298
annotators participating at various stages. Each annotator was
allowed to annotate a maximum of 100 captions.

As the task involved fairly di�cult questions like evaluating
the subjectivity present in the captions, the annotators were given
detailed instructions on the task, with not only an articulate explana-
tion of each �eld but also a signi�cant example of an image/caption
pair for each possible option for the �elds “subjectivity”, “visibility”
and “intent”.

8By “subjective” we mean based on or in�uenced by personal feelings, tastes, or
opinions, as opposed to “objective” which relates to facts such as names, dates or other
factual information.
9Famous landmarks (e.g. London Bridge, Statue of Liberty, Ei�el Tower etc.) can be
considered as visible since they can be identi�ed by most of the people, whereas for
example pet names are non-visible information since only a few people are able to
identify the pets.

Furthermore, annotators were �rst asked to tackle a set of test
questions designed by the authors.10 Only if they scored satisfac-
torily, were they allowed to proceed to the actual task. To ensure
that a su�cient annotation quality was maintained throughout the
annotation task, test items were intermixed with the actual items
and annotators who went above a threshold of error rate on the
test items were dropped. �e annotators were also required to be
from English speaking countries. Each item was evaluated by 5
di�erent annotators.

5 ANALYSIS
5.1 General Observations
A�er removing noise from the data, there is still a huge variety in
the remaining captions. �is is due to several reasons.

First of all, captioning itself can be understood in several ways
and depending on this understanding the caption will be shaped
accordingly. For example, we found that many captions are titles
in a rather “classical sense”, i.e. they consist of only a few words
which could be understood as a distinguishing name for the image.
Names of places or people are o�en used to label the image in this
way, but more artistic names are not uncommon as well. Similarly,
image titles can be used to merely summarize what is in the image.
�is is essentially a translation process from vision to language and
captions of this type have been the focus for the vast majority of
papers in the �eld of automatic image captioning. More generally,
image captions can be considered to be a part of a multimodal
message consisting of text and image. Here, captioning is part of
a communication process. So, in this se�ing, captioning an image
would mean to �nd a suitable phrase or short sentence that together
with the image forms a single message and conveys some desired
meaning. �is meaning could be a subjective interpretation of the
image but captions that provide context information (such as names
of places or what happened just before the image was taken) or
guide the viewer towards a certain interpretation of the image (e.g.
by mentioning certain aspects of the image one would not typically
see at �rst glance) also �t nicely into this way of modeling.

Another major source for variation is the interpretation of the
image. Roughly, this interpretation can be modeled as a two stage
process where individual di�erences can be observed at each of the
two stages:

(1) Topic/focus: �e caption can relate to parts of the image,
the image as a whole, or to some external context. So the
�rst step is to focus on some aspect of the image or the
context.

(2) Evaluation: �is aspects of the image is then interpreted
which gives the �nal information that will appear in the
caption. �is evaluation can happen in a subjective way
(e.g. liking or disliking parts of the image or the image as
a whole) or be of a more objective sort (e.g. remembering
when the house in the image was built and pu�ing this
into the caption).

Finally, individual language styles, i.e. how the authors formulate
the meaning they want to convey, are one more source for variation.

10For the test questions we used items from the same annotation task, where for each
item we speci�ed answers which are acceptable.
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image error no English in title title not understood clean captions
un�ltered YFCC100M 4.6% (46 out of 1000) 51.2% (488 out of 954) 10.52% (49 out of 466) 417

our �lter 2.4% (24 out of 1000) 4% (39 out of 976) 4.91% (46 out of 937) 891
grand challenge 3.5% (35 out of 1000) 0% (0 out of 965) 3.53% (35 out of 965) 930

Table 1: Noise distribution and number of useful captions for all selections, based on majority votes. Note that captions with
image errors have been removed prior to calculating percentages for the “no English in title” column. Similarly, for calculating
the “title not understood” percentages captions with either an image error or no English in the title have been excluded.

Figure 2: Caption length distributions for the di�erent �l-
tering methods. (Clipped at 20.)

For example, the same entity in an image could be referred to by
using di�erent synonyms. However, analyzing this automatically
is extremely challenging, especially since the abundance of other
kinds of variations make it challenging to even properly de�ne
style. �erefore, going into any details here is beyond the scope of
this paper.

In general we assume that the purpose or intent the author might
have for creating the caption has a strong e�ect on which particular
route is taken in the process outlined above.

Also, context information (e.g. about the time or place of the
image, names of people) is included in many of the captions. �is
is actually not surprising if we see image captioning as part of a
multimodal communication act: In common social situations we
can expect that people obey the cooperative principle which was
introduced by Paul Grice in 1975 [4] and is well-known in the �eld of
social science. �e cooperative principle consists of 4 maxims, one
of which says “Do not make your contribution more informative
than is required” (second part of the maxim of quantity). Hence,
if an image is shared and one can assume that the reader will see
both the image and the caption at the same time (or at least the
image not later than the title), then a mere description of the visible
image contents would be redundant information and a violation of
the cooperative principle.11

5.2 Noise
As with any social media sampled datasets, YFCC100M contains
a signi�cant amount of noise. But the de�nition of noise depends
on the task at hand. For this experiment we de�ned noise as the
following classes and collected annotations for them. �ese classes
included 1) images which were no longer available, 2) non-English

11�is is in general reasonable to assume for Flickr. However, there are cases where
not both the image and the caption are visible. One obvious example would be if the
viewer is a blind person. In such cases, merely “translating” the image into text does
not violate Grice’s maxim of quantity.

titles and 3) gibberish titles which could not be understood by our
annotators.

In Figure 1, images marked with a red boundary show some of
the sample noise in the dataset. Table 1 lists out the annotated
noisy images for each of the �lters. We can see that the image
errors are distributed more or less equally which is to be expected
since �ltering was only done at a caption level. Our �lter was able
to remove most of the non-English captions whereas in the grand
challenge data annotators did not �nd any non-English caption at
all. For the remaining captions, the percentages of captions that
were not understood by the annotators are similar for the un�ltered
data and both �lters.

Our �lter (using parameters we used for compiling the selection
in this study) �ags around 170 of the “clean captions” from the un-
�ltered YFCC100M as noise. We had a closer look at these captions
and found that most of them are either single word captions (in
total around 70 captions) or mostly consist of names, unusual words
or non-le�er parts. Some typical examples would be “2010-05-03
11-01-03 Rainbow Lorikeet - IMG 4857”, “Ech, malort.”, “cockortwo
island” or “Castine, Maine”.

For all of the following analysis we exclude all items that have an
image error, no English in the title or a title that was not understood
by the majority of annotators. We refer to the remaining captions
as “clean captions”. �e number of clean captions for each data
selection can be found in Table 1.

5.3 Comparing the Selections
To get an idea of the general structure of captions, we computed
caption lengths and checked how many adjectives there are and
how o�en adjectives are directly followed by a noun.

�e caption length distributions di�er signi�cantly between the
di�erent selections (See Figure 2). �is is important to keep in mind
because this alone might cause shi�s w.r.t. other aspects of the
data.

We POS tagged all captions used for the study to analyze the
usage of adjectives, using the python library NLTK12 [10] for to-
kenization and POS tagging. All through, adjectives seem to be
followed by nouns in 71 − 84% of the cases, where this fraction is
highest for our �lter and lowest for the grand challenge selection.
Interestingly, the adjective-to-noun ratio is fairly low for both the
un�ltered YFCC100M data and data �ltered with our �lter (both
around 1 to 20), whereas in the grand challenge selection this ratio
is close to 1 to 4.13

12h�p://www.nltk.org/
13We computed the same numbers again a�er removing all short captions but this did
only marginally a�ect the numbers.
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Figure 3: Illustration of the variation of visibility vs subjectivity. Each caption was assigned to a single visibility or subjectivity
value based on the median values of the annotations for the respective �eld. �e size of the circles represent the number of
similar points on the graph. �e majority of the captions lie in a high visibility, low subjectivity area. �e �gure on the right
hand side shows the corresponding example for each of the 9 categories on the le�.2

factual express entertain provoke ambig
YFCC100M 85.61% 4.08% 5.76% 0% 4.56%
our �lter 83.61% 5.50% 5.50% 0.34% 5.05%

GC 69.78% 8.39% 13.33% 0.43% 8.06%
aggregated 78.24% 6.43% 8.80% 0.31% 6.21%

Table 2: Intent distributions for the di�erent selections,
based on majority votes of the annotators on each of the se-
lections. YFCC100M is the un�ltered selection and GC is the
grand challenge selection.

For the intents we are reporting percentages based on majority
votes. Note that one caption can belong to several intent categories
in case there is a tie. For these cases we assign the caption to the
category “ambiguous”. Table 2 lists out the distribution of intents
across the three selections. It is interesting to note that factual
descriptions dominate the intent category in all three selections.
Still, this dominance is signi�cantly weaker in the case of grand
challenge captions which goes hand in hand with a higher number
of expressive and entertaining captions. For our �lter and the
un�ltered YFCC100M data there are only small di�erences in intent
distributions. As there are no captions with a majority vote for the
intent “other”, we will ignore this intent category for the remainder
of the paper.

�e distributions of the responses for the other aspects are very
comparable for the di�erent selections, so for the rest of the analysis
data of all selections is aggregated.

5.4 �e Visibility-Subjectivity Space
Figure 3 shows the distribution of captions for di�erent combina-
tions of visibility and subjectivity (based on median values of all
responses for each given image,caption pair).

To simplify interpretation, we separated this space into 9 boxes
(as indicated by the lines in Figure 3). Statistics about each of these
boxes can be found in Table 4. We can characterize these categories
as follows:

High visibility, low subjectivity. �is makes up the largest cat-
egory. �ere are many captions that could be seen as titles in a
classical sense. Very o�en, additional context information (such as
entity names, naming rare objects/animals or place information)
is included in the caption as well and some captions guide the
viewer towards a certain interpretation of the image. Below we
will analyze other aspects of this category.

High visibility, medium subjectivity. Typically some aspects of
the image are interpreted in a subjective way in the caption. O�en
there is a clear relation to the image contents.

High visibility, high subjectivity. �is combination is rather un-
usual. Usually the image content is described in a very subjective
way and the captions can be of an artistic kind.

Medium visibility, low subjectivity. Captions here typically pick
up on something visible in the image while giving additional back-
ground informaiton.

Medium visibility, medium subjectivity. �ite heterogenous cate-
gory. Some are rather subjective interpretations of the image, some
merely give background information and some are rather artistic

Medium visibility, high subjectivity. Interesting category with
lots of entertaining and expressive captions. Most of the captions
can be seen as subjective interpretations of (parts of) the image.
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Here, the relation to the image can be quite complex and captions
should generally be treated as parts of a multimodal message.

Low visibility, low subjectivity. For the most part, these captions
provide invisible background information (usually about the loca-
tion where the image was taken, sometimes also about the time it
was taken or about entities on the image - such as names of people).

Low visibility, medium subjectivity. Uncommon (smallest) and
heterogenous category. Some captions give invisible background
information, some relate to the image in rather complex ways and
some “classic” titles.

Low visibility, high subjectivity. Intent here is for most cases either
entertainment or expression. Majority of captions are subjective
interpretations of the image content. Relation to the image is at
times rather complex. �ere are also a few cases where there is no
clear relation between the image and the title at all.

Since the high-visibility-low-subjectivity category is by far the
largest and most existing work focuses on captions from this cat-
egory, we had a closer look at it. In particular we wanted to see
how captions in this category relate to captions from other existing
datasets such as MS-COCO.

What we found is that even though a very large amount of
captions are in this general category, most of the captions are at
least slightly subjective or include information that is not easily
recognizable in the image (even to most humans). For most image
captioning datasets out there, all of the captions are visible and
there is typically no subjectivity at all. So these types of captions
would all reside in the top-le� circle in Figure 3 which has around
10% of the captions.

When having a closer look at these captions in our dataset, how-
ever, we �nd that there are mainly the following subtypes:

• Classic titles (like “sleeping Tiger” or “Rails”)
• Background information that is somewhat visible, includ-

ing naming uncommon things or animals, and named enti-
ties (such as “the great wall of China”)

• Highly descriptive titles (such as “Girls working in rice
paddies”) do exist but are actually very rare.

It should not be very surprising that there are not many highly
descriptive titles because this would in most circumstances be a
violation of Grice’s maxim of quantity [4] (also see Section 5.1). �e
right part of Figure 3 displays one exemplary image-caption pair
for each corresponding category on the le� side.

5.5 Sentiment and Interactions
We did all sentiment calculation with NLTK vader and use the term
sentiment to refer to the value returned as “compound sentiment”.

For �nding out how sentiment and intent categories interact
with appeal of the caption, we separated all captions into 5 groups
based on the median values of preference responses and computed
sentiment and intent distributions for all of these14. �e results are
shown in Table 3.

�e results indicate that people generally prefer captions with
a positive sentiment over neutral captions. Negativity in the sen-
timent seems to have an adverse e�ect on the appeal of the cap-
tion. For intents we can see that entertainment is more frequent in

14Captions with non-integer values have been assigned to both neighboring groups.
�is was done for 27 images in total.

median preference 1 2 3 4 5

sent.

average abs 0.08 0.10 0.10 0.10 0.14
average -0.08 0.03 0.04 0.05 0.11

#negative 16.0% 8.9% 6.9% 7.1% 5.0%
#positive 0% 14.4% 16.0% 18.0% 26.4%

intent

factual 76.0% 78.6% 81.2% 72.9% 67.7%
provoke 8.0% 0.6% 0.2% 0.2% 0%
express 4.0% 6.0% 5.8% 8.2% 8.1%

entertain 8.0% 8.8% 5.9% 13.5% 18.2%
ambiguous 4.0% 6.1% 6.9% 5.3% 6.1%

#captions 25 182 1351 608 99
Table 3: Interactions of annotator preferencewith estimated
sentiment and intents of the captions. Numbers in a col-
umn with integer header “n” are calculated based on the
set of captions with median preference value in the range
[n − 0.5,n + 0.5]. �e last row shows the total number of cap-
tions in the corresponding set. For sentiment, the average
absolute sentiment (“average abs”), the average sentiment
(“average”), the percentage of captions with a negative sen-
timent (“#negative”) and the percentage of captions with a
positive sentiment (“#positive”) is shown. All sentiment val-
ues are estimated byusingNLTKvader. �e intent values are
calculated from the crowd-sourcing data by using majority
votes.

highly-rated captions. Most of the provoking captions apparently
ended up receiving very low preference scores. For the other intent
categories correlations are not as clear.

From manually looking at captions of very low and very high
preference, we found that captions people do not like at all tend to
have more negative sentiment (e.g. “fallen rear dump truck door”),
be more generic (e.g. “Pictures from dig cam 10 06 026”), include
“noisy” parts (e.g. “Pg 076i Historical Sites”) or lack information
apart from names (e.g. “Jennie & Cole�e”). On the other side of the
spectrum, people’s favorite captions typically relate to the image
in a rather clear manner and o�en make the viewer see the image
in some special way.

6 CONCLUSION
Di�erent simple �lters for noise removal have been described and
their e�ects on several properties of the data were analyzed. We
have seen theoretical explanations on potential sources of variabil-
ity in image captions as well as quantitative ways of characterizing
the image/caption space with the help of crowdsourcing. We found
that even though lots of captions are highly visible and not very
subjective, captions that merely describe obvious image contents
are not very common in the wild. Our results also suggest that
people tend to prefer caption with a positive sentiment over neutral
captions which is an interesting �nding, given the comparatively
low number of captions with signi�cant sentiment in our dataset.

In general we found that in the context of a photo-sharing plat-
form, an image/caption pair is essentially a single multimodal mes-
sage and it makes sense to model it as such if the goal is to enable
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l visibility
↔

subjectivity
low

subjectivity
(median 1-2)

medium
subjectivity

(median 2.5-3.5)

high
subjectivity
(median 4-5)

any
subjectivity

number of captions 1008 (45.04%) 115 (5.14%) 71 (3.17%) 1194 (53.35%)

sentiment 0.06 / 0.02 / 5.4% /
10.9%

0.16 / 0.10 / 7.4% /
31.1%

0.30 / 0.23 / 7.3% /
53.6%

0.08 / 0.04 / 5.7% /
15.4%

high
visibility

(median 4-5)

intent distribution
ambiguous

factual
entertainment

provoke
expression

number of captions 359 (16.04%) 112 (5.00%) 128 (5.72%) 599 (26.76%)

sentiment 0.06 / 0.02 / 5.1% /
10.6%

0.15 / 0.05 /12.9% /
23.6%

0.22 / 0.10 / 15.3% /
35.0%

0.11 / 0.05 / 8.8% /
18.3%

medium
visibility

(median 2.5-3.5)

intent distribution
ambiguous

factual
entertainment

provoke
expression

number of captions 203 (9.07%) 60 (2.68%) 182 (8.13%) 445 (19.88%)

sentiment 0.07 / 0.03 / 4.5% /
12.0%

0.06 / 0.04 / 4.1% /
11.9%

0.19 / 0.05 / 15.6% /
25.6%

0.12 / 0.04 / 9.0% /
17.5%

low
visibility

(median 1-2)

intent distribution
ambiguous

factual
entertainment

provoke
expression

number of captions 1570 (70.15%) 287 (12.82%) 381 (17.02%) 2238 (100.00%)

sentiment 0.06 / 0.02 / 5.2% /
11.0%

0.13 / 0.07 / 8.8% /
24.0%

0.22 / 0.10 / 14.0% /
34.0%

0.10 / 0.04 / 7.2% /
16.6%

any visibility
intent distribution

ambiguous
factual

entertainment
provoke

expression
Table 4: Numbers of captions in the visibility-subjectivity boxes. We assigned that captions to the di�erent boxes based on
the median values of the annotations for the respective question. �e “numbers of captions” rows give the total numbers (or
percentages respectively) of captions that fall within this category in the aggregated data set. �e sentiment values are based
on NLTK vader and include (in this order) the average absolute sentiment, the average sentiment, the percentage of captions
with a negative sentiment and the percentage of captions with a positive sentiment. �e intent distributions show how many
frequent the di�erent intents are within the given category (based on majority votes). �e last row and last column contain
aggregated statistics (combining all visibility levels or all subjectivity levels respectively).

machines to generate or understand image captions in a more nat-
ural way. At this point, we completely acknowledge that there is
a long way to go until automatic image captioning can actually
be considered solved. Lots of the caption types described in this
study still seem out of reach and some simply do not seem to be
addressed yet. In either case, we think that this paper moves some

of these aspects out of the periphery as it structures some of this
unknown territory.
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Figure 4: Screenshot of the crowdsourcing task as seen by an annotator.2
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ABSTRACT
The area of image captioning i.e. the automatic generation
of short textual descriptions of images has experienced much
progress recently. However, image captioning approaches of-
ten only focus on describing the content of the image without
any emotional or sentimental dimension which is common
in human captions. This paper presents an approach for
image captioning designed specifically to incorporate emo-
tions and feelings into the caption generation process. The
presented approach consists of a Deep Convolutional Neu-
ral Network (CNN) for detecting Adjective Noun Pairs in
the image and a novel graphical network architecture called
“Concept And Syntax Transition (CAST)” network for gen-
erating sentences from these detected concepts.

Keywords
Auto Caption, Image Captioning

1. INTRODUCTION
With its exponential growth in the last two decades, the

Internet has become a major source of information exchange
across the world. Powered by new technologies and in-
creased computational resources, web sites have become more
visual and animated. Moreover, the world wide web is flooded
with new images everyday, e.g. Instagram has reported an
average of 80 million photo uploads a day.1 Most of these im-
ages come with titles which can be generic (e.g. IMG 123),
descriptive or give additional information that can not be
directly seen in the image.

1https://www.instagram.com/press/
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Recently, there have been significant advances in generat-
ing descriptive image captions ([7],[8],[9]) but so far, the fo-
cus was on generating factual descriptive image captions like
Microsoft COCO [3]. These datasets provide a rich textual
description of images. However, these descriptions might not
be representative for natural image captioning since human
subjects were given clear instructions on writing the captions
[3]. Such descriptions, although informative, constitute only
a small subset of the different styles of captioning.

In contrast, large real-world datasets such as“Yahoo Flickr
Creative Commom 100 Million” (YFCC100M [12]) displays
a huge variety of captioning styles but these titles can only
be considered to be weak labels (cf. [13]): Here, captions
can be descriptive, emotional or mention information that
is not visible in the image.

Humans often tend to associate a sentiment with an image
and express that in the caption. One such method is by
using an emoji.2 A richer use of text would be another way
to express the associated sentiment with the caption.

It was shown by [1] that adjectives can add an emotional
component to nouns and the resulting Adjective Noun Pairs
can express the visual contents in the image. Hence we as-
sume that incorporating adjectives into machine generated
captions is one feasible way of adding an emotional compo-
nent to the caption. To this end, we describe a model that is
capable of generating subjective image captions and thereby
going beyond factual image descriptions. We train and test
our model on the YFCC100M database.

2. RELATED WORK
The available methods in linking images to text can be

classified broadly into three categories.
The first set of methods is used to detect a triplet (eg.

<object,action,scene>) of scene elements in the image and
convert them into sentences. Triplets provide a holistic idea
of what is most important in the image and they are com-
bined using various techniques to generate captions. [4], [8]

2http://instagram-engineering.tumblr.com/post/
117889701472/emojineering-part-1-machine-learning-
for-emoji
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use this approach and a template based system to generate
the sentences after identifying the objects.

The second set of methods bring the images and sentences
into a single multi dimensional space by converting each of
them into vectors. Thereafter a set of distance measures are
used to find the closest matching description of a given im-
age ([5], [11]). [11] uses neural networks to map images and
sentences into the same vector space. Although the above
mentioned methods have shown promising results they can-
not be used for generating novel descriptions. Hence the
performance of these methods drop when there are new com-
positions of objects in a given image (even though individual
objects have been observed during training).

The third set of methods which have shown the most
promising results use a combination of Deep Convolutional
Neural Networks (DCNN) for feature extraction and a Mul-
timodal Recurrent Neural Networks (RNN) on top of it for
text generation from the extracted features [14].

However, despite the promising results, approaches of the
third kind suffer from several shortcomings:

• Robustness: RNNs heavily rely on suitable ground
truth information. We argue that training an RNN on
the YFCC100M would require expensive preprocessing
since there are too many images with titles that can
not be learned with current methods (e.g. because the
relation to the visual content is not straight-forward)
and could therefore disturb the training.

• Transparency: It is hardly possible to interpret what
exactly is happening inside the RNN. The problem we
see with this lack of transparency is that it forces you
to treat the whole sentence generation part as single
task that can not readily be broken down into distinct
parts. This makes it hard to gain new insights about
human language processing from the performance of
the system or to incorporate new insights into the
model. As a result, the performance depends heav-
ily on the training data and modifications often have
to be done by trial and error.

We apply DeepSentiBank as fixed visual concept extrac-
tion and generate captions from the features with the novel
CAST network architecture instead of RNN in order to ad-
dress the aforementioned shortcomings. This combination is
quite robust and you can follow and influence all the steps
from detected concepts to final sentence, giving you much
more control and allowing for easier future changes of the
architecture.

3. PRESENTED APPROACH
The presented system follows a pipeline approach consist-

ing of the following steps:

1. Visual concept extraction: We process the image
with DeepSentiBank to extract concepts including emo-
tional cues.

2. CAST network: Generate ranked sentences from the
detected concepts.

3. Templates: If the rankings from the network are be-
low a threshold, we use a template-based approach to
create sentences.

3.1 Data Preparation
The YFCC100M dataset contains user captioned Flickr

images. Users’ captions/tags often do not provide the appro-
priate data required to train classifiers and generate graphi-
cal language models. For example, the images often contain
camera generated captions, generic titles, single word cap-
tions, locations as reported in [6]. Therefore it was impor-
tant to extract the relevant Image-Caption pairs useful for
model training.

We filter and remove all images with titles that are generic
(e.g. IMG 1234.jpg), have less than 2 words or contain one
or more non-English words.

After applying the filter, we end up with a training set
consisting of 9.6 million images and a validation set con-
sisting of 1.2 million images where the split into train and
validation set is based on the user identifier present in the
image meta-data. The cleaned up set still contains captions
that are not directly related to the image, often providing
extra information. But as this is natural in human image
captioning, we deliberately keep this kind of data.

We build our graph (including word2vec model) on this
data only, showing that our method works well with noisy
real-world data without any sophisticated preprocessing.3

3.2 Visual Concept Extraction
To generate human like caption, the first step is to capture

the emotional and visual contents from the image. The work
published in [1], introduced Adjective Noun Pair (ANP) con-
cepts able to describe images beyond visual content (e.g.
“dog”) by capturing positive or negative polarity (e.g. “cute
dog”or“scary dog”). The resulting set of ANPs as trained by
a deep convolution neural network is called DeepSentiBank
and was published by [2]. This pairing of adjectives and
nouns does also provide an insight into the general emotion
associated with an analyzed image.

Processing the image with DeepSentiBank gives us a fea-
ture vector where each element corresponds to one ANP
from a list of 2089 ANPs.

These 2089 ANPs contain 231 distinct adjectives and 424
nouns. This size is quite small when we want to generate dif-
ferent styles of sentences. To increase the size of vocabulary
we generated a word2vec [10] model from all the training
titles. (See next point.)

3.3 Concept And Syntax Transition (CAST)
Network

The CAST network is a multi-directed graph where each
node in the network represents a concept (i.e. noun, ad-
jective, verb or adverb) connected to other concepts. It is
generated in the following steps:

1. Nodes: For each content word with occurrence count
greater than 40 in the training titles, we create a node.
This leads to a vocabulary of over 21000 words.

Additionally, we add a START and an END node.

2. Similarity edges: We train a word2vec model on all
training sentences. word2vec maps words to a vector
space of a given dimension (200 in our case) where
words that are used in similar contexts are mapped
to vectors that are close together in the target space.

3In principle it would be possible to train the visual concept
detector on the YFCC100M data as well.
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Under the assumption that semantically similar words
are used similarly, this makes it possible to compute
semantic distances between words.

For each node we add similarity edges to all nodes that
have a word2vec similarity above some fixed threshold.
This accounts for the possibility of replacing words by
semantically similar words in the sentence generation
process.

3. Syntax edge: For each sentence in the training ti-
tles we check how content words are connected. For
each such connection that does not use another con-
tent word, a directed edge is created between the corre-
sponding concept nodes. The connecting string (usu-
ally consisting of propositions, articles, etc.) is used as
edge label and the total number of connection occur-
rences is annotated as edge weight.

These edges contain information about the syntax of
the language and are used to connect different con-
cepts.

The whole graph generation was done in less than 40h and
the model can be used without any further training.

In CAST networks generating a sentence from a set of
concepts is reduced to the problem of finding a path from
the start to the end node through a set of activated nodes.
Computing a list of such paths is done in a heuristic way
and this list is then ranked by considering the weights of
the included edges. The path with the highest score is then
converted to a sentence in a straight-forward way, where
similarity edges are used to substitute words. An illustration
of a simple CAST network can be found in Figure 1.

In general, CAST networks provide a new possibility for
the challenging task of generating sentences from an arbi-
trary sets of words. By using word similarity in the sentence
generation process, they display a high degree of creativity,
effectively extending the vocabulary. They do all this in a
simple and transparent way which makes it easy to find the
source of mistakes, allowing for systematic improvements or
customization of the system in the future.

3.4 Template-based Approach
The idea of this approach is to use different templates

of the kind “HUMAN with PROPERTY doing VERB on
EVENT in LOCATION” to form sentences from a set of
visual concepts that have been tagged by according category
and are detected in the image.

For this we need:

• Category tags: We manually assigned category tags
(e.g. “HUMAN” or “LOCATION”) to all nouns that
occur in any ANPs.

• Templates: A few (5) templates based on these cat-
egory tags were created manually. From that we au-
tomatically generated different template variations by
removing parts of the template. (E.g. the variations
of the above template would include “HUMAN doing
VERB in LOCATION” and “HUMAN with PROP-
ERTY on EVENT in LOCATION”.)

Sentences are now generated in the following steps:

1. Input: Given ANP scores from DeepSentiBank, we
consider all ANPs that have a score above a fixed

threshold to create sentences from all suitable tem-
plate variations. (If no score exceeds the threshold we
take the ANP with highest confidence and return it as
caption.)

2. Ranking: We rank all resulting sentences based on a
scalar rating score that is computed for each sentence
individually, using for the computation the DeepSen-
tiBank scores of all ANPs that are present in the sen-
tence.

3. Output: The sentence with the highest score is given
as caption.

4. RESULTS
In order to evaluate the humanness factor of the gener-

ated caption, we selected 200 random images from our test
set. These images were assigned two captions: The original
caption present in the YFCC100M dataset and the caption
generated by our method. Without informing the individ-
ual about the source of the two captions, we asked human
subjects to choose one among the two captions which they
thought were generated by a human. To compensate for the
subjective bias in human evaluation, each image was shown
to three different individuals and the opinion of the majority
was decided as the final result for that image.

We report that 31.5% of the captions generated by our
method were reported as more human-like in comparison to
the original caption by at least two subjects. In 62.5% of im-
ages at least one subject chose our caption over the original
one. These results are encouraging. The generated captions
often read naturally and convey emotions. The creativity
and subjectivity that is displayed in some of the captions is
very entertaining. Figure 2 shows a small selection of titles
generated by our method.

5. CONCLUSIONS
We presented an approach of combining the top Adjective

Noun Pairs detected in an image with a graphical model to
form captions that are not only descriptive but also carry
subjective meaning. A human evaluation of our method on
a subset of the YFCC100M dataset we often obtain natural
image captions.

To improve the existing model and to get the caption qual-
ity closer to human levels we are planning to extend our work
by incorporating the following points: The grammar of the
whole sentence needs to be given more weight. We are cur-
rently working on an additional ranking mechanism to take
that into account.

Also, so far the confidences of the detector are only re-
spected in the thresholding and then discarded. We plan to
either modify the network traversing algorithm such that it
also respects the concept scores or respect the scores in the
final ranking of the proposed sentences. We also want to use
additional concept detectors to get more different sentences
from the network and optimize the whole network on more
data.
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Figure 1: Example of a CAST network generated from the titles “handsome man”, “a person with cute dog”,
“dog in a park”, “dog in the park” and “man with dog in a park”. The dashed line indicates a similarity edge
(and is in this toy example not generated from the given sentences). If the red nodes denote the activated
concepts, the resulting sentence would be “person with cute dog in a park”. (Substituting “man” by “person”
because a similarity edge was traversed.)

(  ) fire in the sky, fire island
(X) nightfall and trees (  ) fruit op

(X) mucky and tired baby

(  ) cloud claws
(X) violent storm clouds

(X) sea soulful
(  ) cruel sea waves on the beach

(X) burning man
(  ) amazing sky highway (X) games convention storm trooper

(  ) violent crime with an audience

Figure 2: Qualitative results of our approach for
images of the YFCC100M dataset. The captions in
black are the ground truth titles, in blue we have
captions produced by the combination of DeepSen-
tiBank and CAST. The “X” marks indicate which
caption the majority of people in our evaluation ex-
periment believed to be created by a human.
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ABSTRACT
The area of image captioning i.e. the automatic generation
of short textual descriptions of images has experienced much
progress recently. However, image captioning approaches of-
ten only focus on describing the content of the image without
any emotional or sentimental dimension which is common in
human captions. This paper presents an approach for image
captioning designed specifically to incorporate emotions and
feelings into the caption generation process. The presented
approach consists of a Deep Convolutional Neural Network
(CNN) for detecting Adjective Noun Pairs in the image and
a graphical network architecture called “Concept And Syn-
tax Transition (CAST)” network for generating sentences
from these detected concepts.

Keywords
Image Captioning, Sentence Generation, Auto Caption, Sen-
timent, Emotion

1. INTRODUCTION
With its exponential growth in the last two decades, the

Internet has become a major source of information exchange
across the world. Powered by new technologies and in-
creased computational resources, web sites have become more
visual and animated. Moreover, the world wide web is flooded
with new images everyday, e.g. Instagram has reported an
average of 80 million1 photo uploads a day. Most of these im-
ages come with titles which can be generic (e.g. IMG 123),
descriptive or give additional information that can not be

∗Equal contribution from both authors
1https://www.instagram.com/press/
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directly seen in the image but can be used in an multimodal
retrieval setup [17].

Recently, there have been significant advances in gener-
ating descriptive image captions ([9],[10],[11]) with focus
on generating factual descriptive image captions. Avail-
able datasets like Microsoft-COCO [4] provide a rich tex-
tual description of images. In contrast, large real-world
datasets such as “Yahoo Flickr Creative Commom 100 Mil-
lion” (YFCC100M [15]) display a huge variety of captioning
styles but these titles can only be considered to be weak la-
bels (cf. [16]): Here, captions can be descriptive, emotional
or mention information that is not visible in the image.

Humans often tend to associate a sentiment with an image
and express that in the caption [19]. One such method is
by using a emoji2. In addition, a richer use of text would
be another way to express the associated sentiment with the
caption.

It was shown by [2] that adjectives can add an emotional
component to nouns and the resulting Adjective Noun Pairs
(ANP) can express the visual contents in the image. Hence
we assume that incorporating adjectives into machine gen-
erated captions is one feasible way of adding an emotional
component to the caption.

To this end, we describe a model that is capable of gen-
erating subjective image captions and thereby going beyond
factual image descriptions. We train and test our model on
the YFCC100M dataset in the context of the caption pre-
diction task of the ACM Multimedia 2016 Grand Challenge.

2. RELATED WORK
The available methods in linking images to text can be

classified broadly into three categories.
The first set of methods is used to detect a triplet (eg.

<object,action,scene>) of scene elements in the image and
convert them into sentences. Triplets provide a holistic idea
of what is most important in the image and they are com-
bined using various techniques to generate captions. [5], [10]
use this approach and a template based system to generate

2http://instagram-engineering.
tumblr.com/post/117889701472/
emojineering-part-1-machine-learning-for-emoji
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the sentences after identifying the objects. Although, tem-
plate based approaches generate a correct description, they
cannot create a novel or unique caption as they are bound
by the structure of the template used.

The second set of methods bring the images and sentences
into a single multi dimensional space by converting each of
them into vectors. Thereafter a set of distance measures are
used to find the closest matching description of a given im-
age ([6], [14]). [14] uses neural networks to map images and
sentences into the same vector space. The main disadvan-
tage here is that images which resemble each other closely
in color space need not be semantically related. Therefore
the generated captions can be completely unrelated to the
given image.

The third set of methods which have shown the most
promising results use a combination of Deep Convolutional
Neural Networks (DCNN) for feature extraction and a Re-
current Neural Networks (RNN) on top of it for text gener-
ation from the extracted features ([18], [12]).

To the best of our knowledge, SentiCap [12] is the only
neural network based approach for image captioning that
deliberately incorporates sentiment into the produced cap-
tions. However, this approach relies on ground truth cap-
tions with known sentiment values which are not part of the
Grand Challenge training data. Moreover, we doubt that
using the captions they used would give good results in our
case since the style of these captions is quite different from
typical YFCC100M captions.

The strong dependency on the training data of RNN based
models might in general be problematic when working with
YFCC100M data because of the variety of caption types.
Since such models are typically trained in an end-to-end
fashion resulting issues can be extremely hard to fix.

In order to avoid these problems, we use an existing visual
concept detector and generate captions from the extracted
concepts with the CAST network architecture instead of
RNN. This combination is quite robust and you can fol-
low and influence all the steps from detected concepts to
final sentence, giving you much more control and allowing
for easier future changes of the architecture.

3. PRESENTED APPROACH
The presented system follows a pipeline approach consist-

ing of the following steps:

1. Visual concept extraction: Extract subjective vi-
sual concepts from the given image.

2. CAST network: Generate ranked sentences from the
detected concepts.

3. Templates: In case the network can not build any
sentence from the given concepts we use a template-
based back-up approach to create sentences.

3.1 Data Preparation
The data for the ACM Multimedia Grand Challenge 2016

was provided in the following format:

• Training: 1287522 train images from the YFCC100M
dataset with captions that contain at least one word
from English Dictionary. It is known that such im-
ages are weakly labeled[16]. In addition to the image
identifier, the user identifier is also provided.

• Testing: 36884 test images with image-id and user-id

3.2 Visual Concept Extraction
To generate human-like captions, the first step is to cap-

ture emotional and visual contents from the image. The
work published in [2] introduced Adjective Noun Pair (ANP)
concepts able to describe images beyond visual content (e.g.
“dog”) by capturing positive or negative polarity (e.g. “cute
dog” or “scary dog”). This pairing of adjectives and nouns
does also provide an insight into the general emotion asso-
ciated with an analyzed image.

The DCNN DeepSentiBank [3] was trained to detect 2089
such ANPs (with 231 distinct adjectives and 424 nouns).

3.3 Concept And Syntax Transition (CAST)
Network

The CAST network is a multi-directed graph where each
node in the network represents a concept (i.e. noun, ad-
jective, verb or adverb) connected to other concepts. It is
generated in the following steps:

1. Nodes: For each content word with occurrence count
greater than 40 in the training titles, we create a node.
This leads to a vocabulary of over 21000 words. Addi-
tionally, we add a START and an END node.

2. Similarity edges: The vocabulary of DeepSentiBank
is quite small if we want to generate different styles
of sentences. In order to effectively increase the vo-
cabulary size we train a word2vec [13] model on all
training sentences. word2vec maps words to a vector
space of a given dimension (200 in our case) where
words that are used in similar contexts are mapped
to vectors that are close together in the target space.
Under the assumption that semantically similar words
are used similarly, this makes it possible to compute
semantic distances between words. For each node we
add similarity edges to all nodes that have a word2vec
similarity above some fixed threshold. This accounts
for the possibility of replacing words by semantically
similar words in the sentence generation process.

3. Syntax edges: For each sentence in the training ti-
tles we check how content words are connected. For
each such connection that does not use another con-
tent word, a directed edge is created between the corre-
sponding concept nodes. The connecting string (usu-
ally consisting of propositions, articles, etc.) is used
as edge label and the total number of connection oc-
currences is annotated as edge weight. These edges
contain information about the syntax of the language
and are used to connect different concepts.

The whole graph generation was done in less than 40h
and the model can be used without any further training.
Generating a sentence from a set of concepts is reduced to
the problem of finding a path from the start to the end
node through a set of activated nodes. We compute a list
of such paths in a heuristic way. For each path a score is
then computed by summing up the normalized weights of
the included edges. Finally, the paths are ranked by these
scores and the path with highest score is converted to a
sentence in a straight-forward way, where similarity edges
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Figure 1: Example of a CAST network generated from the titles “handsome man”, “a person with cute dog”,
“dog in a park”, “dog in the park” and “man with dog in a park”. The dashed line indicates a similarity edge
(and is in this toy example not generated from the given sentences). If the red nodes denote the activated
concepts, the resulting sentence would be “person with cute dog in a park”. (Substituting “man” by “person”
because a similarity edge was traversed.)

are used to substitute words.3 An illustration of a simple
CAST network can be found in Figure 1.

In general, CAST networks provide a new possibility for
the challenging task of generating sentences from an arbi-
trary set of words. By using word similarity in the sentence
generation process, they display a high degree of creativity,
effectively extending the vocabulary. They do all this in a
simple and transparent way which makes it easy to find the
source of mistakes, allowing for systematic improvements or
customization of the system in the future.

3.4 Template-based Approach
The idea of this approach is to use different templates

of the kind “HUMAN with PROPERTY doing VERB on
EVENT in LOCATION” to form sentences from a set of
visual concepts that have been tagged by according category
and are detected in the image.

For this we need:

• Category tags: We manually assigned category tags
(e.g. “HUMAN” or “LOCATION”) to all nouns that
occur in any ANPs.

• Templates: A few (5) templates based on these cat-
egory tags were created manually. From that we au-
tomatically generated different template variations by
removing parts of the template. (E.g. the variations
of the above template would include “HUMAN doing
VERB in LOCATION” and “HUMAN with PROP-
ERTY on EVENT in LOCATION”.)

Sentences are now generated in the following steps:

1. Input: Given ANP scores from DeepSentiBank, we
consider all ANPs that have a score above a fixed
threshold to create sentences from all suitable template
variations where every category tag is substituted by
an ANP of that category. (If no score exceeds the
threshold we take the ANP with highest confidence
and return it as caption.)

2. Ranking: For each resulting sentence we first com-
pute the mean m and the sum s over the DeepSen-
tiBank scores of all ANPs that are present in the sen-

3Due to the graph size a full search is not feasible and hence
it might happen that no path is found in which case the
template-based approach serves as back-up method.

tence. The weighted sum 0.3 ·m + 0.5 · s is then used
as final score for the ranking.4

3. Output: The sentence with the highest score is given
as caption.

4. RESULTS AND ANALYSIS
CAST achieved a BLEU score of 0.04 at the leaderboard

evaluation. (For the template-based approach the score was
0.02.)

Automatic evaluation of generated captions against the
ground truth is a challenging task. One of the main reasons
for this difficulty is that two captions which are syntacti-
cally different can mean the same thing. For example, an
image of a rose could be captioned with “a rose” or “cute
and pretty flower”. Although both of these captions suit the
image, from a machine’s point of view they are completely
different. Moreover, the scores are affected by the length of
the generated captions. A low score might partly be due to
the difference in caption length distributions of the gener-
ated captions in comparison to the ground truth data. By
comparing the corresponding caption length histograms we
found that in our case there is indeed a clear discrepancy.
These histograms are shown in Figure 2.

The aforementioned points show that metrics like BLEU
might fail to capture the correctness of the generated cap-
tions. With the absence of metrics addressing these issues,
researchers [12, 8] have resorted to human evaluation of the
generated captions.

To prove this point further, we calculated the FC7 vectors
(last fully connected layer of DeepSentiBank [3]) for 300000
images from the training set and the whole test set. For
each FC7 vector of a test image we found the nearest FC7
vector in the train set (using Euclidean distance) and output
the title of the corresponding training image as the caption
for the test image. As expected, this baseline method gave
a higher score of 0.06. Even though this method gave us
a better score, we found that the generated sentences were
less related to the images than captions created with CAST
networks.

The generated captions from CAST often read naturally
and conveyed emotions. Figure 3 shows a small selection of
titles generated by our method in comparison to captions
created with the Nearest Neighbour baseline approach. In
order to get further insights into the emotional aspects of the

4Suitable multipliers were determined empirically.
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Figure 2: Normalized histograms of the caption lengths over three sets of captions: The ACMMM Grand
Challenge 2016 training data (“Training Set”), CAST and a selection of 9 Million YFCC100M english titles
obtained by simple filtering as described in [1]. (The filtered YFCC100M titles were included to get a rough
estimate of the general distribution of user provided captions.)

Source #Captions Absolute Sentiment

CAST 36884 0.3

Training Set 1200000 0.14

MS-COCO 203450 0.07

Table 1: Average absolute sentiment value of cap-
tions from different sources. The ACMMM Grand
Challenge 2016 training data (“Training Set”) which
is taken from the YFCC100M displays a higher de-
gree of sentiment than MS-COCO captions. CAST
captions have an even higher absolute sentiment
value which is twice that of the training set.

captions, we used VADER sentiment analysis tools [7] to cal-
culate the average absolute sentiment value of the captions
generated by CAST, the Grand Challenge training data and
the MS-COCO dataset. It can be seen in Table 1 that by
the usage of ANPs together with CAST a significant amount
of sentiment could be added to the captions.

5. CONCLUSIONS
We presented an approach of combining the top Adjective

Noun Pairs detected in an image with a graphical model to
form captions that are not only descriptive but also carry
subjective meaning. We also pointed out limitations of eval-
uation metrics like BLEU for captions by showing how base-
line methods like Nearest Neighbours with FC7 can yield
higher BLEU score even without generating any novel sen-
tences.

To improve the existing model further and to get the cap-
tion quality closer to human levels we are planning to extend
our work by incorporating additional ranking mechanisms
and concept detectors.
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Figure 3: Example results of our approach for im-
ages of the test dataset. The captions from CAST
network are marked with ”C” and the captions re-
trieved by FC7 nearest neighbours are marked with
”N”.
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Abstract
Gang violence is a severe issue in major cities across the
U.S. and recent studies have found evidence of social me-
dia communications that can be linked to such violence in
communities with high rates of exposure to gang activity. In
this paper we partnered computer scientists with social work
researchers, who have domain expertise in gang violence, to
analyze how public tweets with images posted by youth who
mention gang associations on Twitter can be leveraged to au-
tomatically detect psychosocial factors and conditions that
could potentially assist social workers and violence outreach
workers in prevention and early intervention programs. To
this end, we developed a rigorous methodology for collecting
and annotating tweets. We gathered 1,851 tweets and accom-
panying annotations related to visual concepts and the psy-
chosocial codes: aggression, loss, and substance use. These
codes are relevant to social work interventions, as they repre-
sent possible pathways to violence on social media. We com-
pare various methods for classifying tweets into these three
classes, using only the text of the tweet, only the image of the
tweet, or both modalities as input to the classifier. In partic-
ular, we analyze the usefulness of mid-level visual concepts
and the role of different modalities for this tweet classifica-
tion task. Our experiments show that individually, text infor-
mation dominates classification performance of the loss class,
while image information dominates the aggression and sub-
stance use classes. Our multimodal approach provides a very
promising improvement (18% relative in mean average preci-
sion) over the best single modality approach. Finally, we also
illustrate the complexity of understanding social media data
and elaborate on open challenges. The annotated dataset will
be made available for research with strong ethical protection
mechanism.

1 Introduction
Gun violence is a critical issue for many major cities. In
2016, Chicago saw a 58% surge in gun homicides and over
4,000 shooting victims, more than any other city comparable
in size (Kapustin et al. 2017). Recent data suggest that gun
violence victims and perpetrators tend to have gang associa-
tions (Kapustin et al. 2017). Notably, there were fewer homi-
cides originating from physical altercations in 2016 than in
the previous year, but we have little empirical evidence ex-
plaining why. Burgeoning social science research indicates

Copyright c© 2019, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
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Figure 1: We propose a multimodal system for detecting
psychosocial codes of social media tweetsrelated to gang vi-
olence.

that gang violence may be exacerbated by escalation on so-
cial media and the “digital street” (Lane 2016) where ex-
posure to aggressive and threatening text and images can
lead to physical retaliation, a behavior known as “Internet
banging” or “cyberbanging” (Patton, Eschmann, and Butler
2013).

Violence outreach workers present in these communities
are thus attempting (Cit 2017a) to prioritize their outreach
around contextual features in social media posts indicative
of offline violence, and to try to intervene and de-escalate
the situation when such features are observed. However,
as most tweets do not explicitly contain features correlated
with pathways of violence, an automatic or semi-automatic
method that could flag a tweet as potentially relevant would
lower the burden of this task. The automatic interpretation
of tweets or other social media posts could therefore be very
helpful in intervention, but quite challenging to implement
for a number of reasons, e.g. the informal language, the
African American Vernacular English, and the potential im-
portance of context to the meaning of the post. In specific
communities (e.g. communities with high rates of violence)
it can be hard even for human outsiders to understand what
is actually going on.

To address this challenge, we have undertaken a first mul-
timodal step towards developing such a system that we illus-
trate in Figure 1.1 Our major contributions lie in innovative
application of multimedia analysis of social media in prac-
tical social work study, specifically covering the following
components:

1Note that the “tweets” in Figure 1 were created for illustrative
purpose using Creative Commons images from Flickr and are NOT
actual tweets from our corpus. Attributions of images in Figure 1,
from left to right: “IMG 0032.JPG” by sashimikid, used under CC
BY-NC-ND 2.0, “gun” by andrew xjy, used under CC BY-NC-ND
2.0.
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• We have developed a rigorous framework to collect
context-correlated tweets of gang-associated youth from
Chicago containing images, and high-quality annotations
for these tweets.

• We have teamed up computer scientists and social work
researchers to define a set of visual concepts of interest.

• We have analyzed how the psychosocial codes loss, ag-
gression, and substance use are expressed in tweets with
images and developed methods to automatically detect
these codes, demonstrating a significant performance gain
of 18% by multimodal fusion.

• We have trained and evaluated detectors for the concepts
and psychosocial codes, and analyzed the usefulness of
the local visual concepts, as well as the relevance of image
vs. text for the prediction of each code.

2 Related Work
The City of Chicago is presently engaged in an attempt to
use an algorithm to predict who is most likely to be involved
in a shooting as either a victim or perpetrator (Cit 2017b);
however, this strategy has been widely criticized due to
lack of transparency regarding the algorithm (Schmidt 2018;
Sheley 2017) and the potential inclusion of variables that
may be influenced by racial biases present in the crim-
inal justice system (e.g. prior convictions) (BBC 2017;
Nellis et al. 2008).

In (Gerber 2014), Gerber uses statistical topic modeling
on tweets that have geolocation to predict how likely 20 dif-
ferent types of crimes are to happen in individual cells of
a grid that covers the city of Chicago. This work is a large
scale approach for predicting future crime locations, while
we detect codes in individual tweets related to future vio-
lence. Another important difference is that (Gerber 2014)
is meant to assist criminal justice decision makers, whereas
our efforts are community based and have solid grounding
in social work research.

Within text classification, researchers have attempted to
extract social events from web data including detecting po-
lice killings (Keith et al. 2017), incidents of gun violence
(Pavlick et al. 2016), and protests (Hanna 2017). However,
these works primarily focus on extracting events from news
articles and not on social media and have focused exclu-
sively on the text, ignoring associated images.

The detection of local concepts in images has made
tremendous progress in recent years, with recent detection
methods (Girshick 2015; Ren et al. 2017; Dai et al. 2016;
Liu et al. 2016; Redmon et al. 2016) leveraging deep learn-
ing and efficient architecture enabling high quality and fast
detections. These detection models are usually trained and
evaluated on datasets such as the PascalVOC (Everingham
et al. 2010) dataset and more recently the MSCOCO (Lin
et al. 2014) dataset. However, the classes defined in these
datasets are for generic consumer applications and do not
include the visual concepts specifically related to gang vi-
olence, defined in section 3.2. We therefore need to define
a lexicon of gang-violence related concepts and train own
detectors for our local concepts.

The most relevant prior work is that of (Blevins et al.
2016). They predict aggression and loss in the tweets of
Gakirah Barnes and her top communicators using an exten-
sive set of linguistic features, including mappings of African
American vernacular English and emojis to entries in the
Dictionary of Affective Language (DAL). The linguistic fea-
tures are used in a linear Support Vector Machine (SVM) to
make a 3-way classification between loss, aggression, and
other. In this paper we additionally predict the presence of
substance use, and model this problem as three binary classi-
fication problems since multiple codes may simultaneously
apply. We also explore character and word level Convolu-
tional Neural Network (CNN) classifiers, in addition to ex-
ploiting image features and their multimodal combinations.

3 Dataset
In this section we detail how we have gathered and annotated
the data used in this work.

3.1 Obtaining Tweets
Working with community social workers, we identified a
list of 200 unique users residing in Chicago neighborhoods
with high rates of violence. These users all suggest on Twit-
ter that they have a connection, affiliation, or engagement
with a local Chicago gang or crew. All of our users were
chosen based on their connections to a seed user, Gakirah
Barnes, and her top 14 communicators in her Twitter net-
work (top communicators were statistically calculated by
most mentions and replies to Gakirah Barnes). Gakirah was
a self-identified gang member in Chicago, before her death
in April, 2014. Additional users were collected using snow-
ball sampling techniques (Atkinson and Flint 2001). Using
the public Twitter API, in February 2017 we scraped all ob-
tainable tweets from this list of 200 users. For each user we
then removed all retweets, quote tweets and tweets without
any image, limiting the number of remaining tweets per user
to 20 to avoid most active users being overrepresented. In
total the resulting dataset consists of 1,851 tweets from 173
users.

3.2 Local Visual Concepts
To extract relevant information in tweet images related to
gang violence, we develop a specific lexicon consisting of
important and unique visual concepts often present in tweet
images in this domain. This concept list was defined through
an iterative process involving discussions between computer
scientists and social work researchers. We first manually
went through numerous tweets with images and discussed
our observations to find which kind of information could
be valuable to detect, either for direct detection of “interest-
ing” situations but also for extracting background informa-
tion such as affiliation to a specific gang that can be visible
from a tattoo. Based on these observations we formulated a
preliminary list of visual concepts. We then collectively es-
timated utility (how useful is the extraction of the concept
for gang violence prevention?), detectability (is the concept
visible and discriminative enough for automatic detection?),
and observability for reliable annotation (can we expect to
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(a) handgun, long gun (b) person, hand ges-
ture

(c) money (d) marijuana, joint (e) lean (f) person, tattoo

Figure 2: Examples of our gang-violence related visual concepts annotated on Creative Commons images downloaded from
Flickr.

obtain a sufficient number of annotations for the concept?),
in order to refine this list of potential concepts and obtain the
final lexicon.

Our interdisciplinary collaboration helped to minimize
the risk of overlooking potentially important information or
misinterpreting behaviors that are specific to this particular
community. For example, on the images we frequently find
people holding handguns with an extended clip and in many
of these cases the guns are held at the clip only. The com-
puter scientists of our team did not pay much attention to
the extended clips and were slightly confused by this way of
holding the guns, but then came to learn that in this commu-
nity an extended clip counts as a sort of status symbol, hence
this way of holding is meant to showcase a common status
symbol. Such cross-disciplinary discussions lead to inclu-
sion of concepts such as tattoos and separation of concepts
to handgun and long gun in our concept lexicon.

From these discussions we have derived the following set
of local concepts (in image) of interest:

• General: person, money

• Firearms: handgun, long gun

• Drugs: lean, joint, marijuana

• Gang affiliation: hand gesture, tattoo

This list was designed in such a way that after the training
process described above, it could be further expanded (e.g.,
by specific hand gestures or actions with guns). We give ex-
amples of our local concepts in Figure 2.2

3.3 Psychosocial Codes
Prior studies (Blevins et al. 2016; Patton et al. 2017) have
identified aggression, loss and substance use as emergent
themes in initial qualitative analysis that were associated
with Internet banging, an emerging phenomenon of gang af-
filiates using social media to trade insults or make violence
threats. Aggression was defined as posts of communication

2Attributions of Figure 2, from left to right: “GUNS” by djlin-
dalovely, used under CC BY-NC-ND 2.0, “my sistah the art
gangstah” by barbietron, used under CC BY-NC 2.0, “Money” by
jollyuk, used under CC BY 2.0, “IMG 0032.JPG” by sashimikid,
used under CC BY-NC-ND 2.0, “#codeine time” by amayzun, used
under CC BY-NC-ND 2.0, “G Unit neck tattoo, gangs Trinidad” by
bbcworldservice, used under CC BY-NC 2.0. Each image has been
modified to show the bounding boxes of the local concepts of in-
terest present in it.

that included an insult, threat, mentions of physical violence,
or plans for retaliation. Loss was defined as a response to
grief, trauma or a mention of sadness, death, or incarceration
of a friend or loved one. Substance use consists of mentions,
and replies to images that discuss or show any substance
(e.g., marijuana or a liquid substance colloquially referred
to as “lean”, see example in Figure 2) with the exception of
cigarettes and alcohol.

The main goal of this work is to automatically detect a
tweet that can be associated with any or multiple of these
three psychosocial codes (aggression, loss and substance
use) exploiting both textual and visual content.

3.4 Annotation
The commonly used annotation process based on crowd
sourcing like Amazon Mechanical Turk is not suitable due
to the special domain-specific context involved and the po-
tentially serious privacy issues associated with the users and
tweets.

Therefore, we adapted and modified the Digital Ur-
ban Violence Analysis Approach (DUVAA) (Patton et al.
2016; Blevins et al. 2016) for our project. DUVAA is a
contextually-driven multi-step qualitative analysis and man-
ual labeling process used for determining meaning in both
text and images by interpreting both on- and offline con-
textual features. We adapted this process in two main ways.
First, we include a step to uncover annotator bias through a
baseline analysis of annotator perceptions of meaning. Sec-
ond, the final labels by annotators undergo reconciliation
and validation by domain experts living in Chicago neigh-
borhoods with high rates of violence. Annotation is provided
by trained social work student annotators and domain ex-
perts, community members who live in neighborhoods from
which the Twitter data derives. Social work students are rig-
orously trained in textual and discourse analysis methods
using the adapted and modified DUVAA method described
above. Our domain experts consist of Black and Latino men
and women who affiliate with Chicago-based violence pre-
vention programs. While our domain experts leverage their
community expertise to annotate the Twitter data, our social
work annotators undergo a five stage training process to pre-
pare them for eliciting context and nuance from the corpus.

For annotation we used the open-source annotation plat-
form VATAS (Patton et al. 2019b) with the following anno-
tation tasks:
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Concepts/Codes Twitter Tumblr Total
handgun 164 41 205
long gun 15 105 116

joint 185 113 298
marijuana 56 154 210

person 1368 74 1442
tattoo 227 33 260

hand gesture 572 2 574
lean 43 116 159

money 107 138 245
aggression 457 (185) - 457 (185)

loss 397 (308) - 397 (308)
substance use 365 (268) - 365 (268)

Table 1: Numbers of instances for the different visual con-
cepts and psychosocial codes in our dataset. For the differ-
ent codes, the first number indicates for how many tweets at
least one annotator assigned the corresponding code, num-
bers in parentheses are based on per-tweet majority votes.

• In the bounding box annotation task, annotators are
shown the text and tweet of the image. Annotators are
asked to mark all local visual concepts of interest by draw-
ing bounding boxes directly on the image. For each image
we collected two annotations.

• To reconcile all conflicts between annotations we imple-
mented a bounding box reconciliation task where conflict-
ing annotations are shown side by side and the better an-
notation can be chosen by the third annotator.

• For code annotation, tweets including the text, image and
link to the original post, are displayed and for each of the
three codes aggression, loss and substance use, there is
a checkbox the annotator is asked to check if the respec-
tive code applies to the tweet. We collected two student
annotations and two domain expert annotations for each
tweet. In addition, we created one extra code annotation
to break ties for all tweets with any disagreement between
the student annotations.

Our social work colleagues took several measures to en-
sure the quality of the resulting dataset during the annotation
process. Annotators met weekly as a group with an expert
annotator to address any challenges and answer any ques-
tions that came up that week. This process also involved it-
erative correction of reoccurring annotation mistakes and in-
fusion of new community insights provided by domain ex-
perts. Before the meeting each week, the expert annotator
closely reviewed each annotator’s interpretations and labels
to check for inaccuracies.

During the annotation process, we monitored statistics of
the annotated concepts. We were aiming for at least around
100-200 instances for training plus additional instances for
testing, and preliminary statistics made us realize that for
some visual concepts of interest, the number of expected
instances in the final dataset was insufficient. Specifically,
this affected the concepts handgun, long gun, money, mari-
juana, joint, and lean. For all of these concepts we crawled
additional images from Tumblr, using the public Tumblr
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Figure 3: Annotator consensus for all psychosocial codes.
For better visibility, we exclude tweets that were unani-
mously annotated as not belonging to the respective codes.
Note that for each tweet there are 4 or 5 code annotations.

API with a keyword-based approach for the initial crawling.
We then manually filtered the images we retrieved to obtain
around 100 images for each of these specific concepts. Fi-
nally we put these images into our annotation system and
annotated them w.r.t. all local visual concepts listed in Sec-
tion 3.2.

3.5 Statistics
The distribution of concepts in our dataset is shown in Ta-
ble 1. Note that in order to ensure sufficient quality of the
annotations, but also due to the nature of the data, we relied
on a special annotation process and kept the total size of the
dataset comparatively small.

Figure 3 displays the distributions of fractions of positive
votes for all 3 psychosocial codes. These statistics indicate
that for the code aggression, disagreement between annota-
tors is substantially higher than for the codes loss and sub-
stance use, which both display a similar pattern of rather
high annotator consensus.

3.6 Data Sharing and Ethical Considerations
The users in our dataset comprise youth of color from
marginalized communities in Chicago with high rates of gun
violence. Careless handling of the data has the potential to
further marginalize and harm the users who are already vul-
nerable to surveillance and criminalization by law enforce-
ment. Thus, we take several special precautions to protect
these users. This includes only sharing the data with people
who sign our ethical guidelines, and only releasing tweet IDs
instead of any actual tweet contents.3

Our social work team members initially attempted to seek
informed consent, but to no avail, as participants did not
respond to requests. To protect users, we altered text dur-
ing any presentation so that tweets are not searchable on
the Internet, excluded all users that were initially private
or changed their status to private during the analysis, and
consulted Chicago-based domain experts on annotation de-
cisions, labels and dissemination of research. More general

3We will make tweet IDs for the data available to re-
searchers who sign an MOU specifying their intended use of
the data and their agreement with our ethical guidelines. Contact
Philipp Blandfort (philipp.blandfort@dfki.de) or Shih-Fu Chang
(sc250@columbia.edu). Our code is available at https://gitlab.com/
blandfort/multimodal.
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ethical implications of this study will be addressed in Sec-
tion 6.3.

4 Methods for Multimodal Analysis
In this section we describe the building blocks for analysis,
the text features and image features used as input for the
psychosocial code classification with an SVM, and the mul-
timodal fusion methods we explored. Details of implemen-
tation and analysis of results will be presented in Sections 5
and 6.

4.1 Text Features
As text features, we exploit both sparse linguistic features as
well as dense vector representations extracted from a CNN
classifier operating at either the word or character level.

Linguistic Features To obtain the linguistic features, we
used the feature extraction code of (Blevins et al. 2016) from
which we obtained the following:
• Unigram and bigram features.
• Part-of-Speech (POS) tagged unigram and bigram fea-

tures. The POS tagger used to extract these features was
adapted to this domain and cohort of users.

• The minimum and maximum pleasantness, activation, and
imagery scores of the words in the input text. These scores
are computed by looking up each word’s associated scores
in the Dictionary of Affective Language (DAL). Vernacu-
lar words and emojis were mapped to the Standard Amer-
ican English of the DAL using a translation phrasebook
derived from this domain and cohort of users.

CNN Features To extract the CNN features we train bi-
nary classifiers for each code. We use the same architecture
for both the word and character level models and so we de-
scribe only the word level model below. Our CNN archi-
tecture is roughly the same as (Kim 2014) but with an ex-
tra fully connected layer before the final softmax. I.e., the
text is represented as a sequence of embeddings, over which
we run a series of varying width one-dimensional convolu-
tions with max-pooling and a pointwise-nonlinearity; the re-
sultant convolutional feature maps are concatenated and fed
into a multi-layer perceptron (MLP) with one hidden layer
and softmax output. After training the network, the softmax
layer is discarded, and we take the hidden layer output in
the MLP as the word or character feature vector to train the
psychosocial code SVM.

4.2 Image Features
We here describe how we extract visual features from the
images that will be fed to the psychosocial code classifier.

Local Visual Concepts To detect the local concepts de-
fined in section 3.2, we adopt the Faster R-CNN model (Ren
et al. 2017), a state-of-the-art method for object detection in
images. The Faster R-CNN model introduced a Region Pro-
posal Network (RPN) to produce region bounds and object-
ness score at each location of a regular grid. The bounding
boxes proposed by the RPN are fed to a Fast R-CNN (Gir-
shick 2015) detection network. The two networks share their

convolutional features, enabling the whole Faster R-CNN
model to be trained end-to-end and to produce fast yet ac-
curate detections. Faster R-CNN has been shown (Huang et
al. 2017) to be one of the best models among the modern
convolutional object detectors in terms of accuracy. Details
on the training of the model on our data are provided in Sec-
tion 5.2. We explore the usefulness of the local visual con-
cepts in two ways:

• For each local visual concept detected by the faster R-
CNN, we count the frequency of the concept detected in
a given image. For this, we only consider predictions of
the local concept detector with a confidence higher than a
given threshold, which is varied in experiments.

• In order to get a better idea of the potential usefulness of
our proposed local visual concepts, we add one model to
the experiments that uses ground truth local concepts as
features. This corresponds to features from a perfect local
visual concept detector. This method is considered out-of-
competition and is not used for any fusion methods. It is
used only to gain a deeper understanding of the relation-
ship between the local visual concepts and the psychoso-
cial codes.

Global Features As global image features we process the
given images using a deep convolutional model (Inception-
v3 (Szegedy et al. 2016)) pre-trained on ImageNet (Deng
et al. 2009) and use activations of the last layer before the
classification layer as features. We decided not to update any
weights of the network due to the limited size of our dataset
and because such generic features have been shown to have
a strong discriminative power (Razavian et al. 2014).

4.3 Fusion Methods for Code Detection
In addition to the text- and image-only models that can be
obtained by using individually each feature described in Sec-
tions 4.1 and 4.2, we evaluate several tweet classification
models that combine multiple kinds of features from either
one or both modalities. These approaches always use fea-
tures of all non-fusion methods for the respective modalities
outlined in Sections 4.1 and 4.2, and combine information
in one of the following two ways:

• Early fusion: the different kinds of features are concate-
nated into a single feature vector, which is then fed into
the SVM. For example, the text-only early fusion model
first extracts linguistic features and deploys a character
and a word level CNN to compute two 100-dimensional
representations of the text, and then feeds the concatena-
tion of these three vectors into an SVM for classification.

• Late fusion corresponds to an ensemble approach. Here,
we first train separate SVMs on the code classification
task for each feature as input, and then train another final
SVM to detect the psychosocial codes from the probabil-
ity outputs of the previous SVMs.

5 Experiments
Dividing by twitter users (splitting on a user basis so that
tweets of the same user are not repeated in both training and
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test sets), we randomly split our dataset into 5 parts with
similar code distributions and total numbers of tweets. We
use these splits for 5-fold cross validation, i.e. all feature rep-
resentations that can be trained and the psychosocial code
prediction models are trained on 4 folds and tested on the
unseen 5th fold. All reported performances and sensitivities
are averaged across these 5 data splits. Statements on sta-
tistical significance are based on 95% confidence intervals
computed from the 5 values on the 5 splits.

We first detail how the text and image representations are
trained on our data. We then discuss the performance of
different uni- and multimodal psychosocial code classifiers.
The last two experiments are designed to provide additional
insights into the nature of the code classification task and the
usefulness of specific concepts.

5.1 Learning Text Representations
Linguistic Features We do not use all the linguistic fea-
tures described in Section 4.1 as input for the SVM but
instead during training apply feature selection using an
ANOVA F-test that selects the top 1, 300 most important
features. Only the selected features are provided to the SVM
for classification. We used the default SVM hyperparameter
settings of (Blevins et al. 2016).

CNN Features We initialize the word embeddings with
pretrained 300-dimensional word2vec (Mikolov et al.
2013) embeddings (obtained from https://code.google.com/
p/word2vec/). For the character level model, we used 100-
dimensional character embeddings randomly initialized by
sampling uniformly from (−0.25, 0.25). In both CNN mod-
els we used convolutional filter windows of size 1 to 5 with
100 feature maps each. The convolutional filters applied in
this way can be thought of as word (or character) ngram fea-
ture detectors, making our models sensitve to chunks of one
to five words (or characters) long. We use a 100-dimensional
hidden layer in the MLP. During cross-validation we train
the CNNs using the Nesterov Adam (Dozat 2016) optimizer
with a learning rate of .002, early stopping on 10% of the
training fold, and dropout of .5 applied to the embeddings
and convolutional feature maps.

5.2 Learning to Detect Local Concepts
Our local concepts detector is trained using the image data
from Twitter and Tumblr and the corresponding bounding
box annotations. We use the Twitter data splits defined above
and similarly define five splits for the Tumblr data with sim-
ilar distribution of concepts across different parts. We train
a Faster R-CNN model (publicly available implementation
from https://github.com/endernewton/tf-faster-rcnn) using a
5-fold cross validation, training using 4 splits of the Twitter
and Tumblr data joined as a training set. We evaluate our lo-
cal concepts detection model on the joined test set, as well
as separately on the Twitter and Tumblr test set, and will
discuss its performance in section 6.1.

The detector follows the network architecture of VGG-16
and is trained using the 4-step alternating training approach
detailed in (Ren et al. 2017). The network is initialized with
an ImageNet-pretrained model and trained for the task of

local concepts detection. We use an initial learning rate of
0.001 which is reduced by a factor of 0.9 every 30k iterations
and trained the model for a total of 250k iterations. We use
a momentum of 0.8 and a weight decay of 0.001.

During training, we augment the data by flipping images
horizontally. In order to deal with class imbalance while
training, we weigh the classification cross entropy loss for
each class by the logarithm of the inverse of its proportion in
the training data. We will discuss in detail the performance
of our detector in Section 6.1.

5.3 Detecting Psychosocial Codes
We detect the three psychosocial codes separately, i.e. for
each code we consider the binary classification task of de-
ciding whether the code applies to a given tweet.

For our experiments we consider a tweet to belong to
the positive class of a certain code if at least one annotator
marked the tweet as displaying that code. For the negative
class we used all tweets that were not marked by any an-
notator as belonging to the code (but might belong or not
belong to any of the two other codes). We chose this way of
converting multiple annotations to single binary labels be-
cause our final system is not meant to be used as a fully au-
tomatic detector but as a pre-filtering mechanism for tweets
that are potentially useful for social workers. Given that the
task of rating tweets with respect to such psychosocial codes
inevitably depends on the perspective on the annotator to a
certain extent, we think that even in case of a majority voting
mechanism, important tweets might be missed.4

In addition to the models trained using the features de-
scribed in Section 4, we also evaluate two baselines that do
not process the actual tweet data in any way. Our random
baseline uses the training data to calculate the prior proba-
bility of a sample belonging to the positive class and for each
test sample predicts the positive class with this probability
without using any information about the sample itself. The
other baseline, positive baseline, always outputs the positive
class.

All features except the linguistic features were fed to an
SVM using the RBF kernel for classifying the psychosocial
codes. For linguistic features, due to issues when training
with an RBF kernel, we used a linear SVM with squared
hinge loss, as in (Blevins et al. 2016), and C = 0.01, 0.03
and 0.003 for detecting aggression, loss and substance use
respectively. Class weight was set to balanced, with all other
parameters kept at their default values. We used the SVM
implementation of the Python library scikit-learn (Pedregosa
et al. 2011). This two stage approach of feature extraction
plus classifier was chosen to allow for a better understanding
of the contributions of each feature. We preferred SVMs in
the 2nd stage over deep learning methods since SVMs can be
trained on comparatively smaller datasets without the need
to optimize many hyperparameters.

4For future work we are planning to have a closer look at the dif-
ferences between annotations of community experts and students
and based on that treat these types of annotations differently. We
report a preliminary analysis in that direction in Section 6.2.
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Modality Features Fusion Aggression Loss Substance Use mAPP R F1 AP P R F1 AP P R F1 AP
- - (random baseline) - 0.25 0.26 0.26 0.26 0.17 0.17 0.17 0.20 0.18 0.18 0.18 0.20 0.23
- - (positive baseline) - 0.25 1.00 0.40 0.25 0.21 1.00 0.35 0.22 0.20 1.00 0.33 0.20 0.22

text linguistic features - 0.35 0.34 0.34 0.31 0.71 0.47 0.56 0.51 0.25 0.53 0.34 0.24 0.35
text CNN-char - 0.37 0.47 0.39 0.36 0.75 0.66 0.70 0.77 0.27 0.32 0.29 0.28 0.45
text CNN-word - 0.39 0.46 0.42 0.41 0.71 0.65 0.68 0.77 0.28 0.30 0.29 0.31 0.50
text all textual early 0.40 0.46 0.43 0.42 0.70 0.73 0.71 0.81 0.25 0.37 0.30 0.30 0.51
text all textual late 0.43 0.41 0.42 0.42 0.69 0.65 0.67 0.79 0.29 0.37 0.32 0.32 0.51

image inception global - 0.43 0.64 0.51 0.49 0.38 0.57 0.45 0.43 0.41 0.62 0.49 0.48 0.47
image Faster R-CNN local (0.1) - 0.43 0.64 0.52 0.47 0.28 0.56 0.37 0.31 0.44 0.30 0.35 0.37 0.38
image Faster R-CNN local (0.5) - 0.47 0.48 0.47 0.44 0.30 0.39 0.33 0.31 0.46 0.12 0.19 0.30 0.35
image all visual early 0.49 0.62 0.55 0.55* 0.38 0.57 0.45 0.44 0.41 0.59 0.48 0.48 0.49
image all visual late 0.48 0.51 0.49 0.52 0.40 0.51 0.44 0.43 0.47 0.52 0.50 0.51* 0.49

image+text all textual + visual early 0.48 0.51 0.49 0.53 0.72 0.73 0.73 0.82* 0.37 0.53 0.43 0.45 0.60
image+text all textual + visual late 0.48 0.44 0.46 0.53 0.71 0.67 0.69 0.80 0.44 0.43 0.43 0.48 0.60*

Table 2: Results for detecting the psychosocial codes: aggression, loss and substance use. For each code we report precision (P),
recall (R), F1-scores (F1) and average precision (AP). The last column describes overall performance in terms of mean average
precision (mAP) across all three codes. Numbers shown are mean values of 5-fold cross validation performances. The highest
performance (based on AP) for each code is marked with an asterisk. In bold we highlight all performances not significantly
worse than the highest one (based on statistical testing with 95% confidence intervals).

For all models we report results with respect to the fol-
lowing metrics: precision, recall and F1-score (always on
positive class), and average precision (using detector scores
to rank output). The former 3 measures are useful to form an
intuitive understanding of the performances, but for drawing
all major conclusions we rely on average precision, which
is an approximation of the area under the entire precision-
recall curve, as compared to measurement at only one point.

The results of our experiments are shown in Table 2. Our
results indicate that image and text features play different
roles in detecting different psychosocial codes. Textual in-
formation clearly dominates the detection of code loss. We
hypothesize that loss is better conveyed textually whereas
substance use and aggression are easier to express visually.
Qualitatively, the linguistic features with the highest mag-
nitude weights (averaged over all training splits) in a linear
SVM bear this out, with the top five features for loss being i)
free, ii) miss, iii) bro, iv) love v) you; the top five features for
substance use being i) smoke, ii) cup, iii) drank, iv) @men-
tion v) purple; and the top five features for aggression being
i) Middle Finger Emoji, ii) Syringe Emoji, iii) opps, iv) pipe
v) 2017. The loss features are obviously related to the death
or incarceration of a loved one (e.g. miss and free are often
used in phrases wishing someone was freed from prison).
The top features for aggression and substance use are either
emojis which are themselves pictographic representations,
i.e. not a purely textual expression of the code, or words that
reference physical objects (e.g. pipe, smoke, cup) which are
relatively easy to picture.

Image information dominates classification of both the
aggression and substance use codes. Global image features
tend to outperform local concept features, but combining
local concept features with global image features achieves
the best image-based code classification performance. Im-
portantly, by fusing both image and text features, the com-
bined detector performs consistently very well for all three
codes, with the mean average precision (mAP) across the
three codes being 0.60, compared to 0.51 for the text only

detector and 0.49 for the image only detector. This demon-
strates a relative gain in mAP of around 20% of the multi-
modal approach over any single modality.

5.4 Sensitivity Analysis
We performed additional experiments to get a better under-
standing of the usefulness of our local visual concepts for
the code prediction task. For sensitivity analysis we trained
linear SVMs on psychosocial code classification, using as
features either the local visual concepts detected by Faster
R-CNN or the ground truth visual concepts. In general, the
sensitivity score of any input feature x is calculated as the
partial derivative of the model’s output with respect to x and
thus quantifies how changes in x affect the model’s decision.
In our case, these partial derivatives correspond to the coef-
ficients of the linear SVM (due to linearity of the model).
All reported sensitivity scores are average values of the cor-
responding coefficients of the linear SVM, computed across
the 5 folds used for the code detection experiments. Results
from this experiment can be found in Table 3.

From classification using ground truth visual features we
see that for detecting aggression, the local visual concepts
handgun and long gun are important, while for detecting
substance use, the concepts marijuana, lean, joint are most
significant. For the code loss, marijuana as the most relevant
visual concept correlates negatively with loss, but overall,
significance scores are much lower.

Interestingly, the model that uses the higher detection
score threshold of 0.5 for the local visual concept detec-
tion behaves similarly to the model using ground truth an-
notations, even though the classification performance is bet-
ter with the lower threshold. This could indicate that using
a lower threshold makes the code classifier learn to exploit
false alarms of the concept detector.

However, it needs to be mentioned that sensitivity analysis
can only measure how much the respective classifier relies
on the different parts of the input, given the respective over-
all setting. This can provide useful information about which
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Concept Aggression Loss Substance Use
0.1 0.5 GT 0.1 0.5 GT 0.1 0.5 GT

handgun 0.73 0.93 1.05 0.06 0.10 0.06 0.06 0.09 0.11
long gun 0.26 0.91 1.30 -0.17 0.14 0.14 0.42 0.04 -0.47

joint 0.42 -0.08 0.05 -0.15 0.00 0.10 0.25 1.3 1.41
marijuana 0.17 0.18 0.12 -0.19 -0.45 -0.35 0.93 1.29 1.47

person 0.34 -0.01 -0.17 0.11 0.10 0.12 0.04 0.28 -0.01
tattoo -0.11 -0.09 0.01 -0.02 0.03 -0.03 0.04 0.06 -0.02

hand gesture 0.20 0.67 0.53 -0.01 0.12 0.05 0.01 0.06 -0.02
lean -0.07 0.03 -0.28 -0.20 -0.06 -0.14 0.68 0.59 1.46

money -0.06 0.06 -0.02 0.00 -0.01 -0.01 0.18 -0.04 -0.19
F1 0.51 0.46 0.65 0.37 0.33 0.38 0.34 0.17 0.76
AP 0.41 0.39 0.54 0.29 0.28 0.30 0.33 0.27 0.72

Table 3: Sensitivity of visual local concept based classifiers with respect to the different concepts. For each of the three psy-
chosocial codes, we include two versions that use detected local concepts (“0.1” and “0.5”, where the number indicates the
detection score threshold) and one version that uses local concept annotations as input (“GT”).

parts are sufficient for obtaining comparable detection re-
sults, but there is no guarantee that the respective parts are
also necessary for achieving the same classification perfor-
mance. For example, imagine that two hypothetical concepts
A and B correlate perfectly with a given class and a detector
for this class is given both concepts as input. The detector
could make its decision based on A alone, but A is not re-
ally necessary since the same could be achieved by using
B instead. For this reason, we ran an ablation study to get
quantitative measurements on the necessity of local visual
concepts for code classification.

5.5 Ablation Study
In our ablation study we repeated the psychosocial code
classification experiment using ground truth local visual
concepts as features, excluding one concept at a time to
check how this affects overall performance of the model.

We found that for aggression, removing the concepts
handgun or hand gesture leads to the biggest drops in per-
formance, while for substance use, the concepts joint, mari-
juana and lean are most important. For loss, removal of none
of the concepts causes any significant change. See Table 4
for further details.

6 Open Challenges
In this section, we provide a more in-depth analysis of what
makes our problem especially challenging and how we plan
to address those challenges in the future.

6.1 Local Concepts Analysis
We report in Table 5 the average precision results of our lo-
cal concept detection approach on the “Complete” test set,
i.e. joining data from both Twitter and Tumblr, and sepa-
rately on the Twitter and Tumblr test sets. We compute the
average precision on each test fold separately and report
the average and standard deviation values over the 5 folds.
When looking at the results on the “Complete” test set, we
see average precision values ranging from 0.26 on tattoo to

Removed Concept Aggression Substance Use
F1 AP F1 AP

handgun -0.10 -0.15 -0.01 0.01
long gun -0.01 -0.01 -0.00 -0.00

joint 0.00 -0.00 -0.35 -0.28
marijuana 0.00 0.00 -0.09 -0.09

person -0.01 -0.01 -0.01 -0.00
tattoo 0.00 0.00 0.01 -0.00

hand gesture -0.13 -0.09 0.00 0.00
lean -0.00 0.00 -0.07 -0.07

money 0.00 0.00 0.00 0.00

Table 4: Differences in psychosocial code detection perfor-
mance of detectors with specific local concepts removed as
compared to a detector that uses all local concept annota-
tions. (Numbers less than 0 indicate that removing the con-
cept reduces the corresponding score.) Bold font indicates
that the respective number is significantly less than 0. For
the code loss none of the numbers was significantly differ-
ent from 0, hence we decided to not list them in this table.

0.80 for person and the mean average precision of 0.54 indi-
cating a rather good performance. This results on the “Com-
plete” test set hides two different stories, however, as the
performance is much lower on the Twitter test set (mAP of
0.29) than on the Tumblr one (mAP of 0.81).

As detailed in Section 3.4, we have crawled additional im-
ages, especially targeting the concepts with a low occurrence
count in Twitter data as detailed in Table 1. However, crawl-
ing images from Tumblr targeting keywords related to those
concepts lead us to gather images where the target concept
is the main subject in the image, while in our Twitter images
they appear in the image but are rarely the main element in
the picture. Further manually analyzing the images crawled
from Twitter and Tumblr, we have confirmed this “domain
gap” between the two sources of data that can explain the
difference of performance. This puts in light the challenges
associated with detecting these concepts in our Twitter data.
We believe the only solution is therefore to gather additional
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Concept Complete Twitter Tumblr
AP ± SD AP ± SD AP ± SD

handgun 0.30 ± 0.07 0.13 ± 0.02 0.74 ± 0.11
long gun 0.78 ± 0.03 0.29 ± 0.41 0.85 ± 0.05

joint 0.30 ± 0.07 0.01 ± 0.01 0.57 ± 0.04
marijuana 0.73 ± 0.08 0.28 ± 0.17 0.87 ± 0.09

person 0.80 ± 0.03 0.80 ± 0.03 0.95 ± 0.03
tattoo 0.26 ± 0.06 0.08 ± 0.02 0.84 ± 0.06

hand gesture 0.27 ± 0.05 0.28 ± 0.04 0.83 ± 0.29
lean 0.78 ± 0.07 0.38 ± 0.15 0.87 ± 0.03

money 0.60 ± 0.02 0.35 ± 0.08 0.73 ± 0.05
mAP 0.54 ± 0.01 0.29 ± 0.05 0.81 ± 0.02

Table 5: Local concepts detection performance.

images from Twitter from similar users. This will be part of
the future work of this research.

The local concepts are highly relevant for the detection of
the codes aggression and substance use as it can be high-
lighted in the column GT in Table 3 and from the ablation
study reported in Table 4. The aforementioned analysis of
the local concepts detection limitation on the Twitter data
explains why the performance using the detected concepts is
substantially lower than when using ground truth local con-
cepts. We will therefore continue to work on local concepts
detection in the future as we see they could provide signifi-
cant help in detecting these two codes and also because they
would help in providing a clear interpretability of our model.

6.2 Annotation Analysis

In order to identify factors that led to divergent classification
between social work annotators and domain experts, we re-
viewed 10% of disagreed-upon tweets with domain experts.
In general, knowledge of local people, places, and behav-
iors accounted for the majority of disagreements (Patton et
al. 2019a). In particular, recognizing and having knowledge
of someone in the image (including their reputation, gang
affiliation, and whether or not they had been killed or incar-
cerated) was the most common reason for disagreement be-
tween our annotators and domain experts. Less commonly,
identifying or recognizing physical items or locations related
to the specific cultural context of the Chicago area (e.g., a
home known to be used in the sale of drugs) also contributed
to disagreement. The domain experts’ nuanced understand-
ing of hand signs also led to a more refined understanding of
the images, which variably increased or decreased the per-
ceived level of aggression. For example, knowledge that a
certain hand sign is used to disrespect a specific gang often
resulted in increased perceived level of aggression. In con-
trast, certain hand gestures considered to be disrespectful by
our social work student annotators (e.g., displaying upturned
middle fingers) were perceived to be neutral by domain ex-
perts and therefore not aggressive. Therefore, continuous ex-
change with the domain experts is needed to always ensure
that the computer scientists are aware of all these aspects
when further developing their methods.

6.3 Ethical Implications
Our team was approached by violence outreach workers
in Chicago to begin to create a computational system that
would enhance violence prevention and intervention. Ac-
cordingly, our automatic vision and textual detection tools
were created to assist social workers in their efforts to under-
stand and prevent community violence through social me-
dia, but not to optimize any systems of surveillance. This
shift away from identifying potentially violent users to un-
derstanding pathways to violent online content highlights
systemic gaps in economic, educational, and health-related
resources that are often root causes to violent behavior. Our
efforts for ethical and just treatment of the users who provide
our data include removal of identifying information during
presentation of work (e.g., altering text to eliminate searcha-
bility), the inclusion of Chicago-based community members
as domain experts in the analysis and validation of our find-
ings, only sharing the data with researchers who sign our
ethical guidelines, and only releasing tweet IDs instead of
actual tweet contents. Our long term efforts include using
multimodal analysis to enhance current violence prevention
efforts by providing insight into social media behaviors that
may shape future physical altercations.

7 Conclusion
We have introduced the problem of multimodal social me-
dia analysis for gang violence prevention and presented a
number of automatic detection experiments to gain insights
into the expression of aggression, loss and substance use in
tweets coming from this specific community, measure the
performance of state-of-the-art methods on detecting these
codes in tweets that include images, and analyze the role of
the two modalities text and image in this multimodal tweet
classification setting.

We proposed a list of general-purpose local visual con-
cepts and showed that despite insufficient performance of
current local concept detection, when combined with global
visual features, these concepts can help visual detection of
aggression and substance use in tweets. In this context we
also analyzed in-depth the contribution of all individual con-
cepts.

In general, we found the relevance of the text and image
modalities in tweet classification to depend heavily on the
specific code being detected, and demonstrated that com-
bining both modalities leads to a significant improvement
of overall performance across all 3 psychosocial codes.

Findings from our experiments affirm prior social sci-
ence research indicating that youth use social media to re-
spond to, cope with, and discuss their exposure to violence.
Human annotation, however, remains an important element
in vision detection in order to understand the culture, con-
text and nuance embedded in each image. Hence, despite
promising detection results, we argue that psychosocial code
classification is far from being solved by automatic meth-
ods. Here our interdisciplinary approach clearly helped to
become aware of the whole complexity of the task, but also
to see the broader context of our work, including important
ethical implications which were discussed above.
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A B S T R AC T Social media have created a new environmental context for the study
of social and human behavior and services. Although social work researchers have
become increasingly interested in the use of socialmedia to address social problems,
they have been slow to adapt tools that are flexible and convenient for analyzing
social media data. They have also given inadequate attention to bias and representa-
tion inherent in many multimedia data sets. This article introduces the Visual and
Textual Analysis of SocialMedia (VATAS) system, anopen-sourceWeb-basedplatform
for labeling or annotating social media data. We use a case study approach, applying
VATAS to a study of Chicago, IL, gang-involved youth communication on Twitter
to highlight VATAS’ features and opportunities for interdisciplinary collaboration.
VATAS is highly customizable, can be privately held on a secure server, and allows
for export directly into a CSV file for qualitative, quantitative, andmachine-learning
analysis. Implications for research using social media sources are noted.
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S
ocial work researchers seek rigorous and innovative ways to study social phe-

nomena and the complexities of human behavior, population health, and

broader social problems. Findings from traditional qualitative and quantitative

methods have shaped social policy, practice, and research in the areas of health,

mental health, and social inequality. In recent years, the AmericanAcademy of Social

Work and Social Welfare (2018) has adopted the use of technology for research and

practice as a grand challenge, recognizing that the field demands innovation in order

to “accelerate the pace of social discovery” (p. 1, para. 2). Although the types, quan-

tity, and availability of data have multiplied in recent years (Kitchin, 2014)—social

work research is no longer limited to time consuming and expensive data collection
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methods such as surveys, chart reviews, and in-person interviews—the types of data

used to answer social work research questions have been slow to change.

Social media are useful yet underutilized data sources that can be valuable to so-

cial work research. Social media (also known as social networking sites) “employ

mobile andWeb-based technologies to create highly interactive platforms via which

individuals and communities share, co-create, discuss, and modify user-generated

content” (Kietzmann, Hermkens, McCarthy, & Silvestre, 2011; p. 241). Three core

features define social media: (a) user-generated content and sharing; (b) user-created

profiles that are maintained by the platform; and (c) online social networks created

by connecting users with other individuals or groups (Kietzmann et al., 2011). Pop-

ular social media sites include but are not limited to Facebook, Twitter, Instagram,

Tumblr, Reddit, wechat, and Snapchat. Social media generate several types of data,

includinguser-generated content or “posts,”user profiles, and relationships between

users. An example of user-generated content is a “tweet,”which is a text-based Twit-

ter comment of less than 280 characters created by a user on almost any topic. The

collection of social media data, with or without additional metadata (e.g., source,

time, or annotations), form a social media data set. (See the online Appendix for a

glossary of terms.) One common type of social media data set is a social media cor-

pus, which is defined as set of socialmedia posts (with orwithoutmetadata) collected

using a systematic methodology. Social media data sets are growing in popularity

within social work and social science research communities as access to billions of

people has transformed the amount and type of social data researchers can collect

and analyze. Many forms of user-generated social media data are posted voluntarily

and unprompted, which may offer different insights into people’s lives than other

quantitative and qualitative research and data collection methods.

Socialmedia data sets have primarily been collected and analyzed by researchers

in computer science and data science, where the availability of large amounts of so-

cialmedia data has advanced approaches inmachine learning (Thomee et al., 2016).

Computer scientists have developed efficient Web-based tools for collecting addi-

tional information (e.g., labels, bounding boxes) that can be used to capture individ-

ual and group behaviors (Russell, Torralba, Murphy, & Freeman, 2008). In-house

annotators may label social media, or the task may be outsourced to crowdsourc-

ing websites such as Amazon Mechanical Turk, where registered users (who are

unknown to the researchers conducting the data collection) are paid to perform

annotations. Although these systems have been quite useful for annotating large

amounts of social media data, they usually require some form of payment and

are not designed for complex analysis of individual items. In addition, identifying

crowdworkers with the required understanding of context in language use, emoji,

images, and music would be nearly impossible in our most marginalized and sys-

temically underresourced communities, where much social work and social sci-

ence research takes place. Thus, although the use of social media has great promise
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in enhancing social work research by providing new data points on topics such as

mental health, trauma, and interpersonal violence, analyzingmillions of social me-

dia posts without considering the context and culture embedded in posts could lead

to dangerous assumptions that have severe consequences formarginalized commu-

nities (Frey, Patton, Gaskell, &McGregor, 2018). Although social workers are trained

to be sensitive to such contextual factors, social work researchers have been slow to

adapt flexible, convenient tools for annotating social media data (Coulton, Goerge,

Putnam-Hornstein, & de Haan, 2015), especially given the need to address bias and

representation in multimedia data sets (Blandfort et al., 2019).

In this paper, we describe the development of the Visual and Textual Analysis of

Social Media (VATAS) tool, a flexible, Web-based solution to analyze and annotate

social media data. We share code for its development and deployment and demon-

strate how VATAS can be adopted for rigorous scientific study of social media cor-

pora, particularly from marginalized communities. VATAS is free and designed to

work in tandem with machine-learning approaches, allowing researchers to select

and train annotators based on their needs (e.g., extracting culture, nuance, and local

context) and to use annotated posts for training machine-learning models or run-

ning statistical analyses. We explain how to organize such a collaboration and be-

lieve that, overall, our study makes a good case for strengthening interdisciplinary

research, especially in the context of annotating social media data.

Methods for Collecting and Annotating Social Media Data
The overall goal is to annotate social media data that include images and require

domain expertise (e.g., local language or subculture) or a specific educational back-

ground (e.g., social work or social science), and to do so in such away that qualitative

analysis directly feeds into annotation data for automatic processing by computer

scientists. This concurrent process relies on collecting specific types of annotations,

such as bounding boxes ormultiple-choice answers, that can be exported in a format

that is easy to process automatically (e.g., JSON or CSV). In this section, we outline

methods for collecting and annotating socialmedia data. Thesemethods includema-

chine learning, crowdsourcing, open-source projects for crowdsourcing, qualitative

data analysis, and manual image annotation tools.

Machine learning. Machine learning is a subfield of artificial intelligence where

statistical methods are used to “train” statistical models (e.g., logistic regression,

support vector machines, or neural networks) from given data. In this context, data

refer to any digital information, including sensormeasurements, audiofiles, or graph

structures. In this article we focus on data in the form of social media posts.

One common way to train machine-learning models on social media posts in-

volves an assignment of individual posts to predefined categories or labels. Examples

of labels include sentiment categories such as “negative,” “neutral,” and “positive,”

or types of emotional reactions (e.g., “thumbs up,” “thumbs down,” etc.). In some
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cases, labels are readily available on a social media website, but often, labels must

be manually added to data—a task called annotation. In machine learning, a data

set usually contains both data and labels. Training a statisticalmodel on a socialme-

dia data set requires updating the model’s parameters according to specific rules

that map social media posts to their associated labels as accurately as possible.

The ultimate aim is to obtain a model that is able to reliably predict labels. For

example, Twitter posts (i.e., tweets) could be labeled by their sentiment as either

negative, positive, or neutral. A model would then be fit on the labeled tweets with

the goal of detecting the sentiment of new tweets. Another classic examplewould be

tomark objects (e.g., a car) in images by a rectangle that contains it, called a bounding

box. This task of manually adding bounding box information to images is referred

to as bounding-box annotation. With a sufficient number of bounding-box anno-

tations, a computational model can then be trained to predict bounding boxes in

images for the given type of object.

Crowdsourcing. In the context of data analysis and annotation, crowdsourcing

can be seen as an approachwhere items are annotated by crowdworkers—individuals

who are registered on a crowdsourcing website such as AmazonMechanical Turk to

work on online annotation tasks for monetary incentives. In this approach, crowd-

sourcing websites serve as hubs between crowdworkers willing to work on paid an-

notation jobs and the people or institutions offering paid annotation jobs.

The growing importance of annotated data, in computer science in particular,

presumably fostered the rise of many such websites, and crowdsourcing has be-

come a well-established approach for annotating large amounts of data. This is es-

pecially appreciable in the context of machine learning, where several well-known

data sets have been built mainly through crowdsourcing (e.g., ImageNet by Deng

et al., 2009; Microsoft COCO by Lin et al., 2014; and Visual Genome by Krishna et al.,

2017), and votes from crowdworkers have been used for various evaluation tasks

such as assessing data set quality (Zhao, Yao, Gao, Ding, & Chua, 2016) or estimating

the quality of model predictions (Mathews, Xie, & He, 2016).

There are some important differences between working with crowdworkers and

in-house annotators. As the term suggests, crowdsourced annotators are generally

seen as a “crowd”—an anonymous mass that is not known personally and might

be distributed worldwide. Typically, there is no direct communication (e.g., direct

messaging or calls) between the researchers conducting the project and the crowd-

workers providing the annotations. Doing so might even be prohibited, as it is by

Amazon Mechanical Turk. Consequently, the relationship between researcher and

annotator is generally less direct in crowdsourced studies, and the only communi-

cation is via the annotation task. This implies that results are not discussed with

the crowdworkers, and perhaps more importantly, this distance is likely to impact

annotator motivation. Another characteristic of crowdsourcing has a clear effect
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onmotivation: Annotators are generally paid per annotation, which means that the

crowd is inclined toward completing annotations quickly.

Although crowdsourcing might be a reasonable approach to quickly complete

some noncritical tasks—such as labeling whether images show cats or dogs—one

has to keep in mind that crowdworkers are used to tasks of short duration and tend

to perform better in simple annotation scenarios. Even in such cases, however,

crowdsourced annotations are not perfectly reliable. The literature commonly as-

sumes that unreliable annotations stem from unethical spammers who submit im-

precise or arbitrary labels in order to maximize their financial efficiency, malicious

workers who purposefully aim to undermine or influence the labelling effort, and

unqualified workers.

It is important to note that unqualified workers are, despite their best efforts,

unable to produce an acceptable annotation quality (Eickhoff, 2018). The lack of

expertise is more relevant for marginalized communities or other critical domains

that require specific training or background knowledge that are common in thefield

of social work. Poor performance is subsequently propagated intomachine-learning

models, as themodels statisticallyfit the resulting data set with the purpose of learn-

ing to label samples the same way it was done by annotators. As a result, unreliable

annotations can lead to models with low classification accuracy and biased predic-

tions. This issue is why social work should drive social media annotation and inter-

pretation of data and results, particularly when it relates to themost challenging so-

cial problems.

Because such quality issues are well known, several mechanisms for increasing

quality are common in crowdsourcing, such as collecting multiple annotations for

each sample, or excluding annotators who complete the task in an unreasonably

short time. Another option is that researchers specify which answers are acceptable

for a small subset of the data and then exclude annotators whose proportion of ac-

ceptable answers is too low. Still, multiple opinions per sample do not necessarily

reveal systematic interpretation biases (e.g., due to missing domain expertise), and

crowdsourcing platforms are not designed for in-depth annotator training. More-

over, it can be hard to have the necessary degree of control over the ephemeral crowd

workforce when relying on common websites such as Amazon Mechanical Turk

(Difallah et al., 2014). Hence, we advocate selecting and training few annotators

properly rather than relying onmanyuntrained individuals, especiallywhen analyz-

ing social media or when annotation biases might have critical implications.

In principle, on some crowdsourcing platforms it is possible toworkwith selected

and trained in-house annotators by creating a private link to access the task and only

sharing this link with certain people. But such crowdsourcing platforms would typ-

ically still need to be paid, and, more importantly, do not provide the level of flexi-

bility we desired. For example, it can be challenging to display social media posts in
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the same or similar style as on the original social media platform, to distinguish be-

tween experts and nonexperts, and to enact precise control over how items are sam-

pled for annotation.

Open-source projects for crowdsourcing. Open-source refers to computer software

with publicly accessible source code that is released under a permissive license, allow-

ing others to modify and share the software (Laurent, 2004). Typically, open-source

projectsmake their code available viawebsites such as GitHub orGitLab, where others

can download and contribute to the code. Because source code can be accessed and

modified freely, open-source software generally offers a large degree of flexibility.

However, adapting open-source software often requires more technical proficiency

than commercial solutions, especially if code-level changes are necessary.

There are several open-source projects for crowdsourcing software, including

The New York Times R&D Lab’s “hive” (https://github.com/nytlabs/hive), ProPublica’s

“Transcribable” plugin (https://github.com/propublica/transcribable), Zooniverse’s

“Scribe” (https://github.com/zooniverse-glacier/Scribe), and Scifabric’s “PYBOSSA”

(https://github.com/Scifabric/pybossa). However, with the exception of PYBOSSA,

these projects would require significant customization to process social media data,

and their source code does not seem to be maintained.

Regarding the latter project, PYBOSSA is designed for building crowdsourcing

websites where crowdworkers can register and work on available tasks. PYBOSSA

is likely to be adaptable for having in-house annotators instead of crowdworkers

do all annotations, but its source code consists of over 45,000 lines of code; we esti-

mated that adapting such a complex framework to our case would likely amount to

more work than building a new lightweight system. (For comparison, the complete

VATAS source code has around 3,000 lines.) Several annotation websites do build

on PYBOSSA (e.g., https://crowdcrafting.org/) and can be used to collect annotations;

however, this brings about the same problems outlined in the previous section.

Qualitative data analysis.Qualitativemethods are a core component of social work

research. The tenets of qualitative methods take a more person-centered approach,

privileging context, depth, a holistic perspective, and inductive rather than deduc-

tive reasoning. This is particularly important when coding social media data where

misinterpretation of text or bias in labeling could lead to the criminalization of

users, particularly individuals from marginalized backgrounds (Frey et al., 2018;

Patton et al., 2017). There are several qualitative data management systems avail-

able that allow for social media use. For example, Dedoose is a fee-for-service, Web-

based system that allows the researcher to import and analyze socialmedia data.Nvivo

provides a similar fee-for-service option, but it is only accessible on Windows and

Mac operating systems. DiscoverText allows researchers to analyze unstructured so-

cial media, providing the user with control over the parameters of the data analysis

to fit their research questions.
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However, Dedoose and Nvivo were not designed for social media data, and Nvivo

does not provide a user-friendly platform for naturalistic annotations. In addition,

it is difficult to switch back and forth from the annotation task to the original web-

page of the socialmedia post. Nvivo requires that software be installed, whichmight

create access challenges for annotatorswho require technological support. Although

DiscoverText offers innovative features for Twitter analysis, the platform is less user

friendly if coding or analyzing text with communities or organizations whomay be

less familiar with analysis software.

Manual image annotation tools.Many machine-learning approaches rely on anno-

tated data to build computational models. For images in particular, there are vari-

ous common types of annotation that are each relevant for building different types

of machine-learning models. For example, during annotation, images can be man-

ually assigned to predefined categories, or each pixel of an image can be assigned to

a category (e.g., “house,” “car,” “street”).

In the current study, we were particularly interested in collecting bounding-box

information (i.e., rectangles around objects of interest, in tandemwith information

about which class an object belongs to). See Figure 2 for an example of specific

bounding-box annotations. Many tools exist for this annotation task (e.g., LabelMe

by Russell et al., 2008; IAT by Ciocca, Napoletano, & Schettini, 2015; and Accurator

by Dijkshoorn, Boer, Aroyo, & Schreiber, 2017), but there are two major problems

withmost of these tools. First, it is often impossible to display text with the image or

to customize the user interface in other ways for displaying complete social media

posts. Second, it can be hard to extend or integrate these tools into a more compre-

hensive annotation system where annotators log in and view the original tweet on

Twitter, do bounding box annotation, and answer a list of other questions. One par-

ticular code repository for marking bounding boxes in images, the bbox-annotator

of Kota Yamaguchi (code available at https://github.com/kyamagu/bbox-annotator),

included most of the functionality we desired for marking concepts inside images.

We used this code for the bounding-box component of our annotation system.

VATAS Annotation Tool

Annotation Tool Development Process
Our research team initially qualitatively analyzed tweets from gang-involved youth

using Excel spreadsheets to capture text and emojis. This process was inefficient and

made it difficult to visualize the data from a dynamic, naturalistic perspective. To

counter this limitation, we developed a systematic approach to analyzing path-

ways to violence on Twitter among gang-involved youth that places the annotator in

the shoes of a Twitter user. Having access to previous Twitter posts, the user’s social
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network, images, and conversation provides important contextual clues about how

content becomes aggressive on Twitter.

We formed an interdisciplinary team of social work researchers and computer

scientists and created a list of visual concepts (e.g., guns or hand gestures that are

visible in some images associated with the tweets) that would be useful for identi-

fying pathways to violence on social media and could later be detected automati-

cally. For this project, we wanted to select and train annotators to annotate tweets

with respect to the visual concepts and a list of communication codes and answer

additional qualitative questions about the items. These annotations were collected

with two goals in mind. First, we wanted to use annotations to build automatic de-

tectionmethods with limitedmisinterpretations involving biases (e.g., biases due to

lack of contextual data). Second, we wanted to derive insights for social work re-

search and practice.

We metweekly to discuss creating a Twitter data set consisting of text and images

with the goal of improving detection of responses to loss and aggressive posts among

youth in Chicago, IL, neighborhoodswith high rates of community violence. The cre-

ation of a visual ontology of tweets related to loss and aggression would require that

some tweets be manually annotated. We wanted a more robust annotation process

that would go beyond labeling tweets as either aggression- or loss-related andwould

include the capability to annotate bounding boxes around concepts in associated im-

ages. The result was VATAS, a system suitable for private annotation (i.e., only hav-

ing experts from the community and research assistants from our group annotate

the data) that is capable of extracting deeper contextual meaning, culture, and com-

plex nuance embedded in and around the tweet. Creating VATAS for annotation also

had additional advantages, such as increased privacy andmaximal flexibility regard-

ing system functionalities.

Key Features of VATAS
VATAS is an open-source software for building websites for social media data an-

notation; it was designed specifically for cases that require a deeper understanding

of contextual information, such as domain expertise. The complete code and tech-

nical details can be found on GitLab: https://gitlab.com/blandfort/VATAS. The key

features of VATAS include the following:

• Intuitive annotation: This is particularly important when working with

domain experts who might have little technical knowledge and limited time

to get accustomed to the annotation process.

• Web based: Annotators do not have to install anything and can provide

annotations from anywhere via a Web browser.
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• Flexibility: The system is open-source and fully customizable. In particular,

the researcher has full customizability control over annotation tasks and

ordering of items within each task, and they can implement more complex

system behaviors (e.g., moving to annotation Task B if a certain response

was given while working on Task A). Customizable layout templates are

used to display tasks for annotators, and these templates can be shared

across tasks.

• Annotator roles: For each task, any VATAS user can be assigned as a

“normal” annotator or as a domain expert. For each of the two groups, the

number of annotations to collect per item can be separately specified.

• User management: Each VATAS user can have either standard or adminis-

trative rights. This distinction is used to decide which tasks a user can work

on and which annotations can be viewed and edited. All VATAS users can

work on annotation tasks they have been assigned to and view and edit

their completed annotations. Administrators can access all annotation tasks

and view and edit annotations of all other users.

• Handling annotation conflicts: Administrators can view conflicting annota-

tions and break ties by providing an extra annotation.

• Export annotations: Annotations for any task can be directly exported as

a text file with tabular data (i.e., CSV). In this process, annotations are auto-

matically paired with their corresponding social media data.

• Privacy: Users can host the system themselves, so no data are shared with

any third party.

• Free: VATAS is free for commercial or noncommercial purposes.

VATAS Workflow
Detailed instructions for setting upVATAS and adding annotation tasks canbe found

onGitLab. Here, we outline the basicworkflow for running an interdisciplinary study

involving social work and computer science researchers.

Project goals. To establish the scope of the project, the team should decide on the

primary research questions or goals. We recommend having one question pertain-

ing to social work and one pertaining to computer science, and questions or goals

should be related to and benefit from each other. For example, computer scientists

might use insights from qualitative analysis to improve detection methods, whereas

social workers might use detection models for practical applications or to find

additional data more easily.

Data collection. Generally, the social work team should formulate criteria for col-

lecting suitable social media data (e.g., identifying seed users for snowball sam-

pling). The computer science team can then implement and run the data collection.
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VATAS setup. The user needs access to aWeb server where VATAS can be hosted.

The computer science team sets up the annotation system on the server, including

downloading the latest version of the VATAS source code, creating a database, and

adjusting the settings. (Details can be found on the project’s GitLab page.)

Annotation tasks. Designing annotation tasks requires the inclusion of people

with technical knowledge (typically computer scientists) as well as those with do-

main knowledge (typically social work researchers) in discussions to ensure that it

will be feasible to implement the final tasks with reasonable effort while keeping

the process informed by domain expertise, and ensuring that the research interests

of both groups can be satisfied by the final tasks. Adding the tasks to VATAS should

be done by the computer science team, as it involves technical steps on the server

side. (See the project’s GitLab page for details.)

Training. The social work team trains annotators on VATAS use, ways to ap-

proach each task, and the ethics of annotating social media data in the VATAS sys-

tem (e.g., uncovering their annotation biases, annotating in a private space, and

confidentiality).

Annotation process. Annotators work on tasks, and the social work and computer

science teamsmonitor incoming annotations and reconcile disagreements. We rec-

ommend iterative discussions between annotators and social work administrators

throughout the annotation process.

Data export and analysis. In VATAS, any user with administrative permissions

can download all annotations for individual tasks in CSV format. Exported anno-

tations are analyzed by the social work team, and the computer science team uses

the annotations for training detectors and/or running statistical analyses. Both teams

should jointly discuss their findings.

Case Study: Chicago Twitter Corpus
To illustrate how VATAS can be adopted for rigorous study, we describe a collabo-

rative project that used the tool for annotation and analysis of social media data

from a marginalized community. Even though VATAS was developed during this

project, tomake it easier for the reader to transfer the process to his or her individual

case, we are writing this manuscript from the perspective that the code for VATAS

was already created. We received an institutional review board exception for this

study because all of our social media data is publicly available.

Project Goals
In our research, we asked: How do Black and Latinx youth living in neighborhoods

with high rates of community violence respond to loss and express aggression on

social media? To answer this question, we assembled an interdisciplinary team that

included social work researchers and students, computer scientists, youth, and out-

reach workers. Interdisciplinary questions included: “How does online aggression
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lead to offline violence?” on the social work side and “How can we use machine

learning to detect online aggression?” on the computer science side. Together, we

annotated social media interactions among young people, which unearthed root

causes of violence (e.g., poverty, trauma) and provided the training data for machine-

learning analysis used to predict behavioral patterns on social media.

Data Collection
To obtain social media data from these populations, we started with a seed user

on Twitter who self-identified as gang involved, had a large Twitter following, and

whose story (including her death) was nationally covered in themedia.We then iden-

tified her top communicators on Twitter through replies and mentions. Using her

Twitter account and the accounts of her top communicators, we used snowball sam-

pling techniques (Atkinson & Flint, 2001) to find other Twitter users who were from

Chicago and expressed similar experiences of self-identified gang involvement or ex-

periences navigating violence in order to build our social media corpus.

For our socialmedia corpus, we identified 279 unique Twitter users living in Chi-

cago neighborhoods with high rates of violence. We created two data sets: a text

social media corpus and an image data set. For our text social media corpus, we col-

lected the last 200 tweets for each unique user (or less depending on how many

tweets each user had); for our image data set, we collected 1,851 tweets with images,

randomly sampling 173 users from our total sample. There was no overlap between

tweets in the socialmedia text corpus and in the image data set, even though the text

corpus does contain some tweets with images.

VATAS Setup
The computer science team installed VATAS on the university server as specified in

the instructions on the project’s GitLab page. Our research project required various

roles to keep VATAS and the annotation process running smoothly. The system ad-

ministrator was consulted iteratively to make sure the servers hosting VATAS were

running properly and efficiently. Leaders of the social work team (a social work

professor and doctoral student) met weekly to discuss changes to the VATAS system

based on new insights from annotations and communicated those needs to the com-

puter science team. Computer scientists on our team were responsible for adapting

and revising annotation tasks, roles, and permissions as they received feedback from

the social work team.

Designing and Adding Annotation Tasks
Once the annotation system was set up, we then designed annotation tasks and

added them to the system.After conversations between the socialwork and computer

science teams on the research questions and types of analyses, annotation tasks were

developed and organized tomeet the needs of each research team.We designed four

VATAS 000
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annotation tasks: full-text annotation, collapsed-code text annotation, full-image an-

notation, and collapsed-code image annotation (see Table 1). We created full anno-

tation tasks to capture detailed, robust annotations used for descriptive and thematic

qualitative data analysis. Full annotation tasks (e.g., researching a word with a local

community context andmeaning) havemany questions and require focus and time,

whereas collapsed-code annotation tasks are for the training and development of

computational systems that automatically detect textual labels and visual concepts.

Collapsed annotation tasks are quick and require extensive domain and subject/

content-specific knowledge of violence, social media language, and context (e.g., ex-

tensive knowledge of relationships between various sets of gangs and crews) in order

to minimize annotation error.

For all annotation tasks, we started by supplying a social media post from our

corpus. The text and/or image was available to each annotator as well as a link to

the original post online. These posts may include hashtags, emojis, links, images,

and videos. In the full-text and image annotation tasks, annotators analyzed all posts

from each unique user in chronological order, whereas annotators for the collapsed

annotation tasks were shown posts at random. The supplied social media post (and

image) remained accessible on the left part of the screen for every question of each

task. For all tasks, each social media post was annotated by at least two different

annotators, and sometimes more.

The rest of this section describes each task, including the instructions we gave

annotators. VATAS supports a wide variety of annotation functions, including high-

level free-text interpretation based on domain knowledge; assignments of numer-

ical ratings of codes generated by qualitative analysis; and object specifications, such

as image bounding boxes. This diverse set of annotation functions can be easily cus-

tomized to support other social media studies.

First impression (text and image). Both text and image annotation tasks began by

asking annotators about their first impressions of a social media post (see Figure 1).

If the post came up on their own social media feed, what would their initial inter-

pretations be?What would come to theirmind right after seeing it?We started with

this to capture annotators’ baseline interpretation, evaluate assumptions, and un-

cover biases that may affect how annotators see the post. Once our annotators had

acknowledged these initial interpretations, assumptions, and biases, they could con-

sider these throughout the rest of the tasks. This annotation step is especially impor-

tant when analyzing data from marginalized and vulnerable communities where

interpretations and labeling could lead to further harmful implications for the peo-

ple in these communities.

Contextual analysis of social media instructions (text and image). Our discourse and
textual analysis sought to uncover contextual information about each social media

text and image, which included analyzing the various components of each. For this

purpose, we developed the contextual analysis of social media (CASM) approach for
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unpacking context in social media posts (Patton, Frey, McGregor, Lee, & McKeown,

in press). CASM includes a deep dive into the original social media post, the user of

the post, the peer network of the user, any offline events referenced, virality (likes

and reposts), and engagement (comments and replies). We outlined each of these in-

structional steps for our annotators at the beginning of each group of tasks so these

steps would not be forgotten. We asked our annotators to use websites, search en-

gines, and various other resources to find the potential meaning of the social media

post. Although the annotator did not need to directly input anything for this task,

theywould beunable to effectivelyfinish the following tasks if this stepwasnot thor-

oughly completed.

Location (image only). Within our group of image annotation tasks, we asked an-

notators to reflect on the location represented in the image. Where does the main

event take place? Or if there is no event taking place in the image, what is the loca-

tion of the main subject(s) or object(s) that are visible? We broke images into three

locational categories: inside, outside, or other (e.g., images of text andmemes). Once

our annotators choose one of these categories, we asked them to write the precise

location and to describe it. For example, if an annotator categorized an image as in-

door, theymightwrite “bathroom” and describe the features that led them to under-

stand the image as being taken in a bathroom. We wanted to capture the location

of images in order to analyze patterns regardingwhat is happening in images in var-

ious locations and any themes in the corresponding text (e.g., substance use and ex-

pressions of grief ).

Figure 1. Screenshot of full-image annotation task in VATAS (Visual and Textual Analysis of Social Media).
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General description (text and image). Once annotators completed CASM, they

were asked to reflect on and evaluate their initial interpretation of the post. This

evaluation was completed through a synthesis of every contextual detail they

found to describe the meaning of the social media post. They were tasked with pro-

viding the evidence that led to their interpretation of the post, including a Standard

English rephrasing that fully captured the meaning of the social media post. For

images, we asked annotators to describe what was happening in the image and how

the image related to the text in the post (if there was any relation).

Threat level (text and image). After annotators described their baseline evalua-

tion and final interpretation of the social media post, we asked them to comment

on the threat level of the post. The annotators indicated threat level on a scale from

0 (not at all threatening) to 1 (extremely threatening) by increments of 0.1; they had the

opportunity to provide an open-ended answer to explain the threat level they gave.

We wanted annotators to specifically think about threat in terms of how likely a

post would lead to someone being harmed or hurt. Although a post might display

aggression, it could be ambiguous and not immediately threatening. Inversely, a

post displaying aggression could be credible and specific, leading to a high threat

level. We were interested in threat level to determine patterns in posts that lead an

annotator to deem a post as threatening.

Lean indicators (image only). We were particularly interested in substance use in

our data set, as altered states of mind while using social media could result in

themes and patterns of certain content. Lean—a drink mixing promethazine with

codeine and soda or juice—is used by young people in neighborhoods where our

social media data originated. Therefore, we wanted annotators to note when lean

showed up in images through containers of promethazine or through containers

and cups with purple, red, or yellow liquid with clues in the social media post. Be-

cause we may not be completely sure that lean is present in an image, we gave our

annotators a scale from 0 (not at all likely) to 1 (completely likely) by increments of 0.1.

If the annotators ranked the image above a zero, they were required to provide

their evidence for doing so in an open-ended answer box.

Bounding boxes (image only). We were interested in automatically detecting vi-

sual concepts—person, tattoo, hand gesture, firearm, money, marijuana (raw), joint/

blunt/cigarette, and indications of lean—in images that were related to the users

in our data set. To train VATAS to do this, our annotators had to manually annotate

images by drawing bounding boxes around the visual concepts (see Figure 2). Once

we had enoughhand-annotated images, wewere able to begin training VATAS to au-

tomatically detect these concepts in images that had not been manually annotated.

Wewere also able to do comparative analyses on text content related to the concepts

depicted in the images.

Code (text and image). Annotators were instructed to pick a qualitative code that

best represented the essence of each social media post. They were able to select

VATAS 000
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more than one if necessary but were instructed to do their best to choose only

one. Codes ranged from “growth,” “grieving,” and “aggression” to “health,” “mood,”

and “social behavior.”Weused the qualitative codes to track themes and patterns in

the data set.

Collapsed code (collapsed text and image). Collapsed coding for text and image an-

notation is primarily used to speed up the process of labeling data for the training

of computational detectionmethods. This task is reserved for subject/content expert

annotators or domain expert annotators because of the foundational and domain-

specific knowledge required to complete the task quickly with as few errors as pos-

sible. In our social media data set from young people in Chicago neighborhoods

with high rates of violence, we were specifically interested in coding for aggression,

loss, and substance use (see Figure 3; Blandfort et al., 2019; Blevins et al., 2016;

Patton, McKeown, Rambow, & Macbeth, 2016).

Training
To start the annotation process, our annotators visited the annotation website on

a personal laptop or tablet, logged in with their username and password, and se-

lected the specific annotation task on which to work. Our study had two groups

of annotators: Master of Social Work student research assistants (RAs) and expert

annotators (subject/content experts and domain experts). RAs spent most of their

Figure 2. Screenshot of bounding-boxes question in VATAS (Visual and Textual Analysis of Social Media).
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time completing full-text and full-image annotation tasks, and expert annotators com-

pleted collapsed-code annotation tasks (text and image).

Although RAs brought their own expertise to their annotations—including their

knowledge of violence prevention, youth development, social systems, and ecologi-

cal frameworks—they needed to be trained in other areas before they could begin

full annotations. The training included an overview of the domain where the social

media data originated (Chicago, various crews/gangs, and geographical space), an ex-

planation of their role as annotators of social media data, an extensive tutorial of

VATAS, and process meetings to prevent bias toward certain groups or content dur-

ing the annotation (Patton et al., in press).

Following this initial training, RAs engaged in a deep social media immersion

by observing social media posts and learning the different functionalities of Twitter

and the ways youth were communicating. Finally, RAs practiced annotating 100 so-

cial media posts to prepare them for the official data set (Patton et al., in press).

Throughout the training, the trainer monitored each RA’s progress and provided it-

erative feedback to improve annotation quality. After RAs completed the 2–3-week

training, they were ready to begin full-text and image annotation tasks. RAs were

tasked with completing 100 annotations per week; theymet weekly with the trainer

to discuss the annotation process and content, work through challenges, and discuss

areas for improvement.

Expert annotators came inwith extensive knowledge of the domain and content.

Our content/subject expert annotators were a professor of social work specializing

in social media and violence, and a social work doctoral student with more than

9 years of organizing, mentoring, and advising experience with youth of color and

Figure 3. Screenshot of collapsed-code task in VATAS (Visual and Textual Analysis of Social Media).
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3 years of experience with social media and violence. They completed both collapsed-

code text and image annotations due to their extensive knowledge of violence, social

media language, and contextual analysis. Content/subject expert annotators were

also tasked with reconciling social media posts labeled by RAs. In VATAS, there was

an indicator when RAs disagreed on the code given to a social media post. A sub-

ject/content expert could then go through these posts and reconcile the disagreement

by choosing which label best matched their interpretation of the post.

We also hired domain experts to annotate posts; these were people residing or

working in neighborhoods with high rates of violence and who had professional or

personal experience with violence. Domain experts often had limited time to anno-

tate for reasons including (but not limited to) school, familial obligations, commu-

nity service, and work. Although they could complete all the tasks involved in our

annotation tool, we wanted to make sure we were not demanding more of their

time than they could offer. Domain experts in our specific study spent their time

completing the collapsed-image annotation, which is a quick task where they were

able to harness all of their domain expertise and provide labels for socialmedia posts

with images used to train VATAS.

Data Export and Analysis
Whenever the social work or computer science teams wanted to export completed

annotations, an administrator went to the annotation website, logged into their ac-

count, and clicked on the export tab at the top of the page to download data as a CSV

file. Administrators could export various groups of annotations depending on their

needs: full-text annotations, full-image annotations, collapsed-code text annota-

tions, or collapsed-code image annotations.

Once our team exported the CSV files containing the data annotated through

VATAS, these files were used for qualitative analysis as well as machine-learning

training and experiments. The social work team accessed CSV files through Excel

for qualitative thematic analysis, looking for patterns in the annotated data (e.g.,

the frequency of social media posts referencing death preceding posts about hav-

ing trouble sleeping) to inform violence prevention and intervention practices and

adapt future annotation foci. The computer science team analyzed the CSV files in

Python and used parts of the data for training and analyzing computational meth-

ods. In particular, bounding-box image annotations (together with the correspond-

ing social media images) were used to train a computer-vision model to recognize

the annotated visual concepts and collapsed-code annotations (togetherwith the orig-

inal tweets). This served as training and test data for classifying tweets as belonging

to the categories loss, aggression, substance use, or other. These classifiers were then an-

alyzed to find out which concepts in the texts and in the images were most indica-

tive for the respective codes.
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Discussion

Limitations
VATAS has several limitations. First, it was developed by researchers and is a non-

commercial alternative to crowdsourcing platforms. Thus, the system is free to use

but comes without technical support. Research teams using VATAS are responsible

for its setup, configuration, and maintenance. As noted earlier, this requires cer-

tain technical skills, including at least a basic understanding of programming. Fur-

thermore, a Web server is required to host VATAS. However, the technical skills

related to developing and maintaining VATAS offer an opportunity for social work

researchers to create new research collaborations and partnerships with computer

science colleagues.

Second, we explained earlier why crowdsourcing would not be a viable option

for our investigation. However, in some cases when the annotation task is simple

enough, crowdsourcingmight bemore appropriate because annotations can be col-

lected more quickly due to large numbers of available crowdworkers. In particular,

our general annotation approach of having manually selected and trained annota-

tors perform rigorous analysis for all items might not be directly applicable to the

annotation of large-scale data sets.

Ethics
VATAS requires not only technical and methodological considerations, but ethical

ones as well. Ethical considerations include the ways social media research could

directly or indirectly impact study populations, clarifying the ethical obligations

specific to each population to ensure that the research does not cause further mar-

ginalization or harm, and adopting mechanisms to protect the study population

(e.g., privacy). Although we only used public tweets, our work has the potential to

draw more attention to users—in our case, Black youth who may already face mar-

ginalization, criminalization, and surveillance, both online and offline.

Social work researchers are offered little ethical guidance when seeking to en-

gage novel methods for conducting research using social media data. The National

Association of Social Workers (2017) Code of Ethics does not provide guidance

on the ethics of social media research. In 2017, the National Association of Social

Workers, the Association of Social Work Boards, the Council on Social Work Edu-

cation, and the Clinical Social Work Association released a report on technology in

social work practice, which only briefly mentions social media and conducting

online research. Furthermore, institutional review boards often lack clear guide-

lines on obtaining consent from social media users with public accounts; in some

instances, coding social media data is exempt from full review.

VATAS 000
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Despite a lack of institutional and organizational guidance regarding ethics, when

using VATAS we strongly recommend a rigorous ethical review process and consult-

ing institutional review boards, human research protection specialists, and leaders

from the community where social media data originates to ensure that the safety

and protection of socialmedia users remains central in the research. To protect users

frompotential harm caused by our research and use of VATAS,we de-identified each

socialmedia post in this article, thus rendering the text unsearchable. De-identifying

social media posts involves removing identifiable information in each post (e.g., so-

cialmedia username, replacing the images, and replacing nameswith pseudonyms).

Due to Twitter Advanced Search, a feature throughwhich any tweet can be searched

by user, text, and date, we rendered each tweet unsearchable by altering the text of

the tweet while not jeopardizing meaning. We then tested whether the tweet was

truly unsearchable by iteratively searching the newly formed tweet piece by piece

and in its entirely to see if the original is found. All of the images presented in this

manuscript are from Flickr: Creative Commons and not from our data set. We share

our data set and computational tools only with partner organizations and other re-

searchers who sign a memorandum of understanding outlining their research pur-

pose(s) and intention(s). Using VATAS for social media data annotation and analysis

requires a deep understanding of our ethical obligations for preventing potential

risks to our involuntary participants.

Conclusion
As innovative new ways of communicating, sharing, and connecting continue to

diffuse throughout society, our methods for understanding and making meaning

of datamust advance aswell. Although thesemodalities rely heavily on technology,

at their core they remain uniquely human in their intricacies with dependent and

fluctuating contextual factors, as well as unique cultural components. Taking cues

from the data science world, social work researchers need to develop their own in-

novative methods to capture robust social media data that can work synergistically

with data science efforts. There are technical hurdles to overcome that social work

research teamsmay be unfamiliar with, further underscoring the necessity of highly

collaborative and mutually beneficial relationships with data science teams.

Although technology and data sciencewill continue to advance our ability to use

and make sense of text, images, audio, and video data, there is a fundamental need

for interdisciplinary collaboration to make sense of this information. Qualitatively

informed features of linguistically unique text provide insight helpful to develop-

ment of automated systems and provide qualitative researchers with opportunities

to develop in-depth understanding of social phenomena in newnaturalistic settings.

At its best, this process is a mutually beneficial, multidisciplinary process where in-

depth insights driven by social work researchers create new “soft” features to be

used as a part of learning/training models to not only improve the accuracy of data
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science models but also improve the accuracy, efficacy, and ethical use of machine

learning and artificial intelligence. VATAS is one of the first steps in developing this

new methodological toolbox required to use and make meaning of the new data

streams available to social work researchers.

Critical to the development of VATAS was the interdisciplinary collaboration

among social work researchers, domain experts, and computer scientists.We argue

that this unique collaboration yields better science, producing a deeper understand-

ing of the social phenomenon and an ability to more precisely measure a social

problem and thus achieve greater impact. Social work research, as a field, has the

opportunity to use its deep understanding of context, culture, and relationships to

communities to informnewmethodological and technologicalmodels thatmay lead

to social change. Social media data provide social work researchers with new oppor-

tunities to learn more about their target populations in a naturalistic environment.

Tools such as VATAS support rigorous andmeaningful advancements in social work

and socialmedia research by incorporatingmechanisms to capture social and cultural

context when interpreting social media. Enhanced collaborations from disparate

fields may unlock the next generation of great social work, epidemiological, socio-

logical, and psychological research. VATAS facilitates communication among mul-

tidisciplinary teams and helps build truly meaningful partnerships among fields

with dissimilar professional languages and approaches to explain social phenomena

that may otherwise go unnoticed.
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Appendix 

 

Glossary of Terms 

 

Terms Definition 

Amazon Mechanical 

Turk, CrowdFlower, 

FigureEight 

On crowdsourcing websites such as Amazon Mechanical Turk, 

CrowdFlower and FigureEight, annotation tasks are set up for 

crowdsourcing and annotations from crowdworkers are collected. 

bounding boxes Bounding boxes are a type of annotation performed by drawing a box 

around specific objects in an image and assigning a label to the object 

(often used to build training sets for computer vision). 

code repository A code repository is a collection of code and text files associated with a 

programming project. 

crowdsourcing Crowdsourcing is a data annotation approach that uses crowdsourcing 

websites such as Amazon Mechanical Turk, where registered 

crowdworkers are paid for providing annotations. 

crowdworker A crowdworker is an individual who works on crowdsourcing tasks via a 

Web browser for monetary incentives. 

domain expertise Domain expertise is knowledge or experience in a specific field, which 

can refer to a particular community (e.g., Chicago gangs), social media 

website (e.g., Facebook, Twitter), or application area (e.g., health care, 

education). 

emoji Emoji are special symbols widely used inside text messages on social 

media platforms, often to express emotions. They include smileys such as 

😀😂😥, as well as symbols such as ❤️🎂💯. 

GitHub, GitLab These are websites where code repositories can be hosted. They are 

widely used for sharing and maintaining code for open-source projects. 

hashtag A hashtag is a word-like structure that begins with the symbol “#” directly 

followed by a theme; hashtags are frequently included in social media 

posts (especially on Twitter) to signal that the post relates to the theme 

indicated by the hashtag. This can provide contextual information for 

interpreting the post and also makes it possible to find posts relating to the 

same theme. For example, in the post “goodbye future! #politics,” the 

hashtag “#politics” indicates that the author’s pessimistic view expressed 

by “goodbye future!” is related to politics. 

metadata Metadata is any information about data. For example, if the data consists 

of social media posts, metadata could include information about authors of 

the individual posts (e.g., user IDs, names, relations to other authors), 

information about how the data was collected (e.g., when the data was 

collected, which social media website the data was taken from, etc.), or 

annotations. 
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open-source Open-source refers to computer software with publicly accessible source 

code that is released under a permissive license, allowing others to modify 

and share the software with anyone else. 

server In this article, we use the term server to refer to a computer that hosts 

websites (i.e., stores website content and sends it to Web browsers such as 

Google Chrome). 

social media data set This is a collection of social media data, with or without additional 

metadata (e.g., source, time, or annotations). 

source code Source code is a human-readable description of a computer program that 

consists of instructions and statements and that is written in a 

programming language. 

spammer This is a person who deliberately submits useless information (“spam”), 

which can include posting misleading, incorrect, or irrelevant content or 

spreading unsolicited advertisements. 
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Abstract 
 
Researchers in computer science have spent 

considerable time developing methods to increase the 
accuracy and richness of annotations. However, there is 
a dearth in research that examines the positionality of 
the annotator, how they are trained and what we can 
learn from disagreements between different groups of 
annotators. In this study, we use qualitative analysis, 
statistical and computational methods to compare 
annotations between Chicago-based domain experts 
and graduate students who annotated a total of 1,851 
tweets with images that are a part of a larger corpora 
associated with the Chicago Gang Intervention Study, 
which aims to develop a computational system that 
detects aggression and loss among gang-involved youth 
in Chicago. We found evidence to support the study of 
disagreement between annotators and underscore the 
need for domain expertise when reviewing Twitter data 
from vulnerable populations. Implications for 
annotation and content moderation are discussed. 
 
 
1. Introduction  
 

Annotation is the process of providing metadata 
(e.g. deeper meaning, context, nuance) through the act 
of labeling language or other contents such as images or 
videos. Machine learning and natural language research 
has long relied on the robust annotation of social media 
data to examine and predict myriad human phenomenon 
[10, 12, 14].  In the context of machine learning, the 
annotation process typically involves assigning 
categories to items, which are then used to build 
computational models for detecting these categories [1, 
9]. With an understanding that language is highly 
subjective, researchers in computer science have spent 

considerable time developing new methods to increase 
the richness of annotation [10] and combine annotations 
stemming from multiple annotators [18, 21, 25] based 
on estimated reliabilities [14, 19]. Most of these efforts 
have focused on inter-annotator reliability, improving 
accuracy across annotators and reducing disagreement 
regarding how to interpret data [10], often without 
analyzing causes of disagreement [14, 18, 19, 21]. 
Furthermore, these methods assume that for each given 
item there is one “correct” label. However, when human 
annotators disagree when choosing a different label for 
the same post, one must consider if there actually is a 
single correct answer. In addition, if an annotator holds 
more contextual knowledge than another, should some 
patterns of disagreements be weighed more heavily than 
others [19]? To extend this idea, we build on the work 
of Brock [6] and Roberts [20] who underscore the 
importance of centering the perspectives, viewpoints, 
and epistemologies of vulnerable and marginalized 
communities when analyzing social media data. 

On the other hand, there is a gap in research which 
examines the positionality who annotates the data (e.g. 
demographics, expertise, experience), how they are 
trained and the extent to which those characteristics 
impact how data is labeled and interpreted. A deeper 
focus on annotation is particularly important when 
analyzing data from vulnerable and marginalized 
populations on social media. Symbolic interactionism 
theory suggests that the ways in which we derive 
meaning is in response to an interpretive process based 
in our social interaction with others [5]. That is to say, 
the meaning of social media posts from African 
American youth in Chicago and how they should be 
interpreted is rooted in a nuanced understanding of the 
everyday activities, experiences, language and shared 
culture. As such, the expertise and training of the 
annotators are important when observing local concepts, 
gestures, innuendo, and other psycho-social scripts and 
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behaviors embedded in text and images on social media. 
For example, in her book “It’s Complicated”, danah 
boyd describes a young African American male high 
school student who loses his spot at Yale University 
because of images on his Facebook profile that were 
interpreted as being connected to gang involvement. 
Misinterpreting nuances in language, culture, and 
context can have detrimental consequences that lead to 
criminalization and further stigmatization of 
marginalized groups [7, 16]. Determining when and if 
something is inappropriate is highly subjective and at 
the whim of annotators and content moderators who 
may have no familiarity with the language, concepts, 
and culture of the social media user [20]. 

In this paper, we present findings from the analysis 
of annotation within and between two groups: two 
African-American Chicago-based domain experts and 
two social work graduate students (one African 
American, one White) who annotated a total of 1,851 
tweets with images from Twitter that are a part of a 
larger corpora associated with the Chicago Gang 
Intervention Study, which contains tweets with images 
from African American youth and young adults (See 
section 4). The broader purpose of this study is to 
develop a computational system that detects pathways 
to violence among gang-involved youth in Chicago. The 
paper is organized as follows. Section 2 provides a 
description of the annotation process. Section 3 provides 
a description of the methods for analysis of annotator 
perspectives. Section 4 introduces the case study which 
includes an analysis of differences in annotation within 
and between groups, what is revealed from those 
differences, and what to take from it. Section 5 describes 
implications from the study which include the 
importance of annotator training, how annotation should 
be monitored to identify problems, what to do with 
errors in annotations and how domain experts should be 
involved in the annotation process. Section 6 describes 
future directions which include other applications of our 
analysis methods and the implications of this work for 
content moderation. 
 
2. Description of Annotation Process: The 
Contextual Analysis of Social Media 
Approach 
 

The annotation process involves labelling tweets 
with respect to the psychosocial codes aggression, loss, 
and substance use, and contains various key 
components: annotators (Chicago-based domain experts 
and social work graduate students), social work 
graduate student annotator training, the Contextual 
Analysis of Social Media (CASM) approach [17], and a 
web-based visual and textual analysis system for 

annotation [15]. The annotation process for each group 
of annotators has distinctions due to their different 
expertise. 
 
2.1. Chicago-based domain experts 
 

In order to ensure an accurate and contextual 
understanding of the images and text embedded in our 
Twitter corpus, we partnered with a local violence 
prevention organization in Chicago to hire two 
individuals as domain experts. We asked the partner 
organization to identify individuals who had a deep 
understanding of the local language, concepts, gang 
activity, and who were active on Twitter. The partner 
organization identified one African American man in his 
early 20’s, a community member, and one African 
American woman in her late 20’s, an outreach worker 
for the organization. The domain experts were asked to 
annotate 1,851 images using the annotation system. A 
white postdoctoral research scientist, with a doctorate in 
clinical psychology and based in Chicago trained the 
domain experts how to use the system, validated their 
community expertise, and clarified the purpose of the 
tasks and research. The domain experts were not trained 
on how to define and interpret aggression, loss, and 
substance use because we intentionally center their 
knowledge of community, language, and experience as 
expertise. As such, the domain experts are educating the 
researchers on how to define the aforementioned 
classifications [8]. Domain experts annotated the entire 
dataset on average within 48 hours from receiving the 
data because of their facility with the language and 
content embedded in the Twitter posts. 
 
2.2. Social work graduate students 
 

Social work graduate student annotators were 
current students in a Master of Social Work program. 
Both students are women and in their early 20’s one is 
African American and the other is White. They were 
chosen based on their professional experience in 
adolescent development, criminal justice, and 
community work with youth of color. All annotators 
showed and expressed an openness and willingness to 
learn through their prior work and participation in the 
SAFElab. The annotators undergo a rigorous training 
process involving five steps: 1) a general overview of 
the domain, 2) the annotator role, 3) annotation process 
and system tutorial, 4) deep Twitter immersion, and 5) 
annotation practice and feedback. The social work 
annotators received this specific training because they 
lacked the life experience that would provide them a 
firm understanding of the local context and language, 
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which could potentially lead to gross misinterpretations 
of the Twitter posts [16].  

The training begins with an overview of the domain 
informed by insights from domain experts, which 
includes geography, relevant historical information 
(e.g., relationships and rivalries between gangs), and 
data around violence and victimhood. After the students 
received an overview of the domain, we outline their 
role as an annotator of Twitter posts. This involves 
describing the purpose and aims of the work and an 
introduction to thematic qualitative analysis of text and 
images. Additionally, our annotators engage with the 
ethical and sociopolitical aspects they will come across 
during annotation (e.g., privacy and protection, Twitter 
data from marginalized communities, implications 
regarding race), which includes understanding their own 
relation to the Twitter data and the domain [17]. 

Next, students are taken through CASM in our web-
based annotation system, which includes instructions on 
accurate and efficient use of the system. CASM is a 
team-based contextually driven process used to 
qualitatively analyze and label Twitter posts for the 
training of computational systems. CASM involves a 
baseline interpretation of a Twitter post, followed by a 
deep analysis of various contextual features of the post, 
the post’s author, their peer network, and community 
context. A thematic label is then applied to the post. 
These reconciled labeled posts are then provided to the 
data science team for computational system training. 
The steps of CASM are clearly outlined in the analysis 
system to help quickly orient each annotator. 

Following the methodological and web-based 
system tutorial, student annotators undergo a week-long 
immersion on Twitter. This immersion includes passive 
observation of twenty Twitter users from our corpus to 
familiarize themselves with the dataset by going through 
each user’s profile, posts, photos, and videos. The 
annotators are instructed to ethnographically observe 
the ways users portray themselves online through what 
they share, who they engage with, and how frequently 
they post. The Twitter immersion also involves a critical 
ethical discussion regarding their observation. As a 
group, student annotators agree to guidelines for 
protecting the anonymity of users, including: 
completion of annotations in a private setting, exclusion 
of users with private accounts, and separation of field 
notes and identifying information. 

After the Twitter immersion, students attend a 
process meeting to share their observations with other 
annotators and the expert annotator (the trainer). The 
meeting is spent training the new annotators to consider 
contextual features they may be missing from their 
initial observations. In the second week of training, 
student annotators annotate 100 Twitter posts. These 
annotations are thoroughly reviewed by the expert 

annotator for any egregious mistakes and patterns of 
misinterpretation. Some examples of this include 
misunderstanding various steps of CASM, missing 
contextual features, and not utilizing web-based 
resources in the annotation process (e.g., Hipwiki). The 
expert annotator provides feedback and then the 
annotators are ready to begin the full annotation process 
on the official Twitter dataset. 
 
3. Methods for Analysis of Annotator 
Perspectives  
 
3.1. Qualitative 
 

The postdoctoral research scientist conducted one 
interview with each domain experts that were employed 
by the lead author to conduct annotations. The purpose 
of the interview was to discuss the coding process in 
general and to review a subset of the annotations in 
detail to better understand the aspects of images that led 
to a specific classification. Interviews were conducted at 
a Chicago-based violence prevention organization in 
which the domain experts were either employed or 
affiliated. The mission of the organization is to reduce 
violence in Chicago by “replacing the cycle of violence 
using the principles, practices and teachings of 
nonviolence.” 

The social science team reviewed two main types 
of annotation examples. First, we selected examples 
where a domain expert provided a label that was unique 
(different from the other domain expert and from the 
student annotators) across four different classifications: 
aggression, loss, substance use, or no label. For both of 
the domain experts we selected 20 unique examples. 
Second, we selected an additional five examples in each 
of the four classifications (20 additional examples) 
where the domain experts agreed with each other, but 
the social work annotators provided a different label.  

The postdoctoral research scientist then conducted 
separate structured interviews with each domain expert 
annotator for 30 to 45 minutes. The domain experts 
described how they interpreted and labeled the tweets. 
Oral consent was obtained, and both participants were 
paid an hourly rate for the time it took to conduct the 
interviews. During the interview, the annotators were 
asked to describe and explain their responses to 40 
tweets with 20 of them overlapping between them. The 
postdoctoral research scientist reviewed 60 unique 
tweets in total, which accounts for approximately 10% 
of the total number of disagreements.  

We analyzed the interview data using an inductive 
qualitative approach. The interviews were transcribed 
and read on once initially to create a list of preliminary 
codes. We then applied a codebook to the transcripts and 
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revised them based on a thorough read. Both transcripts 
were then coded by two additional authors. We resolved 
discrepancies through discussion until consensus was 
achieved. All data was analyzed by hand given the small 
amount of data. Emerging themes were established by 
reviewing the transcripts repeatedly and considering the 
similarities and differences of meaning across the 
annotators. We will discuss the findings from the 
interviews with domain experts in Section 4. 
 
3.2. Statistical and computational methods 
 

We compute several statistics for evaluating 
disagreements between annotators. 

Code baselines. First of all, for each annotator (or 
group of annotators for which we merge their 
annotations) and code, we compute the overall 
proportion of positive votes. These proportions will be 
referred to as code baselines and can be seen as a 
measure for the annotator’s overall tendency to label a 
tweet as the respective code. We compute a confidence 
interval for these numbers (interpreting the decisions as 
coming from a binomial distribution). 

Annotator correlation coefficients. To obtain a 
general measure of how much disagreement there is in 
the data, for each class we compute Spearman 
correlation coefficients for the labels given by two 
annotators (or group of annotators for which annotations 
are merged). 

Disagreement statistics. For two given annotators 
(or two groups of annotators for which annotations are 
merged) and each code, we first calculate the baseline 
proportion of the number of tweets with conflicting 
annotations to the overall number of tweets. In addition, 
for each (textual or visual) concept c we compute the 
same ratio but only consider tweets that contain the 
concept c. We compute confidence intervals for the 
baselines as well as the concept-based ratios as for the 
code baselines. We use statistical testing to check which 
concepts significantly affecting disagreement: if the 
confidence interval for concept c does not overlap with 
the confidence interval of the respective baseline, this 
means that for the chosen annotators and code, the 
concept c has a significant impact on the amount of 
disagreement between these annotators for this code. 
Such a difference indicates that the annotators might 
implicitly assign different code relevance to the 
respective concept, or, in other words, interpret the 
concept differently for the task at hand. 

Annotator bias. To better understand the reasons for 
disagreement, for all concepts and codes, we compute 
the average direction of disagreement. To this end, we 
first compute differences in code labels for an individual 
tweet as values -1, 0 and 1 by subtracting the (binary) 
label of the first annotator from the label given by the 

second annotator. We then compute the average and 
confidence interval for the resulting list of non-zero 
values over all relevant tweets (i.e. that include the 
concept of interest). A baseline bias is computed over 
all tweets and significance is checked similar to the 
calculation of concept-based disagreement ratios. 

Concept disagreement correlations. For each 
concept and code, we calculate Spearman correlation 
coefficients between concept presence in the tweets and 
disagreement in the associated annotations. This 
provides an additional measure for the importance of 
individual concepts for disagreement. 

Disagreement prediction. We order tweets by 
annotation times and for different positions x, use the 
first x tweets for training logistic regression models to 
predict disagreement with respect to any of the codes, 
using textual, visual or both kinds of features as model 
input. All models are then evaluated on the test data 
which at any time consists of all tweets that have not 
been used for training. This method has some 
resemblance to the one proposed in [25] but aims at 
predicting disagreement instead of the label given by an 
individual annotator and does not assume the existence 
of any “true” gold label. 
 
4. Case Study  
 

The corpus for this study comes from the Gang 
Intervention and Computer Science study, an 
interdisciplinary project between the SAFElab at the 
School of Social Work and several members of the Data 
Science Institute at Columbia University. This project 
leverages publicly available data from youth and young 
adults who claim gang association and ties on Twitter 
and aims to better understand the individual, 
community, and societal-level factors and conditions 
that shape aggressive communication online and to 
determine potential pathways to violence using machine 
learning. 

In order to create our Twitter corpus, we first 
scraped data from Gakirah Barnes. The first author has 
studied the Twitter communication of Gakirah Barnes 
since 2014. Motivations for this study included her age, 
race, and location, all of which the literature points to as 
potential risk factors for violence, victimization, and 
perpetration [23]. Moreover, her assumed gender, 
physical presentation on Twitter, status within a local 
Chicago gang, and mentions and subsequent 
conversations conducted on Twitter regarding two 
homicides, all made her a unique case study. Gakirah 
was a 17-year-old female who self-identified as a gang 
member and “shooter.” After the murder of her close 
friend Tyquan Tyler, Gakirah changed her Twitter 
account handle to @TyquanAssassin. Gakirah was 

Page 2145

174 CHAPTER 6. PUBLICATIONS



active on Twitter, amassing over 27,000 tweets from 
December 2011 until her untimely death on April 11, 
2014. She used the account to express a range of 
emotions to include her experiences with love, 
happiness, trauma, gang violence, and grief. 

Our corpus contains 1,851 tweets from 173 unique 
users scraped in February 2017. Users for this corpus 
were selected based on their connections with Gakirah 
Barnes and her top 14 communicators in her Twitter 
network. Additional users were collected using a 
snowball sampling technique [2]. For each user we 
removed all retweets, quote tweets, and tweets without 
any image, and limited to 20 tweets per user as a strategy 
to avoid the most active users being overrepresented.  
 
4.1. Qualitative findings 
 

Three themes emerged from the interviews with 
domain experts, which accounted for the majority of 
differences between the domain experts and student 
annotators: recognizing community-level factors, 
people, and hand gestures.  

First, domain experts were able to better recognize 
community-level factors like places or context. For 
example, a domain expert identified a handmade card in 
one of the images. She explained that this type of card 
was made in and sent from prison. This contextual clue 
influenced a decision to categorize the photo as loss. In 
another example, a home was featured prominently in a 
Twitter photo, which had a line of people waiting in 
front of the house. Both domain experts suggest that this 
photo presented a house used to distribute illicit drugs. 
Second, domain experts recognized certain individuals 
in the Twitter photos. For example, the domain experts 
reviewed an image with artwork conveying a collection 
of hand drawn faces. They immediately recognized that 
each person drawn represented a well-known local rap 
artist who had been killed. Third, hand gestures in 
pictures were identified by domain experts as associated 
with specific gangs and were understood according to 
the message conveyed. For example, domain experts 
understood nuanced differences in hand gestures, 
including the difference between “throwing up” a gang 
sign (signifying affiliation or association with that gang) 
versus “throwing down” a gang sign (signifying 
disrespect towards that gang). In addition to the 
emergent themes, we also identified challenges with the 
annotation process. In some instances, domain experts 
admitted to unintentionally selecting the wrong code, 
which may reflect the time spent labeling the posts.  
 

 
1 For the analysis we exclude two tweets for which we do not have 
annotations from all annotators. 

4.2. Findings from statistical and 
computational methods 
 

As textual concepts we use the 500 most common 
words and emojis (computed over all 1,851 tweets), on 
the visual part we use a list of nine concepts (handgun, 
long gun, hand gesture, joint, lean, person, tattoo, 
marijuana, and money) which were originally defined 
for the purpose of training detectors for gang violence 
prevention and were manually annotated in all images. 
We run all statistical methods described in Section 3.2, 
using a confidence value of 0.99 for computing 
confidence intervals and testing significance.1 

 
Table 1: Spearman correlation coefficients for 
psychosocial code annotations from different 

annotators. 
annotators aggression loss substance 

use 
S 1 vs S 2 0.23 0.82 0.75 
DE 1 vs DE 
2 

0.54 0.66 0.73 

S vs DE 0.38 0.84 0.78 
 

Annotator correlation coefficients are shown in 
Table 1. For loss and substance use, correlations within 
and between groups are all rather high (0.66 or more), 
indicating that for these codes, annotators label tweets 
in a very similar way. However, in case of aggression 
correlation coefficients are much lower. Interestingly, 
the lowest value of 0.23 was attained for correlation 
between annotations of the students. 

Looking at annotator baselines for the different 
codes (Table 2) reveals that student annotators are in 
general far less likely to label a tweet as aggression as 
compared to domain experts (2.9% and 4.8% vs 13.4% 
and 20.3%). This explains how the corresponding 
correlation coefficient can be much lower for student 
annotators than for domain experts (0.23 vs 0.54), even 
though the disagreement baseline is lower for student 
annotators (5.7% vs 13.4%; see Table 3). For both other 
codes, baselines for all annotators are much more 
comparable (see last two columns of Table 2). 

These findings point towards general annotator 
tendencies that provide important insights into the 
motivations for how Twitter content is labeled. For 
example, our domain experts may label more content as 
aggressive as a way to maintain safety in their 
community. As such, a false negative for aggression is 
only a minor inconvenience for the student annotators 
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while a false negative for the domain experts could have 
lethal consequences for individuals they may know. On 
the other hand, our student annotators may be biased 
towards minimizing aggression or other themes that are 
stereotypical or further marginalized communities of 
color. 
 
Table 2: Code baselines (including confidence 

intervals) in percent, of student (S) and 
domain expert (DE) annotators for labeling 

tweets as the three psychosocial codes. 
annotator/s aggression loss substance 

use 
S 1 2.9 

(1.9-3.9) 
15.9 (13.7-

18.1) 
11.7 (9.8-

13.6) 
S 2 4.8 

(3.5-6.1) 
15.3 (13.1-

17.4) 
17.2 (14.9-

19.4) 
S merged 6.7 

(5.2-8.2) 
18.0 (15.7-

20.3) 
12.6 (10.7-

14.6) 
DE 1 13.4 (11.4-

15.4) 
18.6 (16.3-

20.9) 
12.6 (10.7-

14.6) 
DE 2 20.3 (17.9-

22.7) 
11.8 (9.9-

13.8) 
12.3 (10.3-

14.2) 
DE merged 23.6 (21.0-

26.1) 
19.9 (17.5-

22.3) 
15.5 (13.3-

17.6) 
 

Table 3 and Table 4 contain disagreement statistics 
for the codes aggression and substance use. For each 
feature we state the total number of relevant tweets, the 
fraction of tweets with conflicting annotations (as 
difference to the respective baseline), the annotator bias 
and the Spearman correlation coefficient between 
concept presence and binary disagreement indicator. 
The tables only include concepts where the fraction of 
conflicting annotations was found to be significantly 
different from the respective baseline. 

In the disagreement statistics for the code 
aggression (Table 3), for student annotators we can see 
that handgun is the most relevant concept for 
disagreement (with a correlation coefficient of 0.41), 
which intuitively makes sense. For disagreements 
between student annotators and domain experts, the 
annotator bias of 0.9 shoes that irrespective of any 
concept presence, in 95% of disagreement cases, 
domain experts voted for aggression while student 
annotators did not. The corresponding correlation 
coefficient of 0.40 suggests that such disagreements are 
often related to the presence of hand gesture in the 
image, which is in line with our findings from 
interviews with domain experts. Additionally, we want 
to point out that hand gesture indicates disagreement 
between domain experts as well, but this concept was 

not found to cause any conflicting annotations between 
student annotators. In a separate test, it did not 
significantly increase the likelihood of any student 
annotator to label a corresponding tweet as aggression. 
This means that without domain expert annotations, the 
relevance of hand gesture to aggression would not be 
visible. 
 
Table 3: Disagreement statistics for the label 

aggression. 
 feature #tweets disagr. 

in % 
ann. 
bias 

corr. 
coeff. 

S 1 vs S 
2 

baseline 1849 5.7 +0.3 - 

(txt) ! 
 

69 +16.0 +0.4 0.14 

(txt) " 
 

13 +40.4 -0.4 0.15 

(img) 
handgun 164 +30.9 +0.7 0.41 

(img) 
long gun 15 +34.3 +1.0 0.13 

DE 1 vs 
DE 2 

baseline 1849 13.4 +0.5 - 
(txt) 
n***az 13 +40.4 +1.0 0.10 

(txt) neva 10 +56.6 +0.7 0.12 
(img) hand 
gesture 572 +15.4 +0.6 0.30 

(img) 
handgun 164 +11.6 +0.6 0.11 

S vs DE 

baseline 1849 19.0 +0.9 - 
(txt) 
n***az 13 +50.2 -0.8 0.11 

(txt) neva 10 +51.0 +1.0 0.10 
(img) hand 
gesture 572 +23.3 +0.9 0.40 

(img) 
handgun 164 +25.5 +0.9 0.20 

(+6 txt) …  …  …  …  
 

Table 4 lists disagreement statistics for substance 
use. Here, the presence of joint in the image of the tweet 
correlates with disagreement within both groups and 
between the two groups (coefficients 0.32, 0.27 and 
0.26). For student annotators, there seems to be some 
additional confusion about the words “dm” and “asl” 
(+~50% disagreement in presence of each concept) as 
well as the visual presence of lean (+21.3% 
disagreement). Somewhat surprising is the finding that 
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handgun increases the chance of conflict between 
student annotators and domain experts for the label 
substance use. 
 
Table 4: Disagreement statistics for substance 
use. All concepts with statistically significant 

differences to the respective baseline are 
included. 

 feature #tweets disagr. 
in % 

ann. 
bias 

corr. 
coeff. 

S 1 vs S 
2 

baseline 1849 6.6 0.8 - 
(txt) dm 9 +49.0 +1.0 0.14 
(txt) asl 7 +50.5 +1.0 0.13 
(img) lean 43 +21.3 +0.8 0.13 
(img) joint 185 +23.7 +0.9 0.32 

DE 1 vs 
DE 2 

baseline 1849 6.0 -0.1 - 
(img) joint 185 +19.4 +0.2 0.27 

S vs DE 

baseline 1849 6.2 -0.4 - 
(img) joint 185 +18.7 -0.9 0.26 
(img) 
handgun 164 +10.3 -0.9 0.13 

 
Check-in’s with student annotators revealed a 

disparate meaning-making process. For example, “dm” 
or direct messaging may trigger for a student annotator 
questions about the types of conversations that happen 
during a private exchange. At times the annotators 
misunderstood the phonetic interpretation of “asl” 
which in the context of our study would be used to 
phonetically spell a word like “as hell”. The presence of 
a Styrofoam cup would trigger a label of an entire tweet 
as “lean” whereas another student annotator would not 
identify the entire tweet as substance use. Lastly, the 
socio-political interpretation of what a handgun means 
in an image with young African American youth 
informed how the student annotators labeled substance 
use. 

Annotator bias. The only case where the presence 
of a concept significantly alters the bias for 
disagreement is in case of code substance use and visual 
concept joint for student vs domain expert 
disagreement. Apparently, in almost all cases (-0.9 
annotator bias, i.e. around 95%) of substance use 
disagreement with a joint present in the image, student 
annotators voted for substance use and domain experts 
did not (as compared to the concept-independent 
baseline bias of around 70%). This suggests that student 
annotators saw joint  as far more indicative for 
substance use  than domain experts. 
 

Figure 1: Performances of logistic regression 
models predicting disagreement between S 

and DE annotators for any code. 
 

Figure 1 shows F1 scores from our experiments on 
predicting disagreements between student annotators 
and domain experts, comparing models that use visual, 
textual or both types of features. Since tweets are 
ordered by annotation time for this experiment, the plot 
visualizes the development of performances over the 
course of the annotation process, where at any point all 
current annotations are used for training and all future 
annotations are used as test set. 

As a statistical baseline we also include 
performances of a system that knows the true ratio p% 
of items with disagreement in the evaluation data and 
(deterministically) classifies p% of the tweets with 
disagreement and p% of the tweets without 
disagreement as having disagreement. Note that the F1 
score of this baseline is given by p/100, hence it directly 
describes the ratio of tweets with disagreement in the 
data set. 

In the plot we see that, using only visual features, 
already after 50 tweets the prediction model achieves an 
F1 score of around 0.55, which is far above the 
respective baseline of around 0.25. For the most part, 
this difference remains nearly constant. The drop of 
performance at the end is likely due to the small number 
of remaining tweets for testing. 

We find that for our data, adding textual concepts is 
detrimental to performance on unseen data, where the 
visual model consistently outperforms both other 
models and using text alone gives the worst results. 
Using only textual features still leads to above-baseline 
prediction if more than 200 tweets are used for training, 
but this difference remains comparatively small until the 
end. Considering performances on the training data 
clearly shows that whenever textual concepts are used 
as input features, prediction models apparently learn to 
use noise in the training set for prediction and thereby 
fail to generalize to the test data, a typical case of 
overfitting. However, this effect is getting smaller as 
more tweets become available for training, especially 
for the model that uses both visual and textual features. 
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Also note that the textual features we used for the 
experiment are more low-level and higher in magnitude 
as compared to our visual features. Therefore, the text 
modality should not be deemed generally useless for 
disagreement prediction based on these results. 
 
5. Discussion  
 

In this paper, we examine disagreements between 
domain experts and student annotators to consider the 
promise and challenge of annotating Twitter data from 
vulnerable and marginalized communities. Leveraging 
annotations from a Chicago Twitter corpus of African 
American and Latino youth and young adults who live 
in communities with high rates of gang violence, we 
underscore the importance of considering annotator 
background and involving local domain experts when 
analyzing Twitter data for machine learning. 
Specifically, nuances in culture, language, and local 
concepts should be considered when identifying 
annotators and the type of training they should receive 
before reviewing Twitter data. Furthermore, our 
findings emphasize the importance of identifying 
interpretation-related problems in annotation and the 
need for strategies on treating disagreement based on its 
causes. 
 
5.1. Annotation conflicts 
 

Much of the computer science literature focuses on 
eliminating disagreements between annotators, but here 
we argue that in the case of data from marginalized 
populations, some disagreement may not be negative. 
As we have seen, even if it is doubtful whether there 
really is an objective “gold standard” for the final labels, 
analyzing disagreements can lead to a better 
understanding of the domain of application. Especially 
in this context of more complex use-cases, if annotations 
are done by a few trained annotators, one can monitor 
their annotations and discuss disagreements as they 
arise, successively leading to higher quality of the 
annotations and a more complete overall picture. 

By comparing disagreements between and within 
two groups of annotators, domain experts and student 
annotators, we uncovered critical differences in 
interpretation of behaviors in images on Twitter. 
Symbolic Interactionism theory suggests that 
individuals use gestures - “any part of an ongoing action 
that signifies the larger act or meaning” (pp. 9) to 
understand human behavior [5]. For example, a domain 
expert who lives in the same or similar community as 
the Twitter users under study would have a nuanced 
understanding of the use of the gun emoji or a specific 
hang gesture. They are able to situate what those 

specific gestures meaning within the local context, thus 
informing if the gesture should be determined 
threatening.  

When gestures are interpreted incorrectly, we risk 
inflicting a detrimental and compounded impact on the 
current and future experiences for marginalized users 
already experiencing the results of systematic 
oppression. Patton et al. [16] uncovered distinct 
differences in how police use social media as evidence 
in criminal proceeding. For example, the  
misinterpretation of gestures made by young African 
American men on Facebook led to the arrest of  over 100 
young Black men in New York City, some of whom 
were not involved with the crime under question [22]. 
Conversely, social media threats made by a White male, 
Dylann Roof, who killed nine African American 
church-goers in Charleston, South Carolina, went 
undetected by law enforcement.  In addition, Safiya 
Noble [11] warns us that biases unchecked in the 
labeling of images on google reinforce racist 
stereotypes. 

Understanding and analyzing disagreements 
benefitted our annotators. At the micro level, this 
process pushed our student annotators to redefine labels 
that could lead toward providing a user with additional 
supports and resources. At the macro level our processes 
forced us to consider how applying the wrong label 
could further criminalize an already stigmatized 
population. For example, interpreting a hand gesture 
that represents gang association in case of aggression 
only became evident after consulting with experts, so 
the “true” meaning of hand gesture would have been 
missed by our student annotators. This implies that the 
common strategy of adding more non-expert annotators 
would likely not have revealed this aspect either. 

Luckily, we found that computational models can 
learn to predict disagreement between social work 
annotators and domain experts from rather few samples 
when using suitable features for the prediction. In 
practice this can potentially be useful for better 
leveraging community members’ expertise by 
automatically selecting critical examples for expert 
annotation. Essentially, this would mean adopting an 
active learning paradigm for selectively collecting 
annotations, similar to [24], but instead of focusing on 
detectors, expert annotations would be selected in order 
to train annotators or content moderators. 
 
5.2. Role of domain experts in annotation 
 

Domain expertise is vital to annotating Twitter  data 
from marginalized communities. In the study of gang-
related concepts on Twitter, we hired domain experts to 
perform several functions. First, we leveraged insights 
from domain experts to train student annotators on 
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nuances in language, culture and context that are 
embedded in the text and images in the Twitter posts. 
Second, domain experts separately annotated Twitter 
posts from users in their own community, which 
allowed us to compare their annotations to graduate 
student annotations. These annotations help us 
understand how people from the community naturally 
view Twitter posts using their experience and expertise. 
Third, we interviewed them to understand how they 
made decisions and what informed the labels they 
assigned to images. Interviews with the domain experts 
revealed critical concepts like handmade cards or 
recognizing people which were visible in the images, 
but not captured by our visual concepts. The critical 
concepts are not frequent and thus challenging to detect 
using statistical or automatic methods. Even if it were 
possible to detect these concepts it would be impossible 
to find out the extent to which a hand gesture is 
important without interviewing the domain experts.  

Domain experts and student annotators engage the 
annotation process differently. Our domain experts have 
more intuitive and instinctive interpretations of Twitter 
posts because those posts reflect their everyday lived 
experiences and how they interpret their community. 
Conversely, the student annotators are trained to 
annotate using a detailed process, specifically 
considering alternative meanings and interpretations 
because they do not have the same contextual 
experiences. Weighing the differences between domain 
experts and student annotators should be informed by 
the research question and specific tasks. In this study, 
domain experts provide a nuanced understanding of 
language and behavior (e.g. hand gestures) that our 
student annotators would only understand if they had the 
same lived experiences. Our student annotators pushed 
us to consider the broader ethical challenges that come 
with annotating Twitter data from African American 
and Latino youth and young adults.  
 
5.3. Ethical considerations  
 

As researchers who study gang-related content on 
Twitter, we understand our ethical obligations to ensure 
that our work does not further criminalize or stigmatize 
African American users in our sample. To protect the 
users in our corpus, we will only publish specific parts 
of the statistical features to prevent the ability to trace 
our users. Given the popular use of social media to 
monitor communities for potential acts of violence, this 
study underscores the importance of domain expertise 
and studying disagreement to highlight challenges in 
perception and interpretation of Twitter data from 
marginalized communities.  
 

6. Future Directions  
 

This work has implications for the development of 
and training for content moderation at social media 
platforms. Companies like Facebook and Twitter might 
consider training sessions where disagreements between 
moderators are identified and reviewed to identify 
moderator bias and gain additional contextual and 
cultural insights that may inform how they make 
decisions about removing content.  

As another step, we plan to apply our methods for 
annotator perspective analysis in several other 
scenarios. First, we plan to use annotations from 
different datasets, such as text-only tweets of gang-
involved youth [4] or even annotations of image 
captions on Flickr collected over crowdsourcing 
platforms [3]. Second, we want to test how 
generalizable these methods are by using them to 
evaluate misclassifications of machine learning 
algorithms, which can be seen as disagreement between 
a detector and human annotators, or to compare 
functioning of multiple automatic methods. 
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Chapter 7

Conclusion

We first summarize the outcomes of our studies on the research questions (Q1.1),
(Q1.2) and (Q1.3) (see Section 1.3), before we draw conclusions for the main research
question (see Section 1.1).

7.1 Modeling Interpretation

7.1.1 Summary

We introduced a unifying theoretical framework for modeling interpretation that is
applicable to interpretation of both human and computer systems. This framework
revealed connections between various fields (statistics, pattern mining, visualization,
deep learning) and possibilities for computational analysis of interpretation. In our
survey we mention many well-known approaches for analysis but also explain less
common possibilities for comparing several ways of interpretation with computa-
tional methods. We explored one such possibility with movie ratings data (pages
95ff.).There, our theoretic framework enabled us to propose an evaluation of learned
vector representations for the users’ ways of interpretation. Interestingly, we found
that the default way of combining user and movie information (concatenation) gave
the best user representations but was inferior to other fusion strategies in terms of
prediction ability.

7.1.2 Future Work

Our paper on user embeddings (pages 95ff.) can easily be extended by considering
further fusion strategies and varying hyper-parameters of the evaluation metric to
examine in more detail how the learned embedding spaces are structured. Doing so
would constitute one further step toward a better understanding of deep learning for
interpretation analysis, which would be beneficial to address open issues such as the
reliability issue we found during our survey (pages 39ff.): How realiable are analysis
results coming from complex model-based approaches such as neural networks? An-
other useful study in this direction could be to run simulations with perspectives that
are described by known functions (and have known properties) and then check which
analysis models are able to recover which of the properties after fitting the data.

In any case, our efforts on investigating the basics of computational approaches to
interpretation not only revealed problems to be fixed but showed new opportunities
as well. Importantly, introducing the bearer (i.e., entity that is interpreting) into
our modeling lead to a mathematical formulation which can be used for comparing
perspectives as well as analyzing individual ones.
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In particular, we pointed out that our problem formulation goes analogously to
the one in the mathematical branch of Functional Data Analysis (pages 95ff.). This
relation explains how distances between ways of interpretation can mathematically
be understood as distances between functions and calculated as such. We have seen
in the same paper how this insight can be used to cluster users based on their ways
of interpretation. This approach can easily be extended to cluster other contextual
influences (e.g., geolocation of author, time of the day, weather) in terms of their
effects on interpretation. More generally, it would be very interesting to analyze
various contextual effects (such as the ones mentioned in Section 2.3) using fusion
models for analysis. This would not only allow to quantify the overall effect (e.g., in
terms of performance boost you get by adding the factor as context), but one might
find more complex interactions between input features and contextual influences by
using analysis techniques like heatmapping.

7.2 Subjective Image Interpretation

7.2.1 Summary

In our crowdsourcing study we found that subjectivity is important to consider if the
goal is to caption images in a natural way. Within the same study, we structured
the image captioning space in terms of subjectivity, visibility and purpose of captions
by means of manual annotation. This led to an annotated dataset which we released
and believe to be useful for guiding further progress on captioning images in a more
natural way.

As a first step into this direction, we proposed an interpretable and intuitive
method for generating affective image captions. We also proposed the FAV model
for subjective image interpretation in terms of concepts, which allows for a more
structured prediction of subjective image interpretation and enabled us to train and
evaluate models for predicting unseen adjective-noun combinations. Our correspond-
ing dataset aspects-DB was made publicly available as well.

7.2.2 Future Work

As next steps, two extensions of this work could be considered: First, aspect-based
subjective interpretation (instead of VSO) can be used as concept extraction for sub-
jective image captioning. Second, additional context-signals such as user ID could
be incorporated into the prediction models for predicting context-dependent subjec-
tive interpretation. Given additional data of the form (image,user,noun,aspect,value),
this could be achieved by using user information as additional context signal (together
with noun information).

7.3 Gang Violence Prevention

7.3.1 Summary

We introduced a multimodal model for detecting the psychosocial codes aggression,
loss and substance use from tweets of presumably gang-involved youth. By adding
visual information to the detection, we were able to achieve a large performance gain
as compared to text-only detection models. Interestingly, we found that for different
codes different modalities worked best, suggesting that visual and textual information
is indeed complementary in some cases. On the visual side, we also introduced a list
of visual concepts of interest, for which we built an individual detection model. These
visual concepts proved useful for analyzing annotator disagreements and increase the
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explainability of our multimodal detection model. During the process we built a new
dataset which we share with other researchers (under strict conditions due to the
delicate nature of the data).

Our dataset and the detection methods were built in a collaborative way together
with social work researchers. This collaboration was highly beneficial for getting
better knowledge and avoiding mistakes. For example, the drug lean (a drug made
of soda and cough syrup) would have been missed by me since I was not aware of
it before discussing with our social work team. We provide a blueprint for such
an interdisciplinary collaboration for high-quality annotation and make our custom
annotation platform VATAS available as open-source. Furthermore, we developed
methods for analyzing annotator disagreement and saw how analyzing annotation
conflicts can indeed help to improve understanding of a specific domain. In our
specific case, disagreement analysis revealed some nuances in meanings we were not
aware of before, such as the different meaning of hand gesture depending on where it
is pointed, which would have been missed in a purely data-driven computer science
approach.

7.3.2 Future Work

The work on gang violence prevention we described in this dissertation is part of a
long-term project which is still at an early stage. In particular, our detection system
is not yet deployed in the wild, and not all of our annotations are used yet. However,
the results already look promising and the plan is to check how useful our methods
are in the field. Currently, our dataset is being analyzed for understanding dynamics
of codes.

7.4 Main Research Question

Zooming out to the main research question (Q1) of how we can enable computers to
interpret multimedia messages in a subjective way: In two application studies we have
seen that this can generally be achieved by obtaining labeled samples of multimedia
messages and then training a machine learning model to fit this data. So in short,
a standard supervised learning approach can be used, as long as suitable data is
available and the task is modeled appropriately. How well results will be depends on
several factors such as the quality and quantity of the training data, the chosen model
architecture, and how exactly the task is modeled.

In both application studies, we built our own datasets (aspects-DB for image in-
terpretation, annotated tweets of gang-involved youth) and informed the modeling
process by manual analysis (crowdsourcing for images, collaboration with social work
researchers for gang domain). The amount of work we had to put into these points
suggests that as powerful as current machine learning models might be, human in-
telligence and intuition are still necessary for modeling and collecting datasets, and
therefore remain crucial in the process of developing intelligent computer systems.

7.4.1 Domain-specific Findings

Furthermore, we found domain-specific details that can become relevant for predicting
subjective intepretation.

Our work on subjective image interpretation has shown several points that are
relevant for other applications as well: User-data such as user-generated image titles
or tags can in principle be used to train automatic detection methods. Still, such data
generally has to be cleaned up as users often post irrelevant or otherwise misleading
information (“noise” or “spam”). Another part that was particularly important for
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this application study was the modeling part, where we found that working with a
very general purpose of detection poses an extra challenge on deciding which concepts
are suitable to detect.

Regarding the gang violence study, we described a general approach for building
multimodal analysis systems (outlined in Section 5.3) which is directly transferrable to
other application domains. Moreover, this application study showed how complex and
important annotation can be. Due to the difficulty of obtaining ground truth labels,
but also due to strong ethical implications of the study, the focus was naturally moved
toward annotation and domain understanding. Here, our approach of interdisciplinary
collaboration between computer science and social work for annotation and analyzing
disagreements was clearly beneficial for avoiding misinterpretations, collecting high
quality annotations and developing a deeper understanding of the domain at hand.

7.4.2 Ethics

During this dissertation, some ethical points became relevant while working on gang
violence prevention, which have implications beyond applications in this particular
area.

In a domain such as gang-associated youth, misinterpreting social media posts
can have detrimental consequences. For example, resources for intervention might be
assigned inefficiently, innocent people might be arrested, or the trust in law enforce-
ment within the community might further decrease as a result. Such adverse effects
can come from building tools with poor quality (which in turn can come from bad
datasets), but also from building certain kinds of tools in the first place.

Moreover, in computer science research it is generally expected that datasets are
shared so that results can be reproduced and methods further improved, but pub-
lishing could cause harm to involved individuals, especially if annotations are with
respect to “negative” concepts related to drugs and violence.

We took several steps to address these points, such as not including any actual
tweets or images of gang-associated youth into presentations or publications (includ-
ing this dissertation)1 and working together closely with social work researchers (who
also communicated with domain experts from Chicago to prevent problematic mis-
interpretations). More generally, we realized that doing research on people’s data
should be expected to affect their private lives and believe that similar interdisci-
plinary collaborations will become more and more necessary to advance the field in
an ethical way.

7.4.3 Overcoming Challenges

Despite all efforts, predicting subjective interpretation remains a challenging task and
performance cannot be expected to be perfect. This was one of the reasons why we in-
corporated task-specific mid-level concepts into several of our models (adjective-noun
pairs for subjective image captioning, visual concepts for psychosocial code detection).
Such mid-level concepts can be used to analyze disagreement and therefore help to
understand subjective interpretation, as we have seen in case of gang violence preven-
tion, where we used visual concepts for analyzing annotation conflicts. Furthermore,
performance on mid-level concepts can be tested separately during development, and
during deployment of the final model the detected mid-level concepts serve as ex-
planation for the models decision. For these reasons, we can also expect mid-level
concepts to be helpful when dealing with subjective interpretation for application
domains different from the ones discussed in this dissertation.

1even though the tweets we used were all publicly available
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Related, we reviewed possibilities for analyzing how trained models make their
decisions, which will surely be beneficial to guide further progress. In particular,
we still lack a good understanding of what makes one neural network architecture
perform much better on a task than another. Comparing neural network models
using the reviewed analysis techniques might contribute to such an understanding
which would allow for modifying architectures in a more directed way.

7.5 Overall Lessons

Working on this dissertation topic taught me a number of valuable lessons:

• Having suitable datasets is very important for training prediction models, but
at the same time, the process of building datasets often is a tedious one if high
quality is a criterion.

• Sometimes simple models can be very effective. For example in our work on as-
pect detection (pages 103ff.), the logistic regression baselines (applied on neural
network features) turned out to be surprisingly competitive. In fact, in a previ-
ous version of our FAV paper, logistic regression was among the best performing
models. So it is important to include meaningful baselines in experiments on
prediction, and check whether it is really necessary to use any highly complex
prediction model.

• Neural networks are powerful but working with neural networks takes time if
one deviates from the highly-optimized standard architectures. In some of my
own experiments with custom neural network architectures I had to spend a
long time on optimizing hyper-parameters to even outperform baselines such as
logistic regression. On the other hand, if the network is optimized properly it
often gives very good results.

One last point I want to stress is that, to me, research largely means team work.
Most parts of the work presented in this dissertation were done with colleagues from
various institutions and of various academic backgrounds. These collaborations helped
a lot to improve the quality of results, to acquire new skills and knowledge, and also to
become more aware of my own biases in thinking. In particular I would like to point
out that my collaborations with researchers from other fields were very insightful.
Such collaborations might take some extra effort in the beginning for getting used to
work with researchers from other fields, but in my opinion the added value is well
worth the extra step.
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