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Abstract

In this dissertation we treat several problems from mathematical physics via methods from func-

tional analysis and probability theory and in particular operator semigroups. The thesis consists

thematically of two parts.

In the �rst part we consider so-called generalized stochastic Hamiltonian systems. These are gen-

eralizations of Langevin dynamics which describe interacting particles moving in a surrounding

medium. From a mathematical point of view these systems are stochastic di�erential equations

with a degenerated di�usion coe�cient. We construct weak solutions of these equations via the

corresponding martingale problem. Therefore, we prove essential m-dissipativity of the degen-

erated and non-sectorial Itô di�erential operator. Further, we apply results from the analytic and

probabilistic potential theory to obtain an associated Markov process. Afterwards we show our

main result, the convergence in law of the positions of the particles in the overdamped regime, the

so-called overdamped limit, to a distorted Brownian motion. To this end, we show convergence

of the associated operator semigroups in the framework of Kuwae-Shioya. Further, we estab-

lished a tightness result for the approximations which proves together with the convergence of

the semigroups weak convergence of the laws.

In the second part we deal with problems from in�nite dimensional Analysis. Three di�erent

issues are considered. The �rst one is an improvement of a characterization theorem of the

so-called regular test functions and distribution of White noise analysis. As an application we

analyze a stochastic transport equation in terms of regularity of its solution in the space of reg-

ular distributions. The last two problems are from the �eld of relativistic quantum �eld theory.

In the �rst one the (Φ)4
3
-model of quantum �eld theory is under consideration. We show that

the Schwinger functions of this model have a representation as the moments of a positive Hida

distribution from White noise analysis. In the last chapter we construct a non-trivial relativistic

quantum �eld in arbitrary space-time dimension. The �eld is given via Schwinger functions. For

these which we establish all axioms of Osterwalder and Schrader. This yields via the reconstruc-

tion theorem of Osterwalder and Schrader a unique relativistic quantum �eld. The Schwinger

functions are given as the moments of a non-Gaussian measure on the space of tempered dis-

tributions. We obtain the measure as a superposition of Gaussian measures. In particular, this

measure is itself non-Gaussian, which implies that the �eld under consideration is not a gener-

alized free �eld.
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Chapter 0

Introduction

In this thesis we are concerned with di�erent problems from mathematical physics. For a rigorous

treatment of these problems we mainly use concepts from functional analysis and probability

and measures theory. In particular, we apply the concept of operator semigroups. The problems

under consideration are mutually disjoint, therefore, we describe them in the separately. In the

following, we present details regarding these problems.

Overdamped Limit of Generalized Hamiltonian Systems (Part I)

In this part we consider a model for the motion of a �nite number of identical particles. Let us

consider a �xed number N ∈ N of particles moving in R
ˆd
,

ˆd ∈ N. We collect all positions of

the particles in a vector X ∈ Rd , d = N ˆd , and the velocities of the particles in a vector V ∈ Rd .

The motion of the particles can be modeled by Newton’s Law through the di�erential equation

m ÛV = F , where F is a force accelerating the particles and m is the mass of the particles. For

the sake of simplicity, we assume that the mass m equals to one. We are interested in particles,

which move in a surrounding medium. We assume that the molecules of the medium are much

lighter than the particles. Therefore, the force resulting from the collisions of the particles and

the molecules can be reasonably described by a friction force, proportional to the velocity of the

particles and a stochastic force, see e.g. [96, Chapter 8.1]. Further the particles are exposed to

a force which results from an existing potential Φ1. The resulting forces ∇Φ1 can be of external

nature, as well as interacting forces between the particles. Thus, Newton’s law becomes the

Langevin equation

dXt = Vtdt , (0.1)

dVt = −∇Φ1(Xt )dt − γVtdt +
√

2γ β−1dBt . (0.2)

Here, ∇Φ1 stands for the external and interacting forces acting on the particles arising from the

potential Φ1, γ > 0 is a constant describing the magnitude of friction, β > 0 is, up to a constant,

the inverse temperature and (Bt )t ≥0 denotes a d-dimensional Brownian motion describing the

stochastic force. In this part of the thesis, we are interested in the scaled equation, i.e.,

dX ε
t =

1

ε
V ε
t dt , (0.3)

dV ε
t = −

1

ε
∇Φ1(X

ε
t )dt −

1

ε2
V ε
t dt +

1

ε

√
2dBt , (0.4)

compare for example the derivation of Pavliotis [83, Chapter 6.5.1] and [68, Chapter 2.2.4]. Small

ε > 0 represents the overdamped regime, which physically corresponds to large friction forces

and an appropriate time-scaling, see also the last mentioned reference. In the latter reference

1



0 Introduction

one can also �nd formal derivations, which indicate the convergence of

(
X ε
t
)
t ≥0

to a solution of

the so-called overdamped Langevin equation

dX 0

t = −∇Φ1(X
0

t )dt +
√

2dBt , (0.5)

as ε tends to zero. Depending on the context a solution to (0.5) is also called a distorted Brownian

motion. This convergence is known as the overdamped limit. More generally, we treat a scaled

generalized stochastic Hamiltonian systems (gsHs) given by

dX ε
t =

1

ε
∇Φ2(V

ε
t )dt , (0.6)

dV ε
t = −

1

ε
∇Φ1(X

ε
t )dt −

1

ε2
∇Φ2(V

ε
t )dt +

1

ε

√
2dBt . (0.7)

Here Φ2 is a potential, generalizing the kinetic energy of the particles, i.e., the Hamiltonian is

given by HΦ(x ,v) = Φ1(x) + Φ2(v), x ,v ∈ R
d

. Observe that for Φ2(v) =
1

2
|v |2 we just recover

(0.3), (0.4).

The main result of this part of the thesis can be stated as follows. We prove the existence of weak

solutions

(
X ε
t ,V

ε
t
)
t ≥0

, ε > 0, of (0.6), (0.7) with initial distribution given by hµΦ. Here, µΦ is the

measure which is absolutely continuous w.r.t. the Lebesgue measure d(x ,v) on R2d
with den-

sity e−Φ1(x )−Φ2(v)
, (x ,v) ∈ R2d

, and h ∈ L1(R2d , µΦ) ∩ L
2(R2d , µΦ). Additionally, we construct for

the overdamped Langevin equation (0.5) a weak solution

(
X 0

t
)
t ≥0

with initial distribution given

by h0µΦ1
. Similar as above, µΦ1

is absolutely continuous w.r.t. the Lebesgue measure dx on Rd

with density e−Φ1(x )
, x ∈ Rd , and h0 ∈ L1(Rd , µΦ1

) ∩ L2(Rd , µΦ1
). Then, we establish that the

laws L
(
(X ε

t )t ≥0

)
, ε > 0, converge towards the law L

(
(X 0

t )t ≥0

)
as ε tends to zero. The conver-

gence takes place in the topology of weak convergence on the space of probability measures on

C([0,∞),Rd ). The result holds for a large class of potentials Φ1 and Φ2. The class of admissible

potentials Φ1 allows to consider singular interaction forces ∇Φ1. Note that, singular interaction

forces are of great physical importance, such as pair interactions with a pair potential of Lennard-

Jones type. Singular interactions also prevent the solutions

(
X ε
t ,V

ε
t
)
t ≥0

, ε > 0, to pass through

the points in phase space where two or more particles are simultaneously at the same position,

which is physically impossible.

The mild assumptions on Φ1 and Φ2 do not allow us to use standard existence results from the

theory of stochastic di�erential equations. So far, solutions for a general velocity potential are

not constructed yet. For this reason, we follow the approach in [26] where weak solutions of

(0.1), (0.2) are constructed via the corresponding martingale problem for singular interaction

forces ∇Φ1. We show that this construction can be adapted to a general velocity potential Φ2. To

explain this in more detail, let us consider the generator LεΦ of (0.6), (0.7) obtained by Itô’s lemma

as follows

LεΦ f =
1

ε2
(∆v f − ∇vΦ2 · ∇v f ) +

1

ε
(∇vΦ2 · ∇x f − ∇xΦ1 · ∇v f ) (0.8)

for f ∈ C∞c ({Φ1,Φ2 < ∞}). One should observe that the generator LεΦ is in general non-sectorial,

because of the absence of noise in the position equation (0.6). Namely, the di�usion coe�cient

of (0.6), (0.7) is degenerated. By arguing similar as in [26], we show for a pair Φ = (Φ1,Φ2)

that the operator

(
L1

Φ,C
∞
c ({Φ1,Φ2 < ∞})

)
is essentially m-dissipative on L1(R2d , µΦ), where µΦ

is an invariant measure for L1

Φ. Then, we use the existence result in [17] which provides us

2



with an associated Markov process. From this process, we obtain a martingale solution P1

hµΦ
for(

L1

Φ,C
∞
c ({Φ1,Φ2 < ∞})

)
with initial distribution hµΦ. As an intermediate step in the proof of our

main result, we consider a scaled pair of potentials Φε = (Φ1,Φ
ε
2
), where Φε

2
(·) = Φ2(

·
ε ) + ln (εd ).

The operators L1

Φε and LεΦ are related by a unitary transformationUε . The unitary transformation

Uε is given by Uε f = f ◦ Ũε , f ∈ L
2(R2d , µΦ), where Ũε (x ,v) = (x ,

1

εv). Therefore, we consider

the operator L1

Φε and the corresponding martingale solution P1

hε µΦε
instead. From the martingale

solution P1

hε µΦε
we derive a weak solution (X 1,Φε

t ,V 1,Φε
t )t ≥0 for the equation (0.6), (0.7) for ε = 1

and the potentials given by the pair Φε
with initial distribution hεµΦε . The major challenge is to

prove the weak convergence of the position marginals P1,X
hε µΦε

of the martingale solutions P1

hε µΦε

corresponding to L1

Φε as ε → 0. This we achieve by using analytic and probabilistic methods.

In the analytic part, we show convergence of the semigroups

(
T εt

)
t ≥0

generated by an extension

of

(
L1

Φε ,C
∞
c ({Φ1,Φ

ε
2
< ∞})

)
on L2(R2d , µΦε ). This convergence result for the semigroups was

already shown to hold true for the case Φ2(v) = |v |
2

and for a locally Lipschitz continuous Φ1

in [75]. We show that the results obtained in the last mentioned reference extend to our more

general setting. The convergence of the operator semigroups implies the convergence of the

�nite dimensional distributions of the position marginals P1,X
Φε , ε > 0, as ε tends to zero. To

establish the weak convergence, it su�ces now to prove that the family of measures P1

hε µΦε
,

ε > 0, is tight. This is the probabilistic part of the proof which is not yet shown. To this end, we

use that the time-reversed laws are solutions of the martingale problem of the adjoint operator.

Furthermore, we choose a di�erent metric on the state space R2d
, which is better suited to show

tightness in our case. Then, we basically invert the unitary transformation Uε . This is done

by applying Itô’s formula to the function Ũε . Eventually, we establish the weak convergence of

L ((X ε )t ≥0) towards L
(
(X 0

t )t ≥0

)
, where (X 0

t )t ≥0 is a weak solution of (0.5).

At this point, we aim to compare our results of this part to the existing results in the literature.

Several authors already proved stronger versions of convergence, see e.g. [59, Theorem 1] for

convergence of the processes in L2
–norm or [37], [55, Theorem 1] for convergence in probability.

Note that, Hottovy et. al [59] and Herzog et. al [55] assume continuously di�erentiable coe�-

cients and Friedlin [37] still requires Lipschitz continuity for the coe�cient ∇Φ1 of the SDE (0.1),

(0.2). The reader will see, that in this work, only an integrability assumption w.r.t. the measure

µΦ1
on the gradient ∇Φ1 is made to obtain the weak convergence result. The convergence result

presented here applies for a large class of interaction potentials Φ1 as well as a general velocity

potential Φ2 which is not covered by the existing results in the literature. In particular, singular

interaction forces ∇Φ1 are admissible in our framework.

The introduction of the potential Φ2 may seem to be arbitrary from a physical point of view. The

motivation for a general potentialΦ2 comes from the study of hypocoercivity. The m-dissipativity

results in Section 3.1 are of great interest to prove convergence rates for non-Gaussian general-

ized stochastic Hamiltonian systems, see [51].

Problems from In�nite Dimensional Analysis (Part II)

In the second part we deal with several di�erent topics from in�nite dimensional analysis, which

can be separated into two subtopics.

3



0 Introduction

An improved Characterization of regular generalized Functions of White Noise

The �rst topic is from Gaussian and, in particular, from White noise analysis. These two �elds

of mathematics have been intensively studied in the past decades. Driven also by applications

in quantum �eld theory, quantum mechanics, stochastic (partial) di�erential equations, �nancial

mathematics and many more, a sound mathematical theory has been developed. The necessity

of a Gaussian analysis arises from the lack of a Lebesgue measure on in�nite dimensional spaces,

i.e., a shift invariant measure on an in�nite dimensional Hilbert space is trivial. To describe the

framework in more detail, let us �x a real nuclear triplet

N ⊂ H ⊆ N ′,

where N is a nuclear space and continuously and densely embedded into a Hilbert space H.

Further, N ′ denotes the dual space of N . We denote the dual pairing between elements f ∈ N
and x ∈ N ′ by 〈f ,x〉 := x(f ). The starting point of Gaussian analysis is the Bochner-Minlos

theorem, which gives rise to a probability measure µ de�ned on N ′ through its characteristic

function µ̂, given by

µ̂(f ) =

∫
N′

exp(i 〈f , ·〉)dµ = exp

(
−

1

2

(f , f )H

)
, f ∈ N .

An important step in the development of an in�nite dimensional Gaussian analysis is the Wiener-

Itô-Segal isomorphism, which shows that the space L2(µ) := L2(N ′, µ) is unitarily equivalent to

the symmetric Fock space overH, i.e.,

L2(N ′, µ) � Γ(HC) := ⊕∞n=0
n!H ⊗̂nC . (0.9)

By using the previous decomposition, one can set up a nuclear triplet

(N) ⊆ L2(µ) ⊆ (N)′

with similar properties as the triplet given above. In particular, the space (N) serves as a test

function space and (N)′ as a space of distributions. We denote the dual pairing between elements

F ∈ (N) and Φ ∈ (N)′ by 〈〈F ,Φ〉〉 := Φ(F ).

A major part of Gaussian analysis and, in particular, White Noise analysis deals with the con-

struction and analysis of dual pairs (X ,X ′) of spaces, s.t. X is densely and continuously embedded

into L2(µ), i.e., we have

X ⊆ L2(µ) ⊆ X ′.

Important examples of this are given by (D,D ′), where D denotes the Meyer-Watanabe space

together with its dual D ′, see e.g. [108],[57, Chapter 3.C] and the references therein, and also

the space of Kondratiev test functions and distributions, see e.g. [65]. We also refer to [109]

for more examples of pairs of spaces (X ,X ′). One main advantage of the pair ((N), (N)′) is the

availability of a characterization theorem, see e.g. [63, 64, 65]. The elements of (N) and (N)′

are characterized in terms of the so-called U -functionals. A U -functional is a map U : N −→ C,

which satis�es

4



(U1) U is ray-analytic, i.e., for all f1, f2 ∈ N , the function

R 3 λ 7→ U (f1 + λ f2)

is analytic and extends to an entire function on C.

(U2) U is uniformly bounded of exponential order 2, i.e., there exist A,B ≥ 0 and p ∈ N0 s.t. for

all f ∈ N and z ∈ C it holds

|U (z f )| ≤ A exp

(
B |z |2 ‖ f ‖2p

)
.

The connection between U -functionals and the elements Φ ∈ (N)′ is given by the fact that

SΦ(f ) := 〈〈:exp (〈f , ·〉):,Φ〉〉, f ∈ N , (0.10)

is a U -functional, where :exp (〈f , ·〉) := exp(〈f , ·〉 − 1

2
‖ f ‖2

H
) ∈ (N), f ∈ N . The striking result

regarding the above mentioned characterization theorem of (N)′ is that every U -functional U
arises as the S-transform SΦ of some element Φ ∈ (N)′, see [63].

In this part of the thesis, we deal with a certain dual pair (GK ,G
′
K ) of spaces which satis�es

(N) ⊆ GK ⊆ L2(µ) ⊆ G′K ⊆ (N)
′. (0.11)

This pair of spaces was introduced and characterized in [52]. Here, K stands for a self-adjoint

operator on the Hilbert spaceH, which leaves the spaceN invariant. The spaces GK and G′K can

be brie�y described as follows. Due to the decomposition ofL2(µ) in (0.9) we can de�ne the second

quantization (Γ(K),D(Γ(K))) of the operator (K ,D(K)) as a linear operator on L2(µ). The random

variables GK ⊂ L2(N ′, µ), we deal with, are exactly the C∞ of Γ(K), i.e., GK := ∩∞s=1
(D(Γ(K)s )).

The operator Γ(K) induces naturally a locally convex topology on GK given by the seminorms

‖·‖K,s := ‖Γ(K)s ·‖L2(µ), s ∈ N. The space of generalized random variables G′K is the dual space of

GK w.r.t. this topology. The dual G′K is given by G′K = ∪
∞
s=1
(D(Γ(K)−s )), where D(Γ(K)−s ) is the

dual space of (D(Γ(K)s ), ‖·‖K,s ), s ∈ N. Important examples of spaces of random variables and

their corresponding dual spaces arise in this way. For certain choices of N the pair ((N), (N)′)

arises exactly in this way. Also the space G and its dual G′ introduced in [87] are formed in this

way for a suitable choice of the operator K .

To formulate the characterization of (GK ,G
′
K ) given in [52] we introduce the following type of

projections. Letm ∈ N and (φi )
m
i=1
⊂ N be an orthonormal system inH . We call

P : N ′C → NC, Pη :=

m∑
i=1

〈φi ,η〉 φi

an orthogonal projection from N ′
C

into NC. We denote the set consisting of all orthogonal pro-

jections from N ′
C

into NC by P. The authors in [52] formulate their main result in terms of the

Bargmann-Segal space over H, which we denote by E2(ν ). This space consists of all complex-

valued entire functions G de�ned on the complexi�cationHC, which satisfy

sup

P ∈P

∫
N′
C

|G(P ·)|2 dν < ∞,

where ν = µ 1

2

⊗ µ 1

2

, and µ̂ 1

2

(f ) = exp(−(f , f )H), f ∈ N . In [52] the authors construct an

isomorphism S̃ from L2(µ) to E2(ν ) which is closely related to the S-transform introduced above.

5



0 Introduction

Hence, the space GK can be characterized via its image S̃GK in E2(ν ). The characterization of

(GK ,G
′
K ) given in [52] can be stated as follows. An element F ∈ D(Γ(K)s ), s ∈ Z, satis�es

G := S̃F ∈ E2(ν ) and

sup

P ∈P

∫
N′
C

|G(KsP ·)|2 dν < ∞. (0.12)

In reverse, if G ∈ E2(ν ) satis�es (0.12), then S̃−1G ∈ D(Γ(K)s ).

The main result in this part of the thesis is an improvement of this characterization. The moti-

vation for this new formulation was to make this characterization and, therefore, the spaces GK
and G′K more pliable. In particular, the new characterization does not need the concept of entire

functions on in�nite dimensional Hilbert spaces. Instead, we use the concepts of U -functionals

and the S-transform de�ned in (0.10). Due to (0.11) every element Φ ∈ G′K has a well-de�ned S-

transform. Our improved characterization can be formulated as follows. If Φ ∈ D(Γ(K)s ), s ∈ Z,

then its S-transform U := SΦ, which is a U -functional, satis�es

sup

P ∈P

∫
N′
C

|U (KsP ·)|2 dν < ∞. (0.13)

In reverse, if U is a U -functional and satis�es (0.13), then S−1U ∈ D(Γ(K)s ), s ∈ Z. The proof

avoids the introduction of the Bargman-Segal space and the concept of entire functions on HC

completely. Recall that the de�nition of a U -functional consists of a growth bound, (U 2), and

analyticity of a function de�ned on R, (U 1). To check real analyticity is, in general, less involved

than analyticity on an in�nite dimensional Hilbert space, which is an improvement to the orig-

inal characterization given in [52]. Observe that in many applications elements are e�ciently

constructed and de�ned via U -functionals. In particular, elements from (N)′, which are de�ned

via a Wick product can be e�ciently treated only by means ofU -functionals, see e.g. the objects

constructed in [50]. Eventually, we present an application of this new result.

Axiomatic Quantum Field Theory

The second topic of this part is from axiomatic and constructive quantum �eld theory. Axiomatic

quantum �eld theory (a.q.f.t.) was and still is one of the most challenging �elds of mathematical

physics. It is the attempt to give mathematical rigorous meaning to objects arising in the investi-

gation of relativistic quantum phenomena. Basically, a.q.f.t. consists of two directions. The �rst

one is to formulate systems of axioms and to show their (partially) equivalence, as well as to de-

duce physical properties of a �eld Φ satisfying these axioms. At this point, we have to mention

the most important axioms as the Gårding-Whightmann axioms, the Wightmann axioms, the

Osterwalder-Schrader (O.-S.) axioms, Nelsons axioms and the Axioms of Haag-Kastler, see e.g.

[99, 89, 46] and the references therein. Each of theses axioms describe the �eld via di�erent func-

tional analytic, probabilistic or algebraic objects. For example, the O.-S. axioms are formulated

in terms of the so-called Schwinger functions or the Euclidean Green’s functions (Sn)n∈N0
. For

n ∈ N0 the element Sn is a tempered distribution in S ′(Rdn), whered is the space-time dimension.

We state the complete set of O.-S. axioms in Chapter 7.
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The second direction of a.q.f.t. is to construct interesting examples of �elds ful�lling theses ax-

ioms, i.e., one has to show that the formulated axioms are consistent. Since the mathematical

objects of each of these sets of axioms are so involved, it is a challenging task to write down

examples of such objects ful�lling all axioms under consideration. Fortunately, in any space-

time dimension the so-called generalized free �eld models exist. This proves that the axioms

are consistent. Unfortunately, these models don’t incorporate any interesting physics, since they

only describe non-interacting particles. A huge workload in mathematical physics was done to

construct models, which include an interaction of particles. Di�erent strategies to construct in-

teracting models with di�erent kinds of interactions were invented, such as the so-called Hamil-

tonian strategy, see e.g. [45] and [3], and the Euclidean strategy, see e.g. [36],[72] and [99] and

the references therein. In this thesis, we exclusively deal with the Euclidean strategy. There-

fore, we brie�y describe this strategy in the following and refer the reader to the monographs

[46, 99] for more details. The Euclidean strategy is related to the O.-S. axioms. The idea is that

one constructs Schwinger functions (Sn)n∈N0
as the moments of a measure µ de�ned on the mea-

sure space (S ′(Rd ),B), where d denotes the space-time dimension and B is the Borel σ -�eld of

the weak topology on S ′(Rd ). One such measure is the so-called Euclidean free �eld measure

µm of mass m. By the Bochner-Minlos theorem, µm is uniquely determined via its characteristic

function µ̂m as follows∫
S ′(Rd )

exp(i 〈f ,Φ〉)µm(dΦ) = exp

(
−

1

2

(f ,Cm f )L2(Rd )

)
, f ∈ S(Rd ), (0.14)

where Cm = (−∆ +m
2)−1

andm > 0. To obtain a self-interacting �eld one formally perturbs the

measure µm by a density to obtain a new measure µV de�ned by

µV (dΦ) =
1

ZV
exp

©«−
∫
Rd

V (Φ(x))dx
ª®®¬ µm(dΦ), (0.15)

where ZV denotes a normalization constant and V a real function describing the type of inter-

action, e.g. V could be a real polynomial of even degree. Here, several di�culties arise, which

make the measure µV in (0.15) not well-de�ned. First of all, typical con�gurations Φ of µm are

distributions, which are not given by integrable functions. Therefore, Φ(x), x ∈ Rd , has no mean-

ing, in particular, powers of Φ have no meaning. Additionally, the integral

∫
Rd

V (Φ(x))dx might

not converge. To make these expressions well-de�ned one needs to introduce cuto� parameters.

Indeed, by mollifying the elements Φ with a standard approximate identity (χt )t>0 ⊆ S(Rd ) we

can de�ne Φt (x) := 〈χt (· − x),Φ〉, x ∈ R
d

. Additionally, one replaces powers Φ(x)m , m ∈ N, by

Wick powers :Φmt (x) :. Further, let д be a smooth function with compact support on Rd . If the

interaction functionV is bounded from below, then we can de�ne a bona-�de measure µV ,t,д on

(S ′(Rd ),B), i.e.,

µV ,t,д(dΦ) =
1

ZV ,t,д
exp

©«−
∫
Rd

д(x) :V (Φt (x)): dx
ª®®¬ µm(dΦ). (0.16)

Here, the di�culties of Euclidean approach start. We denote the moments S
t,д
n , n ∈ N, of the

7
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measure µV ,t,д by

S
t,д
n (f1, ..., fn) =

1

ZV ,t,д

∫
S ′(Rd )

n∏
i=1

〈fi , ·〉 exp

©«−
∫
Rd

д(x) :V (Φt (x)): dx
ª®®¬ µm(dΦ),

where f1, ..., fn ∈ S(R
d ). One has to show that for all n ∈ N the moment S

t,д
n (f1, ..., fn) converge

in the sense of distributions as the cuto� parameter t tends to zero and the function д tends to

the function, which is constantly 1 on Rd . Additionally, one desires to obtain that the no-cuto�

Schwinger functions Sn = lim

д→1

lim

t→0

S
t,д
n , n ∈ N, are moments of a non-Gaussian measure. This is

what we refer to as non-triviality. The di�culty of this procedure depends crucially on the space-

time dimension d , which is due to the d-dependence of the singularity of the integral kernel of

the operator Cm . The successful proof of such a convergence has only been achieved in a few

number of cases. For example, the models with polynomial self-interaction, as the P(Φ)2 and the

(Φ)4
3

model in space-time dimension d = 2, 3, respectively, are milestones in axiomatic quantum

�eld theory. Interacting models in arbitrary space time dimension d are for example given by the

Albeverio-Høegh-Krohn model, see [3].

In Chapter 6, we deal with the (Φ)4
3

model. The symbol (Φ)4
3

refers to an interactionV given by a

polynomial of degree 4 and space-time dimensiond = 3. We use the results from the construction

of the (Φ)4
3

model in [36] to show that the Schwinger functions of this model are given as the

moments of a positive Hida distribution. In particular, we show that the cuto� measures converge

in the Hida distribution space. Additionally, we show how the Hida calculus can be applied to

obtain, also, the convergence of the logarithmic derivatives of the approximating measures. Some

additional remarks concerning the di�culties of a stochastic quantization of the (Φ)4
3

model in

terms of Dirichlet forms are given.

In Chapter 7 we propose a di�erent approach to construct non-trivial examples of relativistic

quantum �elds. This approach does not use any renormalization in terms the of cuto� parameters

introduced above. In particular, the method applies in arbitrary space-time dimensiond ∈ N. The

Schwinger functions are again given as moments of a probability measure µϱ on the measure

space

(
S ′(Rd ),B

)
. The measure µϱ is given as the superposition of the Gaussian measures µm ,

m > 0, de�ned in (0.14). The symbol ϱ denotes a probability measure on the real positive line

describing which massesm contribute to the superposition. This construction is heavily inspired

by the Källen-Lehmann representation of the two point function of a relativistic quantum �eld,

see e.g. [89, Theorem IX.34]. We also argue that the superposition µϱ is not Gaussian anymore.

We prove that the moments of µϱ satisfy all O.-S. axioms. To the best of our knowledge, this

fact has not been proven yet, in the existing literature. The advantage of the proof we give is

that there are various generalizations possible. In particular, the proof basically shows that any

reasonable superposition of Schwinger functions which satisfy all O.-S. axioms satis�es the O.-S.

axioms, too. We state precisely in Remark 7.10 what we mean by reasonable. For example, one

could superpose Schwinger functions which do not necessarily need to be moments of a Gaussian

measures. We want to refer to [8] and [49] for constructions of Schwinger functions, which

satisfy all O.-S. axioms except re�ection positivity and do not rise as moments of a Gaussian

measure. Additionally, we show certain properties of the measure µϱ , which might be the starting

point for a future non-Gaussian analysis as presented in [7].
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Remarks on the Notation

As usual, we denote by N = {1, 2, 3, ...}, Q, R and C the natural, rational, real and complex num-

bers, respectively. For x ∈ K, K ∈ {N,Q,R,C}, we denote by |x | the absolute value of x . By

slight abuse of notation, we also write |x | to denote the Euclidean norm of an element x ∈ Kn
,

n ∈ N, i.e., |x | =

(
n∑
i=1

|xi |
2

) 1

2

, x = (x1, ...,xn). If not further speci�ed, we consider Rn
and Cn

,

n ∈ N, to be equipped with the Euclidean topology and the corresponding Borel σ -�eld. Subsets

of Rn
and Cn

are equipped with the trace topology and trace σ -algebra, respectively.

For a topological vector space X over the �eld K ∈ {R,C}, we denote by L(X ) the space of all

linear and continuous operators mapping from X into itself. The identity operator we denote by

I . If D ⊆ X is a subspace of X and A : D −→ X is a linear map, we say that (A,D) is a linear

operator on X . If the set D is unambiguously understood, we also just say A is a linear operator

on X , even though A is not de�ned on the whole space X . For a subset Y of X , we denote by

span(Y ) the set of all �nite linear combinations of elements of Y . To emphasize the role of the

underlying �eldK, we also write spanK(Y ). IfX is a Banach space we denote for a closed or clos-

able operator (A,D) on X by σ (A) and ϱ(A) the spectrum and the resolvent set of A, respectively.

The scalar product (·, ·) on a complex Hilbert space X is always linear in the �rst component and

anti-linear in the second component.

For a measure space (E,F , µ) and a non-negative measurable function f : E −→ Rwe denote by

f µ the measure on (E,F ) with density f w.r.t. µ. LetW be some collection of functions, which

are de�ned on E and map into some measurable space, then we denote by σ (W ) the σ -algebra

generated by the elements ofW . If E carries a topology, we denote byB(E) the Borel σ -algebra of

E. For p ∈ [1,∞)we denote by Lp (E, µ) the space of equivalence classes of p-integrable functions

w.r.t. µ, w.r.t. the equivalence relation of equality µ-a.e.. For p = ∞, Lp (E, µ) denotes the space of

equivalence classes of µ-essentially bounded functions. To emphasize the role of the σ -algebra

F we also write Lp (E,F , µ). In the special case E = Rn
, n ∈ N, we also denote by Lp (Rn) the

space Lp (Rn ,dx), where dx denotes the Lebesgue measure on Rn
, p ∈ [1,∞]. Similar notations

are used for the measurable subsets Ω ⊂ Rn
.

For a topological space E we denote byC(E) andCb (E) the space of real-valued continuous func-

tions and real-valued continuous and bounded functions on E, respectively. For f ∈ C(E) we

denote by supp(f ) the support of f , i.e, the set {x ∈ E | f (x) , 0}.
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1 Preliminaries from the Theory of Operator Semigroups

Chapter 1

Preliminaries from the Theory of Op-
erator Semigroups

In this entire �rst chapter we denote by X a Banach space over the �eld K ∈ {R,C} and its dual

space we denote by X ′. We assume the reader is familiar with basic concepts from functional

analysis such as the Hahn-Banach and the Baire category theorem as well as continuous and

closed linear operators. Furthermore, it is assumed that the reader is familiar with the weak

and weak-∗ topology of Banach spaces and their duals, and the usual topologies on the space of

continuous and linear operators L(X ) such as the uniform, strong and weak topology, see e.g.

[91, 92, 27]. The content of this �rst chapter can be found also in any textbook on operator

semigroups, such as [11, 84, 47, 31, 32]. We don’t follow an approach of most generality in this

presentation. We rather try to take a short route to the results needed for the applications we

have in mind. Nevertheless, some proofs are presented to give several additional insights. In

particular, proofs which are essential for understanding the subsequent results are presented.

In the following we use the convention that for a closable linear operator (A,D) on X we also

denote the closure by (A,D(A)). Sometimes we also write (A,D(A)) for the closure to emphasis

the di�erence to (A,D).

1.1 Strongly Continuous Contraction Semigroups, Generators
and Resolvents

1.1.1 De�nitions, Basic Properties and the Hille-Yosida Theorem

De�nition 1.1. Let (Tt )t ≥0
be a family in L(X ). Consider the following properties

(S1) Tt+s = TtTs , for all t , s ≥ 0,

(S2) The map [0,∞) 3 t 7→ Tt ∈ L(X ) is strongly continuous

(S3) T0 = I ,

(S4) ‖Tt ‖ ≤ 1 for all t ≥ 0.

We call (Tt )t ≥0
a strongly continuous semigroup (s.c.s.) onX if it ful�lls (S1), (S2) and (S3). If (Tt )t ≥0

also ful�lls (S4) it is called a strongly continuous contraction semigroup (s.c.c.s.) on X .

In this thesis we sometimes also use the abbreviation s.c.c.s. for strongly continuous contraction

semigroups. Depending on the context and the correct English grammar we refer to the singular

12



1.1 Strongly Continuous Contraction Semigroups, Generators and Resolvents

or plural version of this abbreviation. Similar conventions are also used for other abbreviations.

We give some generic examples of s.c.c.s. on Banach spaces.

Example 1.2. (i) Let A ∈ L(X ). For t ≥ 0 de�ne the convergent series

Tt := e(tA) :=

∞∑
n=0

(tA)n

n!

∈ L(X ).

Then (Tt )t ≥0
is a strongly continuous semigroup.

(ii) Let X = Lp ((R,dx), p ∈ [1,∞), where dx denotes the Lebesgue measure on R. For f ∈
Lp ((R,dx) and t ≥ 0 de�ne T s

t f (·) = f (· + t). Then (T s
t )t ≥0 is called the shift semigroup

(iii) Let X = Lp ((R,dx), p ∈ [1,∞). De�ne T h
0
= I and for f ∈ L1(R,dx) and t > 0 we de�ne

T h
t f := Ht ∗ f , where Ht (·) =

1√
4π t

exp

(
−
| · |2

4t

)
and ∗ denotes the convolution. (T h

t )t ≥0 is
called the heat semigroup.

Lemma 1.3. Let (Tt )t ≥0
be a family onX ful�lling (S1) and (S3). Furthermore, assume that [0,∞) 3

t 7→ Tt ∈ L(X ) is weakly continuous. Then (S2) also holds true for (Tt )t ≥0
.

Proof. See [112, Theorem IX.1]. �

De�nition 1.4. Let (Tt )t ≥0
be a family in L(X ). De�ne the linear operator (A,D(A)) on X via

D(A) :=

{
f ∈ X | lim

t↘0

1

t
(Tt f − f ) exists in X

}
,

Af := lim

t↘0

1

t
(Tt f − f ).

The operator (A,D(A)) is called the generator of (Tt )t ≥0
.

Example 1.5. Recall the examples of semigroups given in Example 1.2. The corresponding genera-
tors of those semigroups are given respectively, as follows:

(i) The generator of (exp(tA))t ≥0 is given by (A,X ).

(ii) Then the generator (A,D(A)) of (T s
t )t ≥0 on Lp (R,dx) is given by

(
d
dx ,H

1,p (R)
)
, whereH 1,p (R)

denotes the Sobolev space of order one in Lp (R,dx) and d
dx is the weak derivative, see e.g. [2].

(iii) The s.c.c.s. (T h
t )t ≥0 admits the generator

(
d2

dx 2
,H 2,p (R)

)
, where H 2,p (R) denotes the Sobolev

space of order two in Lp (R,dx) and d2

dx 2
is the weak derivative of order two.

Lemma 1.6. Let (Tt )t ≥0
be a s.c.c.s. and (A,D(A)) be its generator. Then it holds

(i) For f ∈ X the Riemann integral
t∫

0

Ts f ds is an element of D(A) for all t > 0. In particular,

D(A) is dense in X .

(ii) For f ∈ D(A) it holds that Tt f − f =
t∫

0

TsAf ds for all t ≥ 0.

(iii) Let (St )t ≥0
be another s.c.c.s. with generator (A,D(A)). Then Tt = St for all t ≥ 0.

13



1 Preliminaries from the Theory of Operator Semigroups

Proof. (i) Let f ∈ X . Then it holds by the mean value theorem(
Tr − I

r

) t∫
0

Ts f ds =
1

r

t+r∫
t

Ts f ds −
1

r

r∫
0

Ts f ds

r→0

−→ Tt f − f .

Hence, by de�nition

t∫
0

Ts f ds ∈ D(A) and A
t∫

0

Ts f ds = Tt f − f . In particular, we obtain

1

t

t∫
0

Ts f ds −→ f as t → 0, which proves that D(A) is dense.

(ii) Observe that for f ∈ D(A) and s ≥ 0 it follows that Ts f ∈ D(A) and ATs f = TsAf , i.e.,

the map [0, t] 3 s 7→ Ts f ∈ X is di�erentiable with derivative TsAf . Hence, the assertion

follows by the fundamental theorem of calculus and the Hahn-Banach theorem.

(iii) Let (A,D(A)) be the generator of both (St )t ≥0
and (Tt )t ≥0

with both being s.c.c.s.. It su�ces

by part (i) to show that St = Tt on D(A) for all t ≥ 0. Therefore, let f ∈ D(A), t ≥ 0 and

consider the map F = F
f
t : [0, t] −→ X , s 7→ Tt−sSs f . We show that F is di�erentiable with

derivative zero. Let s ∈ (0, t) and h > 0 s.t. t − s − h ≥ 0. Hence, we have

F (s + h) − F (s) = Tt−s−h

(
Ss+h − Ss

h

)
f +

(
Tt−s−h −Tt−s

h

)
Ss f

= Tt−s−h

(
Ss+h − Ss

h

)
f +Tt−s−h

(
I −Th
h

)
Ss f .

By the proof of part (ii) we know that Ss f ∈ D(A). Since (Tt )t ≥0
consists of contractions

we can deduce by (S2)

lim

h↘0

F (s + h) − F (s)

h
= Tt−sSsAf −Tt−sASs f = 0.

Now by the fundamental theorem of calculus we obtain

Tt f − St f = F (t) − F (0) =

t∫
0

F ′(s)ds = 0.

�

In the following, let (Tt )t ≥0
be a s.c.c.s. with generator (A,D(A)) and α > 0. We denote by ρ(A)

the resolvent set of the operator (A,D(A)). Due to (S2) and (S4) we obtain that

[0,∞) 3 t 7→ e−α tTt ∈ L(X ) (1.1)

is Bochner integrable w.r.t. the Lebesgue measure on [0,∞). Furthermore, the map (1.1) is also

Riemann integrable in L(X ) and by using the formal notation Tt = etA we obtain

1

(α −A)
=

∞∫
0

e−α tTt dt =: Gα . (1.2)
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The de�nition ofGα suggests that we call (Gα )α>0 the Laplace transform of (Tt )t ≥0
. Now we give

the equation (1.2) a rigorous meaning. Therefore, we observe that

(
e−α tTt

)
t ≥0

is again a s.c.c.s.

with generator (−α +A,D(A)). First let f ∈ D(A). By Lemma 1.6(ii) it holds

e−α tTt f − f =

t∫
0

e−αsTs (−α +A)f ds . (1.3)

Since ‖Tt ‖ ≤ 1, we can take the limit t →∞ on both sides in (1.3) and obtain

Gα (α −A)f = f .

Now, let f ∈ X be arbitrary. We need to show Gα f ∈ D(α − A) and (α − A)Gα f = f . By the

properties of the Bochner integral we obtain

1

t

(
e−α tTt − I

)
Gα f =

1

t

©«
∞∫

0

e−α (s+t )e(s+t )A f ds −

∞∫
0

e−αsesA f ds
ª®¬

=
1

t

t∫
0

e−αsesA f ds .

Thus, by the mean value theorem it holds Gα f ∈ D(α −A) and (α −A)Gα f = f . This derivation

proves the following lemma.

Lemma 1.7. Let (A,D(A)) be the generator of a s.c.c.s. (Tt )t ≥0
. Then (0,∞) ⊆ ρ(A) and

(α −A)−1 = Gα =

∞∫
0

e−α tetA dt .

Furthermore,
α (α −A)−1

 ≤ 1 for all α > 0. In particular, (A,D(A)) is closed.

De�nition 1.8. In general a family (Gα )α>0
in L(X ) ful�lling

(R1) ‖αGα ‖ ≤ 1 for all α > 0,

(R2) Gα −Gβ = (β − α)GβGα for all α , β > 0 ,

(R3) lim

α→∞
αGα f = f for all f ∈ X .

is called a strongly continuous contraction resolvent (s.c.c.r.) on X .

Proposition 1.9. Let (A,D(A)) be a densely de�ned linear operator on X such that (0,∞) ⊆ ρ(A)
and for all α ∈ (0,∞) it holds

α (α −A)−1

 ≤ 1. Then, the family (Gα )α>0
given byGα = (α −A)

−1

is a s.c.c.r. on X .

Proof. The property (R1) follows immediately. Hence, by (R1) and the density of D(A) in X it

su�ces by an 3ε argument to prove (R3) for f ∈ D(A). For such an f it holds

‖αGα f − f ‖ = ‖Gα (α f − (α −A)f )‖ ≤
1

α
‖Af ‖ −→ 0, as α →∞.
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To prove (R2) we observe that Gα f ∈ D(A) for all f ∈ X and α > 0. Hence, for all f ∈ X it holds

Gβ f −Gα f = Gβ f −Gβ (β − α + α −A)Gα f

= (β − α)GβGα f .

�

Observe that for a s.c.c.r. (Gα )α>0
it holds by (R2) GαGβ = GβGα . We are ready to state and

prove the Hille-Yosida Theorem.

Theorem 1.10. Let (A,D(A)) be a linear operator on X which is closed and densely de�ned. Then
(A,D(A)) is the generator of a s.c.c.s. (Tt )t ≥0

if and only if (A,D(A)) ful�lls

(0,∞) ⊆ ρ(A) and
α (α −A)−1

 ≤ 1 for all α ∈ (0,∞).

Proof. By Lemma 1.6 and 1.7 we already know that a generator of a s.c.c.s. satis�es the claimed

conditions. Hence, let (A,D(A)) be closed, densely de�ned and ful�ll (0,∞) ⊆ ρ(A) s.t. for

α ∈ (0,∞) it holds

α (α −A)−1

 ≤ 1. By Proposition 1.9 we know that Gα = (α −A)
−1

, α > 0, is

a s.c.c.r.. Now we de�ne the so-called Yosida approximations

Aα = α
(
α(α −A)−1 − I

)
and observe that for f ∈ D(A) it holds Aα f = αGαAf . Furthermore, by (R3) it holds

Aα f −→ Af for f ∈ D(A) (1.4)

Observe that

T αt = e−α t exp(tα2(α −A)−1)

determines by Example 1.2(i) and (R1) a s.c.c.s. with generator Aα . We call the operators T αt ,

α > 0, the Yosida approximations of Tt . The idea is now to prove that T αt converges as α → ∞
and to show that the limit forms a semigroup in t with generator (A,D(A)). Observe that Aβ and

T αt commute for all t ≥ 0 and α , β > 0 since the resolvents Gα and Gβ commute. As in the proof

of Lemma 1.6(iv) we obtain

T αt f −T
β
t f =

t∫
0

T αs T
β
t−s (Aα f −Aβ f )ds

Hence, by the contraction property of T αt it followsT αt f −T
β
t f

 ≤ t∫
0

Aα f −Aβ f
 ds = t

Aα f −Aβ f
 . (1.5)

Thus, for f ∈ D(A)we obtain by (1.4) thatT αt f converges locally uniformly in t to a limitTt f as α
tends to in�nity. Furthermore, one easily concludes that this limit is linear in f ∈ D(A) and ful�lls

‖Tt f ‖ ≤ ‖ f ‖. Hence, Tt determines an element in L(D(A),X ) with norm less than 1. Therefore

we can extend Tt to an element in L(X ) with norm still less than 1. Using a 3ε argument we

obtain lim

α→∞
T αt f = Tt f for all f ∈ X . It remains to prove that (Tt )t ≥0

is a s.c.c.s. with generator

(A,D(A)). (S4) is already shown, (S1) and (S3) are inherited by the approximations. The strong
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continuity property follows since the convergence of T αt is locally uniformly in t ∈ [0,∞). Now

let f ∈ D(A). Hence, by taking the limit β →∞ limit in (1.5) we obtain (Tt f − f )

t
−Af

 ≤  (
Tt f −T

α
t f

)
t

 +  (
T αt f − f

)
t

−Aα f

 + ‖Aα f −Af ‖
≤

 (
T αt f − f

)
t

−Aα f

 + 2 ‖Aα f −Af ‖ .

Now, �rst choosing α large enough and then t small enough we see that D(A) is indeed contained

in the domain of the generator

(
Ã,D(Ã)

)
of (Tt )t ≥0

and Ãf = Af on D(A). By Lemma 1.7 we

know that 1 ∈ ρ(Ã). However, under the assumption 1 ∈ ρ(A) the operator

(
Ã,D(Ã)

)
can not be

a proper extension. Otherwise I − Ã would not be injective. �

In combination with the Hille-Yosida theorem the next theorem shows that every s.c.c.r. (Gα )α>0

arises as Laplace transforms of a s.c.c.s. (Tt )t ≥0
.

Theorem 1.11. Let
(
G̃α

)
α>0

be a s.c.c.r. onX . Then the operator (A,D(A)) de�ned byD(A) = G̃αX

and A = α − G̃−1

α is densely de�ned, closed and satis�es (0,∞) ⊆ ρ(A).

Proof. See [70, Proposition I.1.5] �

1.1.2 The Adjoint Semigroup and its Generator

Throughout this section let (Tt )t ≥0
be an s.c.c.s. on X . In the following we aim to study the

dual object corresponding to (Tt )t ≥0
, i.e., the family

(
T ′t

)
t ≥0

of the adjoint operators on X ′. It is

clear that the adjoints

(
T ′t

)
t ≥0

satisfy (S1),(S3) and (S4). The following examples show that strong

continuity does in general not hold for the adjoint semigroups.

Example 1.12. (i) Recall the semigroup (T s
t )t ≥0 given in Example 1.2(ii). The adjoint opera-

tors T s
t
′ act on the dual space L∞(R,dx). For x ′ = 1[0,1] ∈ L∞(R,dx), where 1[0,1] denotes

the indicator function of the interval [0, 1], one easily checks T s
t
′
1[0,1] = 1[t,1+t ]. Therefore,T s

t
′
1[0,1] − 1[0,1]


L∞(R,dx ) = 1 for all t > 0, which shows that (T s

t
′)t ≥0 is not strongly contin-

uous.

(ii) Similar as in the previous case, one can show that the adjoint of (T h
t )t ≥0 given in Example

1.2(iii) is also not strongly continuous.

To overcome the lack of strong continuity we consider a weaker topology on X ′, namely the

weak-∗ topology.

Lemma 1.13. The family of the adjoints
(
T ′t

)
t ≥0

of (Tt )t ≥0
ful�lls (S1),(S3)and (S4) and the weak-*

version of (S2), i.e., [0,∞) 3 t 7→ T ′t x
′ ∈ X ′ is continuous in the weak-∗ topology onX ′. Furthermore,
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the weak-∗ generator (A′,D(A′)) of
(
T ′t

)
t ≥0

, i.e.,

D(A′) :=

{
x ′ ∈ X ′ | lim

t↘0

1

t
(T ′t x

′ − x ′) exists in the weak-∗ topology of X ′
}
,

A′x ′ := lim

t↘0

1

t
(T ′t x

′ − x ′), x ∈ D(A′)

is the adjoint of (A,D(A)), where the limit in the previous line is taken in the weak-∗ topology of X ′.

Proof. The properties (S1),(S3) and (S4) for

(
T ′t

)
t ≥0

follow immediately from these for (Tt )t ≥0
as

well as the weak-∗ continuity of [0,∞) 3 t 7→ T ′t x
′ ∈ X ′. To see that the last assertion holds true,

we only need to consider for x ′ ∈ X ′ the map

D(A) 3 f 7→ 〈Af ,x ′〉 = lim

t↘0

〈
f ,
T ′t − I

t
x ′

〉
.

�

Corollary 1.14. If X is re�exive, then
(
T ′t

)
t ≥0

is a s.c.c.s. on X ′.

Proof. We only have to show that

(
T ′t

)
t ≥0

is strongly continuous on X ′. Since X is assumed to

be re�exive, the weak-∗ topology and the weak topology on X ′ coincide. Hence, by Lemma 1.3

the statement is proven. �

1.1.3 M-dissipativity and the Lumer-Phillips theorem

In subsection 1.1.1 we saw the theorem of Hille and Yosida characterizing the generator of an

s.c.c.s.. A drawback of this result is that it is formulated in terms of the resolvent of the generator

A. Often this characterization is not directly applicable since an explicit representation of the

resolvent operators is not known. In general, and particularly in the cases we are interested in

one merely knows a pre-domain of the a linear operator A and wants to determine whether A
or rather its closure is the generator of a s.c.c.s. (Tt )t ≥0

. Therefore, we present the theorem of

Lumer-Phillips which is better suited for these cases.

For any f ∈ X we de�ne the set

Tf :=
{
x ′ ∈ X ′ | 〈f ,x ′〉 = ‖x ′‖2 = ‖ f ‖2

}
.

Note that due to the Hahn-Banach theorem the set Tf is non-empty for all f ∈ X .

De�nition 1.15. A linear operator (A,D(A)) on X is called dissipative, if for all f ∈ D(A) there
exists a x ′ ∈ Tf s.t.

Re 〈Af ,x ′〉 ≤ 0.

The next lemma and its proof is taken from [84].

Lemma 1.16. Let (A,D(A)) be a linear operator on X .

(i) (A,D(A)) is dissipative if and only if for each α > 0 and f ∈ D(A) it holds ‖(α −A)f ‖ ≥
α ‖ f ‖ .
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(ii) If (A,D(A)) is dissipative and densely de�ned then it is closable and its closure (A,D(A)) is
dissipative, too. Moreover, for each α > 0 it holds R(α −A) = R(α −A).

(iii) Let (A,D(A)) be dissipative and R(α0 −A) = X for some α0 > 0. It follows that (0,∞) ⊆ ρ(A)
and ‖Gα ‖ =

(α −A)−1

 ≤ α−1 for α ∈ (0,∞). In particular, (A,D(A)) has no proper
dissipative extension

Proof. (i) The following proof is taken from [84, Theorem 1.4.2]. Let (A,D(A)) be dissi-

pative, α > 0 and f ∈ D(A). Choose x ′ ∈ X ′ as in (1.15). Then

‖(α −A)f ‖ ‖ f ‖ ≥ Re 〈(α −A)f ,x ′〉 ≥ α ‖ f ‖2 .

Conversely, let α > 0, f ∈ D(A). Wlog we may assume that f , 0. Now let x̃ ′α ∈

T(α−A)f and de�ne x ′α :=
x̃ ′α
‖x̃ ′α ‖

. Then it holds

α ‖ f ‖ ≤ ‖(α −A)f ‖ =
〈
(α −A)f ,x ′α

〉
= Re

〈
α f ,x ′α

〉
− Re

〈
Af ,x ′α

〉
≤ α ‖ f ‖ − Re

〈
Af ,x ′α

〉
.

Thus, we obtain Re

〈
x ′α ,Af

〉
≤ 0. By using the Banach-Alaoglu theorem we can �nd

a subnet (x ′β ) s.t. weak- ∗ lim

β→∞
x ′β = x ′. It su�ces now to show that ‖ f ‖ x ′ ∈ Tf .

‖ f ‖ 〈f ,x ′〉 = ‖ f ‖ lim

β→∞

1

β

〈
β f −Af ,x ′β

〉
+ lim

β→∞

1

β

〈
Af ,x ′β

〉
= ‖ f ‖2 .

(ii) To prove this part we follow the approach given in [66, Lemma 1.1]. Let (0,д) ∈
graph(A). We need to show д = 0. Let f ∈ D(A) be arbitrary and (fn ,Afn) −→ (0,д)
as n →∞ in X × X . Then it holds for α > 0 by part (i)

‖(α −A)f − αд‖ = lim

n→∞
‖(α −A)(α fn + f )‖ ≥ lim

n→∞
α ‖α fn + f ‖ = α ‖ f ‖ .

By dividing �rst by α > 0 and letting α tend to in�nity we obtain ‖ f − д‖ ≥ ‖ f ‖
for all f from the dense subset D(A), which shows д = 0. The dissipativity of the

closure (A,D(A)) follows immediately by part (i). To show the last assertion, we �rst

observe that the inclusion R(α −A) ⊆ R(α −A) holds by de�nition of the closure of

an operator. The reverse inclusion holds, since the range R(α − A) is closed due to

part (i) and the closedness of (A,D(A)).

(iii) Letα0 > 0 s.t. R(α0I−A) = X . By part (i) it followsα0 ∈ ρ(A) and

Gα0

 ≤ α−1

0
. Via the

Neumann series we obtain that for α0 ∈ ρ(A) it follows α ∈ ρ(A) if |α − α0 | <
1

‖Gα
0
‖

.

As this fraction is greater or equal than α0, we have (0, 2α0) ⊆ ρ(A). By proceeding

inductively, we obtain (0,∞) ⊆ ρ(A) and the norm bound holds again by part (i). The

last assertion also follows from part (i).

�

Before we proceed we present some examples of dissipative operators.
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Example 1.17. (i) LetX = L2(R,dx). We identify L2(R,dx) with its dual space via the complex
conjugate Riesz isomorphism. Then for f ∈ L2(R,dx), it holds f ∈ Tf . Via integration by parts
one easily obtains that the respective generators of the shift and heat semigroup on L2(R,dx)
are dissipative, see Example 1.5.

(ii) This example is taken from [84, Example 1.4.7.]. Let X = C([0, 1]) be the space of complex-
valued continuous functions de�ned on the interval [0, 1] equipped with the supreme norm
‖·‖∞. De�ne the operator (A,D(A)) by D(A) := { f ∈ C1([0, 1]) | f (0) = 0} and Af := −f ′

for f ∈ D(A). Let α ∈ (0,∞) and д ∈ C([0, 1]) be arbitrary. From the theory of ordinary
di�erential equations and the variation of constants method, we obtain a unique f ∈ D(A)
s.t.

α f −Af = д

f (t) =

t∫
0

exp(α(s − t))д(s)ds, t ∈ [0, 1].

In particular we obtain

‖ f ‖∞ ≤
1

α
(1 − exp(−α)) ‖д‖∞ ≤

1

α
‖α f −Af ‖∞ . (1.6)

Hence, by Lemma 1.16(i) it holds that (A,D(A)) is dissipative.

The following lemma turns out to be useful when we consider the sum of dissipative operators.

Lemma 1.18. Let (A,D(A)) be a densely de�ned dissipative operator on X . Then for f ∈ D(A) it
holds

Re 〈Af ,x ′〉 ≤ 0, for all x ′ ∈ Tf .

Proof. See e.g. [11, A-II, Theorem 2.7.]. �

De�nition 1.19. We call a densely de�ned linear operator (A,D(A)) on X

(i) m-dissipative, if (A,D(A)) is dissipative and R(α −A) = X for one (hence all) α > 0.

(ii) essentially m-dissipative, if the closure (A,D(A)) is m-dissipative.

The following remark, in particular the �rst part, is important. Since we use it later several times

without mentioning it explicitly the reader should read it carefully.

Remark 1.20. (i) The term m-dissipative originates from the expression maximal dissipative.
Indeed, if (A,D(A)) is m-dissipative then we know by Lemma 1.16 thatA is maximal w.r.t. the
usual partial order on the set of linear dissipative operators, i.e. if (B,D(B)) is also dissipative
and (A,D(A)) ⊆ (B,D(B)) then (A,D(A)) = (B,D(B)). The reverse implication is in general
not true, see [69, Example p.688]. In case that X is a Hilbert space, the situation is di�erent.
Assume that (A,D(A)) is dissipative but not m-dissipative. Hence, there exists a x ∈ R(α −
A)⊥ \ {0}. Assume for the sake of a contradiction that x ∈ D(A). By the choice of x it holds

(Ax ,x) = α ‖x ‖2 > 0.
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But this violates the dissipativity of (A,D(A)) meaning that x < D(A). Therefore, we de�ne
the following proper linear extension

D(Â) = span(D(A) ∪ {x}),

Â = A, on D(A),

Âx = −x .

Using Lemma 1.16(i) it easily follows that (Â,D(Â)) is dissipative, i.e., (A,D(A)) is not maxi-
mal dissipative.

(ii) By Lemma 1.16(ii) a dissipative operator (A,D) is essentially m-dissipative if (α−A)D is dense
in X for some (hence all) α > 0.

Theorem 1.21 (Lumer-Phillips). An operator (A,D(A)) is the generator of an s.c.c.s. if and only if
it is m-dissipative.

Proof. Let (A,D(A)) generate a s.c.c.s. (Tt )t ≥0
. Let f ∈ D(A) and x ′ ∈ Tf . Then, the following

argument shows that A is dissipative

Re 〈Af ,x ′〉 = lim

t↘0

1

t
Re 〈Tt f − f ,x ′〉 ≤ lim

t↘0

1

t
(‖ f ‖ ‖Tt f ‖ − ‖ f ‖

2) ≤ 0. (1.7)

Moreover, by Theorem 1.10 it holds (0,∞) ⊆ ρ(A) which shows that (A,D(A)) is m-dissipative.

Now let (A,D(A)) be m-dissipative. Then, by De�nition 1.19 and Lemma 1.16(i),(iii) it results

(0,∞) ⊆ ρ(A) and α
(α −A)−1

 ≤ 1 for all α ∈ (0,∞). Hence, by Theorem 1.10 it holds that

(A,D(A)) is the generator of an s.c.c.s. on X . �

Remark 1.22. The calculation in (1.7) shows that the weak generator of a s.c.c.s. (Tt )t ≥0
de�ned

by

D(Ã) :=

{
f ∈ X | weak- lim

t↘0

1

t
(Tt f − f ) exists in the weak-topology of X

}
,

Ãf := weak- lim

t↘0

1

t
(Tt f − f ),

is a dissipative extension of the generator (A,D(A)) of (Tt )t ≥0
. Hence by 1.20 it holds (A,D(A)) =

(Ã,D(Ã)).

By combining Remark 1.22, Lemma 1.13 and 1.14 we obtain the following corollary.

Corollary 1.23. LetX be re�exive and (Tt )t ≥0
a s.c.c.s. onX . The adjoint of the generator (A,D(A))

of (Tt )t ≥0
is the (strong) generator of the adjoint semigroup

(
T ′t

)
t ≥0

.

An important feature of the Lumer-Phillips theorem is that it can also be seen as a uniqueness

result. This is the content of the next theorem. A proof can be found in [11, Theorem A-II.1.32].

Theorem 1.24. Suppose there exists a s.c.c.s. (Tt )t ≥0
onX such that its generator (A,D(A)) extends

the operator (A,D). Then the following assertions are equivalent.

(i) D is a core for (A,D(A)).
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(ii) The closure of (A,D) is the generator of a s.c.c.s..

(iii) (Tt )t ≥0
is the only s.c.c.s. on X which has a generator that extends (A,D).

We collect some further corollaries of the Lumer-Phillips theorem which turn out to be useful

every so often.

Corollary 1.25. Let (A,D) be dissipative. Then the closure (A,D(A)) is m-dissipative if and only if
N(α −A′) = {0} for some α > 0.

Corollary 1.26. Let (A,D) be dissipative. Assume further that (A′,D(A′)) is also dissipative. Then,
the closure (A,D(A)) is m-dissipative.

Theorem 1.24 indicates that for the uniqueness considerations it is important to decide whether

certain spaces form a core of a generator. The following theorem gives a su�cient condition for

a subset to be a core. The proof uses results about the abstract Cauchy problem related to a given

generator.

Theorem 1.27. Assume that (Tt )t ≥0
is a semigroup with generator (A,D(A)). Let D be a dense

subset of X s.t. TtD ⊆ D for all t ≥ 0. Then D is a core for (A,D(A)).

Proof. See [11, Corollary A-II.1.34.]. �

The proof of the next theorem is almost trivial and therefore left out.

Theorem 1.28. Let Y be another Banach space. Assume that U : X −→ Y is an isometric isomor-
phism and (A,D(A)) is a densely de�ned operator on X . Then the following holds:

(i) (A,D(A)) is dissipative if and only if
(
UAU −1,UD(A)

)
is dissipative on Y .

(ii) (A,D(A)) is m-dissipative if and only if
(
UAU −1,UD(A)

)
is m-dissipative on Y .

(iii) (A,D(A)) is essentially m-dissipative if and only if
(
UAU −1,UD(A)

)
is essentially

m-dissipative on Y . In this case
(
UAU −1,UD(A)

)
is the unique m-dissipative extension of(

UAU −1,UD(A)
)
.

From an analytic point of view it is sometimes advantageous to work with complex spaces. There-

fore the concept of complexi�cation is helpful to switch from the real to the complex setting. The

Lemma 1.30 shows that there is no loss of generality, when it comes to the questions concerning

m-dissipativity.

De�nition 1.29. Let X be a real vector space and de�ne XC = X × X . For [x1,y1], [x2,y2] ∈ XC
and a,b ∈ R we de�ne

[x1,y1] + [x2,y2] := [x1 + x2,y1 + y2], (1.8)

(a + ib)[x1,y1] := [ax1 − by1,ay1 + bx1]. (1.9)

If ‖·‖X is a norm on X , we de�ne a norm on XC by

‖[x1,y1]‖XC :=

√
‖x1‖

2

X + ‖y1‖
2

X . (1.10)
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In case the norm ‖·‖X is induced by a scalar product (·, ·)X , then the norm ‖·‖XC arises from the
scalar product

([x1,y1], [x2,y2])XC = (x1,x2)X + (y1,y2)X + i(y1,x2)X − i(x1,y2)X .

It is easy to check that the complexi�cation XC of a real Banach space X is a complex Banach

space equipped with the addition and scalar multiplication (1.8), (1.9) and norm (1.10) .

Let (A,D(A)) denote a linear operator on a real Banach space X . De�ne its complexi�cation

(AC,D(AC)) by D(AC) = D(A) × D(A and AC[x ,y] = [Ax ,Ay] for x ,y ∈ D(A), i.e., (AC,D(AC)) is

a linear operator on the complex Banach space XC.

By using the characterization of dissipativity from Lemma 1.16(i) one can easily proof the �rst

part of the following lemma. The remaining parts follow just by the de�nition of the complexi-

�cation and therefore we omit the proof.

Lemma 1.30. Let (A,D(A)) denote a linear operator on a real Banach space X . The following holds

(i) (A,D(A)) is dissipative if and only if (AC,D(AC)) is dissipative.

(ii) (A,D(A)) is m-dissipative if and only if (AC,D(AC)) is m-dissipative.

(iii) (A,D(A)) is essentially m-dissipative if and only if (AC,D(AC)) is essentially m-dissipative.

1.1.4 The Hilbert space case and Self-adjointness

In this section we brie�y compare the concepts from the previous subsections to the special case

whereX is a Hilbert space and the concept of self-adjointness. Hence, in the following let (X , (·, ·))
be a Hilbert space. For a linear operator (A,D(A)) on X , we denote its Hilbert space adjoint by

(A∗,D(A∗)). Recall that a linear operator (A,D(A)) is called symmetric if it is a restriction of

its adjoint and (A,D(A)) is called self-adjoint if it coincides with its adjoint (A∗,D(A∗)). Further

(A,D(A)) is called negative de�nite if (Af , f ) ≤ 0 for all f ∈ D(A).

Observe that for f ∈ X the set Tf is single-valued sinceX is a Hilbert space which is strictly con-

vex, see also [47, Chapter 1, Exercise 3.10.2.]. Hence, a negative de�nite operator is dissipative.

Furthermore, if (A,D(A)) is symmetric and dissipative, then A is negative de�nite. The following

lemma is a direct consequence of Lemma 1.13 and Corollary 1.14.

Lemma 1.31. Let (Tt )t ≥0
be a s.c.c.s. with generator (A,D(A)) on X . Then Tt is symmetric for all

t ≥ 0 if and only if (A,D(A)) is self-adjoint.

Theorem 1.32. Let (A,D(A)) be a densely de�ned, symmetric and negative de�nite operator on X .
Then (A,D(A)) is self-adjoint if and only if it is m-dissipative.

Proof. First let (A,D(A)) be self-adjoint. SinceA is dissipative and self-adjoint, it holds in particu-

lar that the adjoint A∗ = A is dissipative, too. Hence, by Corollary 1.26 (A,D(A)) is m-dissipative.

Now, let (A,D(A)) be m-dissipative and denote the corresponding semigroup by (Tt )t ≥0
. Hence,

A is maximal dissipative. Observe that the symmetry of A just means that A is a restriction of

its adjoint A∗. By Remark 1.22, we know that A∗ generates the dual semigroup

(
T ∗t

)
t ≥0

and is

therefore necessarily dissipative. Eventually, we conclude that (A,D(A)) is no proper restriction

of (A∗,D(A∗)). �

23



1 Preliminaries from the Theory of Operator Semigroups

Corollary 1.33. Let (A,D) be a densely de�ned, symmetric and negative de�nite operator on X .
Then (A,D) is essentially self-adjoint, i.e., the closure of (A,D) is self-adjoint, if and only if (A,D) is
essentially m-dissipative.

De�nition 1.34. Let (Ut )t ∈R be a family of linear an continuous operators on X . We call (Ut )t ∈R
a unitary strongly continuous group (u.s.c.g.) if

(G1) U0 = I ,

(G2) UtUs = Ut+s , for all t , s ∈ R,

(G3) R 3 t 7→ Ut ∈ L(X ) is strongly continuous,

(G4) Ut is unitary for all t ∈ R.

If (Ut )t ∈R is a u.s.c.g. Then, it holds U ∗t = U−t for all t ∈ R. We de�ne the generator of (Ut )t ∈R
as in De�nition 1.4. Recall that a linear operator (A,D(A)) is called skew-adjoint if (−A,D(A)) =
(A∗,D(A∗)). We can combine our results from above to obtain Stone’s theorem:

Theorem 1.35. A linear operator (A,D(A)) is the genrator of a u.s.c.g. (Ut )t ∈R if and only if
(A,D(A)) is skew-adjoint.

Proof. Let (Ut )t ∈R be a u.s.c.g. and (A,D(A)) its generator. We de�ne the s.c.c.s.

(
U −t

)
t ≥0

by

U −t := U−t , t ≥ 0. It is easy to check that the generator of

(
U −t

)
t ≥0

equals (−A,D(A)). Since(
U −t

)
t ≥0
=

(
U ∗t

)
t ≥0

it holds by Corollary 1.14 that (−A,D(A)) = (A∗,D(A∗)). Now let (A,D(A))
be skew-adjoint. Then it holds that (A,D(A)) and its adjoint (A∗,D(A∗)) are dissipative. Hence,

from Corollary 1.26 it follows that (A,D(A)) is m-dissipative and denote by (Ut )t ≥0
the s.c.c.s.

generated by A. Furthermore, for t ≤ 0 we de�neUt := U ∗t . Then (Ut )t ∈R satis�es (G1) and (G3).

Further, for f ∈ D(A)we obtain by di�erentiating thatUtU
∗
t f = U

∗
t Ut f is constant and therefore

equals f . Hence, (G4) holds true and (G2) follows directly from (G4) since we have the semigroup

property for (Ut )t ≥0
and

(
U ∗t

)
t ≥0

. �

Remark 1.36. Assume that X is a complex space. Then (A,D(A)) is skew-adjoint if and only if
(iA,D(A)) is self-adjoint. Therefore, in this case one could also prove Stone’s theorem by using the
spectral theorem for self-adjoint operators, see also the proof of Theorem 7.20.

1.2 Perturbation Theory for m-dissipative Operators

In this section we assume again that X is a Banach space over K ∈ {R,C}. Later, we aim to

establish m-dissipativity of operators (C,D(C)) given in the form

C = A + B, D(C) = D(A) ⊆ D(B),

knowing that (A,D(A)) is m-dissipative. If the pertubation B is in some sense small with respect

to A, then m-dissipativity is preserved unter the pertubation B. Below, we state more precisely

what is meant by a small perturbation.

De�nition 1.37. Let (A,D(A)), (B,D(B)) be linear operators on X . The operator (B,D(B)) is called
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1.3 Sub-Markovian Semigroups

A−bounded if D(A) ⊆ D(B) and there exist constants a,b < ∞ such that

‖Bf ‖X ≤ a ‖Af ‖X + b ‖ f ‖X , f ∈ X . (1.11)

The number inf{a ∈ R | (1.11) holds for some b} is called the A-bound of B.

Theorem 1.38. Let D be a dense subspace of X and (A,D) an essentially m-dissipative operator.
Let (B,D) be a dissipative operator which is A-bounded with the A-bound being strictly less than 1.
Denote by

(
A,D(A)

)
,
(
B,D(B)

)
the closures of (A,D), (B,D), respectively which exist due to Lemma

1.16(ii). Then, (A + B,D) is essentially m-dissipative and its closure is given by
(
A + B,D(A)

)
.

The next lemma follows immediately from the well-known inequality ab ≤ 1

2
a2 + 1

2
b2

, a,b ∈ R.

Lemma 1.39. Assume that (X , (·, ·)) is a Hilbert space. Let (A,D) be an essentially m-dissipative
operator and (B,D) a dissipative operator on X . Also, assume that there exist c,d < ∞ such that

‖Bf ‖2 ≤ c |(Af , f )| + d ‖ f ‖2

holds for all f ∈ X . Then B is A−bounded with A−bound equal to 0.

De�nition 1.40. A sequence (Pn)n∈N ⊆ L(X ) is called a complete othogonal family, if Pn , n ∈ N,

satis�es P2

n = Pn and it holds PnPm = 0, if n , m, and
∞∑
n=1

Pn = I holds in the strong operator

topology.

Theorem 1.41. Let (A,D) be an essentially m-dissipative operator and (B,D) a dissipative operator
on X . Assume there exists a complete orthogonal family (Pn)n∈N such that for all n ∈ N and f ∈ D,
it holds

PnD ⊆ D,

PnAf = APn f ,

PnBf = BPn f .

De�ne An = APn and Bn = BPn both with domain Dn = PnD ⊆ (PnX ) ∩ D as operators on
PnX . Assume further that each Bn , n ∈ N, is An−bounded with An−bound being less than 1. Then
(A + B,D) is essentially m-dissipative.

Proof. See [25, Lemma 3] where a proof is given for the case thatX is a Hilbert space. Fortunately,

the proof does not rely on the fact that the norm is induced by a scalar product. �

1.3 Sub-Markovian Semigroups

In this section we assume that the Banach spaceX under consideration is given asX = Lp (F , µ) :=

Lp (F ,B, µ), where p ∈ [1,∞) and (F ,B, µ) is a σ -�nite measure space. We assume that all ele-

ments f ∈ Lp (F , µ) are given as equivalence classes of real-valued functions. We deal with a

certain subclass of s.c.c.s. on Lp (F , µ) which plays an important role in the connection of opera-

tor semigroup theory and probability theory. We use the usual partial orderings ≤, ≥, <, > and =

on Lp (F ,B, µ), i.e., f ≤ д if for some respective representatives
ˆf , д̂ of f and д it holds

ˆf ≤ д̂ on
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F . The remaining orderings are de�ned in an analogous way. Furthermore, for f ∈ Lp (F ,B, µ)
with representative

ˆf we denote by f +, f − and | f | the equivalence classes of
ˆf +,

ˆf − and | ˆf |,
respectively. For a subset S ⊆ Lp (F , µ) we denote by S+ the set { f + | f ∈ S}.

1.3.1 De�nition and Basic Properties

De�nition 1.42. Let (A,D(A)) be a closed densely de�ned linear operator on Lp (F , µ), p ∈ [1,∞)
and T be a linear operator on Lp

′

(F , µ), p ′ ∈ [1,∞], which is not necessarily continuous.

(i) (A,D(A)) is called a Dirichlet operator if∫
F

Au((u − 1)+)p−1 dµ ≤ 0, ∀u ∈ D(A). (1.12)

If (A,D(A)) is merely densely de�ned and ful�lls (1.12) we call (A,D(A)) a pre-Dirichlet op-
erator.

(ii) T is called positive or positive preserving if for all f ∈ Lp
′

(F , µ) with 0 ≤ f it holds 0 ≤ T f .

(iii) T is called sub-Markovian if for all f ∈ Lp
′

(F , µ) with f ≤ 1 it holds T f ≤ 1.

(iv) A s.c.c.s. (Tt )t ≥0
(a s.c.c.r. (Gα )α>0

) is called sub-Markovian or positive if Tt (αGα ) is sub-
Markovian or positive for every t ≥ 0.

Example 1.43. The shift and heat semigroups given in Example 1.2(ii),(iii) are sub-Markovian.

Lemma 1.44. Let T be a linear operator on X = Lp (F , µ), p ∈ [1,∞) which is not necessarily
continuous.

(i) If T is positive, then T is continuous. In particular, the adjoint T ′ ∈ L(Lq(X , µ)), where q is
the Hölder conjugate of p, is positive, too.

(ii) If T is sub-Markovian, then T is positive.

Proof. The proof is taken from [10].

(i) Assume that T is positive. Hence, for all f ∈ Lp (F , µ) it holds |T f | ≤ T | f | and

accordingly ‖T f ‖ ≤ ‖T | f |‖. Since ‖ f ‖ = ‖| f |‖ we only need to show the existence

of a �nite positive constant C s.t. ‖T f ‖ ≤ C ‖ f ‖ for all non-negative elements f ∈
Lp (F , µ). Assume that such a constant does not exist. Hence, there exist non-negative

fn ∈ Lp (F , µ), n ∈ N, s.t. ‖ fn ‖ ≤ 2
−n

and ‖T fn ‖ ≥ n. We de�ne f :=
∞∑
n=1

fn ∈ X .

Then f is non-negative and for all n ∈ N it holds 0 ≤ T fn ≤ T f . Since T is positive,

we have n ≤ ‖T fn ‖ ≤ ‖T f ‖. Knowing that T f is an element in X and has �nite

norm results in a contradiction. This proves continuity. The second assertion can

been seen as follows. Since (F ,B, µ) is σ -�nite it su�ces to show

∫
F
T ∗ f 1E dµ ≥ 0 if

f ≥ 0 and E ∈ B s.t. µ(E) < ∞. But this is obviously the case, since T is positive.

(ii) Let f ≤ 0. Then, nf ≤ 1 for all n ∈ N and further nT f = T (nf ) ≤ 1 for all n ∈ N.

Hence, T f ≤ 0 which proves positivity.

�
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1.3 Sub-Markovian Semigroups

Remark 1.45. In the preceding lemma we have seen that the adjoint of a positive operator T is
again positive. In general, the adjoint of a sub-Markovian operator is not sub-Markovian. This can
be seen by the following simple example. For certain choices of (F ,B, µ) it holds Lp (F , µ) � R2. We
identify a linear operator T on R2 with a matrix M w.r.t. the standard orthonormal basis on R2.
Then,T is sub-Markovian if and only if the sum of the entries in every row ofM is less or equal than

1. In particular, the operator corresponding to M =
(
1 0

1 0

)
is therefore sub-Markovian. Its adjoint

corresponds toMᵀ and is not sub-Markovian.

Lemma 1.46. Let (A,D(A)) be the generator of a s.c.c.s (Tt )t ≥0 on Lp (F , µ), p ∈ [1,∞) and (Gα )α>0

be the corresponding s.c.c.r.. The following statements are equivalent:

(i) (Tt )t ≥0 is sub-Markovian.

(ii) (Gα )α>0 is sub-Markovian, i.e., αGα is sub-Markovian for all α > 0.

(iii) (A,D(A)) is a Dirichlet operator.

Proof. The proof of [70, Proposition I.4.3.] can be adapted to the general Lp setting, p , 2. �

Remark 1.47. A similar result as in Lemma 1.46 also holds for positive preserving s.c.c.s. (Tt )t ≥0
.

Indeed, using the Laplace transform representationGα =
∞∫
0

e−α tTt dt , we see thatGα is positive ifTt

is positive for all t ≥ 0. To prove the reverse implication one just uses the following approximation
of Tt , i.e., it holds for all f ∈ X

Tt f = lim

n→∞

(n
t
G n

t

)n
f , (1.13)

see e.g. [58, §2, Section 11.8]. An equivalent condition in terms of the generator is given by∫
F

Au(u+)p−1 dµ ≤ 0, ∀u ∈ D(A).

For a proof see [71, Theorem 1.7.].

1.3.2 Extension and Interpolation of sub-Markovian Semigroups

The following interpolation theorem of Riesz and Thorin is essential in the upcoming consider-

ations.

Theorem 1.48. Let (E,A,ν ) be another σ -�nite measure space and p0,p1,q0,q1 ∈ [1,∞]. Suppose
that T : Lp0(F , µ) ∩ Lp1(F , µ) −→ Lq0(E,ν ) ∩ Lq1(E,ν ) is linear and ful�lls ‖T f ‖Lq0

≤ C0 ‖ f ‖Lp0

and ‖T f ‖Lq1
≤ C1 ‖ f ‖Lp1

for all f ∈ Lp0(F , µ) ∩ Lp1(F , µ). De�ne for t ∈ (0, 1) the numbers
p−1

t := t
p0

+ 1−t
p1

, q−1

t := t
q0

+ 1−t
q1

and Ct := Ct
0
C1−t

1
. Then for each f ∈ Lp0(F , µ) ∩ Lp1(F , µ) it holds

T f ∈ Lqt (F ,ν ) and ‖T f ‖Lqt ≤ Ct ‖ f ‖Lpt .

Proof. See e.g. [89, Theorem IX.17]. �

The following theorem and its proof are a slight modi�cation of [24, Lemma 1.3.11]. We state
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1 Preliminaries from the Theory of Operator Semigroups

some parts of the proof here, since they are important in the forthcoming argumentation.

Theorem 1.49. Let (Tt )t ≥0
be a s.c.c.s. on Lp (F , µ), p ∈ [1,∞), with generator (A,D(A)).

(i) Assume that the adjoint semigroup
(
T ∗t

)
t ≥0

is sub-Markovian. Then for all t ≥ 0 it holds that

T̃t : Lp (F , µ) ∩ L1(F , µ) −→ Lp (F , µ) ∩ L1(F , µ), f 7→ Tt f (1.14)

is also bounded w.r.t. ‖·‖L1 . Furthermore, for all r ∈ [1,p] there exists a sub-Markovian
operator Tt,r ∈ L(Lr (F , µ)) such that Tt,r f = Tt f for all f ∈ Lp (F , µ) ∩ L1(F , µ). The family(
Tt,r

)
t ≥0

is a s.c.c.s. on Lr (F , µ).

(ii) Assume (Tt )t ≥0
is sub-Markovian. Then for all t ≥ 0 it holds that

T̃t : Lp (F , µ) ∩ L∞(F , µ) −→ Lp (F , µ) ∩ L∞(F , µ), f 7→ Tt f (1.15)

has a bounded linear extension to Tt,∞ : L∞(F , µ) −→ L∞(F , µ). Furthermore, for all r ∈
[p,∞) there exists a sub-Markovian bounded linear operator Tt,r ∈ L(Lr (F , µ)) such that
Tt,r f = Tt f for all f ∈ Lp (F , µ) ∩ L∞(F , µ). For r ∈ [p,∞] the family

(
Tt,r

)
t ≥0

ful�lls (S1),
(S3) and (S4) from De�nition 1.1 and additionally (S2) if r < ∞. If r = ∞ we obtain that(
Tt,∞

)
t ≥0

is weak-∗-continuous, i.e., for all д ∈ L1(F , µ) and f ∈ L∞(F , µ) it holds

lim

t→0

〈
д,Tt,∞ f

〉
= 〈д, f 〉 , (1.16)

where 〈·, ·〉 denotes the dual pairing between L1(F , µ) and L∞(F , µ).

(iii) De�ne for r ∈ [1,∞) the set D(A)r := { f ∈ D(A) | f ,Af ∈ Lr (F , µ)} as well as the set
D(A)∞r := { f ∈ D(A)r ∩ L

∞(F , µ)}. The generator of
(
Tt,r

)
t ≥0

is the closure of (A,D(A)r )
as an operator on Lr (F , µ). In the situation of (i) (respectively (ii)) the set D(A)r is a core
for the generator of

(
Tt,r

)
t ≥0

, r ∈ [1,p] (r ∈ [p,∞)). In case (Tt )t ≥0
is sub-Markovian the

corresponding statements with D(A)∞r instead of D(A)r hold true.

Proof. We only give a proof for part (i) and (ii).

(i) We need to show that T̃t is contractive w.r.t. ‖·‖L1 . Let f ∈ Lp (F , µ) ∩ L1(F , µ) s.t. f ≥ 0

and ψn ∈ L
1(f , µ) ∩ L∞(f , µ), n ∈ N, s.t. 0 ≤ ψn ↗ 1 as n → ∞. By Lemma 1.44 we know

that Tt is positive. Thus, it holds by the monotone convergence theorem∫
F

Tt f dµ = lim

n→∞

∫
F

ψnTt f dµ = lim

n→∞

∫
F

T ∗t ψn f dµ ≤

∫
F

f dµ .

Thus, by linearity we obtain for arbitrary f = f + − f − ∈ Lp (F , µ) ∩ L1(F , µ)∫
F

|Tt f | dµ ≤

∫
F

Tt f
+ dµ +

∫
F

Tt f
− dµ ≤

∫
F

f + dµ +

∫
F

f − dµ =

∫
F

| f | dµ .

Hence, by the Riesz-Thorin theorem and an extension we obtain for r ∈ [1,p] that there

exists a contraction Tt,r ∈ L(L
r (F , µ)) such that Tt,r f = Tt f for all f ∈ Lp (F , µ) ∩ L1(F , µ).

It follows immediately that Tt,r is sub-Markovian. By the three line theorem (cf. also the

proof of [89, Appendix to IX.4, Proposition 2]) it holds

‖·‖Lr ≤ ‖·‖
t
Lp ‖·‖

1−t
L1

for some t ∈ (0, 1) (1.17)
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1.3 Sub-Markovian Semigroups

where t depends on r . From this inequality and a 3ε-argument we see that

(
Tt,r

)
t ≥0

is

strongly continuous on Lr (F , µ) if

(
Tt,1

)
t ≥0

is strongly continuous on L1(F , µ). To show

this it su�ces to prove that Tt,1 f −→ f in L1(F , µ) as t → 0 for f ∈ Lp (F , µ) ∩ L1(F , µ).
Since Tt,1 is a contraction, it su�ces to prove Tt,1 f −→ f for f ∈ Lp (F , µ) ∩ L1(F , µ) as

t → 0. To this end, let (tn)n∈N ⊆ [0,∞) be a zero sequence. By the strong continuity on

Lp (F , µ), we may choose a subsequence (tnk )k ∈N s.t. Ttnk f −→ f µ-a.e. as k → ∞. Thus,

by the dominated convergence theorem it holds 1
{
|Ttnk f | ≤2 |f |

}Ttnk f −→ f in L1(F , µ) as

k →∞. Furthermore, we have

‖ f ‖L1 ≥ lim sup

k→∞

(1
{
|Ttnk f | ≤2 |f |

}Ttnk f

L1

+

1
{
|Ttnk f |>2 |f |

}Ttnk f

L1

)
= ‖ f ‖L1 + lim sup

k→∞

1
{
|Ttnk f |>2 |f |

}Ttnk f

L1

.

This implies that Ttnk f = 1
{
|Ttnk f | ≤2 |f |

}Ttnk f + 1
{
|Ttnk f |>2 |f |

}Ttnk f −→ f in L1(F , µ) as

k →∞ which proves strong continuity.

(ii) Observe that the linear operator T̃t in (1.15) is well-de�ned since sub-Markovian operators

are contractions w.r.t. ‖·‖L∞ . Now let 0 ≤ f ∈ L∞(F , µ). Since (F , µ) is σ -�nite we can

choose a sequence (fn)n∈N ⊆ Lp (F , µ) s.t. 0 ≤ fn ↗ f . Hence, the limitTt,∞ f := lim

n→∞
Tt fn

exists µ-a.e. in R since Tt is sub-Markovian. This limit is also well-de�ned, i.e., if (дn)n∈N
is another sequence s.t. 0 ≤ дn ↗ f then lim

n→∞
Tt fn = lim

n→∞
Ttдn . It is obvious that Tt,∞

is contraction. The existence of the operators Tt,r for r ∈ [p,∞) follows immediately by

the Riesz-Thorin theorem and the BLT theorem. The properties (S1), (S3), (S4) and the

sub-Markovianity for

(
Tt,r

)
t ≥0

for r ∈ [p,∞] follow directly by those of (Tt )t ≥0
.

To show the strong continuity in the case r ∈ (p,∞) one uses the estimate (1.17) and a

3ε-argument.

To show the weak-∗-continuity for r = ∞ we make the following observation. For f ∈
L∞(F , µ) the map t 7→ Tt,∞ f is bounded. Thus, it su�ces to show (1.16) for д ∈ L1(F , µ) ∩
L∞(F , µ). Now choose ψn , n ∈ N, as in the proof of part (i) and p̃ ∈ (p,∞), in particular,

p̃ > 1. Then, by Lemma 1.14 we obtain that

(
(Tt,p̃ )

∗
)
t ≥0

is a s.c.c.s. on L
p̃
p̃−1 (F , µ) with

sub-Markovian adjoint semigroup. Hence, we can apply part (i), i.e., (Tt,p̃ )
∗

is strongly

continuous w.r.t. ‖·‖L1 . Eventually, by the dominated convergence theorem and the con-

struction of Tt,∞, it holds〈
д,Tt,∞ f

〉
= lim

n→∞

〈
д,Tt,p̃ (ψn f )

〉
= lim

n→∞

〈
(Tt,p̃ )

∗д,ψn f
〉
=

〈
(Tt,p̃ )

∗д, f
〉 t→0

−→ 〈д, f 〉 .

�

Corollary 1.50. Let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on Lp (F , µ), p ∈ [1,∞). Let

(
Tt,∞

)
t ≥0

be
the semigroup on L∞(F , µ) constructed in Theorem 1.49(ii). For every t ∈ [0,∞) the adjoint T ∗t,∞ of

Tt,∞ leaves L1(F , µ) invariant. In particular,
(
T ∗t,∞ |L1

)
t ≥0

is a positive s.c.c.s. on L1(F , µ).

Proof. First observe that for an element f ∈ L1(F , µ) ⊆ (L∞(F , µ))′ it holds ‖ f ‖(L∞)′ = ‖ f ‖L1 .

Now, let f ∈ L1(F , µ) ∩ L
p
p−1 (F , µ), д ∈ L∞(F , µ) and let Ak ↗ F , k ∈ N, with µ(Ak ) < ∞. Then
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by Hölders inequality, it holds 1AkT
∗
t f ∈ L

1(F , µ) for all k ∈ N. Further, by construction of Tt,∞
it holds 〈

д, 1AkT
∗
t f

〉
=

〈
Tt (1Akд), f

〉
−→

〈
Tt,∞д, f

〉
=

〈
д,T ∗t,∞ f

〉
,

for k → ∞, where 〈·, ·〉 denotes the dual pairing between L∞ and (L∞)′. Note that L1(F , µ) is

weakly complete, see e.g. [111, Corollary III.C.14]. Thus, T ∗t,∞ f ∈ L
1(F , µ) and it holdsT ∗t,∞ f L1

=
T ∗t,∞ f (L∞)′ ≤ ‖ f ‖(L∞)′ = ‖ f ‖L1 .

Eventually, we can extend T ∗t,∞ |L1
to a linear contraction on L1(F , µ). To prove the last assertion

it is left to show the strong continuity of

(
T ∗t,∞ |L1

)
t ≥0

. But this is an immediate consequence of

Lemma 1.3 and (1.16). �

Corollary 1.51. Let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on L1(F , µ). Then there exists a

sub-Markovian s.c.c.s.
(
T̂t

)
t ≥0

on L1(F , µ) s.t. for all f ,д ∈ L1(F , µ) ∩ L∞(F , µ) it holds∫
F

Tt f дdµ =

∫
F

f T̂tдdµ . (1.18)

Proof. For t ∈ [0,∞) de�ne T̂t := T ∗t,∞ |L1
. It remains to show that T̂t is sub-Markovian. Therefore

it su�ces to show that T̂t is contractive w.r.t. ‖·‖L∞ on L1(F , µ) ∩ L∞(F , µ). However, this is a

consequence of the fact that T ∗t,∞ = T
∗
t on L1(F , µ) ∩ L∞(F , µ) and the latter operator is indeed a

contraction on L∞(F , µ). �

Convention 1.52. In the entire thesis we will use the following convention. Let r ∈ [1,∞]. If
(Tt )t ≥0

is a s.c.c.s. on Lp (F , µ) ful�lling the assumptions of Theorem 1.49(i), (ii), respectively, then
we denote by

(
Tt,r

)
t ≥0

the respective semigroups on Lr (F , µ) constructed in Theorem 1.49(i), (ii),
respectively. Observe that in the exact same fashion as in Theorem 1.49, we can extend a s.c.c.r.
(Gα )α>0

on Lp (F , µ) to Lr (F , µ) for r ∈ [p,∞] (r ∈ [1,p]) if (Gα )α>0
(
(
G∗α

)
α>0
) is sub-Markovian.

In this case we use the same index notation as for the semigroup case. Furthermore, if (Tt )t ≥0
is a

sub-Markovian s.c.c.s. on L1(F , µ), we always denote by
(
T̂t

)
t ≥0

the semigroup de�ned in Corollary

1.51. The same applies to semigroups and resolvents which we marked with sub- and superindices.

1.3.3 Conservative Semigroups and Invariant Measures

De�nition 1.53. Let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on L1(F , µ).

(i) The measure µ is called invariant w.r.t. (Tt )t ≥0
if

∫
F
Tt f dµ =

∫
F
f dµ holds for all f ∈ L1(F , µ)

and all t ≥ 0.

(ii) (Tt )t ≥0
is called conservative if Tt,∞1 = 1 holds for all t ≥ 0.

Lemma 1.54. Let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on L1(F , µ). Further, let

(
T̂t

)
t ≥0

denote the

sub-Markovian s.c.c.s. on L1(F , µ) given by Corollary 1.51. Then µ is invariant w.r.t. (Tt )t ≥0
if and

only if
(
T̂t

)
t ≥0

is conservative.
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1.3 Sub-Markovian Semigroups

Proof. The assertion is an easy consequence of the construction of T̂t,∞ and (1.18). �

Lemma 1.55. Let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on L1(F , µ) with generator (A,D(A)). Then µ

is invariant for (Tt )t ≥0
if and only if there exists a core C for (A,D(A)) s.t.∫

F

Af µ = 0 for all f ∈ C. (1.19)

Proof. Necessity follows since

∫
: L1(F , µ) −→ K, f 7→

∫
F
f dµ is continuous. Now, let C be a

core for (A,D(A)) and assume (1.19). Again by the continuity of the intergral and the closedness

of A, it holds that

∫
F
Af dµ = 0 for all f ∈ D(A). Now, let f ∈ D(A), then it holds by Lemma 1.6(i)

Tt f − f =

t∫
0

TsAf ds =

t∫
0

ATs f ds,

where the integral is a Riemann-integral. Further, we obtain that∫
F

Tt f − f dµ =

∫
F

t∫
0

ATs f ds dµ =

t∫
0

∫
F

ATs f dµ ds = 0,

since the integrand is equal to zero. Due to continuity this extends to f ∈ L1(F , µ). �

The proof of the next lemma uses similar arguments as the proof of Theorem 1.49 and is therefore

omitted.

Lemma 1.56. Let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on L1(F , µ) and denote by

(
T̂t

)
t ≥0

the sub-

Markovian s.c.c.s. from Corollary 1.51.

(i) (Tt )t ≥0
is conservative if and only if µ is invariant w.r.t.

(
T̂t

)
t ≥0

.

(ii) If µ is �nite, then (Tt )t ≥0
is conservative if and only if µ is invariant w.r.t. (Tt )t ≥0

1.3.4 Di�usion Operator

In the following subsection we consider a special kind of s.c.c.s. on X = Lp (F , µ). Indeed, we

consider semigroups with a generator which is of di�usion type, see the next de�nition.

De�nition 1.57. A linear operator (A,C) on Lp (F , µ), p ∈ [1,∞), is called abstract di�usion oper-
ator if and only if

(i) φ(u1, ...,uk ) ∈ C for all k ∈ N, u1, ...uk ∈ C and φ ∈ C∞(Rk ) ful�lling φ(0) = 0 and it holds

A(φ(u1, ...,uk )) =
k∑

i, j=1

∂i∂jφ(u1, ...,uk )Γ(ui ,uj ) +
k∑
i=1

∂iφ(u1, ...,uk )Lui ,

where Γ(f ,д) = 1

2
(Lf д − f Lд − дLf ), f ,д ∈ C.
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1 Preliminaries from the Theory of Operator Semigroups

(ii) Γ(f , f ) ≥ 0, ∀f ∈ C.
Example 1.58. Let F ⊆ Rd , d ∈ N, be open. Let (ai j ) : F −→ Rd×d be positive semide�nite,
i.e., (ai j ) is pointwisely a positive semide�nite matrix in Rd×d and β : F −→ Rd such that each
component of (ai j ) and β are measurable functions. Furthermore assume ai j , βi ∈ L2

loc (F ) for i, j ∈
{1, ...,d} and the distributional derivatives of ai j are also locally square integrable, i.e., ∂iai j ∈
L2

loc (F ) for i, j ∈ {1, ...,d}. Let f ∈ C
∞
c (F ) and de�ne

Af =
d∑

i, j=1

∂i (ai j∂j f ) +
d∑
i=1

βi∂i f .

Then it holds that (A,C∞c (F )) is a abstract di�usion operator on L2(F ,dx).

Lemma 1.59. Let (A,C) be an abstract di�usion operator on Lp (F , µ) and assume that µ is invariant
for (A,C), i.e., for all f ∈ C it holds that Af ∈ L1(F , µ) and

∫
F
Af dµ = 0. Then (A,C) is dissipative

on Lp (F , µ) and ful�lls (1.12) for all f ∈ C. In particular, (A,C) is closable and if the closure (A,D(A))
is the generator of a s.c.c.s. (Tt )t ≥0

then this semigroup is sub-Markovian.

Proof. For a proof we refer to [30, Chapter 1. Appendix B, Lemma 1.8, Lemma 1.9]. �

Remark 1.60. The subsequent application of the theory of semigroups we have in mind is roughly
the following. We consider a dynamical system described by a stochastic di�erential equation of Itô
type. Then we formally apply Itô’s lemma and obtain a second order di�erential operator A as in
Example 1.58. Formally means here that the coe�cients of the stochastic di�erential equation are in
general not regular enough to apply Itô’s Lemma in its usual form. Then we try to prove thatA is the
generator of a corresponding sub-Markovian contraction semigroup. The previous lemma indicates
that an Lp (µ) space with an invariant measure µ is a good framework for proving the existence of
an associated sub-Markovian semigroup.

1.4 Convergence of Semigroups

So far we only considered situations with one single semigroup. Recall the interpretation of a

semigroup as the time evolution of a dynamical system. Often, and in particular for the appli-

cations we have in mind, one tries to describe a physical system by some corresponding ap-

proximations. Logically, one should prove that the time evolution of the approximating systems

approaches in some sense the behavior of the original system. Hence, in the following section we

collect several results concerning the convergence of sequences of semigroups

(
T n
t
)
t ≥0

, n ∈ N.

The semigroups

(
T n
t
)
t ≥0

, n ∈ N, considered in this section live on di�erent Banach spaces Xn ,

n ∈ N.

The way this material is presented is taken from the corresponding section in [24]. We only

make slight adjustments compared to [24]. Hence, we only prove a few results to provide the

reader with some intuition. For the other proofs we refer instead to the last mentioned reference

as well as the papers [105, 66, 67] where the material originates from.

For this section we assume that X ,Xn , n ∈ N are Banach spaces over the same �eld K. The

respective norm on X and Xn will be denoted by ‖·‖X and ‖·‖Xn , respectively. Further, C is
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1.4 Convergence of Semigroups

assumed to be a dense subspace of X .

1.4.1 De�nitions and Basic Properties

De�nition 1.61. Assume that for n ∈ N there is a linear map

Ψn : C −→ Xn . (1.20)

We say that the sequence (Xn)n∈N converges towards X with respect to (Ψn)n∈N if

lim

n→∞
‖Ψn(u)‖Xn = ‖u‖H , ∀u ∈ C . (1.21)

In this case we write Xn
(Ψn )n∈N
−−−−−−→ X .

Until the end of this section we assume Equation (1.21) holds, i.e., we assume Xn
(Ψn )n∈N
−−−−−−→ X for

some family (Ψn)n∈N given as in Equation (1.20).

Remark 1.62. In case C = X we say that Xn converges to X in the sense of Trotter, see [105]. Oth-
erwise, we have a convergence in the sense of Kuwae-Shioya, see [67]. In case we have convergence
in the sense of Trotter, we obtain by the uniform boundedness principle that Ψn , n ∈ N, is uniformly
bounded in operator norm.

De�nition 1.63. Letun ∈ Xn , n ∈ N andu ∈ H . The sequence (un)n∈N is said to converge towards

u along Xn
(Ψn )n∈N
−−−−−−→ X if one (hence all) sequence (ũm)m∈N ⊆ C satis�es

lim

m→∞
‖ũm − u‖H = 0 (1.22)

and

lim

m→∞
lim

n→∞
‖Ψn(ũm) − un ‖Xn = 0. (1.23)

If (1.22) and (1.23) hold we also write un −→ u along Xn
(Ψn )n∈N
−−−−−−→ X

The next lemma shows that the convergence of a sequence along di�erent Banach spaces is not

very di�erent from the classical situation X = Xn for all n ∈ N. The proof of the lemma is

elementary.

Lemma 1.64. Let un ∈ Xn , n ∈ N and u ∈ X . Assume un −→ u along Xn
(Ψn )n∈N
−−−−−−→ X .

(i) If u ∈ C then un −→ u if and only if lim

n→∞
‖un − Ψn(u)‖Xn = 0. In particular, un −→ 0 along

Xn
(Ψn )n∈N
−−−−−−→ X if and only if lim

n→∞
‖un ‖Xn = 0.

(ii) For α , β ∈ K it holds αun + βvn −→ αu + βv along Xn
(Ψn )n∈N
−−−−−−→ X .

(iii) Let û ∈ X s.t. un −→ û along Xn
(Ψn )n∈N
−−−−−−→ X . Then it holds u = û.

(iv) Convergence along Xn
(Ψn )n∈N
−−−−−−→ X implies norm convergence, i.e. lim

n→∞
‖un ‖Xn = ‖u‖X . In
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1 Preliminaries from the Theory of Operator Semigroups

particular, if Xn , n ∈ N, and X are Hilbert spaces with respective scalar products (·, ·)Xn and

(·, ·)X , then it holds for vn −→ v along Xn
(Ψn )n∈N
−−−−−−→ X that

lim

n→∞
(un ,vn)Xn = (u,v)X .

De�nition 1.65. Assume that Xn , n ∈ N, and X are Hilbert spaces with respective scalar products
(·, ·)Xn and (·, ·)X . Let un ∈ Xn , n ∈ N and u ∈ X . We say that un converges weakly to u along

Xn
(Ψn )n∈N
−−−−−−→ X if for every sequence vn ∈ Xn , n ∈ N, and v ∈ X s.t. vn −→ v along Xn

(Ψn )n∈N
−−−−−−→ X

it holds

lim

n→∞
(un ,vn)Xn = (u,v)X . (1.24)

To emphasize the di�erence to weak convergence we sometimes also use the term strong con-

vergence for convergence along Xn
(Ψn )n∈N
−−−−−−→ X . The next two corollaries are well-known for the

classical case X = Xn , n ∈ N.

Corollary 1.66. AssumeXn , n ∈ N, andX are Hilbert spaces with respective scalar products (·, ·)Xn
and (·, ·)X . Let un ∈ Xn , n ∈ N, and u ∈ X . Then it holds that un −→ u along Xn

(Ψn )n∈N
−−−−−−→ X if and

only if

lim

n→∞
‖un ‖Xn = ‖u‖X (1.25)

and

lim

n→∞
(un ,Ψn(v))Xn = (u,v)X , for all v ∈ C. (1.26)

Proof. We only show that (1.25) and (1.26) are su�cient. Let ũm ∈ C, m ∈ N; s.t. ũm −→ u as

m →∞. Then it holds

lim

n→∞
‖Ψn(ũm) − un ‖

2

Xn = lim

n→∞
‖Ψn(ũm)‖

2

Xn + lim

n→∞
‖un ‖

2

Xn − lim

n→∞
2 Re(Ψ(ũm),un)Xn

= ‖ũm ‖
2

X + ‖u‖
2

X − 2 Re(ũm ,u)X .

Hence, we �nally obtain form →∞

lim

m→∞
lim

n→∞
‖Ψn(ũm) − un ‖Xn = 0.

�

The proof of the next corollary works similar as in the case Xn = X for all n ∈ N.

Corollary 1.67. AssumeXn , n ∈ N, andX are Hilbert spaces with respective scalar products (·, ·)Xn
and (·, ·)X . Let un ∈ Xn , n ∈ N, and u ∈ X . Then it holds that un −→ u weakly along Xn

(Ψn )n∈N
−−−−−−→ X

if and only if the sequence of real numbers
(
‖un ‖Xn

)
n∈N is bounded and

lim

n→∞
(un ,Ψn(v))Xn = (u,v)X , for all v ∈ C. (1.27)

In the following we clarify that in certain cases there is no di�erence between the notion of
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1.4 Convergence of Semigroups

Trotter and the one of Kuwae-Shioya. We elaborate this in the following.

De�nition 1.68. We say that a Banach space X has the bounded approximation property if there
exists an M ∈ (0,∞) s.t. for any n ∈ N, any u1, ...,un ∈ X and any ε > 0 there exists a T ∈ L(X ),
s.t. ‖T fi − fi ‖X < ε , i = 1, ..,n, and ‖T ‖ ≤ M .

Example 1.69. (i) IfY is isometric isomorphic toX andX has the bounded approximation prop-
erty, then Y has this property, too.

(ii) A separable Hilbert space has the bounded approximation property, see [111, Proposition II.F.4].

(iii) Let (F ,F , µ) be a σ -�nite measure space. Then for p ∈ [1,∞) the Banach space Lp (F , µ) has
the bounded approximation property, see [111, Example II.F.5(a)].

Remark 1.70. Assume thatX is separable. Then the bounded approximation property is equivalent
to the existence of a sequence Tk ∈ L(X ), k ∈ N, of �nite rank operators converging strongly to
Id ∈ L(X ).

Lemma 1.71. Assume that X is separable and has the bounded approximation property. Then
there exist �nite rank operators Ωn : X −→ Xn s.t. ‖Ωnu‖Xn −→ ‖u‖X as n → ∞ for all u ∈ X .

Furthermore, it holds thatun −→ u alongXn
(Ωn )n∈N
−−−−−−→ X if and only ifun −→ u alongXn

(Ψn )n∈N
−−−−−−→ X .

Proof. See [24, Lemma 1.5.7.]. �

1.4.2 Convergence of Linear Operators

In the following we assume that there exists for n ∈ N a �nite rank operator Ωn : X −→ Xn s.t.

the assertion in Lemma 1.71 is ful�lled. For the applications we have in mind the assumptions

in Lemma 1.71 are ful�lled. Hence, this will not be an additional assumption later. In particular,

we will consider Banach spaces of the type Lp (F , µ) with a σ -�nite regular measure µ de�ned on

a Borel σ -�eld of a second countable topological space. In that case one easily sees that Lp (F , µ)
is also separable.

De�nition 1.72. Let Tn ∈ L(Xn), n ∈ N, and T ∈ L(X ). We say that the sequence of operators

(Tn)n∈N converges to T along Xn
(Ψn )n∈N
−−−−−−→ X , if for every sequence (un)n∈N, un ∈ Xn , n ∈ N, such

that un −→ u along Xn
(Ψn )n∈N
−−−−−−→ X it holds Tnun −→ Tu along Xn

(Ψn )n∈N
−−−−−−→ X .

De�nition 1.73. For n ∈ N let (An ,D(An)) be a linear operator on Xn . We de�ne the set

D(ex lim

n→∞
An) :=

{
u ∈ X | ∃un ∈ D(An), f ∈ X s.t. un −→ u, Anun −→ f along Xn

(Ψn )n∈N
−−−−−−→ X

}
.

For u ∈ D(ex lim

n→∞
An) de�ne

ex lim

n→∞
Anu =

{
f ∈ X | ∃un ∈ D(An) s.t. un −→ u, Anun −→ f along Xn

(Ψn )n∈N
−−−−−−→ X

}
.

If ex lim

n→∞
Anu is single-valued for every u ∈ D(ex lim

n→∞
An) one can clearly de�ne a linear operator

35



1 Preliminaries from the Theory of Operator Semigroups

(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
on X .

The de�nition of the extended limit of operators guarantees that

(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
is

closed as a multivalued operator, see the next lemma.

Lemma 1.74. For n ∈ N let (An ,D(An)) be a linear operator on Xn . Further, let um ∈ D(ex lim

n→∞
An),

m ∈ N s.t. for some f m ∈ ex lim

n→∞
Anu

m ,m ∈ N, it holds um −→ u, f m −→ f in X asm →∞. Then

it holds u ∈ D(ex lim

n→∞
An) and f ∈ ex lim

n→∞
An .

Proof. Let um , f m , m ∈ N, and u, f be as above. By de�nition there exist for every m ∈ N

elements umn ∈ D(An) s.t. umn −→ um and Anu
m
n −→ f m along Xn

(Ωn )n∈N
−−−−−−→ X . Then for allm ∈ N

there exists a α(m) s.t. for all n ≥ α(m)Ωnu
m − umn


Xn
≤

1

m
,

Ωn f
m −Anu

m
n


Xn
≤

1

m
.

Observe that α can be chosen s.t. α(m) ≤ α(m + 1) for all m ∈ N. For n su�ciently large de�ne

β(n) := sup{m ∈ N | α(m) ≤ n}. Hence, by construction it holds n ≥ α(β(n)). Since α is strictly

increasing it holds that β(n) −→ ∞ as n → ∞. Recall that (‖Ωn ‖)n∈N is bounded. Hence we

conclude that for n →∞ it holdsΩnu − u
β (n)
n


Xn
≤

Ωn(u − u
β (n))


Xn
+

Ωnu
β (n) − u

β (n)
n


Xn
−→ 0Ωn f −Anu

β (n)
n


Xn
≤

Ωn(f − f β (n))

Xn
+

Ωn f
β (n) −Anu

β (n)
n


Xn
−→ 0.

�

This proves that u ∈ D(ex lim

n→∞
An) and f ∈ ex lim

n→∞
Anu.

The next example illustrates how multi-valued operator can arise.

Example 1.75. Consider the spaceX = L2(R,dx)with some orthonormal basis (ek )k ∈N and (A,C∞c (R))

given by Af =
∞∑
k=1

f (k)ek . For n ∈ N we de�ne Xn = X , Pn = Id and (An ,D(An)) = (A,C
∞
c (R)).

Then it holds that 0 ∈ D(ex lim

n→∞
An) and ex lim

n→∞
An0 = span(ek ,k ∈ N). This can be seen by employing

a sequence (φl )l ∈N in C∞c (R), s.t. φl (0) = 1, supp(φl ) ⊆ [− 1

2
, 1

2
] and ‖φl ‖ −→ 0 as l →∞.

The next lemma provides a su�cient criteria for operators of interest s.t.

(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
is single-valued. We used the idea of the original proof already for proving Lemma 1.16(ii), see

[66, Lemma 1.1] for the original reference.

Lemma 1.76. Suppose (An ,D(An)) is a dissipative operator on Xn for all n ∈ N and D(ex lim

n→∞
An)

is a dense subspace of X . Then it holds that ex lim

n→∞
Anu is single-valued for all u ∈ D(ex lim

n→∞
An).

Furthermore,
(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
is dissipative.
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1.4 Convergence of Semigroups

The next theorem is due to Trotter and Kurtz and is the main theorem of this section.

Theorem 1.77. Suppose (A,D(A)), (An ,D(An)), n ∈ N, generate s.c.c.s. (Tt )t ≥0, (T n
t )t ≥0 and s.c.c.r.

(Gα )α>0, (Gn
α )α>0 on X and Xn , respectively. Let (Ωn)n∈N be given as in the beginning of this

subsection. Then the following statements are equivalent:

(i)
(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
= (A,D(A)).

(ii) For all t ≥ 0 it holds T n
t −→ Tt along Xn

(Ψn )n∈N
−−−−−−→ X .

(iii) For all t ≥ 0 and u ∈ H it holds lim

n→∞
sup

0≤s≤t

ΩnTsu −T
n
s Ωnu


Xn
= 0.

(iv) For all α > 0 it holds Gn
α −→ Gα along Xn

(Ψn )n∈N
−−−−−−→ X .

Proof. See [24, Theorem 1.5.13]. �

The following corollary provides a su�cient condition for the equivalent statements of Theorem

1.77.

Corollary 1.78. Let (A,D(A)), (An ,D(An)), n ∈ N, be as in Theorem 1.77. If there exists a core

Ĉ ⊆ C ∩D(A) for (A,D(A)) such that AnΨnu −→ Au along Xn
(Ψn )n∈N
−−−−−−→ X for every u ∈ Ĉ , then the

equivalent statements in Theorem 1.77 hold true.

Proof. The assumption says that

(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
is an extension of (A, Ĉ) which is es-

sentially m-dissipative. By Lemma 1.76 we obtain that

(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
is dissipative,

hence

(
ex lim

n→∞
An ,D(ex lim

n→∞
An)

)
= (A,D(A)), since the latter operator is m-dissipative. �

Remark 1.79. Corollary 1.78 is very useful in applications. Indeed, often one knows an explicit
representation of an operator merely on a core. In return, in many cases the most challenging part
of the analysis is to prove that a certain subspace forms a core for the limit operator or rather is a
domain of essential m-dissipativity. Eventually, we conclude that to know a core of an operator is
su�cient to determine which dynamics converge to the dynamic associated with the operator under
consideration.

We don’t state an example of convergent semigroups here, since we prove convergence of semi-

groups in Chapter 3.
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Chapter 2

Preliminaries from the Theory of
MarkovProcesses andPath SpaceMea-
sures

The aim of this chapter is similar as in the �rst chapter. We state necessary de�nitions and the-

orems to provide a solid background for the subsequent chapter. We only present results here

which are needed in the further course of this thesis. More details on the respective subjects can

be founded in the references mentioned in the respective Sections. Note that we don’t prove any

new result in this chapter. In the �rst Section we show some results related to probability mea-

sures P de�ned on the so-called path-spaceC([0,∞), F ), where F is a Polish space, of continuous

functions with values in F . We relate the �nite dimensional distributions of such a measure P

to sub-Markovian operator semigroups on Lp (F , µ) for a σ -�nite measure µ on F . In the second

section we state some de�nitions concerning Markov processes. Furthermore, we state an exis-

tence result for Markov processes from potential theory. This is the core result to construct weak

solutions for the stochastic di�erential equations considered in the next chapter.

2.1 Path space measures and Operator Semigroups

In this section we collect results regarding weak convergence of probabilty measures P de�ned

on the space of continuous functionsC([0,∞), F ), where F is a Polish space. In particular, we are

concerned with measures P which are associated with sub-Markovian semigrous (Tt )t ≥0
de�ned

on Lp (F , µ) for a σ -�nite measure µ. The results stated in this section can be found in most

textbooks on Markov processes and probability theory such as [32, 18, 19] and the article [110].

2.1.1 Tightness, Weak Convergence of Measures and Prohorov’s Theorem

Throughout this entire subsection we consider a Hausdor� space E. We exclusively consider the

Borel σ -algebra F on E and by P(E) we denote the set of probability measures on (E,F ). We

denote by d a metric inducing the topology on E s.t. (E,d) is a separable, complete metric space.

De�nition 2.1. A family Y of �nite measures on (E,F ) is called tight, if for every ε > 0 there
exists a compact set K ⊆ E s.t.

sup

P∈Y
P(E \ K) < ε .

Example 2.2. If E is Polish then every singleton {P} ⊆ P(E) is tight, see [32, Lemma 3.2.1].
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The following lemma turns out to be useful.

Lemma 2.3. Assume V is a second countable topological vector space equipped with the Borel σ -
algebra and let I be some index set. f1,i , f2,i : E −→ V , i ∈ I , be measurable maps. Assume

further that {Pi | i ∈ I } ⊆ P(E) is given s.t.
{
Pi ◦ f

−1

j,i | i ∈ I
}
is tight on V for j = 1, 2. Then{

Pi ◦ (f1,i + f2,i )
−1 | i ∈ I

}
is also tight on V .

Proof. Since V is second countable, it holds that the pointwise sum f1,i + f2,i : E −→ V is

measurable. Note that for two compact sets K1 and K2 the product K1 × K2 is compact in V ×
V equipped with the product topology. Hence, K := K1 + K2 = {v1 +v2 | vi ∈ Ki , i = 1, 2} is

compact. Since f −1

1,i K1 ∩ f −1

2,i K2 ⊆ (f1,i + f2,i )
−1K , it holds for i ∈ I

Pi ◦ (f1,i + f2,i )
−1(V \ K) ≤ P ◦ f −1

1,i (V \ K1) + P ◦ f
−1

2,i (V \ K2)

which proves tightness. �

In the following we restrict our considerations to the space P(E) and equip this space with the

weak topology, i.e., the coarsest topology W s.t. all maps P(E) 3 P 7→
∫
E
f dP, f ∈ Cb (E), are

continuous. We assume henceforth that E is a Polish space.

Theorem 2.4. The space P(E) is a Polish space.

Proof. See e.g. [18, Appendix III, Theorem 5] and [32, Theorem 3.1.7, Theorem 3.3.1]. �

The next theorem is due to Prohorov.

Theorem 2.5. Let Y be a family in P(E). Then the following are equivalent.

(i) Y is tight.

(ii) Y is pre-compact in the weak topology on P(E).

Proof. See e.g. [32, Theorem 3.2.2] and Theorem 2.4. �

From the proof of Theorem 2.5 one obtains:

Corollary 2.6. Assume E is merely metrizable. Let Y be a tight family in P(E). Then Y is pre-
compact.

Proof. See [32, Corollary 3.2.3]. �

Remark 2.7. To show that a sequence (Pn)n∈N ⊆ P(E) is weakly convergent we can use Theorem
2.5. By establishing tightness of (Pn)n∈N we obtain accumulation points of (Pn)n∈N. If one can further
show that all these accumulation points coincide, we obtain weak convergence by the subsubsequence
criteria and Theorem 2.4. Hence we collect in the next subsection su�cient criteria for tightness for
a speci�c type of space E, a so-called path space.
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2.1.2 Tightness for Path Space Measures

In the following we restrict the choice of E to a special case. To this end, let (F , r ) be a separable

complete metric space. De�ne E to be the space of continuous functions on [0,∞) with values in

F denoted by

E := C ([0,∞), F ) .

We equip C ([0,∞), F ) with a metric de�ned by

d(x ,y) :=

∞∑
T=1

2
−T

sup

0≤t ≤T
(r (x(t),y(t)) ∧ 1), x ,y ∈ C ([0,∞), F ) . (2.1)

The topology induced by d on C ([0,∞), F ) is called the topology of uniform convergence on

compact sets. We equip C ([0,∞), F ) exclusively with the Borel σ -algebra denoted by BC . In

particular, we often do not mention the σ -algebra BC explicitly. It can be shown thatC ([0,∞), F )
is separable and complete, too. For t ∈ [0,∞) we denote by πt the evaluation map

πt : C ([0,∞), F ) −→ F ,x 7→ x(t).

The next lemma is well-known and can be proven as in [18, p.19/20] where the case F = R is

treated.

Lemma 2.8. Let D ⊆ [0,∞) be dense. It holds BC = σ (πt , t ∈ D).

Corollary 2.9. Let P1,P2 ∈ P(C ([0,∞), F )). Assume that for all n ∈ N and 0 ≤ t1 ≤ ... ≤ tn it
holds P1 ◦

(
πt1
, ...,πtn

)−1

= P2 ◦
(
πt1
, ...,πtn

)−1. Then P1 = P2.

To establish tightness for a family Y ⊆ P(C ([0,∞), F )) we need criteria for compactness in

C ([0,∞), F ). As a �rst step we reduce everything to �nite time intervals and use afterwards

the Arzela-Ascoli theorem. Let T ≥ 0 and denote by C([0,T ], F ) the space of all continuous

functions from [0,T ] to F equipped with the topology of uniform convergence. This topology

is induced by the metric dT (x ,y) = sup

t ∈[0,T ]
r (x(t),y(t)). As usual, we equip C([0,T ], F ) with its

Borel σ -algebra BC,T . The analog of Lemma 2.8 also holds for BC,T . We denote by RT the time

restriction operator, i.e.,

RT : C ([0,∞), F ) −→ C([0,T ], F ),x 7→ x |[0,T ].

Lemma 2.10. Let Y ⊆ P(C ([0,∞), F )). Then Y is tight if and only if YT :=
{
P ◦ R−1

T | P ∈ Y
}
is

tight for every T ∈ N.

Proof. See e.g. [110, Corollary 5.] �

To formulate the Arzela-Ascoli version of tightness we introduce the modulus of continuity. Let

x ∈ C ([0,∞), F ) (C([0,T ], F ), T ∈ N), δ ,T > 0.

w(x ,δ ,T ) := sup

s,t ∈[0,T ]
|t−s | ≤δ

r (x(t),x(s)).
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In fact, for every δ ,T > 0 the map w(·,δ ,T ) is continuous on C ([0,∞), F ) (C([0,T ], F ), T ∈ N),

hence measurable. Observe that a set of functions A ⊆ C ([0,∞), F ) (C([0,T ], F ), T ∈ N) is

equicontinuous on [0,T ] if and only if lim

δ→0

sup

x ∈A
w(x ,δ ,T ) = 0. The next theorem is a direct

consequence of the Arzela-Ascoli theorem.

Theorem 2.11. Let Y ⊆ P(C([0,T ], F )), T ∈ N, be a family of probability measures. Then Y is
tight if and only if the following two conditions are ful�lled.

(i) For every t ≥ 0 the family Y ◦ π−1

t :=
{
P ◦ π−1

t | P ∈ Y
}
is tight.

(ii) For every ε > 0 there exists δ > 0 s.t.

sup

P∈Y
P(w(·,δ ,T ) ≥ ε) ≤ ε . (2.2)

Proof. See e.g. [110]. �

Remark 2.12. Assume the special case F = R and the property (ii) of Theorem 2.11 holds true.
Then the assumption (i) in 2.11 holds true if and only if Y ◦ π−1

0
is tight, i.e., the initial distributions

are tight. For a proof, see [61, Proof of Theorem 2.4.9].

The next lemma is a modi�cation of [61, Problem 2.4.11] and can be proven in the same way.

Lemma 2.13. A family Y ⊆ P(C([0,T ], F )) ful�lls (2.2) if there exists 0 ≤ β,C < ∞ and α > 1

such that for all s, t ∈ [0,T ], it holds

sup

P∈Y

∫
r (πt ,πs )

β dP ≤ C |t − s |α .

Lemma 2.14. Let the metric r on F given by r (x ,y) =
l∑

i=1

| fi (x) − fi (y)|, l ∈ N, where fi : F −→ R.

Then fi , i ∈ {1, ..., l}, induces a Lipschitz continuous and thus a measurable map

ˆfi : C([0,T ], F ) −→ C([0,T ],R)(xt )t ∈[0,T ] 7→ (fi (xt ))t ∈[0,T ] . (2.3)

Tightness of a familyY ⊆ P(C ([0,∞), F ) is ensured ifYi :=
{
P ◦ ˆf −1

i | P ∈ Y
}
is tight onC([0,T ],R)

for every i ∈ {1, .., l}.

Proof. This follows directly by Theorem 2.11. �

The next remark might be obvious for readers with a strong topological background. Anyway,

latter one of our main arguments rely on the next remark and therefore we want to give details

at greater length.

Remark 2.15. Observe that the tightness of a family of probability measures on a Polish space
is a topological property, i.e., it does not depend on the speci�c metric we choose. Observe that we
introducedC ([0,∞), F ) as a metric space via the metric d de�ned in (2.1) and not merely as a topo-
logical space. In particular, all results concerning tightness of probability measures on C ([0,∞), F )
are still true if we choose a di�erent metric ˜d onC ([0,∞), F )) as long as it induces the same topology
on C ([0,∞), F ). Likewise, we can choose a di�erent metric r̃ on F as long as it induces the same
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topology as r on F . In particular, the topology onC ([0,∞), F ) depends only on the topology of F and
not on the speci�c metric we choose for F . In the light of given arguments, we introduce a topology
onC ([0,∞), F ) only in terms of open sets of F without using a metric. To this end we work with the
equivalent concept of neighborhood �lters, see e.g. [107, Chapter 1].

Let (T , P,U) be a triple consisting ofT ∈ N, a partition P = {t0, ..., tn} of [0,T ], n ∈ N, and a family
U = {Ui }i=1, ...,n of open sets in F . De�ne the set

N (T , P ,U) := {д ∈ C ([0,∞), F ) | д(t) ∈ Ui+1 if t ∈ [ti , ti+1], i = 0, ..,n − 1} .

Now we de�ne a topology on C ([0,∞), F ) via �lters of neighborhoods N(f ), f ∈ C ([0,∞), F ).
De�ne for f ∈ C ([0,∞), F ) the �lter N(f ) as the �lter generated by the �lter base

Bf := {N (T , P ,U) | T , P ,U as above, f ∈ N (T , P ,U)} .

Now let r be a metric inducing the topology on F and de�ne d by (2.1). De�ne another neighborhood
�lter Ñ(f ) of f ∈ C ([0,∞), F ) generated by the �lter base

B̃f :=
{
Bε,d (f ) | ε > 0

}
,

where Bε,d (f ) denotes the open ball w.r.t. d around f with radius ε . We postpone the lengthy but
straightforward proof of the fact N(f ) = Ñ(f ) for all f ∈ C ([0,∞), F ) to the Appendix A.1.

2.1.3 Path Space Measures, associated Operator Semigroups and and the Mar-
tingale problem for Lp generators

Throughout this entire subsection we �x a separable complete metric space (F , r ) equipped with

the Borel σ -algebra B. Further, we �x a σ -�nite measure µ on (F ,B) space and a sub-Markovian

s.c.c.s. (Tt )t ≥0
on Lp (F , µ), p ∈ [1,∞). For the applications we have in mind it is necessary

to extend F by an additional point, the so called cemetery ∆ < E. We adjoin ∆ as an isolated

point. Observe that we obtain a Polish space F∆. The Borel σ -algebra B∆ is given by B∆ =

B ∪ {B ∪ {∆} | B ∈ B}. In the following we use convention that every function f : F −→ R

is extended to F∆ via f (∆) = 0. Similarly, every measure ν de�ned on B is extended to B∆

via ν ({∆}) = 0. We consider the space C ([0,∞), F∆) exclusively with the topology of uniform

convergence on compact sets, see the previous remark, and the corresponding Borel σ -algebra.

Convention 2.16. For the rest of this thesis, every measure P on C ([0,∞), F∆) ful�lls

P ({x ∈ C ([0,∞),E∆) | ∃s, t ∈ [0,∞), s ≤ t ,πs (x) = ∆,πt (x) ∈ F }) = 0.

Namely, it holds P-a.e. that if a path x hits the cemetery it stays there forever. The map

ξ : C ([0,∞), F∆) −→ [0,∞],x 7→ inf{t ≥ 0 | πt (x) = ∆}.

is called the life-time (of (πt )t ≥0). Observe that ξ is measurable.

For q1,q2 ∈ [1,∞]we denote in the following by Lq1(F , µ)+Lq2(F , µ) the space of all (equivalence

classes of) measurable functions h which admit a decomposition into h = h1 + h2 with h1 ∈

Lq1(F , µ) and h2 ∈ L
q2(F , µ).

De�nition 2.17. Let P be a measure on C([0,∞), F∆) with initial distribution P ◦ π−1

0
= hµ, h ∈
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L1(F , µ)+L
p
p−1 (F , µ). P is called to be associated with (Tt )t ≥0

if for all f1, ..., fk ∈ L∞(F , µ)∩Lp (F , µ)
and 0 ≤ t1 < ... < tk , k ∈ N, it holds∫

C([0,∞),F∆)

k∏
i=0

fi (πti )dP = 〈h,Tt1,∞(f1Tt2−t1,∞(f2...Ttk−1
−tk−2

,∞(fk−1Ttk−tk−1
,∞ fk )...))〉, (2.4)

where 〈·, ·〉 denotes the dual pairing between L1(F , µ) and L∞(F , µ) as well as between L
p
p−1 (F , µ)

and Lp (F , µ).

Remark 2.18. (i) Sometimes we also say that a measure P de�ned on C([0,T ], F∆), T ∈ N, is
associated with (Tt )t ≥0

. This means that (2.4) holds for all 0 ≤ t1 < ... < tk ≤ T , k ∈ N.

(ii) In the following we also denote integration w.r.t. to a measure P by EP or simply by E if there
is no ambiguity concerning P.

De�nition 2.19. Let P be a measure on C ([0,∞), F∆) with σ -�nite initial distribution µ.

(i) P is called conservative if P({ξ < ∞}) = 0.

(ii) The measure µ is called invariant for P, if for all t ∈ [0,∞) it holds P ◦ π−1

t = µ.

Lemma 2.20. Let P be a measure on C ([0,∞), F∆) with σ -�nite initial distribution µ which is
associated with (Tt )t ≥0

de�ned on L1(F , µ). Then it holds

(i) P is conservative if and only if (Tt )t ≥0
is conservative.

(ii) µ is invariant for P if and only if µ is invariant for (Tt )t ≥0
.

Proof. (i) Let 0 < h ∈ L1(F , µ) be a probability density. Then the probability measure P̃

de�ned by
d P̃
dP = h ◦ π0 has initial distribution hµ and is also associated with (Tt )t ≥0

. Let

0 ≤ ψn ↗ 1F , n ∈ N, s.t. ψn ∈ L
1(F , µ) . Then via the monotone convergence theorem and

the construction of Tt,∞ it holds for t ∈ Q+

EP̃[1F ◦ πt ] = lim

n∈N
EP̃ [ψn ◦ πt ] = lim

n∈N

〈
h,Tt,∞ψn

〉
=

〈
h,Tt,∞1

〉
.

We conclude that

P̃({πt ∈ {∆}}) = 1 − EP̃[1F ◦ πt ] = 1 −
〈
h,Tt,∞1F

〉
.

By Convention 2.16 it holds P̃({ξ < ∞}) = P̃(∪t ∈Q+{πt ∈ {∆}}). Hence we see that P̃ is

conservative if and only if (Tt )t ≥0
is conservative.

(ii) The statement follows immediately by De�nition 2.17 and De�nition 2.19.

�

For T ∈ N we de�ne time reversal operator rT

rT : C([0,T ], F∆) −→ C([0,T ], F∆), (xt )t ∈[0,T ] 7→ (xT−t )t ∈[0,T ] (2.5)

The proof of the next lemma follows in a straightforward manner and is therefore omitted. Recall

the semigroup (T̂t )t ≥0 de�ned in Corollary 1.51.
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Lemma 2.21. Let P be a conservative measure on C([0,∞), F∆) with �nite initial distribution µ.
Assume that P is associated with a s.c.c.s. (Tt )t ≥0

on L1(F , µ) and that µ is invariant for (Tt )t ≥0
.

Then for every T ∈ [0,∞) the law P̂T := P ◦ R−1

T ◦ r
−1

T is associated with (T̂t )t ≥0.

Lemma 2.22. Let P be a measure on C([0,∞), F∆) with initial distribution hµ, h ∈ L1(F , µ) ∩

L
p
p−1 (F , µ) s.t. P is associated with (Tt )t ≥0

. Let f ∈ Lp (F , µ), i.e. f is a real valued measurable and
p-integrable function w.r.t. µ.

(i) Let t ≥ 0. Then f (πt ) is integrable w.r.t. P and the mapping

[0, t] ×C([0,∞), F∆) −→ R, (s,x) 7→ f ◦ πs (x) = f (x(s)) (2.6)

is B([0, t]) ⊗ σ (πs | 0 ≤ s ≤ t)-measurable and it holds

EP [| f | (πt )] ≤ ‖h‖
L

p
p−1 (F ,µ)

‖ f ‖Lp (F ,µ) ,

EP


∫
[0,t ]

| f | (πs )ds

 ≤ t ‖h‖
L

p
p−1 (E,µ)

‖E‖Lp (E,µ) .

(ii) The set

A :=
⋃
T ∈N


∫
[0,T ]

| f | (πs )ds = ∞


is measurable and P(A) = 0. In particular, the map

[0,∞) 3 t −→

∫
[0,t ]

f (xs )ds ∈ R

is for P-a.e. x ∈ C ([0,∞),E∆) well-de�ned and continuous. Furthermore,

∫
f (πs )ds : C([0,∞), F∆) −→ C([0,∞),R),x 7→


( ∫
[0,t ]

f (xs )ds

)
t ∈[0,∞)

,x ∈ Ac

0 , else.

is B(C([0,∞), F∆))/B(C([0,∞),R)) measurable.

(iii) The same statements as in (i), (ii) also hold true if we replace [0,∞) by [0,T ].

Proof. (i) The measurability is clear due to continuity of the process (πs )s≥0. The remaining

assertions follow immediately from the association of P and (Tt )t ≥0
.

(ii) By part (i) and Tonellis theorem we know that for T ≥ 0 the set
∫
[0,T ]

| f | (πs )ds = ∞

 =
⋂
k ∈N


∫
[0,T ]

| f | (πs )ds ≥ k


is measurable and negligible, hence A is measurable and negligible. The measurability of
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∫
f (πs )ds holds by Lemma 2.8.

�

In the following we explain the importance of the concept of association of a measure P on

C ([0,∞), F∆) and a semigroup (Tt )t ≥0
.

Theorem 2.23. Let 0 ≤ h ∈ L1(F , µ) ∩ L
p
p−1 (F , µ), p ∈ [1,∞), be a probability density w.r.t. µ and

(Tt )t ≥0
a s.c.c.s. with generator (A,D(A)) on Lp (F , µ). Further, let P be a measure on C([0,∞), F∆)

with initial distribution P ◦ π−1

0
= hµ s.t. P is associated with (Tt )t ≥0

in the sense of De�nition 2.17.
Then P solves the martingale problem for (A,D(A)), i.e., for f ∈ D(A) the process (M [f ]t )t ≥0 de�ned
by

M
[f ]
t := f (πt ) − f (π0) −

∫
[0,t ]

Af (πs )ds, t ≥ 0, (2.7)

is a martingale w.r.t. the �ltration (Ft )t ≥0
, Ft = σ (πs | 0 ≤ s ≤ t), and P. Additionally, if f 2 ∈

D(A) and Af ∈ L2p (F , µ) then the process (N [f ]t )t ≥0 de�ned by

N
[f ]
t :=

(
M
[f ]
t

)
2

−

∫
[0,t ]

A(f 2)(πs ) − 2(f Af )(πs )ds, t ≥ 0, (2.8)

is also a martingale w.r.t. the measure P and the �ltration (Ft )t ≥0
.

Proof. See [26, Lemma 5.1.]. �

De�nition 2.24. Let (Ω,M,P) be a measure space with a sub-σ -�eld G ⊂ M. Denote by NP the
null sets of P, i.e., NP = {B ⊆ Ω | ∃A ∈ M,B ⊆ A}. The σ -�eld GP := {A ∪ B | A ∈ G,B ∈ NP}is
called the P-completion of G inM. If G = M, thenMP is simply called the P-completion ofM.
The restriction P |G extends uniquely to GP via ¯P(A∪ B) = P(A), where A ∈ G and B ∈ NP. We call
the extension ¯P the completion of P on GP. Furthermore, we de�ne the universally measurable sets
M∗ = ∩P∈P(Ω)M

P, where P(Ω) denotes the set of all probability measure on (Ω,M).

Observe thatGP given in De�nition 2.24 is again a σ -algebra and the extension
¯P is a well-de�ned

measure. In the following we write P for various completions
¯P, described in the last de�nition.

Remark 2.25. (i) Observe that the random variables de�ned in (2.7) and (2.8) are well-de�ned
by Lemma 2.22(i). Namely, di�erent µ-versions of f , Af , A(f 2), f Af represent the same
equivalence class w.r.t P in (2.7) and (2.8).

(ii) Assume we are in the set up of Theorem 2.23 and let f ∈ D(A) have a continuous representa-
tive. Our goal is to see that (M [f ]t )t ≥0 has the martingale property w.r.t. the larger �ltration
(F t+)t ≥0 de�ned below. (F t+)t ≥0 satis�es the usual conditions, see e.g. [61, De�nition 1.2.25].
W.l.o.g. we can assume that all random variables under consideration are de�ned on the
completion (C ([0,∞), F ) ,BC ,P) of (C ([0,∞), F ) ,BC ,P). Now we consider the augmented
�ltration

F t := σ (Ft ,N
P), t ≥ 0,
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whereNP is de�ned as in De�nition 2.24. It is obvious that (M [f ]t )t ≥0 is still a martingale w.r.t.
(F t )t ≥0. By Lemma 2.22(ii) we know that (M [f ]t )t ≥0 has a version with continuous paths. Now
de�ne the right continuous augmentation of the �ltration (Ft )t ≥0 by

F t+ := ∩ε>0F t+ε .

Let 0 ≤ s < t . By [32, Corollary 2.2.10] there exists a sequence s < tn ≤ t , n ∈ N, converging
to s s.t.

lim

n→∞
Mtn = lim

n→∞
E[Mt | F tn ] = E[Mt | F s+] P-a.s ..

By the continuity it also holds Ms = lim

n→∞
Mtn P-a.s., hence Ms = E[Mt | F s+] P-a.s.. In

particular, the same applies to the martingale in (2.8) if f has a continuous representative.
Thus, ifA(f 2) − 2f Af ≥ 0 we obtain from (2.8) the quadratic variation process of continuous
martingale ((M [f ]t )t ≥0, (F t+)t ≥0).

2.2 Markov Processes

In the �rst subsection we brie�y collect some de�nitions and remarks concerning Markov pro-

cesses from [70, Chapter IV.]. We only collect material which is essentially needed for the further

course of this thesis. Additional details and proofs can be found in [20, 98]. In the second sub-

section we state in Theorem 2.36 the main result from [17] and give a su�cient criteria to check

the assumptions. This results consists of an existence result of a µ-standard process M asso-

ciated with a s.c.c.s. (Tt )t ≥0
on Lp (F , µ). We use this process later on to obtain measures P on

C ([0,∞), F∆) which are associated with (Tt )t ≥0
in the sense of De�nition 2.17 and have initial

distributions which are absolutely continuous w.r.t. µ.

In this section we assume that F is a topological Hausdor� space s.t. the Borel σ -algebra B of F
is generated by the continuous real valued functions, i.e., B = σ (C(F )). As above we enlarge the

space F by adding a extra point ∆ to F as an isolated point.

2.2.1 De�nition of Markov Processes

The section is a brief summary from [70, Chapter IV.1.] and consists of the very basics to formu-

late the results in the next section properly.

De�nition 2.26. The quadruple M =
(
Ω,M, (Zt )t ≥0, (Pz )z∈F∆

)
is called a (time-homogeneous)

Markov process with state space F , life-time ξ : Ω −→ [0,∞] and corresponding �ltration (Mt )t ≥0

onM if the following are ful�lled:

(M1) Zt : Ω −→ F∆ isMt/B∆-measurable for all t ≥ 0 and Zt (ω) = ∆ if and only if t ≥ ξ (ω) for
all ω ∈ Ω.

(M2) for each t ≥ 0 there exists a shift operator θt : Ω −→ Ω s.t. Zs ◦ θt = Zt+s for all s ≥ 0.

(M3) for each z ∈ F∆, Pz is a probability measure on (Ω,M) and the map F∆ 3 z 7→ Pz (B) ∈
[0, 1] is B∗∆/B([0, 1])-measurable for each B ∈ M respectively B∆/B([0, 1])-measurable if
B ∈ σ (Zs , s ≥ 0). Additionally, P∆(Z0 = ∆) = 1.
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(M4) for all A ∈ B∆, t , s ≥ 0 and z ∈ F∆ it holds

Pz (Zt+s ∈ A | Mt ) = PZt (Zs ∈ A), Pz -a.s.,

where Pz (Zt+s ∈ A | Mt ) denotes the conditional expectation of 1A ◦Zt+s givenMt w.r.t. Pz .

Let M =
(
Ω,M, (Zt )t ≥0, (Pz )z∈F∆

)
be a given as in De�nition 2.26 with �ltration (Mt )t ≥0. Let τ

be a (Mt )t ≥0-stopping time, i.e., τ : Ω −→ [0,∞] and {τ ≤ t} := {ω ∈ Ω | τ (ω) ≤ t} ∈ Mt for

all t ≥ 0. Then we de�ne

Mτ := {A ∈ M | A ∩ {τ ≤ t} ∈ Mt for all t ≥ 0} ,

and the stopped process Zτ (ω) = Zτ (ω)(ω), ω ∈ Ω with the convention Z∞(ω) = ∆. For a σ -�nite

measure ν on (F∆,B∆) we de�ne the measure Pν on (Ω,M) via

Pν (A) =

∫
F∆

Pz (A)ν (dz), A ∈ M . (2.9)

Due to (M3), the integrand z 7→ Pz (A) is measurable w.r.t. B∗∆, hence we integrate in (2.9) w.r.t.

the completion of ν . If µ is an equivalent σ -�nite measure of ν on (F∆,B∆) then Pν and Pµ are

equivalent, too.

De�nition 2.27. AMarkov processM =
(
Ω,M, (Zt )t ≥0, (Pz )z∈F∆

)
as in De�nition 2.26 with state

space F , life time ξ and �ltration (Mt )t ≥0 is called right process if additionally the following are
ful�lled:

(M5) Pz (Z0 = z) = 1 for all z ∈ F∆.

(M6) t 7→ Zt (ω) is right continuous on [0,∞) for all ω ∈ Ω.

(M7) The �ltration (Mt )t ≥0 is right continuous, i.e.,Mt = ∩r>0Mr+t for all t ≥ 0. Furthermore,
for any (Mt )t ≥0-stopping time τ and probability measure ν ∈ P(F∆) the strong Markov
property holds. Namely, for all A ∈ B∆ and s ≥ 0 it holds

Pν (Zτ+s ∈ A | Mτ ) = PZτ (Zs ∈ A), Pν -a.s..

where Pν (Zt+s ∈ A | Mτ ) denotes the conditional expectation of 1A ◦ Zt+s givenMτ w.r.t.
Pν .

Let M be a Markov process. De�ne for t ∈ [0,∞] the following σ -algebras

F 0

t = σ (Zs , 0 ≤ s ≤ t),

F 0

∞ = σ (Zs , 0 ≤ s),

Ft = ∩ν ∈P(F∆)
(
F 0

t
)Pν .

The �ltration (Ft )t ≥0
is called the natural �ltration for M . If M =

(
Ω,M, (Zt )t ≥0, (Pz )z∈F∆

)
is a

right process it can be shown that

(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
is a right process w.r.t. the �ltration

(Ft )t ≥0
, too. Hence, in the following we solely consider right processes withM = F∞ and with

corresponding natural �ltration.
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De�nition 2.28. Let M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
be a right process with state space F and

life time ξ and ν a σ -�nite measure on (F∆,B∆). M is called ν -standard process if for one measure
γ ∈ P(F∆) which is equivalent to ν the following additional properties are satis�ed:

(M8) Zt− := lim

s↑t
s<t

exists in F for all t ∈ (0, ξ ) Pγ -a.s..

(M9) If τ ,τn , n ∈ N are
(
F
Pγ
t

)
t ≥0

-stopping times such that τn ↑ τ then Zτn −→ Zτ as n → ∞

Pγ -a.s. on {τ < ξ }.

2.2.2 Semigroup of Transition Kernels and associated Operator Semigroup

Let now M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
be a right process with state space F and life time ξ .

De�ne for t ≥ 0

pt (·, ·) : F∆ × B∆ −→ [0, 1], (z,A) 7→ Ez [1A(Zt )],

where Ez [·] denotes the expectation w.r.t. Pz . Obviously, pt is a kernel on (F∆,B∆), i.e., for ev-

ery z ∈ E∆ we obtain a measure pt (z, ·) on B∆ and for every A ∈ B∆ the function pt (·,A) is

B∆/B([0, 1]) measurable. For a non-negative B∆-measurable function f on F∆ and z ∈ F∆ we

de�ne

pt f (z) :=

∫
F∆

f (y)pt (z,dy) = Ez [f (Zt )].

By linearity this de�nition extends to measurable f ifpt f
+(z) orpt f

−(z) is �nite for every z ∈ F∆.

The Markov property (M4) and a monotone class argument imply that the family of kernels

(pt )t>0 satis�es the semigroup property, i.e., for a non-negative measurable function f it holds

pt+s f = pt (ps f ). Since the process (Zt )t ≥0 is right continuous, it holds that

Z : [0,∞) × Ω −→ F∆, (t ,ω) 7→ Zt (ω)

is B([0,∞)) ⊗ F 0

∞/B∆-measurable. Hence, for every non-negative B∆-measurable function f ,

z ∈ F∆ and α > 0 it holds via Fubini’s theorem

Rα f (z) :=

∫
[0,∞)

e−α tpt f (z)dt = Ez


∫
[0,∞)

e−α t f (Zt )dt

 . (2.10)

Furthermore, by Tonelli’s theorem

∫
[0,∞)

e−α t f (Zt )dt is F 0

∞/B(R)-measurable. Hence, by (M3) we

obtain that Rα f is B∆-measurable. As above, this extends to general measurable f if Rα f
+(z) or

Rα f
−(z) is �nite for every z ∈ F∆. Observe that the semigroup property of (pt )t>0 implies the

resolvent equation is valid, i.e., for α , β > 0 it holds

Rα = Rβ + (β − α)RβRα .

The two families of kernels (pt )t>0 and (Rα )α>0 are called the associated transition semigroup

and resolvent of M , respectively.
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De�nition 2.29. LetM be a right process with state space F and life time ξ with associated tran-
sition semigroup (pt )t>0. Let (Tt )t ≥0

be a sub-Markovian s.c.c.s. on Lp (F , µ), where p ∈ [1,∞) and
µ is a σ -�nite measure on (F ,B). ThenM is called to be associated with (Tt )t ≥0

if for all t ≥ 0 and
all F ∈ Lp (F , µ) ∩ L∞(F , µ) with bounded µ-version ˜f it holds that pt ˜f is a µ-version of Tt f .

Equivalently, the concept described in De�nition 2.29 can be expressed via the corresponding

resolvents (Rα )α>0 and (Gα )α>0
, see the next lemma.

Lemma 2.30. Let M be a right process with state space F , life time ξ , associated transition semi-
group (pt )t>0 and resolvent (Rα )α>0. Further, let (Tt )t ≥0

be a sub-Markovian s.c.c.s. on Lp (F , µ)
with corresponding s.c.c.r. (Gα )α>0

, where p ∈ [1,∞) and µ a σ -�nite measure on (F ,B). Then
M is associated with (Tt )t ≥0

in the sense of De�nition 2.29 if and only if for all α > 0 and all
f ∈ Lp (F , µ) ∩ L∞(F , µ) with bounded µ-version ˜f it holds that Rα ˜f is a µ-version of Gα f .

Proof. Let f ∈ Lp (F , µ) ∩ L∞(F , µ) with bounded and non-negative µ-version
˜f . Using a mono-

tone class argument and the assumption σ (C(F )) = B we can also assume that
˜f is continuous.

Assume Rα ˜f is a µ-version of Gα f for α > 0. Denote by 〈·, ·〉 the dual pairing between Lp (F , µ)

and Lq(F , µ), where q is the Hölder conjugate of p. It su�ces to show 〈Tt f ,д〉 =
〈
pt ˜f ,д

〉
for all

t ≥ 0 and all 0 ≤ д ∈ Lq(F , µ) ∩ L1(F , µ). Let β > 0 be �xed. Via Tonelli’s theorem it holds for all

α ≥ 0

∞∫
0

e−α te−βt
〈
pt ˜f ,д

〉
dt =

〈
Rα+β ˜f ,д

〉
=

〈
Gα+β f ,д

〉
=

∞∫
0

e−α te−βt 〈Tt f ,д〉 dt .

Hence, the �nite measures e−βt 〈Tt f ,д〉 dt and e−βt
〈
pt ˜f ,д

〉
dt coincide on a separating algebra

of continuous and bounded functions, therefore they coincide, see e.g. [32, Theorem 3.4.5]. Due

to the continuity of t 7→ 〈Tt f ,д〉 and the right continuity of t 7→
〈
pt ˜f ,д

〉
we obtain 〈Tt f ,д〉 =〈

pt ˜f ,д
〉

for every t ≥ 0. The reverse implication works similar. �

Remark 2.31. In De�nition 2.17 we introduced what it means that a measure P on C([0,∞), F∆)
is associated with a sub-Markovian s.c.c.s. (Tt )t ≥0

on Lp (F , µ). Assume now that F is Polish. Now
assume that a right process M =

(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
is associated with (Tt )t ≥0

in the sense

of De�nition 2.17. Let h ∈ L1(F , µ) + L
p
p−1 (F , µ). Furthermore, assume that the paths of (Zt )t ≥0 are

Phµ -a.s. continuous. This implies that the set

C := {ω ∈ Ω | (Zt (ω))t ≥0 ∈ C([0,∞), F∆)}

is measurable w.r.t. F
Phµ
∗ . Consider for an arbitrary point x0 ∈ F the measurable map

Φ : (Ω,F
Phµ
∗ ) −→ (C([0,∞), F∆),BC ),ω 7→

{
(Zt (ω))t ≥0 if ω ∈ C,

(x0)t ≥0 else.

Now we claim that the image measure P = Phµ ◦ Φ
−1 is associated with (Tt )t ≥0

in the sense of
De�nition 2.17. Obviously, by (M1) the measure P satis�es Convention 2.16. Now let f1, f2, .., fn :

F −→ R, n ∈ N, be bounded and µ-integrable functions and 0 ≤ t1 < t2 < .. < tn < ∞. Then, by
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the Markov property (M4) we obtain

E ·
[
f1(Zt1

)f2(Zt2
)
]
= E ·

[
f1(Zt1

)E
[
f2(Zt2−t1+t1

) | F 0

t1

] ]
= E ·

[
f1(Zt1

)EZt
1

[
f2(Zt2−t1

)
] ]

= E ·
[ (
f1E ·

[
f2(Zt2−t1

)
] )
(Zt1
)
]

= pt1
(f1pt2−t1

f2)(·).

Via induction we obtain for every n ∈ N

E ·

[
n∏
i=1

fi (Zti )

]
= pt1
(f1(pt2−t1

(f2...ptn−tn−1
fn)...)(·). (2.11)

By assumption the right hand-side is a µ-version of Tt1
(f1(Tt2−t1

(f2...Ttn−tn−1
fn)...). Now the claim

follows via integrating both sides of (2.11) against the measure hµ and the transformation formula
for image measures.

2.2.3 Existence Results for Lp semigroups

In this subsection we state the main result of [17]. This result consists of su�cient conditions on

the generator (A,D(A)) of a s.c.c.s. (Tt )t ≥0
s.t. this semigroup is associated with a right process

M in the sense of De�nition 2.29. Let F be a Lusin space, i.e., (F ,T) is a topological Hausdor�

space s.t. F carries a �ner topology T̃ , s.t. (F , T̃ ) is a Polish space. As a measurable space

we always consider F with the Borel σ -algebra B induced by T . Further, let µ be a σ -�nite

measure on (F ,B). Let (Tt )t ≥0
and (Gα )α>0

be �xed corresponding sub-Markovian s.c.c.s. and

sub-Markovian s.c.c.r., respectively, on Lp (F , µ), p ∈ [1,∞), with generator (A,D(A)).

De�nition 2.32. An element u ∈ Lp (F , µ) is called α-excessive (w.r.t. (Gβ )β>0) if βGβ+αu ≤ u for
all β > 0. The set of all α-excessive elements is denoted by Eα .

In the next proposition we gather some well-known properties of α-excessive elements. For

convenience we give the elementary proofs.

Proposition 2.33. Let u ∈ Lp (F , µ) and α > 0.

(i) The element u is α-excessive if and only if e−α tTtu ≤ u for all t ≥ 0.

(ii) If u is α-excessive then u ≥ 0. Furthermore, if additionally u > 0 then Gαu > 0.

(iii) Letu ∈ D(A). Then,u isα-excessive if and only if (α−A)u ≥ 0. In particular, foru ∈ D(A)∩Eα
there exists f ≥ 0 s.t. u = Gα f .

(iv) If u,v are α-excessive, then u ∧v is α-excessive.

(v) If u ≥ 0, then Gαu is α-excessive.

(vi) Let un ∈ Eα , n ∈ N, be an increasing sequence, i.e., un ≤ un+1 for all n ∈ N. If sup

n∈N
un ∈

Lp (F ; µ), then sup

n∈N
un ∈ Eα .

Proof. (i) This part can be seen by using the Laplace transform representation ofGα , see (1.2)
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and the Yosida Approximations S
β
t , β > 0, for St := e−α tTt , see the proof of Theorem 1.10.

(ii) If u is α-excessive we obtain u ≥ e−α tTtu
t→∞
−−−−→ 0, which proves the �rst part. Now let

u > 0 and denote by q ∈ (1,∞] the Hölder conjugate of p. De�ne

A := {v ∈ Lq(F , µ) | v = 0 on the set {Gαu = 0}} .

Note that the adjoint G ′α is positive due to Lemma 1.44. Furthermore, G ′α is injective since

Gα has dense range. Let v ∈ A and assume w.l.o.g. v ≥ 0. Then we obtain

0 = 〈Gαu,v〉 =
〈
u,G ′αv

〉
=

∫
F

u(x)︸︷︷︸
>0

G ′αv(x)︸  ︷︷  ︸
≥0

µ(dx).

Consequently, G ′αv = 0 which implies v = 0. Hence, µ ({Gαu = 0}c ) = 0.

(iii) This property follows immediately by part (i).

(iv) Observe that Tt is positive. Thus, it holds

e−α tTt (u ∧v) ≤ e−α tTtu ∧ e
−α tTtv ≤ u ∧v,

if u and v are α-excessive.

(v) The assertion follows from the Laplace transform representation of Gα and the positivity

of Tt , t ≥ 0.

(vi) If the sequence (un)n∈N is increasing and sup

n∈N
un ∈ L

p (F , µ), then it holds lim

n→∞
un = sup

n∈N
un .

The assertion follows then from the continuity of Tt and part (i).

�

For an element u ∈ Lp (F , µ), we de�ne the set Lu := {v ∈ Lp (E, µ) | v ≥ u}.

Lemma 2.34. Let u ∈ Lp (F , µ), α > 0 and assume Lu ∩ Eα , Ø. Then, there exists an element
Rαu ∈ Lu ∩ Eα s.t. Rαu ≤ v for all v ∈ Lu ∩ Eα . In particular, Rαu = inf Lu ∩ Eα .

Proof. See [28, Proposition 3.1.5]. �

The element Rαu (if it exists) given in Lemma 2.34 is called the α-reduced element of u (w.r.t.

(Gα )α>0
).

De�nition 2.35. Let (Ek )k ∈N be an increasing sequence of closed subsets of F . We call (Ek )k ∈N a
nest ( (Gα )α>0

-nest) if R1(1Eck
u) −→ 0 in Lp (F , µ) for all u ∈ D(A) ∩ E1.

The following theorem is special formulation of the main result in [17, Theorem 1.1.], see also

Remark 1.2. in the last mentioned reference.

Theorem 2.36. Let F , µ and (Gα )α>0
be given as above. We assume additionally that

(I) There exists a nests consisting of compact sets.

(II) There exists a countable Q-algebra A ⊆ D(A) ∩ Cb (F ) which seperates the points of F and
forms a core for (A,D(A)).
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Then there exists a µ-standard right process M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
with state space F

equipped with the topology T0 generated by A and life-time ξ , s.t. M is associated with (Gα )α>0

in the sense of De�nition 2.29. The paths ofM are càdlàg Pµ -a.s. w.r.t. T0.

Remark 2.37. For the application of Theorem 2.36 we have in mind, the topology generated by A
coincides with the original one, so we don’t have to deal with two di�erent topologies.

For the rest of this section let (Tt )t ≥0
be a sub-Markovian s.c.c.s. on L1(F , µ) with generator

(A,D(A)). We recall the following notation. (T̂t )t ≥0 denotes the sub-Markovian semigroup on

L1(F , µ) corresponding to (Tt )t ≥0
via Corollary 1.51. Furthermore, (Gα )α>0

and (Ĝα )α>0 are

the corresponding sub-Markovian resolvents, respectively. The extensions of (Tt )t ≥0
, (T̂t )t ≥0,

(Gα )α>0
and (Ĝα )α>0 to L2(F , µ) given by Theorem 1.49 are denoted by the symbols

(
Tt,2

)
t ≥0

,

(T̂t,2)t ≥0,

(
Gα,2

)
α>0

and (Ĝα )α>0, respectively. The generators of

(
Tt,2

)
t ≥0

and (T̂t,2)t ≥0 are de-

noted by (A2,D(A2)) and (Â2,D(Â2)), respectively.

The following proposition is taken from [17, Remark 2.2.] and is stated in the last mentioned

reference without proof. We give a proof for the special case p = 1. The prove relies on the tech-

niques from the analytic potential theory of generalized Dirichlet forms, see, e.g. [101, Chapter

III.].

Proposition 2.38. Assume p = 1 and let (Ek )k ∈N be an increasing sequence of closed subsets of F
and let φ ∈ L1(F , µ) ∩ L∞(F , µ) s.t. φ > 0. Then, (Ek )k ∈N is a (Gα )α>0

-nest, if lim

k→∞
R1(1Eck

G1φ) = 0.

Proof. First we recall that T ∗t,2 = T̂t,2 for all t ≥ 0 and G∗α,2 = Ĝα,2 for all α > 0 which follows

from (1.18). Denote by E the generalized Dirichlet form associated with (A2,D(A2)) in the sense

of [101, Example I.4.9.(ii)]. Let φ and (Ek )k ∈N be given as above. Observe that an element u ∈
L1(F , µ) ∩ L2(F , µ) is 1-excessive w.r.t. (Gα )α>0

if and only if it is 1-excessive w.r.t.

(
Gα,2

)
α>0

. So,

we obtain for all k ∈ N that R1(1Eck
G1φ) coincides with the 1-reduced function of 1Eck

G1,2φ in the

sense of [101, De�nition III.1.8]. Moreover, we have

Capφ (E
c
k ) :=

∫
E

R1(1Eck
G1φ)φ dµ −→ 0 as k →∞.

Therefore, by [101, Proposition III.2.10] we obtain that (Ek )k ∈N is a nest in the sense of [101,

De�nition III.1.(i)].

Now let u ∈ D(A) ∩ E1 be arbitrary. By Proposition 2.33(iii) there exists f ∈ L1(F , µ) s.t. f ≥ 0

with u = G1 f . Let n ∈ N and de�ne

un := G1(f ∧ n) ∈ L
1(F , µ) ∩ L∞(F , µ).

Then, we get

Aun = un − f ∧ n ∈ L1(F , µ) ∩ L∞(F , µ).

We see by Proposition 2.33(v) that un is 1-excessive. By Proposition 2.33(v)i and the fact that G1

is sub-Markovian, we obtain for all k ∈ N that

R1(1Eck
u) = sup

n∈N
R1(1Eck

un).
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De�ne д̂ := Ĝ1φ and recall the functions д̂Eck de�ned in [101, Section III.2]. As above, one sees that

д̂Eck coincides with R̂1(1Eck
д̂), the 1-reduced of 1Eck

д̂ w.r.t. (Ĝα )α>0. Hence, via [101, Proposition

III.2.9, III.2.10] and the monotone convergence theorem, we obtain∫
F

R1(1Eck
u)φ dµ = sup

n∈N

∫
F

R1(1Eck
un)φ dµ

= sup

n∈N
E1(R1(1Eck

un), д̂)

= sup

n∈N
E1(un , д̂Eck )

= sup

n∈N

∫
F

((1 −A)un)д̂Eck dµ

= sup

n∈N

∫
F

(f ∧ n)д̂Eck dµ

=

∫
F

f д̂Eck dµ −→ 0,

as k →∞. �

For subsets B ⊆ L1(F , µ) and G ⊆ F we denote by BG the set BG := { f ∈ B | f = 0 on Gc }. The

next lemma gives a handy condition for an increasing sequence of closed sets (Ek )k ∈N to be a

nest.

Lemma 2.39. Assume p = 1 and let (Ek )k ∈N be an increasing sequence of closed subsets of F .
Assume that ∪k ∈ND(A)Ek contains some subset D which is also contained in D(A2) and is a core for
(A,D(A)). Then, (Ek )k ∈N is a (Gα )α>0

-nest.

Proof. For the proof we use again techniques from analytic potential theory of generalized Dirich-

let forms, meaning that we follow the lines of [101, Remark III.2.11.]. Recall the notation used in

the proof of Proposition 2.38. In particular, denote by E the generalized Dirichlet form associated

with (A2,D(A2)) as in the previous proposition, cf. [101, Example I.4.9.(ii)].

Now, let φ ∈ L1(E, µ) ful�ll 0 < φ ≤ 1. By Proposition 2.38 and monotonicity we need to show

U := lim

k→∞
R1(1Eck

G1φ) = 0 µ-a.e..

De�ne д̂ = Ĝ1φ and h = G1φ. As in the proof of Proposition 2.38, we obtain that R1(1Eck
G1φ) and

R̂1(1Eck
Ĝ1φ) coincide with the 1-reduced function hEck and the 1-coreduced function д̂Eck on Eck ,

respectively, cf. [101, Section III.2.]. Let ε > 0 and
˜h ∈ D be arbitrary and choose l ∈ N with
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˜h ∈ D(A)El .∫
F

Uφ dµ = lim

k→∞

∫
F

R1(1Eck
G1φ)φ dµ

= lim

k→∞
E1(R1(1Eck

G1φ), д̂)

= lim

k→∞
E1(G1φ, д̂Eck )

≤ lim sup

k→∞

∫
F

(1 −A)(G1φ − ˜h)д̂Eck dµ + lim sup

k→∞

∫
F

(1 −A) ˜hд̂Eck dµ

= lim sup

k→∞

∫
F

(1 −A)(G1φ − ˜h)д̂Eck dµ + lim sup

k→∞
E1( ˜h, д̂Eck ) (2.12)

It is clear that д̂Eck ≤ д̂ ≤ 1, since Ĝ1 is sub-Markovian. Now, choose
˜h ∈ D s.t.(1 −A)(G1φ − ˜h)


L1(F ,µ)

≤ ε .

To estimate the second term in (2.12) we use [101, Proposition III.1.6.]. In particular, let д̂αEck
,

α > 0, be the element from [101, Proposition III.1.6.] s.t.

E1( ˜h, д̂Eck ) = lim

α→∞
E1( ˜h, д̂

α
Eck
)

= lim

α→∞
α

∫
E

˜h
(
д̂αEck
− 1Eck

д̂
)−

dµ .

Observe that д̂αEck
, α > 0, is 1-excessive w.r.t. (Ĝα )α>0, see [101, Proposition III.1.4., Proposition

III.1.6.]. In particular, д̂αEck
is non-negative. Thus, (д̂αEck

− 1Eck
д̂)− = 0 on the set Ek . Finally, for

k ≥ l we conclude

∫
E
Uφ dµ ≤ ε which means U = 0. �

The following theorem is a slight modi�cation of [24, Lemma 2.1.10.] in consideration of Remark

2.31, see also [88, Theorem 6.3] for the original idea of the proof. It can be proven by the exact

same arguments as in [24, Lemma 2.1.10.].

Theorem 2.40. Let M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
be a right process associated with a sub-

Markovian s.c.c.s. (Tt )t ≥0
on L1(F , µ) with invariant measure µ and generator (A,D(A)). Further-

more, assume that there exists a setC ⊆ D(A) ∩ L∞(F , µ) s.t. (A,C) is an abstract di�usion operator
and C consists of continuous functions with the property that for every f ∈ C it exists a δ > 0 s.t.
Af ∈ L1+δ (F , µ). Then it holds that for every f ∈ C the paths of (f (Zt ))t ≥0

are Pµ -a.s. continuous.

We obtain as a direct consequence of the last theorem a su�cient condition for the continuity of

the paths of a right process.

Corollary 2.41. LetM =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
, (Tt )t ≥0

, µ andC be given as in Theorem 2.40.
Assume that there exists a countable set C̃ ⊆ C which separates the points of F . Further, assume that
the paths (Zt )t ≥0 are Pµ -a.s. càdlàg on [0, ξ ). Then, the paths are Pµ -a.s. continuous on [0, ξ ).
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Chapter 3

Overdamped Limit of Generalized
Hamiltonian Systems

In this chapter we establish the overdamped limit for generalized stochastic Hamiltonian systems.

Namely, for ε > 0 and two potentials Φ1,Φ2 : Rd −→ R ∪ {∞}, d ∈ N, we construct for the

stochastic di�erential equation

dX ε
t =

1

ε
∇Φ2(V

ε
t )dt , (3.1)

dV ε
t = −

1

ε
∇Φ1(X

ε
t )dt −

1

ε2
∇Φ2(V

ε
t )dt +

1

ε

√
2dBt . (3.2)

a weak solutions (X ε
t ,V

ε
t )t ≥0 with initial distribution given byhµΦ. Here µΦ is the measure which

is absolutely continuous w.r.t. the Lebesgue measure d(x ,v) on R2d
with density e−Φ1(x )−Φ2(v)

,

x ,v ∈ R2d
, and h ∈ L1(R2d , µΦ) ∩ L2(R2d , µΦ). Additionally, we construct for the overdamped

Langevin equation

dX 0

t = −∇Φ1(X
0

t )dt +
√

2dBt . (3.3)

a weak solution

(
X 0

t
)
t ≥0

with initial distribution given by
˜hµΦ1

. Similar as above, µΦ1
is ab-

solutely continuous w.r.t. the Lebesgue measure dx on Rd with density e−Φ1(x )
, x ∈ Rd , and

˜h ∈ L1(Rd , µΦ1
) ∩ L2(Rd , µΦ1

). The main result of this chapter is the proof of the weak conver-

gence of the laws L
(
X ε
t )t ≥0

)
, ε > 0, to the law L

(
X 0

t )t ≥0

)
. The convergence takes place on the

space of probability measures on the measurable space

(
C([0,∞),Rd ),B

)
, where B denotes the

Borel σ -algebra of the topology of uniform convergence on compact sets, see Section 2.1. The

speci�c assumptions on the potentials Φ1 and Φ2 are given in the course of this chapter. For the

derivation and the physical framework of these equations we refer the reader to the introduction

in Chapter 0.

Let us brie�y give an outline of the proof of our main result. First, we recall that for the pair

Φ = (Φ1,Φ2) the generator LεΦ of (3.1), (3.2) is given through Itô’s formula by

LεΦ f =
1

ε2
(∆v f − ∇vΦ2 · ∇v f ) +

1

ε
(∇vΦ2 · ∇x f − ∇xΦ1 · ∇v f ) , (3.4)

where f ∈ C∞c ({Φ1,Φ2 < ∞}). To keep the notation simple, we write in the following LΦ to

denote L1

Φ. To construct a weak solution (X ε
t ,V

ε
t )t ≥0 of (3.1), (3.2) and to prove the above men-

tioned convergence of the laws we perform several intermediate steps. These can be described as

follows. In Section 1 we prove essential m-dissipativity of the operator

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
on L1(R2d , µΦ), where µΦ is an invariant measure for LΦ. In Section 2 we use the results from Sec-

tion 2.2 to obtain martingale solutions PhµΦ for

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
via an associated right

process M . Here, hµΦ denotes the initial distribution of PhµΦ and h ∈ L1(R2d , µΦ). In Section
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3 Overdamped Limit of Generalized Hamiltonian Systems

3 we introduce the generator LΦ1
of (3.3) and show by the same methods as in Section 2 the

existence of martingale solutions Ph0µΦ
1

, where h0 ∈ L1(Rd , µΦ1
). From theses martingale so-

lutions we derive weak solutions

(
X 0

t
)
t ≥0

with corresponding initial distribution. In Section 4

we consider for ε the scaled velocity potential Φε
2
(·) = Φ2(

·
ε ) + ln (εd ) and the pair of potentials

Φε = (Φ1,Φ
ε
2
). Then we prove convergence of semigroup

(
T εt

)
t ≥0

de�ned on L2(R2d , µΦε ) which

are generated by an extension of

(
LΦε ,C

∞
c ({Φ1,Φ2 < ∞})

)
. The limit semigroup

(
TΦ1

t

)
t ≥0

ad-

mits the closure of

(
LΦ1
,C∞c (Φ1 < ∞)

)
as its generator. The operators LΦε and LεΦ are related

by a unitary transformation Uε . The unitary transformation Uε is given by Uε f = f ◦ Ũε ,
f ∈ L2(R2d , µΦ), where Ũε (x ,v) = (x ,

1

εv). From the martingale solution Phε µΦε we derive a

weak solution (X 1,Φε
t ,V 1,Φε

t )t ≥0 to (3.1), (3.2) for ε = 1, with corresponding initial distribution. In

Section 5 we prove tightness of the martingale solutions (Phε µΦε )ε>0. By combining the tightness

result and the semigroup convergence we show that the position marginals (PXhε µΦε
)ε>0 converge

weakly to the martingale solution Ph0µΦ
1

of LΦ1
under mild assumptions on the initial densities

hε , ε > 0. Eventually, in Section 6 we show how these results apply to the original problem.

We basically invert the unitary transformationUε and apply Itô’s formula to the function Ũε and

(X 1,Φε
t ,V 1,Φε

t )t ≥0 to obtain a weak solution of (X ε
t ,V

ε
t )t ≥0 of (3.1), (3.2). The desired convergence

result we deduce from the weak convergence established in Section 5. In the last section we state

an example and su�cient criteria from the existing literature to check some of the assumptions

we impose on the potentials.

3.1 M-Dissipativity of the Operator LΦ

The main goal of this section is to establish for a pair Φ = (Φ1,Φ2) of potentials essential m-

dissipativity of the di�erential operator

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
given by

LΦ f = ∆v f − ∇vΦ2 · ∇v f + ∇vΦ2 · ∇x f − ∇xΦ1 · ∇v f , f ∈ C∞c ({Φ1,Φ2 < ∞}) (3.5)

on L1(R2d , µΦ), d ∈ N, where µΦ is absolutely continuous w.r.t. the Lebesgue measure dx on(
R2d ,B(R2d )

)
. For this whole chapter, we �x d ∈ N. We follow closely the argumentation in

[26] and generalize the proofs therein for a general velocity potential Φ2 ful�lling the Assump-

tions 3.3 below. Therefore we only prove the parts which actually di�er and refer to [26] for

additional details. First we prove essential m-dissipativity on L2(R2d , µΦ) for locally Lipschitz

continuous Φ1. Afterwards we use this result to show the m-dissipativity of the closure of (3.5)

on L1(R2d , µΦ) for singular Φ1. The potentials Φ1, Φ2 and their derivatives are considered as func-

tions on R2d
and Rd simultaneously in the following way: Φ1(x ,v) = Φ1(x), Φ2(x ,v) = Φ2(v),

where (x ,v) ∈ Rd × Rd . For a (weakly) di�erentiable function f on R2d
, ∇x f denotes the

d−dimensional (weak) gradient w.r.t. the �rst d unit vectors. Corresponding de�nitions hold

for ∇v ,∆x ,∆v , ∂xi , ∂vi , i = 1, ...,d . Expressions like ∇vΦ2 · ∇v f from (3.5) are understood as

∇vΦ2 · ∇v f (x ,v) =
d∑
i=1

∂viΦ2(x ,v)∂vi f (x ,v). If Φ1 and Φ2 are considered as a function on Rd , the

gradient, the Laplacian and weak partial derivatives denoted by ∇,∆, ∂i , i = 1, ...,d , respectively.

Additionally, we introduce the extended real numbers R = R ∪ {+∞,−∞} equipped with the

topology induced by metric

d(x ,y) = |arctan(x) − arctan(y)| ,x ,y ∈ R, (3.6)
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3.1 M-Dissipativity of the Operator LΦ

where arctan(∞) = π
2

and arctan(−∞) = −π
2

. Furthermore, we endowRwith the Borel σ -algebra

induced by the topology which is generated by the metric given in (3.6).

Notation 3.1. For n ∈ N and a measurable function Ψ : Rn −→ R we de�ne the measure µΨ by its
Radon-Nikodym derivative w.r.t. the Lebesgue measure dx on (Rn ,B(Rn)), given by

dµΨ
dx
= e−Ψ,

where e · denotes the continuous extension of the usual exponential function to the extended reals R

We state the assumptions concerning the position potential Φ1 and the velocity potential Φ2, as

follows:

Assumption 3.2. Let Φ1 : Rd −→ R and q ∈ [2,∞].

(Φ11) Φ1 is Lipschitz continuous. In particular, Φ1 : Rd −→ R.

(Φ12) Φ1 is bounded from below and {Φ1 < ∞} := {x ∈ Rd | Φ1(x) < ∞} , Ø.

(Φ13) e−Φ1 is continuous on Rd .

(Φ14)q Φ1 is weakly di�erentiable on {Φ1 < ∞} and |∇Φ1 | ∈ L
q
loc (R

d , µΦ1
).

Assumption 3.3. Let Φ2 : Rd −→ R.

(Φ21) Φ2 is B(Rd ) − B(R)measurable and {Φ2 < ∞} := {x ∈ Rd | Φ2(x) < ∞} , Ø is open in Rd .

(Φ22) Φ2 is bounded from below and locally integrable on {Φ2 < ∞}.

(Φ23) For i ∈ {1, ..,d} the distributional derivatives satisfy ∂iΦ2 ∈ L
2

loc ({Φ2 < ∞}) and
∂2

i Φ2 ∈ L
1

loc ({Φ2 < ∞}).

(Φ24)
(
∆ − ∇Φ2 · ∇,C

∞
c ({Φ2 < ∞})

)
is essentially self-adjoint on L2(Rd , µΦ2

).

(Φ25) There are constants K ∈ (0,∞) and α ∈ [1, 2) such that it holds
|∆Φ2 | ≤ K(1 + |∇Φ2 |

α ).

According to Notation 3.1, we denote by µΦ the measure µΦ1+Φ2
on

(
R2d ,B(R2d )

)
and by HΦ

the Hilbert space L2(R2d , µΦ). In the following we occasionally write (Φ12) − (Φ14) to denote the

assumptions (Φ12), (Φ13), (Φ14). We also use similar notation for Φ2 and di�erent subsets of other

assumptions which are understood in the same way.

Remark 3.4. (i) Let Ω be an open subset of Rd . Then it holds f ∈ H 1,∞
loc (Ω) if and only if f has

a representative which is locally Lipschitz continuous in Ω (see [33, Chapter 5.8, Theorem 4]).
Hence, the assumption (Φ11) implies (Φ12) − (Φ14)∞ apart from the boundedness from below.

(ii) If we assume instead of (Φ22) the following condition:�(Φ22) Φ2 is locally bounded on {Φ2 < ∞}.

Then in combination with (Φ25) one can argue similar as in the proof of [24, Lemma A6.2.]
that Φ2 is continuously di�erentiable on {Φ2 < ∞} and ∇Φ2 is locally Lipschitz on {Φ2 < ∞}.
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3 Overdamped Limit of Generalized Hamiltonian Systems

(iii) Assuming (Φ12), (Φ14)q , (Φ22) and (Φ23) we can consider
(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
as an op-

erator on Lp (R2d , µΦ) for every p ∈ [1, 2].

(iv) Since the measure µΦ2
on Rd is locally �nite, it holds by [23, Proposition 7.2.3] that µΦ2

is
regular Borel measure on ({Φ2 < ∞},B({Φ2 < ∞})). Thus, by [23, Proposition 7.4.2] the set
C∞c ({Φ2 < ∞}) is dense in L2({Φ2 < ∞}, µΦ2

) � L2(Rd , µΦ2
).

(v) See Section 3.7 for explicit su�cient conditions on Φ2 implying (Φ24).

Let Ω,Ω′ ∈ Rn
, n ∈ N. If Ω′ is compact and contained in Ω then we write Ω′ ⊂⊂ Ω.

Proposition 3.5. Let Ω ⊆ Rn , n ∈ N, be open and Ψ : Ω −→ R be measurable and locally bounded
or bounded from below and locally integrable. Assume further that the �rst order distributional
derivatives ∂iΨ, i ∈ {1, ...,n}, are in L

p
loc (Ω), for some p ∈ [1,∞]. Then, it holds that e−Ψ ∈ H 1,p

loc (Ω)
and ∂i

(
e−Ψ

)
= −∂iΨe

−Ψ.

Proof. Let Ω′ ⊂⊂ Ω be open. We need to show that e−Ψ ∈ H 1,p (Ω′). Hence, let φ ∈ C∞c (Ω
′) be

arbitrary. Since K := supp(φ) is compact, there is a non-negative χ ∈ C∞c (Ω
′) such that χ = 1 on

K . Obviously e−Ψ ∈ L∞(Ω′) ⊆ Lp (Ω′). By the compact support of χ and a regularization as in

[2, Lemma 3.16] one can �nd a sequence (uk )k ∈N ∈ C
∞
c (Ω

′) such that uk −→ χΨ, as k → ∞, in
H 1,1(Ω′). In the case of locally bounded Ψ it holds ‖uk ‖∞ ≤ ‖χΨ‖∞, for all k ∈ N. Otherwise, if

C ∈ R is a lower bound of Ψ, then it holds C ≤ uk (x) for all x ∈ Ω′ and all k ∈ N. By switching

to a subsequence which we also denote by (uk )k ∈N we can apply the dominated convergence

theorem, integration by parts and Hölders inequality to obtain∫
Ω′

e−Ψ∂iφ dx = lim

k→∞

∫
Ω′

e−uk ∂iφ dx = lim

k→∞

∫
Ω′

∂iuke
−ukφ dx =

∫
Ω′

∂iΨe
−Ψφ dx .

�

Proposition 3.6. Let Ω ⊆ Rn , n ∈ N, be open, f ∈ L∞loc (Ω) ∩H
1,2
loc (Ω) and д ∈ L

2

loc (Ω) ∩H
1,1
loc (Ω).

Then it holds f д ∈ H 1,1
loc (Ω).

Proof. Let (φn)k ∈N be a standard approximate identity and Ω′ ⊂⊂ Ω. Notice that for su�ciently

large k the convolution дk := д ∗ φk are elements in C∞(Ω′) and approximates д simultaneously

in L2(Ω′) and in H 1,1(Ω′). �

Under the assumptions (Φ12) − (Φ14)q , q ∈ [2,∞] and (Φ21) − (Φ23), we obtain the following

proposition and corollary:

Proposition 3.7. Denote by {Φ1,Φ2 < ∞} the set
{
(x ,v) ∈ R2d | x ∈ {Φ1 < ∞},v ∈ {Φ2 < ∞}

}
.

The operator
(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
admits a decomposition into LΦ = S + A, with symmetric S

and antisymmetric A on C∞c ({Φ1,Φ2 < ∞}) w.r.t. the scalar product on HΦ, respectively. S and A
are given through

S f = ∆v f − ∇vΦ2 · ∇v f , Af = ∇vΦ2 · ∇x f − ∇xΦ1 · ∇v f , f ∈ C∞c ({Φ1,Φ2 < ∞}).

Proof. The proof consists of the product rule for Sobolev functions and Proposition 3.5. �
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3.1 M-Dissipativity of the Operator LΦ

Corollary 3.8. The measure µΦ is invariant for
(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
, i.e., LΦ f is integrable

w.r.t. µΦ for all f ∈ C∞c ({Φ1,Φ2 < ∞}) and it holds∫
R2d

LΦ f dµΦ = 0. (3.7)

In particular,
(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
is closable and its closure

(
LΦ,p ,D(LΦ,p )

)
is dissipative on

Lp (R2d , µΦ) for every p ∈ [1, 2].

Proof. For f ∈ C∞c ({Φ1,Φ2 < ∞}) one chooses a cut o� function η ∈ C∞c ({Φ1,Φ2 < ∞}), s.t.

η = 1 on supp(f ) and uses the decomposition from Proposition 3.7. But Sη,Aη vanish on supp(f ),
which implies (3.7). The dissipativity follows by Example 1.58 and Lemma 1.59. �

3.1.1 M-Dissipativity for Lipschitz continuous Φ1 on L2(R2d , µΦ)

Throughout this subsection we assume that Φ1 and Φ2 ful�ll (Φ11) and (Φ21)−(Φ25), respectively.

In particular, it holds {Φ1 < ∞} = R
d

.

Theorem3.9. Assume (Φ11) and (Φ21)−(Φ25) are satis�ed. Then the operator
(
LΦ,C

∞
c ({Φ2 < ∞})

)
is essentially m-dissipative on HΦ. The strongly continuous contraction semigroup

(
TΦ
t
)
t ≥0

gener-
ated by the closure of

(
LΦ,C

∞
c ({Φ2 < ∞})

)
is sub-Markovian.

Proof. This proof follows the lines of the proof in [26, Theorem 2.1.]. All function spaces in this

proof consist of complex valued functions. Observe that those spaces are isometric to the com-

plexi�cation of the real valued function spaces. Due to the potentials Φ1 and Φ2 the coe�cients

of the di�erential operator LΦ, are real-valued. In particular, LΦ leaves the real valued functions

invariant. Hence, we show that the complexi�ed operator is essentially m-dissipative, which

proves the theorem for the real cases by Lemma 1.30.

1st part:
The basic idea is to prove the claim for a unitarily equivalent operator which comes from the

unitary transformation

U : L2(R2d , µΦ) −→ L2({Φ2 < ∞}), f 7→ exp (−
Φ1 + Φ2

2

)f . (3.8)

Namely, if one assumes that Φ1,Φ2 ∈ C
∞(Rd ), then one obtains that

(
LΦ,C

∞
c ({Φ2 < ∞})

)
trans-

forms under U into the operator

L = ULΦU
∗ = ∆v +

∆vΦ2

2

−
|∇vΦ2 |

2

4

+ ∇vΦ2 · ∇x − ∇xΦ1 · ∇v . (3.9)

Although our potentials Φ1 and Φ2 are less regular, in the following we prove the essential m-

dissipativity of L on a suitably chosen domain D. Subsequently, we make the transformation in

(3.9) rigorous for the class of potentials we consider. Assumption (Φ24) gives us the negative de�-

nite and essentially self-adjoint operator

(
∆ − ∇Φ2 · ∇,C

∞
c ({Φ2 < ∞})

)
on L2(Rd , µΦ2

). Corollary

1.33 implies that

(
∆ − ∇Φ2 · ∇,C

∞
c ({Φ2 < ∞})

)
is essentially m-dissipative on L2(Rd , µΦ2

). Con-
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sider the unitary transformation

UΦ2
: L2(Rd , µΦ2

) −→ L2({Φ2 < ∞}), д 7→ exp (−
1

2

Φ2)д.

Since unitary transformations preserve essential m-dissipativity we have that

L0 = UΦ2
(∆ − ∇Φ2 · ∇)U

∗
Φ2

(3.10)

de�ned on UΦ2
C∞c ({Φ2 < ∞}) is an essentially m-dissipative operator on L2({Φ2 < ∞}). Let

д ∈ C∞c ({Φ2 < ∞}) and f = UΦ2
д. In the following the di�erential operators ∆ and ∇ are

understood in the weak sense. Then, due to the assumptions (Φ22), (Φ23) and the Propositions

3.5 and 3.6, we have

f ∈ L∞({Φ2 < ∞}) ∩ H
1,2
loc ({Φ2 < ∞}). (3.11)

Furthermore, it holds

∂2

i f ∈ L
1

loc ({Φ2 < ∞}). (3.12)

In particular,

∆f = ∆(UΦ2
д) = ∆д exp(−

1

2

Φ2) + 2∇

(
exp(−

1

2

Φ2)

)
· ∇д − д

(
∆Φ2

2

−
|∇Φ2 |

2

4

)
exp(−

1

2

Φ2). (3.13)

Now, Proposition 3.5 and (3.13) lead to

L2({Φ2 < ∞}) 3 L0 f = UΦ2
(∆ − ∇Φ2 · ∇)д

= ∆д exp(−
1

2

Φ2) + 2∇

(
exp(−

1

2

Φ2)

)
· ∇д

= ∆f +

(
∆Φ2

2

−
|∇Φ2 |

2

4

)
f , for all f ∈ UΦ2

C∞c ({Φ2 < ∞}). (3.14)

Note: Even though the single summands |∇Φ2 |
2 f and ∆Φ2 f in (3.14) are not necessarily in

L2({Φ2 < ∞}). Anyways, L0 f is an element of L2({Φ2 < ∞}). Therefore, (3.14) is a suitable

representation of L0 f . Furthermore, L0 is still symmetric and negative de�nite because we ob-

tained L0 from a unitary transformation of a symmetric and negative de�nite operator.

So far we only worked on the velocity component. To take the position variable x into account

we de�ne a new domain D0 ⊆ L2({Φ2 < ∞}) given by

D0 := L2

c (R
d ) ⊗ UΦ2

C∞c ({Φ2 < ∞})

:= spanC

{
h ⊗ д : R2d 3 (x ,v) 7→ h(x)д(v) | h ∈ L2

c (R
d ),д ∈ UΦ2

C∞c ({Φ2 < ∞})
}

(3.15)

where L2

c (R
d ) denotes the subspace of L2(Rd )with elements vanishing a.e. outside a bounded set.

In the de�nition of h ⊗ д in (3.15) we consider versions of h and д which are �nite everywhere,

respectively, s.t. the product is well-de�ned. Observe that the elements in UΦ2
C∞c ({Φ2 < ∞})

are bounded. In the following we use the tensor product ⊗ several times with di�erent function

spaces. All these tensor products are tacitly understood analogous as in (3.15). For f = h⊗д ∈ D0

we set L′
0
f := h ⊗ L0д = ∆v f −

|∇vΦ2 |
2

4
f + ∆vΦ2

2
f .We extend L′

0
linearly to D0. In the following

we denote the norm and inner product of L2({Φ2 < ∞}) by ‖·‖ and (·, ·), respectively. We make

certain observations on (L′
0
,D0) which follow immediately from the corresponding properties of
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3.1 M-Dissipativity of the Operator LΦ

L0, i.e.,

(i) (L′
0
,D0) is symmetric, negative de�nite and densely de�ned.

(ii) (L′
0
,D0) is essentially m-dissipative.

We perturb L′
0

with the multiplication operator (B0,D0) given by the measurable function

i∇vΦ2 · x : {Φ2 < ∞} −→ C, (x ,v) 7→ i∇vΦ2(x ,v) · x := i
d∑
l=1

∂lΦ2(v)xl .

Since∇vΦ2 ·x is real valued it follows that B0 is antisymmetric, i.e. B∗ = −B, in particular, (B0,D0)

is dissipative. We consider the complete orthogonal family of projections (Pk )k ∈N given by

Pk : L2({Φ2 < ∞}) −→ L2({Φ2 < ∞}), f 7→ дk f ,

where дk (x ,v) = 1[k−1,k ](|x |2), k ∈ N. Obviously each Pk maps D0 into itself and L′
0

as well as B0

commute with each Pk on D0. In order to apply Theorem 1.41 we need to show that Bk
0

:= PkB0

is Lk := PkL
′
0

bounded with Lk -bound less than one. By using the Cauchy-Schwarz inequality

and the de�nition of Pk , we have

|∇vΦ2 · x |
2 | f |2 ≤ k2 |∇vΦ2 |

2 | f |2 , for f ∈ PkD0.

Hence, it su�ces to show that ‖|∇vΦ2 | f ‖
2 ≤ a(L′

0
f , f ) + b ‖ f ‖2 holds for some �nite constants

a,b independent of f ∈ PkD0. Therefore, let f ∈ D0 and observe that −∆v is positive de�nite on

D0 and ∆vΦ2 f ∈ L
1({Φ2 < ∞}) due to assumption (Φ23). Thus it holds

‖|∇vΦ2 | f ‖
2 ≤ 4

∫
R2d

((
− ∆v +

|∇vΦ2 |
2

4

−
∆vΦ2

2

)
f

)
f d(x ,v) + 2

∫
R2d

∆vΦ2 | f |
2 d(x ,v) (3.16)

with both summands on the right-hand side being �nite. Let K > 0 and 1 ≤ α < 2 be the

constants from assumption (Φ25). Then we have the following estimate for the last term in (3.16)∫
R2d

∆vΦ2 | f |
2 d(x ,v) ≤ K

©«‖ f ‖
2 +

∫
{Φ2<∞}

|∇vΦ2 |
α | f |2 d(x ,v)

ª®®¬ (3.17)

Hölder’s and Young’s inequality imply for the last integral on the right hand side of (3.17) for

p = 2

α , q = 2

2−α that∫
{Φ2<∞}

|∇vΦ2 |
α | f |2 d(x ,v) ≤

1

4K
‖|∇vΦ2 | f ‖

2 +
(2 − α)(2αK)

α
2−α

2

‖ f ‖2 . (3.18)

Consequently, for f ∈ D0 the inequality (3.16) becomes

‖|∇vΦ2 | f ‖
2 ≤ C1

(
(1 − L′

0
)f , f

)
, (3.19)

where

C1 = max

{
8, 4K

(
1 +
(2 − α)(2αK)

α
2−α

2

)}
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is independent of the potential Φ1. Since (3.19) holds we conclude that |∇vΦ2 | Pk is Lk bounded

with Lk -bound being zero and so is Bk
0

for each k ∈ N. Now we are able to apply Theorem 1.41

implying the essential m-dissipativity of

(L′,D0) :=
(
L′

0
+ B0,D0

)
=

(
∆v −

|∇vΦ2 |
2

4

+
∆vΦ2

2

+ i∇vΦ2 · x ,D0

)
.

Note: The estimates (3.16),(3.17),(3.18) and (3.19) also hold for f in the larger space L2(Rd ) ⊗

UΦ2
C∞c ({Φ2 < ∞}).

The set D1 = C∞c (R
d ) ⊗ UΦ2

C∞c ({Φ2 < ∞}) forms a core for the closure of (L′,D0), which en-

sures that (L′,D1) is essentially m-dissipative, too. The extension of (L′,D1) to D2 = S(Rd ) ⊗
UΦ2

C∞c ({Φ2 < ∞}), where S(Rd ) denotes the Schwartz space, is still dissipative, hence the clo-

sure of (L′,D2) is a dissipative extension of the closure of (L′,D1), meaning that their closures

coincide by Remark 1.20, i.e.,(
L′, S(Rd ) ⊗ UΦ2

C∞c ({Φ2 < ∞})
)

is essentially m-dissipative.

Denote by F and F −1
the Fourier transform and its inverse on L2(Rd ), respectively. Recall the

well-known property of F −1
:

F −1(xs f ) = (−i) |s |∂s (F −1 f ), for f ∈ S(Rd ) and s ∈ Nd
0
. (3.20)

Let f = f1 ⊗ f2 ∈ D2. De�ne Fx f := F f1 ⊗ f2 and extend Fx linearly to D2 and afterwards to a

unitary transformation on L2 ({Φ2 < ∞}) (similarly as one does for the construction of F ) which

we also denote by Fx . Fx leaves the set D2 invariant, because S(Rd ) is invariant under F . By

using the identity (3.20), one obtains

L̃ f = F −1

x L′Fx f =

(
∆v +

∆vΦ2

2

−
|∇vΦ2 |

2

4

+ ∇vΦ2 · ∇x

)
f , f ∈ D2.

Next we want to perturb L̃with the antisymmetric operator (B1,D2) given byB1 f =
d∑
i=1

∂xiΦ1∂vi f ,

f ∈ D2. Since Φ1 is Lipschitz continuous (B1,D2) is well-de�ned on L2({Φ2 < ∞},d(x ,v)). Let

f ∈ D2. Due to (3.11), (3.12) and a similar reasoning as in the derivation of (3.19), we obtain

‖|∇v f |‖
2 =

d∑
i=1

(∂vi f , ∂vi f ) = (−∆v f , f )

≤

((
−∆v +

|∇vΦ2 |
2

4

−
∆vΦ2

2

)
f , f

)
+

1

2

(∆vΦ2 f , f )

≤ (−L′
0
f , f ) +

©«
K

2

(
1 +
(2 − α)(2αK)

α
2−α

2

)
︸                            ︷︷                            ︸

:=K1

‖ f ‖2 +
1

8

‖|∇Φ2 | f ‖
2

ª®®®®®¬
≤

(
max{1,K1} +

C

8

)
︸                 ︷︷                 ︸

:=C2

(
(1 − L′

0
)f , f

)
. (3.21)
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Denote the Lipschitz constant of Φ1 by CΦ1
. Then, we obtain

‖B1 f ‖
2 = ‖∇xΦ1 · ∇v f ‖

2 ≤ C2

Φ1

‖|∇v f |‖
2

≤ C2

Φ1

C2︸︷︷︸
:=C3

(
(1 − L′

0
)f , f

)
. (3.22)

Since (L′
0
,D2) is symmetric, it holds that (L′

0
f , f ) ∈ R, for f ∈ D2. Let A be an arbitrary anti-

symmetric linear operator on D2. In particular, for f ∈ D2 it holds that (Af , f ) ∈ iR. Hence one

obtains

((1 − L′
0
)f , f ) ≤

�������((1 − L′0)f , f )︸           ︷︷           ︸
∈R

+ (Af , f )︸  ︷︷  ︸
∈iR

������� . (3.23)

Applying the inequality (3.23) for the choice A = −∇vΦ2 · ∇x to (3.22), one concludes for f ∈ D2

that

‖∇xΦ1 · ∇v f ‖
2 ≤ C3

���((1 − L̃)f , f )��� .
By Lemma 1.39, we further deduce that

L = L̃ − ∇xΦ1 · ∇v = ∆v −
|∇vΦ2 |

2

4

+
∆vΦ2

2

+ ∇vΦ2 · ∇x − ∇xΦ1 · ∇v

de�ned on D2 is essentially m-dissipative on L2({Φ2 < ∞}).

We can also apply (3.23)withA = −∇vΦ2 ·∇x +∇xΦ1 ·∇v to extend (3.19) and (3.21) for L instead

of L′
0
. Namely, if we let f ∈ D2, then it holds

‖|∇Φ2 | f ‖
2 ≤ C |((1 − L)f , f )| , (3.24)

‖|∇v f |‖
2 ≤ C |((1 − L)f , f )| , (3.25)

where the constantC is given by the maximum max{C1,C2}which is independent of the potential

Φ1. We restrict L to D1 and observe that essential m-dissipativity is preserved, since C∞c (R
d ) is

dense in S(Rd ) (w.r.t. the Schwartz space topology on S(Rd )). Now, we transform via the adjoint

of unitary map from (3.8), i.e.,

U ∗ : L2({Φ2 < ∞}) −→ L2(R2d , µΦ), f 7→ e
Φ

1
+Φ

2

2 ˜f , (3.26)

where
˜f = 1{Φ2<∞} f . For f = f1 ⊗ f2 ∈ D1 one has U ∗ f = e

Φ
1

2 f1 ⊗ e
Φ

2

2 f2. Denote by U ∗Φ1

the

unitary map U ∗Φ1

: L2(Rd ) −→ L2(Rd , µΦ1
), f 7→ e

Φ
1

2 f . Due to (3.10), (3.14), the product rule for

Sobolev functions and Proposition 3.5, it holds thatU ∗ transforms L back into LΦ.Eventually we

obtain the essentially m-dissipative operator

(U ∗LU ,U ∗D1) =
(
LΦ,U

∗
Φ1

C∞c (R
d ) ⊗ C∞c ({Φ2 < ∞})

)
. (3.27)

For f ∈ U ∗Φ1

C∞c (R
d ) ⊗ C∞c ({Φ2 < ∞}) it holds U f ∈ D1. hence, through (3.24) and (3.25), we
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obtain

‖|∇vΦ2 | f ‖
2

µΦ
= ‖|∇vΦ2 |U f ‖2

≤ C |((1 − L)U f ,U f )|

= C
���((1 − LΦ)f , f )µΦ

��� , (3.28)

‖|∇v f |‖
2

µΦ
=

∫
R2d

����exp

(
−
Φ2

2

)
∇v f

����2 exp (−Φ1) d(x ,v)

≤
1

2

∫
R2d

(����∇v (
exp

(
−
Φ2

2

)
f

)����2 + ����∇vΦ2

2

exp

(
−
Φ2

2

)
f

����2) exp (−Φ1) d(x ,v)

≤ C |((1 − L)U f ,U f )|

= C
���((1 − LΦ)f , f )µΦ

��� (3.29)

The Fatou lemma guarantees that (3.28) also holds for f from the domain of the closure of (3.27)

denoted by D(LΦ). By the same argument the inequality (3.29) is also preserved, where ∇v f ∈
L2(R2d , µΦ)

d
is understood as a L2(R2d , µΦ)

d
-limit. To �nish the �rst part we show thatC∞c (R

d )⊗

C∞c ({Φ2 < ∞}) is a domain of essential m-dissipativity for LΦ. Since (LΦ,C
∞
c (R

d ) ⊗ C∞c ({Φ2 <

∞})) is dissipative by Corollary 3.8, it su�ces thanks to the essential m-dissipativity of (3.27) to

show that the closure of (LΦ,C
∞
c (R

d ) ⊗ C∞c ({Φ2 < ∞})) is an extension of (3.27). To this end,

let f = f 1 ⊗ f 2 ∈ U ∗Φ1

C∞c (R
d ) ⊗ C∞c ({Φ2 < ∞}). Observe that U ∗Φ1

C∞c (R
d ) is by Proposition 3.5

a subset of H 1,2(Rd ). Choose a sequence (f 1

n )n∈N from C∞c (R
d ) such that f 1

n −→ f 1
in H 1,2(Rd )

and supp(f 1

n ) ⊆ K , K ⊆ Rd is compact and independent of n, which is possible, since f 1
is

already compactly supported. For fn := f 1

n ⊗ f 2
, n ∈ N, it holds by construction and the fact

that the density e−Φ1−Φ2
of µΦ is locally bounded which yields fn −→ f , LΦ fn −→ LΦ f and

|∇vΦ2 | fn −→ |∇vΦ2 | f inHΦ as n →∞. This shows thatC∞c (R
d ) ⊗C∞c ({Φ2 < ∞}) is a core for

the closure of (3.27).

�

Remark 3.10. From the proof of Theorem 3.9, one sees that the condition (Φ25) can also be extended
to α = 2 and 0 ≤ K < 1

2
.

By recalling the decomposition from Proposition 3.7 we obtain that for the adjoint

(
L̂Φ,D(L̂Φ)

)
of (LΦ,D(LΦ)) it holds

C∞c ({Φ2 < ∞}) ⊆ D(L̂Φ), L̂Φ f = S f −Af , f ∈ C∞c ({Φ2 < ∞}). (3.30)

For a symmetric velocity potential Φ2, i.e., Φ2(v) = Φ2(−v),∀v ∈ Rd , we can use the velocity

reversal as in [24, p. 153]. In this case, the unitary transformation onHΦ given by

U : HΦ −→ HΦ, [f ] 7→ [(x ,v) 7→ f (x ,−v)] (3.31)

transform (LΦ,C
∞
c ({Φ2 < ∞}) into the operator (ULΦU ,UC

∞
c ({Φ2 < ∞}) =

(
L̂Φ,C

∞
c ({Φ2 < ∞})

)
.

This implies that the latter is essential m-dissipative by Theorem 1.28. Since the adjoint

(
L̂Φ,D(L̂Φ)

)
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is dissipative and by (3.30) an extension of

(
L̂Φ,C

∞
c ({Φ2 < ∞})

)
, we obtain(

L̂Φ,D(L̂Φ)
)
=

(
L̂Φ,C

∞
c ({Φ2 < ∞})

)
.

Therefore, we make in the following the additional assumption:

Assumption 3.11.

(Φ26) Φ2 is symmetric, i.e., Φ2(v) = Φ2(−v), for all v ∈ Rd .

The next corollary recaps the previous discussion.

Corollary 3.12. Under the assumptions of Theorem 3.9 and the additional assumption (Φ26), the
formal adjoint (L̂Φ,C

∞
c ({Φ2 < ∞})) is also an essentially m-dissipative Dirichlet operator. Further-

more, its closure coincides with the adjoint of (LΦ,D(LΦ)).

3.1.2 M-Dissipativity for singular Φ1 on L1(R2d , µΦ)

In this part we only assume (Φ12) − (Φ14)q , q ∈ [2,∞], for Φ1. The goal is to prove essen-

tial m-dissipativity of

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
on L1(R2d , µΦ). Observe that due to Corollary 3.8

the operator

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
is closable on Lp (R2d , µΦ) and its closure

(
LΦ,p ,D(LΦ,p )

)
is

dissipative for p ∈ [1, 2]. The next proposition is basically taken from [26, Lemma 3.7., Remark

3.8.(i)]. The proof given here is similar but requires adaption due to the general velocity potential

Φ2.

Proposition 3.13. Let p ∈ [1, 2]. Assume that the assumptions (Φ12) − (Φ14)q , q ∈ [2,∞], and
(Φ21) − (Φ25) hold true. The setC∞c ({Φ2 < ∞}) is contained in D(LΦ,p ) and for f ∈ C∞c ({Φ2 < ∞})

it holds LΦ,p f = LΦ f .

Proof. We complete the proof in several steps.

Step 1: De�ne the set

U :=
{
f : Rd −→ R | f is continuous, supp(f ) ⊆ {Φ1 < ∞} is compact, f , ∂i f ∈ L

2(Rd )
}
,

where ∂i is the distributional derivative in the direction of the i-th unit vector. Then, via convo-

lution with a standard approximate identity and the assumptions (Φ14)q , (Φ23), we obtain that

U ⊗ C∞c ({Φ2 < ∞}) ⊆ D(LΦ,p ),

LΦ,p f = LΦ f , f ∈ U ⊗ C∞c ({Φ2 < ∞}), (3.32)

where ⊗ is de�ned analogous as in (3.15).

Step 2: Now let f 1 ∈ C∞c (R
d ) and f 2 ∈ C∞c ({Φ2 < ∞}). For n ∈ N let χn ∈ C

∞
c (R), s.t. 0 ≤ χn ≤ 1,��χ ′n �� ≤ 1, χn = 1 on Bn(0) and χn = 0 outside of Bn+2(0). Now de�ne f 1

n := f 1 · χn ◦ Φ1. Then, it

holds via the chain rule for Sobolev functions and assumption (Φ12), (Φ14)q that f 1

n ∈ U. Then,

by using the dominated convergence theorem and (3.32), we obtain

f 1

n ⊗ f 2 −→ f 1 ⊗ f 2,LΦ(f
1

n ⊗ f 2) −→ LΦ(f
1 ⊗ f 2),
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where the convergence takes place in L2(R2d , µΦ). Thus, it holds

C∞c (R
d ) ⊗ C∞c ({Φ2 < ∞}) ⊆ D(LΦ,p ),

LΦ,p f = LΦ f , f ∈ C∞c (R
d ) ⊗ C∞c ({Φ2 < ∞}).

Step 3: To �nish the proof we use the version of the Stone-Weierstrass theorem given in [76], see

also [54, Theorem I.4.1.] for a reference in English. Namely, by the last reference, we obtain that

C∞c (R
d ) ⊗ C∞c ({Φ2 < ∞}) ⊆ C∞c (R

d × {Φ2 < ∞})

is dense w.r.t. the topology of uniform convergence on compact sets of all derivatives up to order

2. Since the measure µΦ is locally �nite, the claim follows. �

Corollary 3.14. Under the assumptions of Proposition 3.13, it holds that
(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
is essentially m-dissipative on Lp (R2d , µΦ) if and only if its extension

(
LΦ,C

∞
c ({Φ2 < ∞})

)
is.

The next lemma provides a sequence of smooth potentials (Φ1,n)n∈N approximating Φ1 in a suit-

able sense. See [26, Lemma 3.10] for the proof.

Lemma 3.15. Let Φ1 ful�ll (Φ12), (Φ13), (Φ14)q . Then, there exist smooth Φ1,n such that Φ1,n ≤ Φ1

and ∇Φn
n→∞
−→ ∇Φ in L

q
loc (R

d , µΦ). Furthermore, the family (Φ1,n)n∈N is uniformly bounded from
below.

In the following we state an additionally assumption on Φ2:

Assumption 3.16. Let q ∈ [2,∞].

(Φ27) µΦ2
is a probability measure, i.e., µΦ2

(Rd ) =
∫
Rd

e−Φ2 dv < ∞.

(Φ28)q Φ2 is weakly di�erentiable on {Φ2 < ∞} and |∇Φ2 | ∈ L
q(Rd , µΦ1

).

The proof of the next theorem resembles the proof in [26, Theorem 3.11]. Since the velocity com-

ponent of the measure µΦ is not necessarily Gaussian anymore it does not hold

∫
Rd

|∇Φ2 |
p dµΦ2

<

∞ for arbitrary p ∈ [1,∞). Therefore we need to make some adaptions of the original proof to

overcome this lack.

Theorem 3.17. Assume (Φ12) − (Φ14)q , q ∈ [2,∞] and (Φ21) − (Φ25), (Φ27). Additionally, one of
the following assumptions are assumed to hold:

(i) µΦ1
is a probability measure on

(
Rd ,B(Rd )

)
and (Φ28)2 holds true.

(ii) q > d and (Φ28)q0 holds for q0 > max

{
d,

2q
q−2

}
.

Then the operator
(
LΦ,p ,D(LΦ,p )

)
generates a strongly continuous contraction semigroup

(
TΦ
t,p

)
t ≥0

on Lp (R2d , µΦ) for 1 ≥ p−1 ≥ q−1 + 1

2
. Furthermore,

(
TΦ
t,p

)
t ≥0

is sub-Markovian.

Proof. By Corollary 3.8 we know that

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
is dissipative and its closure is a

Dirichlet operator on Lp (R2d , µΦ) for p ∈ [1, 2]. Due to Corollary 3.14 it su�ces now to prove
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that for 1 ≥ p−1 ≥ q−1 + 1

2

(1 − LΦ)C
∞
c ({Φ2 < ∞}) ⊆ Lp (R2d , µΦ) is dense. (3.33)

We split the proof into two parts.

Part 1. We �rst prove (3.33) for p0 satisfying p−1

0
= q−1 + 1

2
under any of the assumptions (i)-(ii).

To this end let д ∈ C∞c ({Φ2 < ∞}) be arbitrary. By the compactness of the support of д we

can choose cut o� functions χ̃ , ν̃ ∈ C∞c (R
d ) such that the functions de�ned by χ (x ,v) = χ̃ (x),

ν (x ,v) = ν̃ (x), x ,v ∈ Rd ful�ll 0 ≤ χ ≤ ν ≤ 1, χ ≡ 1 on supp(д), ν ≡ 1 on supp(χ ). Denote

by (Φ1,n)n∈N the smooth sequence constructed in Lemma 3.15. Observe that ν̃Φ1,n ∈ H
1,∞(Rd ),

hence, νΦ1,n is Lipschitz continuous and de�ne Φn = (νΦ1,n ,Φ2), n ∈ N. Further, due to (Φ12)

and the last statement in Lemma 3.15 we can assume w.l.o.g. that Φ1,Φ1,n ≥ 0.

Then, it holds for f ∈ C∞c ({Φ2 < ∞}) that

‖(1 − LΦ)(χ f ) − д‖Lp0 (µΦ)
≤

χ (
(1 − LΦn )f − д

)
Lp0 (µΦn )

+ ‖ f ∇vΦ2 · ∇x χ ‖Lp0 (µΦn )

+
χ∇v f · (∇xΦ1 − ∇xΦ1,n)


Lp0 (µΦ)

≤ ‖χ ‖Lq (µΦn )

(1 − LΦn )f − д

L2(µΦn )

+ ‖|∇vΦ2 | f ‖L2(µΦn )
‖|∇x χ |‖Lq (µΦn )

+
√χ |∇v f |L2(µΦn )

√χ ��∇xΦ1 − ∇xΦ1,n
��
Lq (µΦ)

.

Since ν̃Φ1,n is Lipschitz-continuous, the results from Theorem 3.9 and its proof apply. Since(
LΦn ,C

∞
c ({Φ2 < ∞})

)
is dissipative and Lemma 1.16(i) holds true, we get

‖ f ‖L2(µΦn )
≤

(1 − LΦn )f

L2(µΦn )

.

Hence, (3.28) and (3.29) lead to

‖|∇v f |‖
2

L2(µΦn )
≤ C

(1 − LΦn )f
2

L2(µΦn )
,

‖|∇vΦ2 | f ‖
2

L2(µΦn )
≤ C

(1 − LΦn )f
2

L2(µΦn )
,

where C is independent of n and f . Thus, we obtain

‖(1 − LΦ)(χ f ) − д‖Lp0 (µΦ)

≤ ‖χ ‖Lq (µΦn )

(1 − LΦn )f − д

L2(µΦn )

+C
(1 − LΦn )f


L2(µΦn )

(
‖|∇χ̃ |‖Lq (dx ) +

√χ ��∇xΦ1 − ∇xΦ1,n
��
Lq (µΦ)

)
Let ε > 0 be arbitrary. Denote by ‖д‖

0
the L2(R2d ,d(x ,v))-norm of д, where d(x ,v) is the

Lebesgue measure on R2d
. Now, we specify our choice of χ̃ . Under any of the assumptions

(i)-(ii), we can choose χ̃ s.t.

‖|∇χ̃ |‖Lq (Rd ,µΦ
1
) ≤

ε

8C ‖д‖
0

.
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So χ̃ , ν̃ are �xed. By Lemma 3.15, we can now choose n ∈ N s.t.√χ ��∇xΦ1 − ∇xΦ1,n
��
Lq (µΦ)

≤
ε

8C ‖д‖
0

.

And by Theorem 3.9, we can choose a f ∈ C∞c ({Φ2 < ∞}) s.t.(1 − LΦn )f − д

L2(µΦn )

≤
min{ε, ‖д‖

0
}

2 max{‖ χ̃ ‖Lq (Rd ,dx ) , 1}
.

Eventually, we conclude that

‖(1 − LΦ)(χ f ) − д‖Lp0 (µΦ)
≤
ε

2

+C
((1 − LΦn )f − д


L2(µΦn )

+ ‖д‖
0

)
×

(
‖|∇χ̃ |‖Lq (Rd ,µΦ

1
) +

√χ ��∇xΦ1 − ∇xΦ1,n
��
Lq (µΦ)

)
≤
ε

2

+C2 ‖д‖
0

(
‖|∇χ̃ |‖Lq (Rd ,dx ) +

√χ ��∇xΦ1 − ∇xΦ1,n
��
Lq (µΦ)

)
≤ε .

This proves the claim for p0.

Part 2. Under the assumption (i) the casep ∈ [1,p0] follows immediately by the Hölder inequality.

Indeed, let p be given s.t. 1 ≤ p < p0. Then, r :=
p0p
p0−p

satis�es p−1 = p−1

0
+ r−1

. Thus, we have

‖(1 − LΦ)f − д‖Lp (µΦ)
≤ µΦ(R

2d )
1

r ‖(1 − LΦ)f − д‖Lp0 (µΦ)
,

which can be made arbitrarily small for a suitable f since

(
LΦ,C

∞
c ({Φ2 < ∞})

)
is essentially m-

dissipative on Lp0(R2d , µΦ).

To prove (3.33) under the assumption (ii), we proceed with a similar approach given in [26, The-

orem 3.11.]. Observe that, if q = 2 there is nothing to show and therefore we assume q > 2. Let

p,p ′ ∈ [1,p0], s.t.
1

p =
1

p′ +
1

q0

, f ,д ∈ C∞c ({Φ2 < ∞}) and χ given as in the �rst part. Then, we

obtain the following estimate

‖(1 − LΦ)(χ f ) − д‖Lp (µΦ)
≤ ‖χ ‖Lq0 (µΦ) ‖(1 − LΦ)(f ) − д‖Lp′ (µΦ)

+ ‖ f ‖Lp′ (µΦ)
‖|∇x χ |‖Lq0 (Rd ,µΦ

1
) ‖|∇vΦ2 |‖Lq0 (Rd ,µΦ

2
) . (3.34)

Hence, by the same reasoning as in the �rst part, we obtain that the range

R := (1 − LΦ)C
∞
c ({Φ2 < ∞})

is dense in Lp (R2d , µΦ), if R is dense in Lp
′

(R2d , µΦ). We de�ne the sequence pk ∈ [1,p0], k ∈
{0, ...,k∗}, by

1

pk
= k

q0

+ 1

p0

and k∗ is chosen s.t.
1

pk∗+1

> 1 ≥ 1

pk∗
. Observe that by the assumption

onq0 it holdsk∗ ≥ 1, which allows us to perform at least one inductive step. Hence, by inductively

using the argument in (3.34) we obtain that the rangeR is dense in Lpk (R2d , µΦ) fork ∈ {1, ...,k∗}.
Via interpolation, we obtain that R is dense in Lp (R2d , µΦ) for every p ∈ [pk∗ ,p0]. Indeed, if

p ∈ [pk+1,pk ], k ∈ {1, ...,k
∗ − 1}, then we can �nd θ ∈ [0, 1] s.t.

1

p =
1−θ
pk
+ θ

pk−1

. Then it holds

‖(1 − LΦ)f − д‖Lp (µΦ)
≤ ‖(1 − LΦ)f − д‖

1−θ
Lpk (µΦ)

‖(1 − LΦ)f − д‖
θ
Lpk−1 (µΦ)

.

Hence, R is also dense in Lp (R2d , µΦ). Now, let p = 1 and chose p∗ ∈ [1,p0] s.t. 1 = 1

q0

+ 1

p∗ . It

is clear that p∗ ≥ pk∗ , otherwise this would contradict the choice of k∗. Therefore, we can use

the inequality (3.34) for p = 1 and p ′ = p∗ and obtain that R is dense in L1(R2d , µΦ). By using the
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interpolation argument again we obtain that R is dense in Lp (R2d,µΦ) for all p ∈ [1,pk∗], which

completes the proof. �

Remark 3.18. Observe that the notation
(
TΦ
t,p

)
t ≥0

used in the previous theorem is consistent with

the notation in Theorem 1.49, see also Convention 1.52. Indeed, assume that the assumptions from
Theorem 3.17 are ful�lled and let p,q be given as above. Assume additionally that p > 1. Hence,
we obtain by Theorem 3.17 two sub-Markovian s.c.c.s.

(
TΦ
t,1

)
t ≥0

and
(
TΦ
t,p

)
t ≥0

on L1(R2d , µΦ) and

Lp (R2d , µΦ), respectively. Theorem 1.49(ii) provides us with extensions of the operatorsTΦ
t,1 |L1∩L∞

to

a semigroup on Lp (R2d , µΦ). In addition this extension coincides with
(
TΦ
t,p

)
t ≥0

by Theorem 1.49(iii).

Corollary 3.19. Let the assumptions of Theorem 3.17 and (Φ26) be valid. Then, the formal adjoint(
L̂Φ,C

∞
c ({Φ1,Φ2 < ∞})

)
is essentially m-dissipative on Lp (R2d , µΦ) for 1 ≥ p−1 ≥ q−1 + 1

2
. The

s.c.c.s.
(
T̂Φ
t,p

)
t ≥0

generated by the closure
(
L̂Φ,p ,D(L̂Φ,p )

)
is sub-Markovian.

Proof. Observe that the velocity reversalU in (3.31) is also an isometric isomorphism on the space

Lp (R2d , µΦ), p ∈ [1,∞]. Thus, the claim follows by Theorem 1.28. Moreover,U also preserves the

sub-Markovian property. �

Under the assumptions of Corollary 3.19, we obtain two sub-Markovian s.c.c.s.

(
TΦ
t,1

)
t ≥0

and(
T̂Φ
t,1

)
t ≥0

on L1(R2d , µΦ). Denote by

(
TΦ
t,p

)
t ≥0

and

(
T̂Φ
t,p

)
t ≥0

the corresponding sub-Markovian

semigroups on Lp (R2d , µΦ), p ∈ [1,∞], given by Theorem 1.49. Now let f ,д ∈ C∞c ({Φ1,Φ2 < ∞}).

Then, due to Proposition 3.7, it holds∫
R2d

LΦ f дdµΦ =

∫
R2d

f L̂ΦдdµΦ. (3.35)

Equation (3.35) indicates that the two semigroups

(
TΦ
t,1

)
t ≥0

and

(
T̂Φ
t,1

)
t ≥0

, p ∈ [1,∞], are adjoint

to each other in the sense that∫
R2d

TΦ
t,1 f дdµΦ =

∫
R2d

f T̂Φ
t,1дdµΦ, for all f ,д ∈ C∞c ({Φ1,Φ2 < ∞}). (3.36)

The next lemma contains a rigorous proof for (3.36). In particular, this implies that the notation

of using the hat symbol is consistent with Corollary 1.51.

Let us introduce the following assumptions.

Assumption 3.20.

(Φ15) Φ1 is weakly di�erentiable on {Φ1 < ∞} and |∇Φ1 | ∈ L
4

loc ({Φ1 < ∞}, µΦ1
).

Assumption 3.21.

(Φ29) Φ2 is weakly di�erentiable on {Φ2 < ∞} and |∇Φ2 | ∈ L
4

loc ({Φ2 < ∞}, µΦ2
).
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Lemma 3.22. Assume that (Φ12) − (Φ14)q , q ∈ [2,∞], (Φ21) − (Φ27) and one of the assumptions
(i)-(iii) of Theorem 3.17 hold true. Furthermore, let p ∈ [1,∞) and p∗ = p

p−1
∈ (1,∞]. Then it holds

(i) The s.c.c.s.
(
TΦ
t,1

)
t ≥0

and
(
T̂Φ
t,1

)
t ≥0

satisfy (3.36). In particular, the semigroups
(
TΦ
t,p∗

)
t ≥0

and(
T̂Φ
t,p∗

)
t ≥0

are the adjoint semigroups of
(
T̂Φ
t,p

)
t ≥0

and
(
TΦ
t,p

)
t ≥0

, respectively.

(ii) The semigroups
(
TΦ
t,1

)
t ≥0

and
(
T̂Φ
t,1

)
t ≥0

are conservative and admit µΦ as an invariant mea-
sure.

Proof. (i) The same result for the case Φ2(v) =
1

2
|v |2 is proven in [26, Lemma 3.16.] and

directly extends to the general case. However, we give here an additionally proof under

slightly stronger assumptions. The proof re�ects the intuitive understanding of L̂Φ as the

adjoint of LΦ. We assume in the following, that additionally (Φ15) and (Φ29) holds true.

We denote by 〈f ,д〉 the integral

∫
R2d

f дdµΦ where f and д are µΦ-classes of measurable

functions s.t. f д is µΦ-integrable. The idea is to use the pre-dual semigroup (St )t ≥0
:=(

TΦ
t,∞
∗

|L1

)
on L1(R2d , µΦ) given by Corollary 1.50.

The assumptions (Φ15) and (Φ29) imply that L̂Φд ∈ L
1(R2d , µΦ)∩L

4(R2d , µΦ). Furthermore,

by Theorem 3.17, we know that

(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
is essentially m-dissipative on

Lr (R2d , µΦ), where r = 4

3
. Then, it holds for t ∈ [0,∞)

〈f , Stд〉 =
〈
TΦ
t,∞ f ,д

〉
=

〈
TΦ
t,r f ,д

〉
= 〈f ,д〉 +

t∫
0

〈
LΦ,rT

Φ
s,r f ,д

〉
ds (3.37)

Now, let s ∈ [0, t] be arbitrary. Since TΦ
s,r f ∈ D(LΦ,r ), we can �nd a sequence fn ∈

C∞c ({Φ1,Φ2 < ∞}) s.t. fn −→ TΦ
s,r f and LΦ fn −→ LΦ,rT

Φ
s,r f in Lr (R2d , µΦ) as n → ∞.

Thus, by using (3.35) and the Hölder inequality twice, we obtain〈
LΦ,rT

Φ
s,r f ,д

〉
= lim

n→∞
〈LΦ fn ,д〉 = lim

n→∞

〈
fn , L̂Φд

〉
=

〈
Ts,r f , L̂Φд

〉
=

〈
f , Ss L̂Φд

〉
(3.38)

Hence, by combining (3.37) and (3.38), we obtain

〈f , Stд〉 = 〈f ,д〉 +

〈
f ,

t∫
0

Ss L̂Φдds

〉
.

Since Stд and д +
t∫

0

Ss L̂Φдds coincide as distributions on C∞c (Φ1,Φ2 < ∞) we obtain

Stд = д +

t∫
0

St L̂Φдds . (3.39)

The identity (3.39) implies that

(
L̂Φ,C

∞
c ({Φ1,Φ2 < ∞})

)
is a restriction of the generator of

(St )t ≥0
. But Corollary 3.19 states that the former operator is essentially m-dissipative on
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3.2 Existence of an associated Right process and Martingale Solutions for
(
LΦ,2,D(LΦ,2)

)
L1(R2d , µΦ) and its closure generates

(
T̂Φ
t,1

)
t ≥0

which yields(
TΦ
t,∞
∗

|L1

)
t ≥0

= (St )t ≥0
=

(
T̂Φ
t,1

)
t ≥0

.

Hence, it holds (3.36). The last assertion follows by the construction of the semigroups(
T̂Φ
t,p

)
t ≥0

and

(
TΦ
t,p

)
t ≥0

and (3.36).

(ii) The measure µΦ is invariant w.r.t. the semigroups

(
TΦ
t,1

)
t ≥0

and

(
T̂Φ
t,1

)
t ≥0

by Lemma 1.55

and Corollary 3.8. Thus, by Lemma 1.54 both semigroups are conservative.

�

3.2 Existence of an associated Right Process and Martingale So-
lutions for

(
LΦ,2,D(LΦ,2)

)
In this section we use the results from Subsection 2.2.3 in particular Theorem 2.36 to obtain

a Markov processes M and M̂ which are associated with

(
LΦ,1,D(LΦ,1)

)
and

(
L̂Φ,1,D(L̂Φ,1)

)
,

respectively, in the sense of De�nition 2.29. From these processes we derive Martingale solutions

for the generators

(
LΦ,2,D(LΦ,2)

)
and

(
L̂Φ,2,D(L̂Φ,2)

)
of the L2(R2d , µΦ) semigroups

(
TΦ
t,2

)
t ≥0

and(
T̂Φ
t,2

)
t ≥0

, respectively.

The �rst proposition seems to be a standard result. The proof relies on the Stone-Weierstrass

theorem and is therefore omitted.

Proposition 3.23. Let Ω ⊆ Rn , n ∈ N, be open. De�ne on the space C∞c (Ω) the following norm
‖·‖k :=

∑
|s | ≤k
‖∂s ·‖∞, k ∈ N, where s ∈ Nn

0
and ‖ f ‖∞ = sup

x ∈Ω
| f (x)| for f ∈ C∞c (Ω). The normed

space
(
C∞c (Ω), ‖·‖k

)
is separable.

Theorem 3.24. Assume that the assumptions of Theorem 3.17 and (Φ26) are satis�ed. Then, there
exist µΦ-standard processes

M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
,

M̂ =
(
Ω̂, F̂∞, (Ẑt )t ≥0, (̂Pz )z∈F∆

)
,

with state space F := {Φ1,Φ2 < ∞} and life-times ξ and ˆξ which are associated with
(
LΦ,1,D(LΦ,1)

)
and

(
L̂Φ,1,D(L̂Φ,1)

)
, respectively, in the sense of De�nition 2.29. Moreover, the events

{ξ < ∞},
{
(Zt )t ≥0

is not continuous
}
,{

ˆξ < ∞
}
,
{(
Ẑt

)
t ≥0

is not continuous
}
,

are PµΦ- and P̂µΦ-negligible, respectively.

Proof. We only prove the statement which refers to

(
LΦ,1,D(LΦ,1)

)
. The remaining part is proven

by using the exact same arguments and Corollary 3.19.
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First, observe that the open subset {Φ1,Φ2 < ∞} of R2d
is again a Polish space, see e.g. [97,

Lemma II.2], hence a Lusin space. Under the above assumptions, we know by Theorem 3.17 that(
LΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
is essentially m-dissipative on L1({Φ1,Φ2 < ∞}, µΦ).

In the following we check the assumptions (I) and (II) of Theorem 2.36 to show the existence of

M .

Initially, we prove (II). By Proposition 3.23 there exists a dense subset (fk )k ∈N of the space(
C∞c ({Φ1,Φ2 < ∞}), ‖·‖2

)
. Since µΦ is locally �nite we obtain that the Q-algebra A generated

by (fk )k ∈N forms a core for

(
LΦ,1,D(LΦ,1)

)
. Furthermore,C∞c ({Φ1,Φ2 < ∞}) separates the points

of {Φ1,Φ2 < ∞} which means that the sequence (fk )k ∈N separates points, too. Hence, A ful�lls

(II).

Now we prove (I). We choose an increasing sequence (Fk )k ∈N of compact set, s.t. every compact

subset K of the open set {Φ1,Φ2 < ∞} is contained in some Fk , k ∈ N. To verify that this choice

leads to a nest, we employ Lemma 2.39. Since

C∞c ({Φ1,Φ2 < ∞}) ⊆ ∪k ∈ND(LΦ,1)Fk

and by Theorem 1.49(iii), it holds C∞c ({Φ1,Φ2 < ∞}) ⊆ D(LΦ,2) we conclude that (Fk )k ∈N is a

nest of compact sets. Hence, by Theorem 2.36 there exists a µΦ-standard process

M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈F∆

)
which is associated with the semigroup

(
TΦ
t,1

)
t ≥0

generated by the closure

(
LΦ,1,D(LΦ,1)

)
of(

LΦ,C
∞
c ({Φ1,Φ2 < ∞})

)
. Now, let t ≥ 0 and h ∈ L1({Φ1,Φ2 < ∞}, µΦ). Then, it holds by Lemma

3.22(ii) that

PhµΦ(Zt ∈ {∆}) =

∫
F

h((x ,v))P(x,v)(Zt ∈ {∆}) µΦ(d(x ,v))

=

∫
F

h((x ,v))
(
1 − P(x,v)(Zt ∈ F

)
µΦ(d(x ,v))

=

∫
F

h((x ,v))
(
1 −TΦ

t,∞1F

)
((x ,v)) µΦ(d(x ,v)) = 0.

Thus, we get

PhµΦ(ξ < ∞) ≤
∑
t ∈Q

PhµΦ(Zt ∈ {∆}) = 0.

The statement concerning the continuity of the paths can be seen as follows. Since M is a µΦ-

standard process we know by (M6) and (M8) that the paths are càdlàg PµΦ-a.s.. By assumption

(Φ14)q , q ∈ [2,∞] and (Φ23) we obtain that LΦ f ∈ L2({Φ1,Φ2 < ∞}, µΦ) for every f from the

point separating and separable set A. Thus, by Corollary 2.41 the claim follows. �

Note that if one only aims to prove the statements of Theorem 3.24 related to the operator(
LΦ,1,D(LΦ,1)

)
, then one does not have to work under the assumption (Φ26). The following is

basically a corollary of Remark 2.31 in combination with the previous theorem and Theorem 2.23.

Since its content is of particular importance for the further course of this thesis we formulate, it
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as a theorem.

Theorem 3.25. Suppose the assumptions of Theorem 3.17 holds and let 0 ≤ h ∈ L1(R2d , µΦ) ∩

L2(R2d , µΦ) be a probability density w.r.t. µΦ. Denote by 〈·, ·〉µΦ the dual pairing between L1(R2d , µΦ)

and L∞(R2d , µΦ). Then there exists a probability law PhµΦ with initial distribution hµΦ on the

measurable space (C([0,∞), {Φ1,Φ2 < ∞}),BC ) which is associated with the semigroup
(
TΦ
t,1

)
t ≥0

.

Namely, for all f1, ..., fk ∈ L∞(R2d , µΦ) and 0 ≤ t1 < ... < tk , k ∈ N, it holds

EhµΦ

[
k∏
i=0

fi (Xti ,Vti )

]
= 〈h,TΦ

t1,∞
(f1T

Φ
t2−t1,∞

(f2...T
Φ
tk−1
−tk−2

,∞(fk−1T
Φ
tk−tk−1

,∞ fk )...))〉µΦ , (3.40)

where EhµΦ denotes integration w.r.t. PhµΦ . In particular, PhµΦ solves the martingale problem for the

generator (LΦ,2,D(LΦ,2)) of
(
TΦ
t,2

)
t ≥0

, i.e., for f ∈ D(LΦ,2) the process (M
[f ]
t )t ≥0 de�ned by

M
[f ]
t := f (Xt ,Vt ) − f (X0,V0) −

∫
[0,t ]

LΦ,2 f (Xs ,Vs )ds, t ≥ 0, (3.41)

is a martingale w.r.t. the �ltration (Ft )t ≥0
, Ft = σ ((Xs ,Vs ) | 0 ≤ s ≤ t), and PhµΦ . Additionally, if

f 2 ∈ D(LΦ,2) and LΦ,2 f ∈ L
4(R2d , µΦ) then the process (N [f ]t )t ≥0 de�ned by

N
[f ]
t :=

(
M
[f ]
t

)
2

−

∫
[0,t ]

LΦ,2(f
2)(Xs ,Vs ) − 2(f LΦ,2 f )(Xs ,Vs )ds, t ≥ 0,

is also a martingale w.r.t. PhµΦ and the �ltration (Ft )t ≥0
.

Remark 3.26.
(i) Note that the martingale property of (M [f ]t )t ≥0 also holds for the larger �ltration

(
F t+

)
t ≥0

given in Remark 2.25 provided that f is continuous.

(ii) Under the additional assumption (Φ26) the results from the previous theorem also hold for the
operator

(
L̂Φ,1,D(L̂Φ,1)

)
, i.e., for h given in Theorem 3.25 there exists a law ˆPhµΦ on the mea-

surable space (C([0,∞), {Φ1,Φ2 < ∞}),BC ) with initial distribution hµΦ which is associated
with

(
T̂Φ
t,1

)
t ≥0

in the sense of (3.40). We use this fact and the connection between ˆPhµΦ and

PhµΦ later in the proof of Theorem 3.40.

3.3 The Limit Operator and Limit Process

This section consists of a brief summary of the functional analytic objects related to the over-

damped Langevin equation (3.3) and the construction of martingale solutions for its generator.

Denote by (Bt )t ≥o a d-dimensional Brownian motion and recall the overdamped equation (3.3)

dX 0

t = −∇Φ1(X
0

t )dt +
√

2dBt . (3.42)

The corresponding generator is obtained by the Itô lemma and given as

LΦ1
f = ∆f − ∇Φ1 · ∇f , f ∈ C∞c ({Φ1 < ∞}).

73



3 Overdamped Limit of Generalized Hamiltonian Systems

We consider the operator

(
LΦ1
,C∞c ({Φ1 < ∞})

)
as an operator on the Hilbert space HΦ1

:=

L2(Rd , µΦ1
), where µΦ1

is de�ned according to Notation 3.1.

Proposition 3.27. Let Φ1 satisfy (Φ12) − (Φ14)2. Then
(
LΦ1
,C∞c ({Φ1 < ∞})

)
is well-de�ned on

Lp (Rd , µΦ1
) for every p ∈ [1, 2]. Furthermore, it is symmetric and negative de�nite on HΦ1

and for
all f ∈ C∞c ({Φ1 < ∞}) it holds ∫

Rd

LΦ1
f dµΦ1

= 0. (3.43)

In particular, if the closure of
(
LΦ1
,C∞c ({Φ1 < ∞})

)
generates a s.c.c.s.

(
TΦ1

t

)
t ≥0

, then this semigroup

is sub-Markovian.

Proof. The proof follows from Proposition 3.5 and Lemma 1.59. �

We make additional assumptions on Φ1.

Assumption 3.28.

(Φ16) The operator
(
LΦ1
,C∞c ({Φ1 < ∞})

)
is essentially self-adjoint onHΦ1

.

(Φ17) µΦ1
is a �nite measure, i.e., µΦ1

(Rd ) =
∫
Rd

e−Φ1dx < ∞.

Observe that under the assumptions of Proposition 3.27, the assumption (Φ16) is equivalent to�(Φ16) The operator

(
LΦ1
,C∞c ({Φ1 < ∞})

)
is closable and its closure is the generator of a symmet-

ric s.c.c.s.

(
TΦ1

t

)
t ≥0

onHΦ1
.

Hence, if we assume (Φ12)−(Φ14)2 and (Φ16)we denote by

(
TΦ1

t

)
t ≥0

the s.c.c.s. onHΦ1
generated

by the closure of

(
LΦ1
,C∞c ({Φ1 < ∞})

)
.

We state a su�cient condition in Section 3.7 for the assumption (Φ16).

Theorem 3.29. Assume (Φ12), (Φ13), (Φ14)2, (Φ16), (Φ17). Then, there exists a µΦ1
-tight standard

process

M =
(
Ω,F∞, (Zt )t ≥0, (Pz )z∈{Φ1<∞}∆

)
which is associated with

(
TΦ1

t

)
t ≥0

in the sense of De�nition 2.29. The paths are continuous and have

in�nite life-time PΦ1
-a.s..

Proof. We �rst prove that the symmetric sub-Markovian s.c.c.s.

(
TΦ1

t

)
t ≥0

is conservative, i.e.,

it holds TΦ1

t,∞1 = 1 for all t ≥ 0. Since

(
TΦ1

t

)
t ≥0

is symmetric, it su�ces to show that µΦ1
is

invariant for

(
TΦ1

t,1

)
t ≥0

. Observe that the generator

(
LΦ1,1,D(LΦ1,1)

)
of

(
TΦ1

t,1

)
t ≥0

is an extension of(
LΦ1
,C∞c ({Φ1 < ∞})

)
, see Theorem 1.49(iii). Due to (3.43) it su�ces to show that C∞c ({Φ1 < ∞})

74



3.4 Velocity scaling and semigroup convergence

is a core for the generator of

(
TΦ1

t,1

)
t ≥0

which this follows directly from [30, Chapter 1.e), Lemma

1.6(ii)], see also the last mentioned reference for the de�nition of Lp-uniqueness, p ∈ [1,∞).

The remaining part, in particular, the existence of the process M follows by Theorem 2.36 and

Corollary 2.41. The assumptions of Theorem 2.36 can be checked as in the proof of Theorem

3.24. �

Remark 3.30. Another way to obtain a processM given in Theorem 3.29 is to consider the bilinear
form

EΦ1
(f ,д) := −(LΦ1

f ,д)HΦ
1

, f ,д ∈ C∞c ({Φ1 < ∞}),

and use the theory of regular Dirichlet forms, see e.g. [39] and [70]. Proceeding this way, one obtains
stronger results, e.g. concerning the continuity of paths and life-time as well as the weak solutions of
3.42 with initial distributions δx for all x outside a set of capacity zero, see in particular [39, Chapter
5]. In the following we only use the so-called equilibrium laws PhµΦ

1

. In particular, we consider their
image measures on C([0,∞), {Φ1 < ∞}), see Remark 2.31(ii). Both approaches, i.e., the Dirichlet
form approach and Theorem 3.29, lead to a measure on C([0,∞), {Φ1 < ∞}) which is associated
with the semigroup

(
TΦ1

t

)
t ≥0

. Hence, these measures coincide.

We obtain the analogous statement as in Theorem 2.23.

Corollary 3.31. Suppose the assumptions of Theorem 3.29 hold true. Let h ∈ L1(Rd , µΦ1
) ∩

L2(Rd , µΦ1
) be a probability density w.r.t. µΦ1

. Then, there exists a probability law PhµΦ
1

on the
measurable space C([0,∞), {Φ1 < ∞}) with initial distribution hµΦ1

which is associated with the

sub-Markovian s.c.c.s.
(
TΦ1

t

)
t ≥0

in the sense of De�nition 2.17. In particular, the measure PhµΦ
1

solves the martingale problem for the generator
(
LΦ1
,D(LΦ1

)
)
.

3.4 Velocity Scaling and Semigroup Convergence

In this section we establish the analytic part of our main result. We show the convergence of

operator semigroups in the sense of Kuwae-Shioya, introduced in Section 1.4. To this end let us

introduce some notations.

Let Φ2 be given as in Condition 3.3 and let ε > 0. We de�ne a scaled velocity potential as

Φε
2
(·) = Φ2

(
·

ε

)
+ ln(εd ). (3.44)

The constant ln(εd ) is only a normalization constant. Before we explain how the scaled velocity

potential is related to the scaling in (3.1), (3.1) we make some observations.

Similar as before we write Φε =
(
Φ1,Φ

ε
2

)
. We also denote by µε the measure µΦε to keep the

notation simple. Observe that the assumptions (Φ21) − (Φ27) hold true for Φε
2

if they hold true

for Φ2. Indeed, this is obvious for all assumptions except possibly for (Φ24). Notice that the map

Vε : L2(Rd , µΦε
2

) −→ L2(Rd , µΦ2
), f 7→ f

(
·

ε

)
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3 Overdamped Limit of Generalized Hamiltonian Systems

is a unitary transformation s.t.(
VεLΦε

2

V ∗ε ,VεC
∞
c ({Φ

ε
2
< ∞})

)
=

(
1

ε2
LΦ2
,C∞c ({Φ2 < ∞})

)
.

Thus, the property (Φ24) is also left invariant under the scaling in (3.44). Hence, under the as-

sumptions of Theorem 3.17, we obtain that the scaled operator(
LΦε ,C

∞
c ({Φ1,Φ

ε
2
< ∞})

)
(3.45)

de�ned on L1(R2d , µε ) is essentially m-dissipative. Namely, the closure (LΦε ,D(LΦε )) of (3.45)

is the generator of a sub-Markovian s.c.c.s.

(
TΦε
t

)
t ≥0

on L1(R2d , µε ) Now, we explain how the

scaled velocity potential Φε
2

in (3.44) is related to the scaling in the original stochastic di�erential

equation (??), (??). Let p ∈ [1,∞) and de�ne via the state space transformation

Ũε :R2d −→ R2d , (x ,v) 7→
(
x ,
v

ε

)
, (3.46)

the isometric isomorphism

Uε :Lp (R2d , µΦ) −→ Lp (R2d , µΦε ), f 7→ f ◦ Ũε . (3.47)

By the chain rule we easily obtain(
U ∗ε LΦεUε ,U

∗
εC
∞
c ({Φ1,Φ

ε
2
< ∞})

)
=

(
LεΦ,C

∞
c ({Φ1,Φ2 < ∞})

)
,

as equality of operators on Lp (R2d , µΦ), p ∈ [1, 2]. Therefore, we work in the following with the

operator

(
LΦε ,C

∞
c ({Φ1,Φ

ε
2
< ∞})

)
and invert this transformation latter in Section 3.6.

We denote by

(
T εt,2

)
t ≥0

=
(
TΦε
t,2

)
t ≥0

the semigroups on Hε := L2(R2d , µε ) induced by

(
TΦε
t

)
t ≥0

,

see Theorem 1.49. The generator

(
LΦε ,2,D(LΦε ,2)

)
of

(
T εt,2

)
t ≥0

we abbreviated by (Lε ,D(Lε )) and

the norm and the scalar product on Hε are denoted by ‖·‖ε and (·, ·)ε , respectively. Note that

(Lε ,D(Lε )), which is an extension of

(
LΦε ,C

∞
c ({Φ1,Φ

ε
2
< ∞})

)
, is an operator onHε . Additionally,

we assume (Φ15) is true, i.e., we let

(
TΦ1

t

)
t ≥0

be the s.c.c.s. on HΦ1
from the previous section

generated by the closure of (
LΦ1
,C∞c ({Φ1 < ∞})

)
.

In the following we establish the convergence of the Hilbert spacesHε towards the Hilbert space

HΦ1
in the sense of Kuwae-Shioya, see Section 1.4. Namely, there exists a dense subset C ofHΦ1

and for every ε > 0 there exists a linear map

Ψε : C −→ Hε ,

such that

lim

ε→0

‖Ψε (u)‖Hε = ‖u‖HΦ
1

, for all u ∈ C.

Furthermore, we prove the convergence of the semigroups

(
T εt

)
t ≥0

, ε > 0, towards the semigroup
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3.4 Velocity scaling and semigroup convergence

(
TΦ1

t

)
t ≥0

alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
, i.e., for all t ≥ 0 it holds

fε −→ f alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
implies T εt,2 fε −→ TΦ1

t f alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.48)

This was already done under the more restrictive assumptions of a locally Lipschitz continuous

potential Φ1 and Φ2(v) =
v2

2
in [75]. Fortunately, the same ideas apply in the singular case,

too. For the sake of completeness we present all details here. For this purpose, we introduce the

following additional assumptions for Φ1 and Φ2, respectively.

Assumption 3.32.

(Φ18) Φ1 is weakly di�erentiable on {Φ1 < ∞} and |∇Φ1 | ∈ L
2(Rd , µΦ1

).

Assumption 3.33.

(Φ210) Φ2 has no singularities, i.e., {Φ2 = ∞} = Ø.

In the following, if we assume (Φ27), then w.l.o.g. we can assume that µΦ2
is a probability measure,

i.e., µΦ2
(Rd ) = 1. To keep the mathematical expression readable we de�ne the following maps

px ,pv ,σ : R2d −→ Rd , where σ (x ,v) = x + v , px (x ,v) = x , pv (x ,v) = v . Next, we de�ne the

maps Ψε from (3.4).

De�nition 3.34. Let ε > 0 and choose a symmetric cut o� function ηε ∈ C∞c (R
d ), s.t.

(i) ηε (v) = ηε (−v), for all v ∈ Rd , ηε ≡ 1 on Bε−2(0) and supp(ηε ) ⊆ B
2ε−2(0),

(ii) |∇ηε | ≤ Cε2 and |∆ηε | ≤ Cε4, for a �nite constant C independent of ε .

We de�ne C = C∞c ({Φ1 < ∞}), where {Φ1 < ∞} ⊆ Rd . Further, we de�ne the convergence
determining function Ψε by

Ψε : C −→ Hε , f 7→ (f ◦ σ )(ηε ◦ pv ). (3.49)

Observe that Ψε f , ε > 0, is smooth and compactly supported for f ∈ C. In the following, we

denote by ∇ and ∆ the gradient and Laplacian on Rd , respectively.

Theorem 3.35. Assume (Φ12) − (Φ14)2, (Φ16) − (Φ18) and (Φ21) − (Φ210) hold true. Then, it holds,
the family of Hilbert spaces (Hε )ε>0

converges along the family (Ψε )ε>0
de�ned in (3.49) towards

the Hilbert space HΦ1
as ε tends to zero in the Kuwae-Shioya sense. Furthermore, the semigroups(

T εt
)
t ≥0

, ε > 0, converge towards
(
TΦ1

t

)
t ≥0

alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
, i.e., (3.48) holds true.

Proof. We proceed as in [75, Proposition 3.21., Theorem 3.22.], where the special case Φ2(v) =
1

2
|v |2 and stronger assumptions on Φ1 are considered. For f ∈ C we have to show ‖Ψε f ‖Hε

ε→0

−−−→

‖ f ‖HΦ
1

. By using the symmetry of ηε and Φ2 together with the transformation (x ,v) 7→ (x ,−v),
we rewrite the norm using the convolution ∗, i.e.,

‖Ψε f ‖
2

ε =

∫
Rd

f 2 ∗ (η2

εe
−Φε

2 )(x)e−Φ1(x)dx . (3.50)
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3 Overdamped Limit of Generalized Hamiltonian Systems

For αε :=
∫
Rd

η2

εe
−Φε

2 (v)dv one can show αε
ε→0

−→ 1, which assures that

(
α−1

ε η2

εe
−Φε

2

)
ε>0

is an

approximate identity. Since f 2 ∈ L1(Rd ) and e−Φ1 ∈ L∞(Rd ) thanks to assumption (Φ12), the

Hölder inequality implies the desired result.

Next we prove the convergence of the semigroups generated by (Lε ,D(Lε )) in Hε . Recall that

the limit semigroup

(
TΦ1

t

)
t ≥0

admits the closure of (LΦ1
,C∞c ({Φ1 < ∞})) as its generator. We

use that the semigroup convergence is equivalent to the convergence of the generators and in

particular, it su�ces to have convergence of the generators on a core for the limit generator, i.e.,

we use Corollary 1.78. Hence, for f ∈ C = C∞c ({Φ1 < ∞}), it su�ces to show

(LεΨε f )ε>0 −→ L0 f alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
.

Let f ∈ C be given and i ∈ {1, ...,d}. Observe that the function f ◦ σ ful�lls ∂xi (f ◦ σ ) =
∂i f ◦ σ = ∂vi (f ◦ σ ). We start with computing the expression LεΨε f explicitly. According the

previous observation, we obtain

LεΨε f =(∆f ◦ σ )(ηε ◦ pv ) + (f ◦ σ )(∆ηε ◦ pv ) + 2(∇f ◦ σ ) · (∇ηε ◦ pv )

−
(
∇vΦ

ε
2
· (∇ηε ◦ pv )

)
(f ◦ σ ) − (∇xΦ1 · (∇f ◦ σ ))ηε ◦ pv

− (∇xΦ1 · (∇ηε ◦ pv )) (f ◦ σ ). (3.51)

The idea is that terms in (3.51) containing a derivative of ηε converge to zero along and the

remaining terms converge to

L0 f = ∆f − ∇Φ1 · ∇f ,

alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
, respectively. More precisely, since convergence alongHε

(Ψε )ε>0

−−−−−−→ HΦ1
is

linear by Lemma 1.64, it su�ces to show convergence of the single summands in (3.51). Namely,

we show

1. (f ◦ σ )(∆ηε ◦ pv )

−→ 0

alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
.

2. (∇f ◦ σ ) · (∇ηε ◦ pv )

3. (∇xΦ1 · (∇ηε ◦ pv )) (f ◦ σ )

4.
(
∇vΦ

ε
2
· (∇ηε ◦ pv )

)
(f ◦ σ )

5. (∆f ◦ σ )(ηε ◦ pv ) −→ ∆f

6. (∇xΦ1 · (∇f ◦ σ ))(ηε ◦ pv ) −→ ∇Φ1 · ∇f

To prove convergence in 1.-4. we establish that the respective norms of the elements converge to

zero, which implies convergence to zero by Lemma 1.64(i). This holds true due to the choice of

ηε and a convolution argument as in (3.50). The statements in 5. and 6. are obtained via Lemma

1.64(iv) by proving weak convergence and convergence of the respective norms. The underlying

argument is the convolution trick which we already used in (3.50).
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1. By using Fubini’s theorem and the symmetry of Φ2, we obtain

‖(f ◦ σ )(∆ηε ◦ pv )‖
2

ε =

∫
Rd

∫
Rd

f 2(x +v)∆vηε (v)
2e−Φ

ε
2
(v)e−Φ1(x ) dv dx

≤ Cε8

∫
Rd

∫
Rd

f 2(x +v)e−Φ
ε
2
(v)e−Φ1(x ) dv dx

= Cε8

∫
Rd

∫
Rd

f 2(x −v)e−Φ
ε
2
(−v)e−Φ1(x ) dv dx

= Cε8

∫
Rd

(
f 2 ∗ e−Φ

ε
2

)
(x)e−Φ1(x ) dx . (3.52)

Since f 2 ∈ L1(Rd ), we obtain that f 2 ∗ e−Φ
ε
2 converges in L1(Rd ) to f 2

as ε → 0. The assumption

(Φ12) and the Hölder inequality imply in particular that∫
Rd

(
f 2 ∗ e−Φ

ε
2

)
(x)e−Φ1(x ) dx

is bounded uniformly in ε , therefore, we conclude

lim

ε→0

‖(f ◦ σ )(∆ηε ◦ pv )‖ε = 0.

In the following calculations we use the convolution technique from (3.52) several times.

2. We have

‖(∇f ◦ σ ) · (∇ηε ◦ pv )‖
2

ε =

∫
Rd

∫
Rd

(∇f (x +v) · ∇ηε (v))
2e−Φ

ε
2
(v)e−Φ1(x ) dv dx

≤

∫
Rd

∫
Rd

|∇f (x +v)|2 |∇ηε (v)|
2 e−Φ

ε
2
(v)e−Φ1(x ) dv dx

≤ Cε2

∫
Rd

∫
Rd

|∇f (x +v)|2 e−Φ
ε
2
(v)e−Φ1(x ) dv dx

= Cε2

∫
R2d

(
|∇f |2 ∗ e−Φ

ε
2
(v)

)
(x)e−Φ1(x ) dx .

By applying the same argument as above leads to

lim

ε→0

‖(∇f ◦ σ ) · (∇ηε ◦ pv )‖ε = 0.
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3. Since f 2
is bounded and |∇Φ1 |

2

is by assumption (Φ17) integrable w.r.t. µΦ1
, we obtain

‖(∇xΦ1 · (∇ηε ◦ pv )) (f ◦ σ )‖
2

ε ≤
f 2


∞

∫
Rd

|∇Φ1 |
2 e−Φ1 dx

∫
Rd

|∇ηε |
2 e−Φ

ε
2 dv

≤ Cε4

f 2


∞

∫
Rd

|∇Φ1 |
2 e−Φ1 dx

∫
Rd

e−Φ2 dv,

which implies that

lim

ε→0

‖(∇xΦ1 · (∇ηε ◦ pv )) (f ◦ σ )‖ε = 0.

4. For a function д : Rd −→ R and ε > 0 we denote in the following by (д)ε the function

(д)ε : Rd −→ R,x 7→ 1

εd д
( x
ε

)
. Then it holds(∇vΦε2 · (∇ηε ◦ pv )) (f ◦ σ )2

ε ≤
1

ε2

∫
Rd

∫
Rd

|∇ηε |
2 (v)f 2(x +v)

(
|∇Φ2 |

2 e−Φ2

)
ε
(v)e−Φ1(x)dx dv

≤ Cε2

∫
Rd

∫
Rd

f 2(x +v)(|∇Φ2 |
2 e−Φ2)ε (v)dve

−Φ1(x)dx

= Cε2

∫
Rd

(
f 2 ∗

(
|∇Φ2 |

2 e−Φ2

)
ε

)
(x)e−Φ1(x)dx .

Due to assumption (Φ28), we obtain that

∫
Rd

(
f 2 ∗

(
|∇Φ2 |

2 e−Φ2

)
ε

)
(x)e−Φ1(x)dx is bounded in ε .

Hence,

lim

ε→0

(∇vΦε2 · (∇ηε ◦ pv )) (f ◦ σ )ε = 0.

5. We begin by establishing the convergence of the norms. The same arguments as above yield

‖(∆f ◦ σ )(ηε ◦ pv )‖
2

ε =

∫
Rd

(∆f )2 ∗
(
η2

εe
−Φε

2

)
e−Φ1 dx

ε→0

−−−→

∫
Rd

(∆f )2e−Φ1 dx .

Now, we show weak convergence along Hε
(Ψε )ε>0

−−−−−−→ HΦ1
. Let ξ ∈ C∞c (Φ1 < ∞) be arbitrary.

Then, it holds

((∆f ◦ σ )(ηε ◦ pv ),Ψε (ξ ))ε =

∫
Rd

(
(ξ∆f ) ∗ (η2

ε (e
−Φε

2 )

)
e−Φ1 dx

ε→0

−−−→

∫
Rd

ξ∆f e−Φ1 dx .

Hence, by Corollary 1.66 we obtain the desired result.

6. As before, we start with the convergence of norms. Let 1 ≤ i ≤ d . Then, it holds

‖(∇xΦ1 · (∇f ◦ σ ))(ηε ◦ pv )‖
2

ε =

d∑
i, j=1

∫
Rd

∫
Rd

(∂i f ∂j f )(x +v)η
2

ε (v)e
−Φε

2
(v)

× (∂iΦ1∂jΦ1)(x)e
−Φ1(x ) dx dv
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The transformation x 7→ x +v implies for the last integral that

d∑
i, j=1

∫
Rd

∫
Rd

(∂i f ∂j f )(x +v)η
2

ε (v)e
−Φε

2
(v)(∂iΦ1∂jΦ1)(x)e

−Φ1(x ) dx dv

=
∑
i, j

∫
Rd

(∂xi f ∂x j f )(x)

∫
Rd

η2

ε (v)e
−Φε

2
(v)(∂iΦ1∂jΦ1)(x −v)e

−Φ1(x−v) dv dx

=
∑
i, j

∫
Rd

(∂xi f ∂x j f )(x)
(
η2

εe
−Φε

2 ∗ ∂iΦ1∂jΦ1e
−Φ1

)
(x)dx .

Since ∂iΦ1∂jΦ1e
−Φ1 ∈ L1(Rd ) and ∂xi f ∂x j f ∈ L

∞(Rd ), we obtain

‖(∇xΦ1 · (∇f ◦ σ ))(ηε ◦ pv )‖
2

ε
ε→0

−−−→
∑
i, j

∫
Rd

∂xi f ∂x j f ∂iΦ1∂jΦ1e
−Φ1 dx

= ‖∇xΦ1 · ∇x f ‖
2

HΦ
1

Now, we show weak convergence. Let ξ ∈ C∞c (Φ1 < ∞) be arbitrary. The same calculations as

above yield

(∇xΦ1 · ∇x f ηε ,Ψε (ξ ))ε =
d∑
i=1

∫
Rd

∫
Rd

(∂i f ξ )(x +v)∂iΦ1(x)η
2

ε (v)e
−Φε

2
(v)e−Φ1(x ) dx dv

=

d∑
i=1

∫
Rd

(
(∂i f ξ ) ∗ η

2

εe
−Φε

2

)
(x)∂iΦ1(x)e

−Φ1(x ) dx .

It holds ∂iΦ1e
−

Φ
1

2 ∈ L2(Rd ) and e−
Φ

1

2 ∈ L∞(Rd ) by assumption (Φ17) and (Φ12), respectively.

Hence, we obtain by the Cauchy-Schwarz inequality

(∇xΦ1 · ∇x f ηε ,Ψε (ξ ))ε
ε→0

−−−→ (∇Φ1 · ∇f , ξ )HΦ
1

.

Taking 1.-6. together, we obtain by Lemma 1.64

LεΨε f −→ L0 f alongHε
(Ψε )ε>0

−−−−−−→ H0, ∀f ∈ C∞c ({Φ1 < ∞}),

which proves by Corollary 1.78 the semigroup convergence (3.48). This �nishes the proof. �

3.5 Weak Convergence of the Position Projections of Martingale
Solutions

To formulate the results of this section let us recall some objects from previous sections and let us

introduce some further notation. First of all, suppose that the assumptions of Theorem 3.35 are

ful�lled. Let hε ∈ Hε , ε > 0, and h ∈ HΦ1
be probability densities w.r.t. µε and µΦ1

, respectively.

Furthermore, let Phε µε by the martingale solution for (Lε ,D (Lε )) with initial distribution hεµε
given by Theorem 3.25 and PhµΦ

1

be the martingale solution for

(
LΦ1
,D(LΦ1

)
)

from Corollary

3.31. In particular, we consider below the case hε = h = 1 for ε > 0. Observe that the measures
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3 Overdamped Limit of Generalized Hamiltonian Systems

Phε µε and PhµΦ
1

are de�ned onC
(
[0,∞), {Φ1 < ∞} × R

d )
andC ([0,∞), {Φ1 < ∞}), respectively.

To use the results from Section 2.1.1, we consider these measures via the continuous mappings

i2d : C
(
[0,∞), {Φ1 < ∞} × R

d
)
−→ C

(
[0,∞),R2d

)
, (xt ,vt )t ≥0 7→ (xt ,vt )t ≥0,

id : C ([0,∞), {Φ1 < ∞}) −→ C
(
[0,∞),Rd

)
, (xt )t ≥0 7→ (xt )t ≥0.

as measures on the Polish space C
(
[0,∞),R2d )

and C
(
[0,∞),Rd

)
, respectively. By abuse of

notation we also denote by Phε µε and PhµΦ
1

the image measures Phε µε ◦ i
−1

2d and PhµΦ
1

◦ i−1

d ,

respectively. Let us de�ne the continuous map

PX : C
(
[0,∞),R2d

)
−→ C

(
[0,∞),Rd

)
, (xt ,vt )t ≥0 7→ (xt )t ≥0.

Now, we de�ne the space coordinate projections of the martingale solutions Phε µε as PXhε µε :=

Phε µε ◦ P
−1

X .

The main result of this section states that under suitable assumptions on the initial distributions

the laws PXhε µε converge weakly to PhµΦ
1

. The proof consists basically of two parts. In the �rst

part, we show tightness of PXhε µε , ε > 0. Since the map PX is continuous, we obtain tightness if the

family

(
Phε µε

)
ε>0

is tight. In the second part, we use the semigroup convergence from the pre-

vious section to obtain weak convergence of the corresponding �nite dimensional distributions

of PXhε µε .

To establish tightness we need some prerequisites. By Remark 2.15 we can choose an appropriate

metric r on the state space R2d
. To this end, we choose a metric which suits better with the

structure of the generators (Lε ,D(Lε )). Let i ∈ {1, ..,d} and de�ne the functions fi , дi in the

following way:

fi : R2d −→ R, (x ,v) 7→ xi +vi , (3.53)

дi : R2d −→ R, (x ,v) 7→ vi . (3.54)

Let the metric r on R2d
be given by

r ((x ,v), (x̃ , ṽ)) =
d∑
i=1

| fi ((x ,v)) − fi ((x̃ , ṽ))| + |дi ((x ,v)) − дi ((x̃ , ṽ))| . (3.55)

It is obvious that r induces the Euclidean topology on R2d
, since r is induced by a norm which

is equivalent to the Euclidean norm. To prove the tightness of the martingale solutions we need

further assumptions on the potentials Φ1 and Φ2, respectively.

Assumption 3.36.

(Φ19)
∫
Rd

|x |2k e−Φ1 dx < ∞, k = 1, 2.

Assumption 3.37.

(Φ211)
∫
Rd

|v |2k e−Φ2 dv < ∞, k = 1, 2.
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Under the assumptions (Φ16) and (Φ27) we assume w.l.o.g. that µε is a probability measure for

all ε . Denote by (L̂ε ,D(L̂ε )) the generator of the adjoint semigroup

(
T̂ εt,2

)
t ≥0

of

(
T εt,2

)
t ≥0

, cf. with

Lemma 3.22.

Proposition 3.38. Assume (Φ12), (Φ13), (Φ15) − (Φ19) and (Φ21) − (Φ27), (Φ29) − (Φ211). For the
functions fi ,дi , i ∈ {1, ..,d}, de�ned in (3.53) and (3.54), it holds fi , f 2

i ,дi ,д
2

i ∈ D(Lε ) ∩ D(L̂ε ) and

Lε fi = −∂xiΦ1,

Lε f
2

i = 2 + 2fiLε fi ,

Lεдi = −∂viΦ
ε
2
− ∂xiΦ1,

Lεд
2

i = 2 + 2дiLεдi ,

L̂εдi = −∂viΦ
ε
2
+ ∂xiΦ1

L̂εд
2

i = 2 + 2дi L̂εдi ,

and for i, j ∈ {1, ..,d}, i , j

Lε (дiдj ) = дiLεдj + дiLεдj

L̂ε (дiдj ) = дi L̂εдj + дi L̂εдj .

Proof. Due to Proposition 3.13 and Lemma 3.22(i), we know thatC∞c (R
2d ) is contained in D(Lε )∩

D(L̂ε ). The assertions follow using suitable cut o� functions. �

Remark 3.39. In the following we �x versions of ∇xΦ1, ∇vΦ2 which we denote by the same symbol.
As above, let Phε µε be the martingale solution for (Lε ,D (Lε )) with initial distribution hεµε on the
measure spaceC

(
[0,∞),R2d ) . Recall that the operator Lε de�ned onC∞c ({Φ1 < ∞}) is the generator

of the stochastic di�erential equation

dX ε
t = ∇Φ

ε
2
(V ε

t )dt ,

dV ε
t = −∇Φ1(X

ε
t )dt − ∇Φ

ε
2
(V ε

t )dt +
√

2dBt .

To write this equation in a vector form let us de�ne the following coe�cients

bε : R2d −→ R2d , (x ,v) 7→

(
∇vΦ

ε
2
(v)

−∇vΦ
ε
2
(v) − ∇xΦ1(x)

)
σ =
√

2

(
0d
Id

)
∈R2d×d ,

where 0d and Id denote the zero d × d and the unit d × d matrix, respectively. The assumptions of
the previous lemma imply that we obtain a weak solution in the sense of [61, De�nition 5.3.1] with
initial distributions hεµε for the stochastic di�erential equation

dZ εt = bε (Z
ε
t )dt + σdBt . (3.56)

Let i ∈ {1, ...,d}. Due to Proposition 3.38, we know that the function дi is inD(Lε ) and has obviously
a continuous representative. Thus, by Remark 2.25, compare also with the notation used there, we
know that the quadratic cross-variations of the continuous martingale

(
(M
[дi ]
t )t ≥0,

(
F t+

)
t ≥0

)
, i ∈
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{1, ...,d}, are given by 〈
M [дi ],ε ,M [дj ],ε

〉
t
= 2δi jt ,

where δi j denotes the Kronecker delta. Using Lévy’s characterization of the Brownian motion, we
see that

(Bt )t ≥0
=

(
Bεt

)
t ≥0

:=
1

√
2

(
M
[дi ],ε
t

) i=1, ..,d

t ≥0

constitutes a d−dimensional Brownian motion w.r.t.
(
F t+

)
t ≥0

. By computing the quadratic varia-

tion of
(
M
[fi−дi ],ε
t

) i=1, ..,d

t ≥0

, we obtain
〈
M [fi−дi ],ε

〉
t = 0 for all t ≥ 0 which implies M [fi−дi ],εt = 0 for

all t ≥ 0. Hence, by comparing (3.56) component wise with (3.41) for fi − дi and дi , we see that(
(Xt ,Vt )t ≥0, (Bt )t ≥0

)
,

(
C

(
[0,∞),R2d

)
,BC ,Phε µε

)
,

(
F t+

)
t ≥0

, (3.57)

where (Xt ,Vt )t ≥0 denotes the coordinate process on C
(
[0,∞),R2d ) , constitutes a weak solution of

(3.56) with initial distribution hεµε in the sense of [61, De�nition 5.3.1].

Now we are ready to prove the tightness result which is the major ingredient to prove the weak

convergence of the position projections of the martingale solutions.

Theorem 3.40. Assume (Φ12), (Φ13), (Φ15) − (Φ19) and (Φ21) − (Φ27), (Φ29) − (Φ211). The family(
Pµε

)
ε>0

is tight as measures on C
(
[0,∞),R2d ) .

Proof. In the following we always consider R2d
to be equipped with the metric r from (3.55), cf.

with Remark 2.15, and let T ∈ N be arbitrary. Recall the time restriction operator RT de�ned in

(2.1.2). By Lemma 2.10 it su�ces to show that the family of time restrictions(
PTµε

)
ε>0

:=
(
Pµε ◦ R

−1

T
)
ε>0

is tight onC([0,T ],R2d ). Furthermore, we use Lemma 2.14. Let i ∈ {1, ...,d} and denote by
ˆfi , д̂i

the measurable maps induced by fi ,дi analogous to (2.3). Then it is enough to show separately

that for i ∈ {1, ...,d}, the measures

I.

(
PTµε ◦

ˆf −1

i

)
ε>0

,

II.

(
PTµε ◦ д̂

−1

i

)
ε>0

,

are tight on C([0,T ],R). In the following, let i ∈ {1, ...,d} and denote integration w.r.t. PTµε by

ETε . We start with the family de�ned in I.

I. Consider on the probability space (C
(
[0,∞),R2d ) ,BC ,Pµε ) the semimartingale decomposi-

tion from (3.41),

fi (Xt ,Vt ) = M
[fi ],ε
t +

∫
[0,t ]

Lε fi (Xr ,Vr )dr + fi (X0,V0), t ∈ [0,T ].
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3.5 Weak Convergence of the Position Projections of Martingale Solutions

This implies that
ˆfi coincides PTµε -a.e. with the sum of theC([0,T ],R)-valued random variables(

M
[fi ],ε
t

)
t ∈[0,T ]

,

( ∫
[0,t ]

Lε fi (Xr ,Vr )dr

)
t ∈[0,T ]

and (fi (X0,V0))t ∈[0,T ], see also Lemma 2.22(iii). Due

to Lemma 2.3, it su�ces to show separately that the laws of the single summands

I.a. (
PTµε ◦

(
M
[fi ],ε
t

)−1

t ∈[0,T ]

)
ε>0

,

I.b.

©«PTµε ◦
©«

t∫
0

Lε fi (Xr ,Vr )dr
ª®¬
−1

t ∈[0,T ]

ª®®¬ε>0

,

I.c. (
PTµε ◦ (fi (X0,V0))

−1

t ∈[0,T ]

)
ε>0

,

are tight on C([0,T ],R). We proceed in the order just mentioned above.

I.a. Observe that for the initial distributions, it holds for every ε > 0

PTµε ◦
(
M
[fi ],ε
0

)−1

= δ0,

where δ0 denotes the Dirac delta measure in 0. To �nish this part we use the criteria given

in Lemma 2.13. Since f 2

i ∈ D(Lε ) and Lε fi ∈ L
4(R2d , µε ), (2.8) and Proposition 3.38 imply

that the quadratic variation process of

(
M
[fi ],ε
t

)
t ∈[0,T ]

is given by 2t , t ≥ 0. Hence, by the

Burkholder-Davis-Gundy inequality, see e.g. [61, Theorem 3.3.28], it holds

ETε

[
(M
[fi ],ε
t −M

[fi ],ε
s )4

]
≤ C(t − s)2.

Thus, by Lemma 2.13, we obtain the tightness of the family in I.a..

I.b. The tightness of the initial distributions follows as in I.a. We proceed as before and show

that the increments ful�ll an estimate as in Lemma 2.13. To this end, we recall that µε is

invariant for Pµε . This follows by Lemma 2.20 and Lemma 3.22(ii). Eventually, we obtain

by the Hölder inequality and Tonelli’s theorem

ETε

©«
t∫

s

Lε fi (Xr ,Vr )dr
ª®¬

2 ≤ (t − s)2µΦ̃2

(Rd )

∫
Rd

|∂iΦ1 |
2 dµΦ1

.

By (Φ16), (Φ19) and (Φ27), it holds that µΦ̃2

(Rd )
∫
Rd

|∂iΦ1 |
2 dµΦ1

is a �nite constant. Hence,

we obtain the tightness of the family in I.b..

I.c. Observe that every measure of the family in I.c. is supported by functions which are

constant. Hence, by Theorem 2.11 it su�ces to show that the initial distributions are

tight. These are given by

(
µε ◦ f

−1

i
)
ε>0

. The tightness of this family follows directly
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from the tightness of (µε )ε>0
.

Eventually, by Lemma 2.3 we conclude that the family given in I. is tight.

II. Let
ˆPµε be the martingale solution of

(
L̂ε ,D(L̂ε )

)
de�ned on C([0,∞),R2d ). Recall the time

reversal operator rT de�ned in (2.5). Then we obtain by Lemma 2.21 that PTµε ◦r
−1

T is associated

with the adjoint semigroup

(
T̂ εt,2

)
t ≥0

. Thus, the measures PTµε ◦ r
−1

T and
ˆPTµε coincide. By

Proposition 3.38 it holds дi ∈ D(Lε )∩D(L̂ε ). Via explicit computation we obtain the following

decomposition which is motivated by [106]

дi (Xt ,Vt ) − дi (X0,V0) =
1

2

(
M
дi ,ε
t + M̂

дi ,ε
T−t (rT ) − M̂

дi ,ε
T (rT )

)
+

1

2

∫
[0,t ]

(Lεдi − L̂εдi )(Xs ,Vs )ds, t ∈ [0,T ]. (3.58)

Some remarks concerning the well-de�nedness of the decomposition (3.58) seem to be ap-

propriate. In particular, we take a closer look at the proof of Lemma 2.22. Observe that the

random variables ∫
[0,t ]

Lεдi (Xs ,Vs )ds,

∫
[0,t ]

L̂εдi (Xs ,Vs )ds, t ≥ 0

(hence, M
дi ,ε
t , M̂

дi ,ε
t ) are �rst only de�ned up to sets of measure zero w.r.t. Pµε and

ˆPµε , respec-

tively. It is crucial to argue that it is possible to choose a common set which has full measure

w.r.t. both measures Pµε and
ˆPµε , otherwise the decomposition (3.58) has no meaning. Indeed,

denote by дi also its continuous version and �x µε -versions L̃εдi and
˜̂Lεдi of Lεдi and L̂εдi ,

respectively. The random variables∫
[0,T ]

���L̃εдi ��� (Xs ,Vs )ds,

∫
[0,T ]

��� ˜̂Lεдi ��� (Xs ,Vs )ds

are both integrable w.r.t each of the measures Pµε and
ˆPµε . Hence, for the sets

A :=
⋃
T ∈N


∫
[0,T ]

���L̃εдi ��� (Xs ,Vs )ds = ∞

 ,
Â :=

⋃
T ∈N


∫
[0,T ]

��� ˜̂Lεдi ��� (Xs ,Vs )ds = ∞


it holds that B := A ∪ Â is a zero set w.r.t. Pµε and

ˆPµε and in particular it holds for the time

restricted set BT := RTB that BT = rTB
T

. Hence, the following versions of (M
дi ,ε
t )t ≥0 and

(M̂
дi ,ε
t )t ≥0 de�ned by
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M
дi ,ε
t =


дi (Xt ,Vt ) − дi (X0,V0) −

∫
[0,t ]

L̃εдi (Xs ,Vs )ds , on Bc

0 , else

M̂
дi ,ε
t =


дi (Xt ,Vt ) − дi (X0,V0) −

∫
[0,t ]

˜̂Lεдi (Xs ,Vs )ds , on Bc

0 , else

guarantees that the decomposition (3.58) is well-de�ned. Now, we can proceed as in part I.

and prove that the single summands are are tight.

II.a. (
PTµε ◦

(
M
[дi ],ε
t

)−1

t ∈[0,T ]

)
ε>0

,

II.b. (
PTµε ◦

(
M̂
дi ,ε
T−t (rT ) − M̂

дi ,ε
T (rT )

)−1

t ∈[0,T ]

)
ε>0

,

II.c.

PTµε ◦
©«
©«

t∫
0

(Lεдi − L̂εдi )(Zs )ds
ª®¬t ∈[0,T ]

ª®®¬
−1

.

II.a. This part can be proven by the exact same arguments as in part I.a. and the Proposition

3.38.

II.b. In the following we denote the expectation w.r.t.
ˆPTµε by

ˆETε . We proceed similar as in

part I.a. and provide a bound for the expectation of the increments. Let s, t ∈ [0,T ]. Due

to PTµε ◦ r
−1

T =
ˆPTµε , Lemma 2.21 and Proposition 3.38 we obtain by the Burkholder-Davis-

Gundy inequality

ETε

[
(M̂
[дi ],ε
T−t ◦ rT − M̂

[дi ],ε
T−s ◦ rT )

4

]
= ˆETε

[
(M̂
[дi ],ε
T−t − M̂

[дi ],ε
T−s )

4

]
≤ C(t − s)2.

Hence, we obtain the tightness by Lemma 2.13.

II.c. First observe that by Proposition 3.38 it holds Lεдi−L̂εдi = −2∂xiΦ1. Now, we can proceed

as in part I.b. to obtain the desired result.

Eventually, we conclude that the family of measures

(
Pµε

)
ε>0

is tight onC
(
[0,∞),R2d )

which

�nishes the proof.

�

Remark 3.41. It is essential to note that the choice of the metric r de�ned in (3.55) was crucial. In
the parts I.b. and II.c., the so-called semimartingale parts, we got rid of the ε dependence by the help
of this metric. Choosing instead fi (x ,v) = xi , i = 1, ...,d , in (3.55) would not yield a cancellation of
the ε dependent terms.
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Corollary 3.42. For ε > 0, let hε ∈ Hε be a probability density w.r.t. µε . In addition to the
assumptions of Theorem 3.40 we assume that ‖hε ‖Hε is uniformly bounded in ε > 0. Then, the
measures (

PXhε µε

)
ε>0

:=
(
Phε µε ◦ P

−1

X
)
ε>0

on C
(
[0,∞),Rd

)
are tight.

Proof. Since the space coordinate projection PX is continuous it su�ces to show that

(
Phε µε

)
ε>0

is tight on C
(
[0,∞),R2d )

. Now, let δ > 0 and choose K ⊆ C
(
[0,∞),R2d )

to be compact s.t.

sup

ε>0

Pµε (K
c ) ≤ δ 2

sup

ε>0

‖hε ‖2L2(µε )
. Observe that the measures Phε µε andhε (X0,V0)Pµε coincide by Corol-

lary 2.9. Denote by Eε integration w.r.t. Pµε , then we obtain

Phε µε (K
c ) = Eε [1Kchε (X0,V0)] ≤

√
Pµε (K

c ) ‖hε ‖L2(µε ) ≤ δ ,

which completes the proof. �

Remark 3.43. Suppose we are in the setting of Corollary 3.42. From its proof, we directly see that
it is not necessary for the densities hε to be in L2(R2d , µε ). It su�ces that their respective Lp (R2d , µε )
norm is uniformly bounded for some p > 1.

In the next theorem, we use the convergence of the semigroups

(
T εt

)
t ≥0

from Theorem 3.35 and

the previous corollary to prove the main result of this section. Denote in the following by δ0 the

Dirac measure in zero on Rd .

Theorem 3.44. For ε > 0 let hε ∈ Hε and h ∈ HΦ1
be probability densities w.r.t. µε and µΦ1

,
respectively. Assume (Φ12) − (Φ14)2, (Φ15) − (Φ17) and (Φ21) − (Φ29). If hεµε converges weakly to
hµΦ1

⊗ δ0 and sup

ε>0

‖hε ‖L2(µε ) is �nite then the measures PXhε µε converge weakly to PhµΦ
1

as ε → 0

as measures on C
(
[0,∞),Rd

)
.

Proof. After applying Corollary 3.42, we are left to show that the respective �nite dimensional

distributions converge weakly, see Remark 2.7 and Corollary 2.9. As mentioned above we use the

semigroup convergence. The proof is essentially the same as in [75]. For the sake of consistency,

we state the proof here. Let (Xt )t ≥0
and (Xt ,Vt )t ≥0

be the coordinate processes onC
(
[0,∞),Rd

)
and C

(
[0,∞),R2d )

, respectively. Then, it holds Xt ◦ PX = px ◦ (Xt ,Vt ) for all t ≥ 0. Let 0 ≤ t1 <
... < tk , k ∈ N, and de�ne

P
X ,t1, ...,tk
hε µε

:= PXhε µε ◦
(
Xt1
, ...,Xtk

)−1

P
t1, ...,tk
hµΦ

1

:= PhµΦ
1

◦
(
Xt1
, ...,Xtk

)−1

.

Additionally, de�ne for k ∈ N the class of functions

Dk := span

F : Rdk −→ R

��������
F (x1, ...,xk ) =

k∏
i=1

fi (xi ) for all (x1, ...,xk ) ∈ R
dk ,

fi ∈ C
∞
c (R

d ), i = 1, ...,k

 . (3.59)
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One easily checks that the algebra Dk strongly separates the points of Rdk , see e.g. [32] for the

precise de�nition of the property strongly separating points. Hence, by [32, Theorem 3.4.5] it

su�ces to show that ∫
Rdk

F dPX ,t1, ...,tk
hε µε

ε→0

−−−→

∫
Rdk

F dPt1, ...,tk
hµΦ

1

.

Hence, let F ∈ Dk s.t. F = ⊗ki=1
fi as in (3.59). Since µΦ2

is a probability measure on Rd , we

obtain fi ◦ px ∈ L2(R2d , µε ). By the association of Phε µε with

(
T εt,2

)
t ≥0

and T εt,2 = TΦε
t,∞ on

L2(R2d , µε ) ∩ L
∞(R2d , µε ) it holds∫

Rdk

F dPX ,t1, ...,tk
hε µε

=

∫
R2d

hε T
ε
t1,2
(f1 ◦ pxT

ε
t2−t1,2

(f2 ◦ px ...T
ε
tk−tk−1

,2 fk ◦ px ))...)︸                                                           ︷︷                                                           ︸
F
t
1
, . . .,tk

ε

dµε .

By Corollary 1.67, we obtain that

hε −→ h weakly alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.60)

Indeed, the norm boundedness is part of the assumptions. Using [32, Theorem 3.4.5] and D2 we

obtain that (ηε ◦ pv )hε dµε converges by assumption weakly to hµΦ1
⊗ δ0. Thus, let φ ∈ C. Then

we have

(hε ,Ψε (φ))Hε =

∫
R2d

(φ ◦ σ )(ηε ◦ pv )hε dµε −→

∫
R2d

(φ ◦ σ )h ◦ px dµΦ1
⊗ δ0 = (h,φ)HΦ

1

,

implying (3.60). Next, we argue that

F t1, ...,tk
ε −→ F t1, ...,tk

:= TΦ1

t1

(f1T
Φ1

t2−t1

(f2...T
Φ1

tk−tk−1

fk ))...) alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.61)

Corollary 1.66 implies that for д ∈ C∞c (R
d ) it holds

д ◦ px −→ д alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.62)

Furthermore, by the convolution argument used in the proof of Theorem 3.35 and Corollary 1.67,

one immediately obtains that for every φ ∈ C it holds

д ◦ pxΨε (φ) −→ дφ weakly alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.63)

Now let fε −→ f along Hε
(Ψε )ε>0

−−−−−−→ HΦ1
. It is easy to see that ‖д ◦ px fε ‖Hε is bounded since fε

converges. For arbitrary φ ∈ C, it holds by (3.63) that

(д ◦ px fε ,Ψε (φ))Hε = (fε ,д ◦ pxΨε (φ))Hε −→ (f ,дφ)HΦ
1

= (д f ,φ)HΦ
1

.

Thus, by Corollary 1.67 we obtain

д ◦ px fε −→ д f weakly alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.64)
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3 Overdamped Limit of Generalized Hamiltonian Systems

We conclude by (3.64) and the choice of fε that

‖д ◦ px fε ‖
2

Hε
= (д2 ◦ px fε , fε )Hε −→ (д

2 f , f )HΦ
1

= ‖д f ‖2
HΦ

1

. (3.65)

By combining (3.64) and (3.65), we obtain through Corollary 1.66 that

д ◦ px fε −→ д f strongly alongHε
(Ψε )ε>0

−−−−−−→ HΦ1
. (3.66)

Thus, we apply (3.62), (3.66) and Theorem 3.35 inductively and obtain (3.61). Eventually, through

(3.60) and (3.61) we conclude that∫
Rdk

F dPX ,t1, ...,tk
hε µε

=

∫
R2d

hεT
ε
t1,2
(f1 ◦ pxT

ε
t2−t1,2

(f2 ◦ px ...T
ε
tk−tk−1

,2 fk ◦ px ))...)dµε

ε→0

−−−→

∫
Rd

hTΦ1

t1

(f1T
Φ1

t2−t1

(f2...T
Φ1

tk−tk−1

fk ))...)dµΦ1
=

∫
Rdk

F dPt1, ...,tk
hµΦ

1

which completes the proof. �

3.6 Overdamped Limit of Generalized Stochastic
Hamiltonian systems

In this last section, we use the result from Theorem 3.44 to treat the original problem. Let us

recall the scaled generalized stochastic Hamiltonian system (3.1), (3.2) given by

dX ε
t =

1

ε
∇Φ2(V

ε
t )dt , (3.67)

dV ε
t = −

1

ε
∇Φ1(X

ε
t )dt −

1

ε2
∇Φ2(V

ε
t )dt +

1

ε

√
2dBt . (3.68)

In the theorem below we show existence of a weak solution (X ε
t ,V

ε
t )t ≥0 to (3.67), (3.68) with initial

distribution hµΦ, where h ∈ L1(R2d , µΦ) ∩ L
2(R2d , µΦ). Furthermore we show weak convergence

of the laws L

( (
X ε
t
)
t ≥0

)
to L

( (
X 0

t
)
t ≥0

)
with (X 0

t )t ≥ being a solution of

dX 0

t = −∇Φ1(X
0

t )dt +
√

2dBt . (3.69)

For this purpose, we use the result from Theorem 3.44 and apply Itô’s formula to show how the

solution (3.57) of (3.56) can be transformed into a solution of (3.67), (3.68).

Remark 3.45. So far we only considered martingale solutions for the generator of (3.69), see Corol-
lary 3.31. Indeed, Let h ∈ L1(Rd , µΦ1

) ∩ L2(Rd , µΦ1
) be a probability density w.r.t. µΦ1

. Then, there
exists a probability law PhµΦ

1

onC([0,∞), {Φ1 < ∞}) with initial distribution hµΦ1
which solves the

martingale problem for the generator
(
LΦ1
,D(LΦ1

)
)
. Under the assumptions of Theorem 3.46 below

one can proceed as in Proposition 3.13 and show that the coordinate functions Rd 3 x 7→ xi ∈ R
i = 1, ...,d , are elements of D(LΦ1

). Further, the same arguments as in Remark 3.39 show that the
coordinate process (Xt )t ≥0 on the measure space (C([0,∞), {Φ1 < ∞}),PhµΦ

1

) is a weak solution of
(3.69) with initial distribution hµΦ1

.

We summarize our �nal result in the following theorem. We want to remind the reader that we
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3.7 Examples and Su�cient Conditions

denote by µε the measure on R2d
given by µΦε .

Theorem 3.46. Assume (Φ12) − (Φ19) and (Φ21) − (Φ211). Let ε > 0 and h ∈ L1(R2d , µΦ) ∩

L2(R2d , µΦ). Then there exists a weak solution (X ε
t ,V

ε
t )t ≥0 to (3.1), (3.2) with initial distributionhµΦ.

Denote by ˜h ∈ L1(Rd , µΦ1
)∩L2(Rd , µΦ1

) the element given by ˜h(x) =
∫
Rd

h(x ,v)dµΦ2
(v), x ∈ Rd , and

by P ˜hµΦ
1

the martingale solution to the generator of (3.3) from Corollary 3.31 with initial distribution

˜hµΦ1
. Then, L

( (
X ε
t
)
t ≥0

)
, ε > 0, converge weakly to P ˜hµΦ

1

as measures on C
(
[0,∞),Rd

)
as ε → 0.

Proof. Let ε > 0 and h be given as above. Recall the state space transformation Ũε de�ned

by Ũε (x ,v) = (x ,
1

εv), (x ,v) ∈ R
2d

. It is clear that the densities hε := h ◦ Ũε , ε > 0, satisfy∫
R2d

h2

ε dµε =
∫
R2d

h2 dµΦ and the measures hεµε converge weakly to
˜hµΦ1
⊗ δ0 as ε → 0. Now, let

(
(Xt ,Vt )t ≥0, (Bt )t ≥0

)
,

(
C

(
[0,∞),R2d

)
,BC ,Phε µε

)
,

(
F t+

)
t ≥0

,

be the weak solution of (3.56) with initial distribution hεµε given in Remark 3.39. Recall that

(Xt ,Vt )t ≥0 denotes the coordinate process onC
(
[0,∞),R2d )

. Then, by applying Itô’s formula, see

e.g. [61, Theorem 3.3.6] to the function fε (x ,v) = (x ,
1

εv)we obtain that the process (X ε
t ,V

ε
t )t ≥0 :=

(fε (Xt ,Vt ))t ≥0 is a weak solution to (3.67), (3.68) with initial distribution hµΦ. Furthermore, the

laws L

( (
X ε
t
)
t ≥0

)
and L

(
(Xt )t ≥0

)
coincide and are equal to PXhε µε . Hence, the last assertion

follows by Theorem 3.44. �

3.7 Examples and Su�cient Conditions

So far we did not present any example for Φ1 and Φ2 which satisfy the assumptions (Φ11)− (Φ19)

and (Φ21) − (Φ211), respectively. To make this chapter consistent, in the sense that there are

physical relevant examples of Φ1 and Φ2, we present some examples taken from [24, Section 6.6.2

and 6.6.3] and [51]. Further, we present a lemma which can be used to check the assumptions

(Φ16) and (Φ24). These are the only assumptions which are not explicit in terms Φ1 and Φ2 and

their respective weak derivatives. This Lemma is also taken from [24, Lemma 6.6.7.].

3.7.1 A su�cient condition for (Φ16) and (Φ24)

Recall that (Φ16) and (Φ24) are the same condition. Therefore, we only work in the following

with one potential Φ : Rd −→ R ∪ {∞}. We introduce two conditions on Φ:

(ΦA) Φ = Φs + Φr , where Φs and Φr are given as follows. Φs satisfying (Φ12), (Φ13) and (Φ18),

is continuously di�erentiable and has weak second derivatives on {Φ < ∞}. There exists

a K ∈ [0,∞) and α ∈ [1, 2) s.t.��∂i∂jΦs (x)
�� ≤ K

(
1 +

d∑
i=1

|∂iΦs (x)|
α

)
, (3.70)

holds for all i, j ∈ {1, ...,d} and µΦ-a.e. x ∈ {Φ < ∞}. Φr is bounded and Lipschitz

continuous on Rd . The measure µΦ satis�es µΦ(R
d ) = 1.
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3 Overdamped Limit of Generalized Hamiltonian Systems

(ΦB) Φ satis�es (Φ14)4loc and ∇Φe−
Φ
2 is µΦ-essentially bounded.

If Φ satis�es (ΦA) then we denote as in Section 3.3 by LΦ the di�erential operator

LΦ f = ∆f − ∇Φ · ∇f , f ∈ C∞c ({Φ < ∞}).

Further we denote byHΦ the Hilbert spaceHΦ = L2(Rd , µΦ). The following lemma is taken from

[24, Lemma 6.6.7.].

Lemma 3.47. Let Φ satisfy (ΦA).

(i) If Φ satis�es additionally (Φ14)4loc , then
(
LΦ,C

∞
c ({Φ < ∞})

)
is essentially self-adjoint if and

only if
(
LΦ,C

∞
c (R

d )
)
is essentially self-adjoint onHΦ.

(ii) If Φ satis�es additionally (ΦB), then
(
LΦ,C

∞
c ({Φ < ∞})

)
is essentially self-adjoint onHΦ.

3.7.2 Examples of Φ1 and Φ2

In the following examples we show some pairs of potentials s.t. the assumptions in Theorem 3.46

are ful�lled.

Example 3.48. The following examples of Φ2 : Rd −→ R satisfy the assumptions (Φ21))-(Φ211)

up to an additive constant, i.e., µΦ2
is only a �nite measure.

(i) Let Φ2(v) := |v |2, v ∈ Rd .

(ii) Let K ∈ (0,∞) and λ > d
2
and de�ne Φ2(v) := K ln(1 + |v |2λ), v ∈ Rd .

(iii) Let K ∈ (0,∞) and λ ≥ 1 and de�ne Φ2(v) := K(1 + |v |2)λ .

All but the assumption (Φ26) can be checked by simple calculation for each of the potentials in
(i)-(iii). In particular, the gradient ∇Φ2 satis�es |∇Φ2 | ∈ ∩p∈[1,∞)L

p (Rd , µΦ2
). The assumption

(Φ26) can be checked with Lemma 3.47 by choosing Φ2,r = 0 in all three cases. In the �rst case,
where Φ2(v) = |v |

2 one can also use the Hermite polynomials to establish self-adjointness. By using
cuto� functions one shows that the Hermite polynomials are contained in the domain of the closure
of

(
LΦ2
,C∞c ({Φ2 < ∞})

)
. Further they are eigenvectors of LΦ2

with real eigenvalues and form an
orthonormal basis ofHΦ2

, see Section (B.9).

Before we state some examples for Φ1 let us recall that the Langevin equation (0.1), (0.2) describes

the motion of interacting particles. The interaction forces as well as an external forces on the

particles are described through the gradient ∇Φ1 of the potential Φ1. To re�ect this meaning of

Φ1 and to ease the notation we replace d by N ˜d , with N , ˜d ∈ N. Here, N represents the number

of particles under consideration and
˜d denotes the space dimension. Namely, we consider N

particles moving in R
˜d
. We also write (x1, ...,xN ) = x ∈ RNd

, where xi ∈ R
d

, i = 1, ...,N . Many

physical interesting interactions between particles are so-called pair interactions. In that case

the interaction part Φi of Φ is described through one single pair potential φ : Rd −→ R ∪ {∞}

via

Φi (x1, ...,xN ) =
1

2

∑
i,j

φ(xi − x j ). (3.71)
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Interactions with external �elds can be described via a �eld potential ψ : Rd :−→ R ∪ {∞}

through

Φe (x1, ...,xN ) =
N∑
i=1

ψ (xi ). (3.72)

In the following we present su�cient conditions for φ and ψ s.t. Φ = Φi + Φe satis�es the

assumptions (Φ12)− (Φ14)2, (Φ15)− (Φ19). We denote for x ∈ Rd \ {0} by x̂ the normalized vector

x̂ := x
|x | .

Assumption 3.49. Assume thatφ,ψ : Rd −→ R admit a decompositionφ = φ1+φ2 andψ = ψ1+ψ2

with φ1,φ2,ψ1,ψ2 : Rd −→ R ∪ {∞}.

(H1) φ1 is a radially symmetric and decreasing function, i.e., there exists a decreasing function
θ : [0,∞) −→ R ∪ {∞} s.t. φ1(x) = θ (|x |). The support of φ1 is contained in the open ball
Br (0) for some r > 0.

(H2) φ1 is continuously di�erentiable in Rd \ {0} and φ1(x) −→ ∞ and |∇φ1(x)| −→ ∞ as x → 0.
Moreover, φ1 has second weak derivatives in Rd \ {0} which satisfy (3.70).

(H3) |∇φ1 | ∈ L
4(Rd , µφ1

) and ∇φ1e
−
φ

1

2 is bounded on Rd \ {0}.

(H4) φ2 is Lipschitz continuous and bounded.

(H5) ψ1 is continuously di�erentiable. There exists κ > 0 and R > 0 s.t. x̂∇ψ1(x) ≥ κ |∇ψ2(x)| for
a.e. x ∈ Rd \BR(0). Moreover |∇ψ1(x)| −→ ∞ as |x | → ∞ andψ1 has second weak derivatives
which satisfy (3.70). In particular, there exist a > 0 and b ∈ R s.t. ψ1(x) ≥ a |x | − b for all
x ∈ Rd .

(H6) |∇ψ1 | ∈ L
4(Rd , µψ1

) and ∇ψ1e
−
ψ

1

2 is bounded on Rd \ {0}.

(H7) ψ2 is Lipschitz continuous and bounded.

Lemma 3.50. Assume d ≥ 2 and let φ1,φ2,ψ1,ψ2 : Rd −→ R ∪ {∞} satisfy (H1)-(H7) from
Assumption 3.49. Let φ = φ1 + φ2 and ψ = ψ1 + ψ2 and Φi , ,Φe be given by (3.71) and (3.72),
respectively. Then Φ1 := Φi + Φe satis�es (ΦA) and (ΦB). In particular, Φ1 satis�es (Φ12) − (Φ14)2,
(Φ15) − (Φ19).

Proof. See [24, Theorem 6.6.11.]. �

Remark 3.51. If Φ1 : RNd −→ R ∪ {∞} is given as in the previous lemma, then it holds

{Φ1 < ∞} = {(x1, ...,xN ) ∈ R
Nd | xi , x j if i , j}. (3.73)

The complement of the set on the right-hand side of (3.73) is called the set of coinciding points. In
particular, the martingale solutions PhµΦ constructed in Theorem 3.25 are supported by the trajec-
tories which don’t pass through coinciding points. This is favorable from a physical point of view,
since two di�erent particles are not allowed to be at the same point at the same time.

The next example shows that pair interactions of Lennard-Jones type are possible in this frame-

work.
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3 Overdamped Limit of Generalized Hamiltonian Systems

Example 3.52. Let A,B be two positive constants. De�ne VL J (r ) := VA,B
L J (r ) =

A
r 12
− B

r 6
, r > 0.

Further de�ne

φ : Rd −→ R ∪ {∞},x 7→

{
∞, x=0,

VL J (|x |), else,

ψ : Rd −→ R,x 7→ |x |2 .

Choose ψ1 := ψ , ψ2 = 0. To decompose φ into φ1 and φ2 according to the assumptions in (H1)-(H4)

we decomposeVL J accordingly. We observe thatVL J attains its minimum at r0 =
(

2A
B

) 1

6 and its value
at r0 is denoted by V0 := VL J (r0). Now de�ne for r > 0

V1(r ) := 1(0,r0](r )
(
VL J (r ) −V0

)
,

V2(r ) := V0 + 1(r0,∞)(r )
(
VL J (r ) −V0

)
,

where 1(0,r0] and 1(r0,∞) denote the indicator functions of the intervals (0, r0] and (r0,∞), respectively.
See Figure 3.1 for a graphical representation of VL J ,V1,V2.

V

r0 r0

V0

VL J

V1

V2

Figure 3.1: Decomposition of VL J

Now we de�ne φ1 and φ2 as

φ1 : Rd −→ R ∪ {∞},x 7→

{
∞, x=0,

V1(|x |), else,

φ2 : Rd −→ R,x 7→ V2(|x |).

Then φ1,φ2,ψ1,ψ2 satisfy (H1)-(H7).

94



Part II

Problems from In�nite Dimensional
Analysis
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4 Preliminaries from the theory of Gaussian and White Noise analysis

Chapter 4

Preliminaries from the theory ofGaus-
sian and White Noise analysis

In this chapter we present basic facts from Gaussian analysis and White noise analysis. Similar

as in Chapter 1 and Chapter 2 we try to present only the results and their proofs which are

necessary for the applications we have in mind. In particular, we do not aim for the most possible

generality in this chapter. The content of this chapter can be also found in the standard literature

on Gaussian analysis and White noise analysis, such as [16, 65, 57, 42, 79].

We give a short overview on nuclear spaces in the �rst section. Apart from the fact that Gaussian

analysis takes place on the dual space of a nuclear space, many important test function spaces in

Gaussian analysis and White noise analysis are nuclear spaces. In the second section we present

basics from Gaussian analysis, such as the Bochner-Minlos theorem and the Wiener-Itô-Segal

isomorphsim. Thereafter, we present the Hida test function and distribution space together with

the most important properties, like the characterization theorem for Hida distributions. Further,

we introduce di�erential operators in the framework of in�nite dimensional Gaussian analysis.

4.1 Nuclear countably Hilbert spaces

The aim of this section is to present the basic de�nitions and properties of nuclear countable

Hilbert spaces. We only present content we need in the further course of this thesis. The presen-

tation chosen here is of course not the most general one. For more details, generalizations and

proofs we refer to [16, 41, 43, 42, 93, 107, 13, 14].

4.1.1 De�nition and Basic Properties

Throughout this entire chapter we �x a real vector space N and assume there exists a family

of real scalar products

{
(·, ·)p | p ∈ N

}
on N . The induced norms we denote by ‖·‖p , p ∈ N,

respectively. We can w.l.o.g. choose the system of scalar products in such a way that the norms

‖·‖p , p ∈ N, are increasing, i.e., ‖·‖p ≤ ‖·‖p+1
for all p ∈ N. We de�ne a locally convex vector

space topology T onN via de�ning a neighborhood base of zero

(
Up,ε

)
p∈N,ε>0

, across the family

of norms, where for p ∈ N and ε > 0 we have

Up,ε :=
{
f ∈ N | ‖ f ‖p < ε

}
. (4.1)

Remark 4.1. Of course, several di�erent families of scalar products or even just norms which are
not derived from a scalar product can induce the same topology in the fashion just described. We
take advantage of this fact later. Depending on the situation one can choose a di�erent family which
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4.1 Nuclear countably Hilbert spaces

is more appropriate and simpli�es calculations.

The abstract completion of N w.r.t. the norm ‖·‖p , p ∈ N, is denoted by Hp and the respective

extensions of (·, ·)p and ‖·‖p toHp are represented by the same symbols. The natural embedding

ofN intoHp is denoted by Ip . Since the norms are increasing, we obtain for p,q ∈ N with p ≤ q
that the identity map on N extends to a continuous linear operator

Iq,p : Hq −→ Hp .

The family of norms (‖·‖p )p∈N is called compatible, if for all p,q ∈ N and every sequence (ξn)n∈N
in N which is a zero sequence w.r.t. the norm ‖·‖p and a Cauchy sequence w.r.t. ‖·‖q the se-

quence (ξn)n∈N converges to zero w.r.t. ‖·‖q . If compatibility holds true, we obtain that the linear

operator Iq,p is also injective and we obtain the chain of continuous embeddings

N ⊆ Hq ⊆ Hp ⊆ H1, 1 ≤ p ≤ q. (4.2)

In the following we assume additionally that as sets it holds

N = ∩p∈NHp . (4.3)

The condition (4.3) is equivalent to the completeness of N , i.e., if (fn)n∈N is a sequence in N

which is Cauchy w.r.t. ‖·‖p for every p ∈ N, then there exists a f ∈ N , s.t. ‖ f − fn ‖p
n→∞
−−−−→ 0

for every p ∈ N.

De�nition 4.2. Assume the scalar products
{
(·, ·)p | p ∈ N

}
on N determine an increasing fam-

ily of norms which is compatible and it holds (4.3). Then, we call N a countably Hilbert space.
Sometimes the tuples (N ,T) and (N ,

{
(·, ·)p | p ∈ N

}
) are also called countably Hilbert space.

In the following letN be a countably Hilbert space. Assume for the moment thatN is separable.

Then it immediately follows that the Hilbert spaces Hp , p ∈ N, are separable, too, since N is

densely embedded into Hp . In reverse, if each Hp , p ∈ N, is separable then we can choose a

countable dense set Dp in N s.t. IpDp is dense inHp . Hence, the countable set ∪p∈NDp is dense

in N w.r.t. T .

De�nition 4.3. Assume that the countably Hilbert space N is separable and for every p ∈ N we
can �nd q ≥ p s.t. Iq,p is of Hilbert-Schmidt type. Then, we call N

(
(N ,T), (N ,

{
(·, ·)p | p ∈ N

}
)
)

a nuclear countably Hilbert space or simply a nuclear space.

Example 4.4. For d ∈ N denote by S(Rd ) the space of Schwartz functions over Rd , i.e.,

S(Rd ) :=

{
f ∈ C∞(Rd ) | for all α , β ∈ Nd

0
it holds sup

x ∈Rd

���xα ∂β f (x)��� < ∞}
.

Denote by H the di�erential operator de�ned on S(Rd ) given as follows

H f =
d∏
i=1

(
−
∂2

∂x2

i
+ x2

i + 1

)
f , f ∈ S(Rd ).

De�ne the scalar products (f ,д)p := (Hp f ,Hpд)2 :=
∫
Rd

Hp f (x)Hpд(x)dx , p ∈ N, f ,д ∈ S(Rd ).
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Then
(
S(Rd ),

{
(·, ·)p | p ∈ N

})
de�nes a nuclear countably Hilbert space, see also [91, Section V.3]

for details.

Remark 4.5. It is not di�cult to check that nuclearity is independent of the choice of the system
of scalar products. Namely, if ((̃·, ·)q)q∈N is another system of scalar products on N which induces

also the topology T , then it holds that
{
(·, ·)p | p ∈ N

}
) is nuclear if and only if

{
(̃·, ·)q | q ∈ N

}
) is

nuclear, see also [42, Section I.3.3] for a purely topological formulation of nuclearity of a space N .

We denote the dual space of N by N ′. Further, we denote by H−p the dual Hilbert space H ′p of

Hp , p ∈ N. From the de�nition of the neighborhoods Up,ε in (4.1) one immediately obtains that

as sets it holds

N ′ = ∪p∈NH−p , (4.4)

i.e., every element F ∈ N ′ extends continuously to some Hp , p ∈ N, and the elements from

∪p∈NH−p restricted to N are continuous in the topology of N . This can be realized by the

operators I−p , p ∈ N,

I−p : H−p −→ N
′,Φ 7→ Φ ◦ Ip .

The dual pairing between elements f ∈ N and F ∈ N ′ is denoted by 〈f , F 〉 := F (f ).

Typical topologies on the dual space N ′ are the weak, strong and inductive limit topology. To

de�ne these topologies we need to de�ne boundedness inN . A set B ⊆ N is called bounded, if it

is bounded w.r.t. ‖·‖p for every p ∈ N. For an arbitrary subset A ⊂ N we de�ne the semi-norm

‖·‖A on N ′ by

‖·‖A : N ′ −→ R,Φ 7→ sup

f ∈A
|〈f ,Φ〉| .

Now we can de�ne the weak topology βw as the topology given by the local base of neighbor-

hoods of zero {UA,ε | A ⊂ N
′

is �nite, ε > 0}, where UA,ε := ‖·‖−1

A [0, ε), A ⊆ N
′
, ε > 0.

Analogue, we de�ne the strong topology βs as the topology given by the local base of neigh-

borhoods of zero {UA,ε | A ⊂ N
′

is bounded, ε > 0}. The inductive limit topology βi is de�ned

as the �nest locally convex topology s.t. the maps I−p , p ∈ N, are continuous. A neighborhood

base of zero in βi is given by the sets balanced
1

convex hulls
2

of sets of the form

⋃
p∈N I−pB

−p
εp (0),

where B
−p
εp (0) denotes the ball with radius εp > 0 inH−p with center 0, see e.g. [13].

Lemma 4.6. For a countably Hilbert space N the topologies βs and βi on N ′ coincide.

Proof. See [13, Theorem 4.16.]. �

If we identify the Hilbert spaceH1 via the Riesz isomorphism with itself and equipN ′ with one

of the topologies βw , βs or βi , then we can extend the chain from (4.2) and obtain the continuous

embeddings

N ⊆ Hq ⊆ Hp ⊆ H1 ⊆ H−p ⊆ H−q ⊆ N
′, 1 ≤ p ≤ q. (4.5)

1
A subsetW ⊆ N ′ is called balanced if for all F ∈W and λ ∈ R with |λ | ≤ 1 it holds λF ∈W .

2
The balanced convex hull of a subsetW ⊆ N ′ is the smallest balanced and convex set containingW .
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Lemma 4.7. Let N be a nuclear space and (Fn)n∈N a sequence in N ′ which converges to F ∈ N ′

w.r.t. βw . Then the convergence takes place in βs , too.

Proof. See e.g. [43, 42]. �

4.1.2 Tensor Powers of Countably Hilbert spaces and the Kernel Theorem

Throughout this subsection we �x a countably Hilbert space (N ,
{
(·, ·)p | p ∈ N

}
) with corre-

sponding separable Hilbert spaces Hp , p ∈ N. Furthermore, we assume that the Hilbert spaces

Hp , p ∈ N are seperable. We denote the complexi�cations, see De�nition 1.29, of N and Hp ,

p ∈ N, by NC andHp,C, p ∈ N, respectively. For a number n ∈ N0 we denote byH ⊗np andH ⊗np,C
the usual real and complex n−fold tensor product of Hp and Hp,C, p ∈ N, respectively. We oc-

casionally also denote the scalar product and norm onH ⊗np andH ⊗np,C simply by (·, ·)p and ‖·‖p .

Further, denote by sym
(n)
p the symmetrization operator onH ⊗np , i.e.,

sym
(n)
p ⊗

n
i=1

fi := ⊗̂
n
i=1

fi :=
1

n!

∑
π ∈Σn

⊗ni=1
fπ (i), fi ∈ Hp , i ∈ {1, ...,n},

where Σn denotes the permutation group of n elements. We extend sym
(n)
p linearly to the span

D(n) := spanR

{
⊗ni=1

fi | fi ∈ Hp , i ∈ {1, ...,n}
}
,

which is well-de�ned. By continuity, sym
(n)
p extends to a contraction on H ⊗np which is also

denote by sym
(n)
p . In the same way we introduce the analog operator sym

(n)
p,C on H ⊗np,C. Both

operators sym
(n)
p and sym

(n)
p,C are projections on H ⊗np and H ⊗np,C, respectively. We de�ne the

subspaces of symmetric tensors by

H ⊗̂np = sym
(n)
p H

⊗n
p ,

H ⊗̂np,C = sym
(n)
p H

⊗n
p,C.

Recall the continuous operators Iq,p , q,p ∈ N, from the previous subsection. Their tensor powers

are contractions

I ⊗nq,p : H ⊗nq −→ H ⊗np ,

I ⊗nq,p,C : H ⊗nq,C −→ H
⊗n
p,C,

for every n ∈ N and and commute with sym
(n)
p , i.e.,

I ⊗nq,pH
⊗̂n
q ⊆ H ⊗̂np ,

I ⊗nq,p,CH
⊗̂n
q,C ⊆ H

⊗̂n
p,C,
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4 Preliminaries from the theory of Gaussian and White Noise analysis

see also [91, Section VIII.10]. The families of maps

(
I ⊗nq,p

)
p,q∈N

and

(
I ⊗nq,p,C

)
p,q∈N

are consistent,

i.e.,

I ⊗nq,q = Id, q ∈ N,

I ⊗nq,r = I ⊗np,r I
⊗n
q,p , r ≤ p ≤ q,

and the analog statements holds for

(
I ⊗nq,p,C

)
p,q∈N

, too. Hence, we can de�ne the projective limits

of the respective Hilbert spaces, see e.g. [93, Section 2.5.2],

N ⊗̂n = lim

←−−p∈N
H ⊗̂np , N

⊗̂n
C
= lim

←−−p∈N
H ⊗̂np,C.

From general duality theory we obtain that the respective dual space are given as the inductive

limits of the dual Hilbert spaces, see [93, Section 2.6.3],

N ′ ⊗̂n :=
(
N ⊗̂n

) ′
= lim

−−→p∈N
H ⊗̂np , N

′
C
⊗̂n

:=
(
N ⊗̂n
C

) ′
= lim

−−→p∈N
H ⊗̂np,C.

We call a map M : ×ni=1
N −→ R, n ∈ N, symmetric, if for all fi ∈ N , i = 1, ..n, and all π ∈ Σn , it

holds M(f1, ..., fn) = M(fπ (1), ..., fπ (n)). Next, we state the polarization formula which simpli�es

many computations in Gaussian analysis. A proof can be found in [104].

Lemma 4.8. LetW ,V be K-vector spaces, K ∈ {R,C}, n ∈ N and F : V n −→W be K-multilinear
and symmetric. De�ne ∆n : V −→ V n ,v 7→ ∆n(v) = (v)

n
i=1

. Then it holds

F (v1, ...,vn) =
1

2
nn!

∑
ε1, ...,εn ∈{±1}

ε1...εnF ◦ ∆n

(
n∑
i=1

εivi

)
.

Theorem 4.9 (Kernel Theorem). Let N be a nuclear countably Hilbert space and F : Nn
C
−→ C,

n ∈ N, be symmetric, C-multilinear and separately continuous, i.e., there exists a positive constant
C and p ∈ N s.t. for all fi ∈ NC, i = 1, ..n, it holds

|F (f1, ..., fn)| ≤ C
n∏
i=1

‖ fi ‖p .

Let q ∈ N s.t. Iq,p is of Hilbert-Schmidt type. Then there exists a unique Φ(n)−q ∈ H ⊗̂n−q,C s.t. for all
fi ∈ NC, i = 1, ..n, it holds

F (f1, ..., fn) =
〈
⊗̂
n
i=1

fi ,Φ
(n)
−q

〉
Proof. See e.g. [16]. �

Remark 4.10. The proof of Theorem 4.9 also implies that a real version of the Kernel Theorem holds
true.
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4.2 Gaussian Analysis and White Noise Analysis

In this section we present basic facts from Gaussian Analysis and White Noise Analysis and

present the theory of Hida test functions and Hida distributions. All the content in this section

can be found in the monographs [16, 65, 57, 42, 79]. For further reading, we also want to mention

the well-written paper [64] for a very general approach to in�nite dimensional analysis. As usual

in Gaussian analysis we start our presentation with the Bochner-Minlos theorem. Afterwards, we

give a detailed presentation of the famous Wiener-Itô-Segal isomorphism. In the last subsection

we introduce the Hida test functions (N) and Hida distributions (N)′. Important aspects of this

in�nite dimensional distribution theory, such as the characterization theorem and the di�erential

calculus, are presented.

The usage of Hermite polynomials in Gaussian analysis is omnipresent. For this purpose, we

state a collection of formulas related to Hermite polynomials in the Appendix B.1.

4.2.1 Bochner-Minlos Theorem

The starting point of Gaussian analysis and White noise analysis is a real nuclear countably

Hilbert space N which we �x throughout this entire section. As usual, its dual space is denoted

byN ′. We introduced in section 4.1.1 several topologies onN ′. Our aim is to construct a measure

on the spaceN ′. To this end we have to de�ne a σ -�eld B onN ′ which contains enough events

of interest. On the other hand, to construct a measure it is preferable to choose the σ -�eld as

small as possible. From this point of view, we choose B as the Borel σ -�eld of the weak topology

βw . It turns out that there is no di�erence if we choose the strong topology instead, as the next

lemma shows.

Lemma 4.11. The Borel σ -�elds of the weak, strong and inductive limit topology on N ′ coincide,
i.e.,

σ (βw ) = σ (βs ) = σ (βi ).

Proof. See e.g. [13]. �

Remark 4.12. Legitimated by the previous lemma we just call B = σ (βw ) the Borel σ -�eld onN ′.

In �nite dimensional spaces Bochner’s theorem provides a handy tool to de�ne and analyze �nite

measures, see e.g. [89, Theorem IX.9]. Its generalization to dual spaces of nuclear countably

Hilbert spaces is the celebrated Bochner-Minlos theorem:

Theorem 4.13. Let ρ : N −→ C be a function satisfying

(i) ρ is positive de�nite, i.e., for all n ∈ N and fi ∈ N , αi ∈ C, i = 1, ...,n, it holds
n∑

i, j=1

αiα jρ(fi − fj ) ≥ 0,

(ii) ρ(0) = 1,
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4 Preliminaries from the theory of Gaussian and White Noise analysis

(iii) ρ is continuous.

Then there exists a unique probability measure µρ on (N ′,B) s.t.

ρ(f ) =

∫
N′

exp(i 〈f , ·〉)dµρ , f ∈ N . (4.6)

Moreover, if ρ is continuous in zero w.r.t. the norm ‖·‖p and for q ∈ N the operator Iq,p is of Hilbert-
Schmidt type, then µρ (H−q) = 1. On the contrary, if µ is a probability measure on (N ′,B), then the
function ρ : N −→ C de�ned by (4.6) satis�es the conditions (i)-(iii) de�ned above.

Proof. See e.g. [56] or [42]. �

If µ is a probability measure on (N ′,B) then the function ρ : N −→ C given as in (4.6) is called

the characteristic function or Fourier transform of µ.

Example 4.14. Let b : N × N −→ C be a positive de�nite, continuous and symmetric bilinear
form. Then the map

µ̂b : N −→ C, f 7→ exp(−
1

2

b(f , f )) (4.7)

satis�es (i)-(iii) from Theorem 4.13. Property (i) follows from the fact that the Hadamard product of
two positive de�nite matrices is again positive de�nite. Hence there exists a corresponding measure
µb .

Proposition 4.15. Let b, µb be given as in Example 4.14(i) and let f1, ..., fn ∈ N , n ∈ N. The image
measure of µb under the map Tf1, ...,fn : N ′ −→ Rn , F 7→ (〈fi , F 〉)i=1, ...,n is the Gaussian measure
with mean zero and covariance matrix Λ =

(
b(fi , fj )

)
1≤i, j≤n on Rn , i.e.,

µb ◦T
−1

f1, ...,fn = N (0,Λ).

The previous proposition justi�es the next de�nition.

De�nition 4.16. Let b and µb be given as in Example 4.14. We call the measure µb the Gaussian
measure with mean zero and covarianceb onN ′. Occasionally, we just call µb the Gaussian measure
with covariance b.

We denote by τx the translation given by x ∈ N ′, i.e.,

τx : N ′ −→ N ′,y 7→ y + x .

Lemma 4.17. Letb be given as in Example 4.14(i). De�ne for f ∈ N the element Fb,f (·) := b(·, f ) ∈
N ′. The Gaussian measure µb is quasi-shift invariant w.r.t. the shift τFb, f , i.e., it holds that µb ◦τ

−1

Fb, f
is absolutely continuous w.r.t. µb and the Radon-Nikodym derivative is given by

dµb ◦ τ
−1

Fb, f

dµb
= exp

(
〈f , ·〉 −

1

2

b(f , f )

)
.

Proof. By the uniqueness part of Bochner-Minlos theorem it su�ces to check that the Fourier
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4.2 Gaussian Analysis and White Noise Analysis

transforms of µb ◦τ
−1

Fb, f
and µb coincide. But this can be done via Proposition 4.15 and a straight-

forward calculation for �nite dimensional Gaussian integrals. �

Sometimes we simply write f instead of Fb,f if there is no room for confusion.

We sometime call the property quasi-translation invariant of a measure also quasi-shift invariant.

From the quasi-translation invariance we obtain a nice result concerning the topological support

of the measure µb .

Corollary 4.18. Let b : N × N −→ C be a positive de�nite, continuous, symmetric and non-
degenerated bilinear form, i.e., b(f , f ) > 0 if f ∈ N \ {0}. The Gaussian measure µb has full
topological support, i.e., for all O ∈ βs it holds µb (O) > 0.

Proof. See e.g. [79, Proof of Proposition 3.2.2]. �

4.2.2 Wiener-Ito-Segal Isomorphism

Throughout this subsection we �x a positive de�nite, continuous, symmetric and non-degenerated

bilinear form b : N × N −→ C. We denote the associated Gaussian measure by µb . To ease the

notation we also write µ instead of µb in this section. In the following we give a complete de-

scription of the space

L2(µ) = L2(µb ) := L2(N ′,B, µb ;C)

of complex valued (classes of) square µ-integrable functions. We de�ne the Hilbert space H as

the abstract completion of N w.r.t. norm ‖ f ‖H := b(f , f )
1

2 .

De�nition 4.19. Let n ∈ N0 and de�ne the complex space of polynomials of maximal degree n
over N ′ by

Pn(N
′) := {p(〈f1, ·〉 , ..., 〈fm , ·〉) : N ′ −→ C | m ∈ N, f1, ..., fm ∈ N ,p ∈ C[x1, ...,xm], deg(p) ≤ n}

and the space of all polynomials by

P(N ′) := ∪n∈NPn(N
′).

Remark 4.20. (i) Elements ofP(N ′) arep-integrable w.r.t. µ for allp ∈ [1,∞). This can be seen
by Proposition 4.15 and the fact that Gaussian measures on Rn have moments of all orders.

(ii) Observe that the elements P ∈ P(N ′) are continuous functions onN ′ w.r.t. the weak topology
βw onN ′. Due to Corollary 4.18 there is no need to distinguish between the function P onN ′

and the µ-class of P since µ-equivalence class contain at most one element from P(N ′).

(iii) Observe that an element P ∈ Pn(N ′) can be represented via the polarization identity as

P(x) =
n∑
l=0

〈
x ⊗l , f (l )

〉
, x ∈ N ′,
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4 Preliminaries from the theory of Gaussian and White Noise analysis

where the elements f (l ) are given as

f (l ) =
∑
s ∈Il

αs f
⊗n
s

with a �nite index set Il and complex coe�cients αs ∈ C and fs ∈ N for all s ∈ Il .

As a �rst step we show that the subspace P(N ′) of L2(µ) is dense.

Proposition 4.21. P(N ′) is dense in L2(µ).

Proof. It su�ces to show that PR(N
′) is dense in L2

R(µ). Let F ∈ L2

R(µ) s.t. F ∈ PR(N
′)⊥. We

need to show that F = 0. We decompose F into F = F+ − F−, where F+, F− ≥ 0 µ-a.e.. It su�ces

to show that the measures ν+ = F+µ and ν− = F−µ coincide. Indeed, if ν+ = ν− then it holds∫
N′

(F+ − F−)
2 dµ =

∫
N′

F+ dν+ −

∫
N′

F+ dν−︸                      ︷︷                      ︸
=0

+

∫
N′

F− dν− −

∫
N′

F− dν+︸                      ︷︷                      ︸
=0

= 0.

Since F is orthogonal to 1 we obtain that ν+ and ν− have the same mass. Hence, we can assume

that both are probability measures. Due to Theorem 4.13 it su�ces to show that their one di-

mensional distributions coincide, i.e., that for every f ∈ N it holds ν+ ◦ 〈f , ·〉
−1 = ν− ◦ 〈f , ·〉

−1

.

Since F is orthogonal to P(N ′) we obtain that the measures ν+ ◦ 〈f , ·〉
−1

and ν− ◦ 〈f , ·〉
−1

have

the same moments. Now we check that both measures satisfy Cramér’s condition, which implies

uniqueness of the associated Hamburger moment problem, see e.g. [40, Theorem 1]. Therefore,

let t ∈ R be arbitrary,∫
R

etx ν+ ◦ 〈f , ·〉
−1 (dx) ≤ ‖F+‖L2(µ)

et 〈f , ·〉
L2(µ)

< ∞

since µ is Gaussian. The same holds for ν− ◦ 〈f , ·〉
−1

which �nishes the proof. �

To start with the characterization of L2(µ) we make the following observation based on Proposi-

tion 4.15 . For f = f1 + i f2 ∈ NC with f1, f2 ∈ N it holds∫
N′

|〈f , ·〉 |2 dµ =

∫
N′

〈f1, ·〉
2 + 〈f2, ·〉

2 dµ = b(f1, f1) + b(f2, f2) = ‖ f ‖
2

HC
.

Since L2(µ) is complete, we obtain for every sequence (fn)n∈N ⊆ NC which is Cauchy w.r.t.

‖·‖HC
, an element in L2(µ), which we denote formally by 〈f , ·〉. Furthermore, this construction

can be regarded as an isometric linear map from the complexi�cation HC of H, see De�nition

1.29, to L2(µ), i.e.,

I1 : HC −→ L2(µ), f = [(fn)n∈N] 7→ lim

n→∞
〈fn , ·〉 = 〈f , ·〉 . (4.8)
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Now, we de�ne the following subspaces of L2(µ)

W0(N
′) := spanC{1}

Wn(N
′) := Pn(N ′) ∩ Pn−1(N

′)⊥,n ∈ N. (4.9)

From Proposition 4.21 we obtain that the space L2(µ) decomposes into the orthogonal sum of

subspacesWn(N
′), n ∈ N, i.e.,

L2(µ) =⊥n∈N0
Wn(N

′).

In the following we give a unitary representation of the orthogonal subspacesWn(N
′), n ∈ N.

Observe that we already established above

W1(N
′) = I1HC.

Now let f ,д ∈ N . Denote by

(
Hn,σ 2

)
n∈N the family of Hermite polynomials with parameter σ 2

,

see B.1. By using the relations (B.3), (B.6) and Proposition 4.15 we obtain∫
N′

Hn,b(f ,f )(〈f , ·〉)Hm,b(д,д) (〈д, ·〉) dµ = δn,mn!b(f ,д)n = δn,mn!

(
f ⊗n ,д⊗n

)
H⊗̂n
. (4.10)

The polarization identity, the formula (B.5) (4.10) imply that Hn,b(f ,f )(〈f , ·〉) ∈ Wn(N
′). Now,

we de�ne trb ∈ N
′ ⊗̂2

via the Theorem 4.9 through

trb (f ⊗̂д) = b(f ,д), f ,д ∈ N .

Then, we can write, see (B.4),

Hn,b(f ,f )(〈f ,x〉) =
〈
f ⊗n , :x ⊗n :b

〉
,

where :x ⊗n :b is called the n-th Wick power of x (w.r.t. b) and is given by the kernel theorem as

an element of N ′ ⊗̂n de�ned by

:x ⊗n :b=

b n
2
c∑

k=0

(
−

1

2

)k
n!

k!(n − 2k)!
tr
⊗k
b ⊗̂x

⊗n−2k ∈ N ′
⊗̂n . (4.11)

Hence for elements f (n),д(n) ∈ spanC

{
h⊗n | h ∈ N

}
⊆ N ⊗̂n

C
it holds via linearity and (4.10)∫

N′

〈
f (n), :·⊗n :b

〉 〈
д(n), :·⊗n :b

〉
dµ = n!

(
f (n),д(n)

)
H ⊗̂nC

. (4.12)

De�ne for n ∈ N0 the subspace W̃n(N
′) ofWn(N

′) by

W̃n(N
′) =

{〈
f (n), :·⊗n :b

〉
| f (n) ∈ spanC

{
h⊗n | h ∈ N

}}
.

By combining the polarization formula with (B.4) and (B.5) we obtain another representation for

usual polynomials, i.e.,

Pn(N
′) =

n∑
i=0

W̃n(N
′).
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From Proposition 4.21 and the orthogonality of the spacesWn(N
′), n ∈ N0 we obtain that

W̃n(N ′) =Wn(N
′) for every n ∈ N0.

Via (4.12) and the same reasoning leading to (4.8) we obtain that the closure W̃n(N ′) is isometric

isomorphic to H ⊗̂nC = spanC {h
⊗n | h ∈ N} up to the constant n!. The constant n! arises due to

the fact that we consider on the symmetric tensor product H ⊗̂nC the norm of the usual tensor

product H⊗nC , see also [57, Appendix 2]. In the following we denote by n!H ⊗̂nC the space H ⊗̂nC
equipped with the norm n! ‖·‖H⊗nC

. As above, we use the formal notation

In : H ⊗̂nC −→Wn(N
′), f (n) 7→

〈
f (n), :·⊗n :b

〉
,

where

〈
f (n), :·⊗n :b

〉
is understood as a L2(µ)-limit of elements from W̃n(N

′). In the following

we denote the norm and the scalar product of L2(µ) by

������ · ������ and

((
·, ·

))
, respectively. We recap

the previous discussion in the following theorem which is called Wiener-Itô-Segal theorem.

Theorem 4.22. The space L2(µ) is isometric isomorphic to the so-called Boson Fock space over H,
i.e.,

L2(µ) � ⊕n∈N0
n!H ⊗̂nC =: Γ(HC).

We denote a typical element F ∈ L2(µ) identi�ed with the element

(
f (n)

)
n∈N0

∈ ΓC(H) in the

following as

F =
∞∑
n=0

〈
f (n), : ·⊗n :b

〉
(4.13)

and for the L2(µ)-norm

������F ������ it holds������F ������2 = ∞∑
n=0

n!

f (n)2

H ⊗̂nC

.

The element f (n) ∈ H ⊗̂nC is called the n-th kernel of F and the spaceWn(N
′) is called the n-th

chaos of L2(µ), n ∈ N0. The representation (4.13) is called the chaos decomposition of F . From

the derivation of Theorem 4.22 we obtain the following corollary:

Corollary 4.23. For the real space L2

R(µ) it holds

L2

R(µ) � ⊕n∈N0
n!H ⊗̂n =: Γ(H).

Remark 4.24. Sometimes the Wick power : ·⊗n :b is also called Wick renormalization. Let us
illustrate that via the following example. We choose N = S(R) and H = L2(R), i.e., b = (·, ·)L2(R).
In particular, the complexi�ed n-th symmetric tensor power of these spaces are given by �SC(Rn) and�L2

C
(Rn), where � denotes the corresponding subspace of symmetric functions. For simplicity, we

omit the index b in the following. Let f (2) ∈ �L2(R2) be given by f (2)(x ,y) =
exp(−(x 2+y2))

|x−y |
1

4

, x ,y ∈ R.

Observe that f (2) = ∞ on the diagonal D = {(x ,x) ∈ R2 | x ∈ R} which has Lebesgue measure
zero in R2. Further let f (2)n ∈ �S(R2), n ∈ N, be real-valued s.t. f (2)n −→ f (2) as n → ∞ in �L2

C
(R2).
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Moreover, we can choose (f (2)n )n∈N s.t. lim supn→∞

〈
f (2)n ,τ

〉
= lim supn→∞

∫
R

f (2)n (x ,x)dx = ∞.

Further, it holds ∫
S ′(R)

〈
f (2)n , ·

⊗2

〉
2

dµ =
〈
f (2)n ,τ

〉
2

.

Hence,
〈
f (2)n , :·

⊗2
:

〉
=

〈
f (2)n , ·

⊗2

〉
−

〈
f (2)n ,τ

〉
is an additive renormalization of

〈
f (2)n , ·

⊗2

〉
whichmakes

the renormalized sequence convergent in L2(µ).

Example 4.25. Let f ∈ N . From the de�nition of the Hermite polynomials, see (B.1), we obtain
that the function

:exp(〈f , ·〉): : N ′ 3 ω −→ exp

(
〈ω, f 〉 −

1

2

‖ f ‖2
)
∈ R

satis�es

:exp(〈f , ·〉):=
∞∑
n=0

Hn, ‖f ‖2(〈f , ·〉)

n!

=

∞∑
n=0

1

n!

〈
f ⊗n , :·⊗n :

〉
. (4.14)

In particular, for f ∈ H the right-hand side of (4.14) de�nes an element in L2(µ) which we also
denote by :exp(〈f , ·〉):∈ L2(µ). The element :exp(〈f , ·〉): is called the Wick exponential of f ∈ H.

Lemma 4.26. The set of Wick exponentialsW := {:exp(〈f , ·〉):| f ∈ N} forms a total set in L2(µ).

Proof. We need to show thatW⊥ = {0}. Let F =
∞∑
n=0

〈
f (n), : ·⊗n :

〉
∈ W⊥

. Hence, it holds for

д ∈ N and λ ∈ R

0 =

∫
N′

F :exp(〈λд, ·〉): dµ =
∞∑
n=0

λn(f (n),д⊗n)
H⊗̂n
C

.

Observe that the series on the right converges absolutely for all λ ∈ R. Hence, we can di�erentiate

term-by-term and obtain (f (n),д⊗n)
H⊗̂n
C

= 0 for all n ∈ N0. Since f (n) is symmetric and д ∈ N

was arbitrary we conclude f (n) = 0 for all n ∈ N0. �

Before we proceed, we present a useful formula for the product of two typical elements from

L2(µ). To this end let д(m) ∈ H ⊗̂m
C
, f (n) ∈ H ⊗̂n

C
, m,n ∈ N0 and k ∈ N0 s.t. 0 ≤ k ≤ min{m,n}.

Furthermore, let (ek )k ∈N be an orthonormal basis of H. For a multi index α ∈ Nl
, l ∈ N, we

denote by eα ∈ H
⊗l
C

the element eα = ⊗
l
s=1

eαs . We call д(m) ⊗k f (n) ∈ H ⊗m+n−2k
C

the tensor

contraction of д(m) and f (n) of order k which is de�ned by

д(m) ⊗k f (n) =
∑

α ∈Nm−k
β ∈Nn−k

eα ⊗ eβ
∑
γ ∈Nk
(д(m), eγ ⊗ eα )H⊗m

C
(f (n), eγ ⊗ eβ )H⊗n

C
. (4.15)

It is straightforward to check that this de�nition is independent of the choice of the orthogonal

basis (ek )k ∈N of the Hilbert spaceH. The symmetrization ofд(m)⊗k f
(n)

we denote byд(m)⊗̂k f
(n)

.
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We see that form,n,k as above the bilinear map

⊗̂k : H ⊗̂mC ×H ⊗̂nC −→ H ⊗̂m+n−2k
C , (д(m), f (n)) 7→ д(m)⊗̂k f

(n)

is continuous. In the special case k =m or k = n we denote д(m)⊗̂k f
(n)

also by

〈
д(m), f (n)

〉
.

Lemma 4.27. Let д(m) ∈ H ⊗̂m , f (n) ∈ H ⊗̂n , n,m ∈ N0. Then, it holds〈
д(m), :·⊗n :b

〉 〈
f (n), :·⊗n :b

〉
=

min{m,n }∑
k=0

k!

(
m

k

) (
n

k

) 〈
д(m)⊗̂k f

(n), :·⊗m+n−2k
:b

〉
. (4.16)

Proof. Observe that both sides of (4.16) are linear in д(m) and f (n), respectively. Furthermore,

if д(m)l
l→∞
−−−−→ д(m) in H ⊗̂m

C
and f (n)l

l→∞
−−−−→ f (n) in H ⊗̂n

C
, then by switching to corresponding

subsequences, which we denote again by (д(m)l )l ∈N and (f (n)l )l ∈N, respectively, we obtain〈
д(m), :·⊗n :b

〉 〈
f (n), :·⊗n :b

〉
= lim

l→∞

〈
д(m)l , :·

⊗n
:b

〉 〈
f (n)l , :·

⊗n
:b

〉
,〈

д(m)⊗̂k f
(n), :·⊗m+n−2k

:b

〉
= lim

l→∞

〈
д(m)l ⊗̂k f

(n)
l , :·

⊗m+n−2k
:b

〉
, for 0 ≤ k ≤ min{m,n},

where equality and the limits are understood in the µ-a.e. sense. Hence, it su�ces to that (4.16)

holds for д(m) = д⊗m and f (n) = f ⊗n for д, f ∈ N . We assume w.l.o.g. m ≤ n. Due to (B.6) we

can further assume that ‖ f ‖ = ‖д‖ = 1 and write д = (д, f )f + r f ⊥ where r ∈ R, (f , f ⊥) = 0

and

f ⊥ = 1. By using the formula (B.3) and (B.7) we obtain

Hm,1(〈д, ·〉)Hn,1(〈f , ·〉)

=

m∑
s=0

(
m

s

)
(д, f )srm−s

s∑
k=0

k!

(
s

k

) (
n

k

)
Hn+s−2k,1(〈f , ·〉)Hm−s,1(

〈
f ⊥, ·

〉
)

=

m∑
k=0

k!

(
m

k

) (
n

k

)
(д, f )k

m−k∑
s=0

(
m − k

s

)
(д, f )srm−sHn+s−k,1(〈f , ·〉)Hm−k−s,1(

〈
f ⊥, ·

〉
).

Observe that д⊗m ⊗̂k f
⊗n = (д, f )kд⊗m−k ⊗̂ f ⊗n−k for all 0 ≤ k ≤ m. Hence, it su�ces to show

that for all 0 ≤ k ≤ m it holds

m−k∑
s=0

(
m − k

s

)
(д, f )srm−sHn+s−k,1(〈f , ·〉)Hm−k−s,1(

〈
f ⊥, ·

〉
) =

〈
д⊗m−k ⊗̂ f ⊗n−k , :·⊗m+n−2k

:b

〉
.

(4.17)

To prove the equality in (4.17) we use Lemma 4.26 and integrate both sides against a Wick expo-

nential :exp(〈h, ·〉):, h ∈ N , w.r.t. µ. One easily concludes that both integrals coincide by splitting

:exp(〈h, ·〉): into

:exp(〈h, ·〉):=:exp(〈(h, f )f , ·〉): :exp(
〈
(h, f ⊥)f ⊥, ·

〉
):

and applying Proposition 4.15. �
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4.2.3 Hida test functions and Hida distributions

I. Construction

Recall the situation from the previous section. We started with a real nuclear space N with

inner products {(·, ·)p | p ∈ N} and a bilinear form b : N × N −→ C which is assumed to

be symmetric, continuous, positive de�nite and non-degenerated. We denote the completion of

N w.r.t. ‖·‖H = b
1

2 (·, ·) by H. Note that we can assume w.l.o.g. ‖·‖H ≤ ‖·‖1. Additionally,

we assume from now on that (N , (·, ·)1) is closable on H or equivalently that ‖·‖
1

and ‖·‖
0

are

compatible. Then, we obtain a chain of continuous and dense embeddings for 1 ≤ p ≤ q

N ⊆ Hq ⊆ Hp ⊆ H � H ′ ⊆ H−p ⊆ H−q ⊆ N
′, (4.18)

where � denotes the Riesz isomorphism ofH. In the following we make an additional assumption

on the family of norms

(
‖·‖p

)
p∈N

de�ned on N . We assume there exists a 0 < C < 1 s.t. for all

p,q ∈ N0 with p ≤ q it holds

‖ f ‖p ≤ Cq−p ‖ f ‖q , f ∈ N . (4.19)

The assumptions is only made for convenience to simplify the consideration below. In particular,

all concrete choices of N below are given by N = S(Rd ), d ∈ N. The norms de�ned in Example

4.4 satisfy the assumption (4.19). All considerations below generalize to an arbitrary nuclear

space

(
N ,

{
(·, ·)p | p ∈ N

})
, see e.g. [109, 64] and [7, Section 7]. In Theorem 4.22 we saw that for

the Gaussian measure µ := µb given by (4.7) the space L2(µ) admits a unitary representation via

L2(µ) � Γ(HC). Our aim in this section is to construct a chain of embeddings as in (4.18) with

the central Hilbert space H given by L2(µ). Instead of the space N we obtain a space (N) with

similar properties.

First, we lift the chain (4.18) to arbitrary tensor powers of the complexi�ed spaces. To this end,

we have to show that for n ∈ N the scalar products of the Hilbert spaces H ⊗̂nq,C and H ⊗̂np,C are

compatible. But this is shown for example in [57, Chapter 3.B], therefore we obtain the following

continuous embeddings

N ⊗̂nC ⊆ H ⊗̂nq,C ⊆ H
⊗̂n
p,C ⊆ H

⊗̂n
C ⊆ H ⊗̂n

−p,C ⊆ H
⊗̂n
−q,C ⊆ N

′⊗̂n
C . (4.20)

We de�ne for p ∈ N0 the subspace (Hp ) of L2(µ) as

(Hp ) =

{
F =

∞∑
n=0

〈
f (n), : ·⊗n :b

〉
| f (n) ∈ H ⊗̂np,C for all n ∈ N and

∞∑
n=0

n!

f (n)2

H⊗̂np,C

< ∞

}
and for an element F ∈ (Hp ) we de�ne the norm

������ · ������p as������F ������2p = ∞∑
n=0

n!

f (n)2

H⊗̂np,C

.

Note that for p = 0 the norm

������ · ������
0

is just the normal L2(µ) norm

������ · ������. One directly sees that the

norm

������ · ������p is induced by a scalar product which we denote by

((
·, ·

))
p . Further, we directly see
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that (Hp ) is isometrically isomorphic to the weighted direct sum of the spacesH ⊗̂np,C, n ∈ N0, i.e.,

(Hp ) � ⊕n∈N0
n!H ⊗̂np,C. (4.21)

In the theory of Dirichlet forms it is well known that the sum of closable forms is again closable,

see e.g. [70, Proposition I.3.7]. Equivalently, one could say that the sum of compatible forms are

again compatible. The next lemma follows by similar arguments and we refer for a proof to the

last mentioned reference.

Lemma 4.28. Let 0 ≤ p ≤ q. Then it holds that the norms
������ · ������p and

������ · ������q are compatible on the
space of polynomials P(N ′).

Hence we obtain the decreasing family of Hilbert spaces

(
(Hp ),

((
·, ·

))
p

)
, p ∈ N0, in the sense that

for p ≤ q it holds we have a continuous embedding (Hq) ⊆ (Hp ).

In the following we need a technical lemma which can be proven in a straightforward way.

Therefore, we skip the proof.

Lemma 4.29. Let Xn , n ∈ N0, be Banach spaces over C andwn > 0, n ∈ N0. Let X = ⊕n∈N0
wnXn

be the weighted direct sum of the spaces Xn with the weightswn > 0, n ∈ N0, i.e.,

X =

{
(xn)n∈N0

∈
∏
n∈N0

Xn |

∞∑
n=0

wn ‖xn ‖
2

Xn < ∞

}
.

We equip the space X with the norm

‖x ‖X :=

(
∞∑
n=0

wn ‖xn ‖
2

Xn

) 1

2

, x = (xn)n∈N0
∈ X .

It holds that the dual space X ′ of X is isometrically isomorphic to

X ′ �

{
(xn)n∈N0

∈
∏
n∈N0

X ′n |
∞∑
n=0

w−1

n ‖xn ‖
2

X ′n
< ∞

}
.

We obtain from Lemma 4.29 that the dual space of

(
(Hp ),

((
·, ·

))
p

)
is given by

(H−p ) := (Hp )
′ � ⊕n∈N0

n!H ⊗̂n
−p,C.

A typical element Φ ∈ (H−p ) associated with a sequence

(
Φ(n)

)
n∈N0

∈ ⊕n∈N0
n!H ⊗̂n

−p,C is denoted

by

Φ =
∞∑
n=0

〈
Φ(n), : ·⊗n :b

〉
. (4.22)

Obviously, the dual pairings in (4.22) are only formal notations. The representation (4.22) is called

the generalized chaos decomposition of Φ.
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We further de�ne the space

(N) := ∩p∈N(Hp ). (4.23)

We endow the space (N) with the restrictions of the norms

(������ · ������p,r )p∈N0

and the topology

induced by them, analogue as in (4.1) above. By the de�nition given in (4.23) we obtain that (N)

is complete. The topological dual space (N)′ of (N) satis�es

(N)′ = ∪p∈N(H−p ),

which is understood in the way described in the discussion after (4.4). We equip the space (N)′

with the inductive limit topology. We denote the dual pairing between φ ∈ (N) and Φ ∈ (N)′ by

〈〈φ,Φ〉〉 := Φ(φ).

Eventually, we can lift the chain in (4.18) and obtain the following continuous and dense embed-

dings

(N) ⊆ (Hq) ⊆ (Hp ) ⊆ L2(µ) ⊆ (H−p ) ⊆ (H−q) ⊆ (N)
′.

The next lemma follows easily by the construction of the spaces (N), (Hp,r ), (H−p,−r ) and (N)′.

Lemma 4.30. The polynomials P(N ′) are dense in (N), (Hp ), (H−p ) and (N)′ w.r.t. their corre-
sponding topology, respectively.

The following theorem is taken from [109, Theorem 21]. It emphasizes the role of the topological

space (N ,T) in the construction of (N).

Theorem 4.31. (N) is a nuclear space. The topology on (N) is uniquely de�ned by the topology
T on N : It does not depend on the choice of the family of norms

(
‖·‖p

)
p∈N0

on N .

Since (N) is a nuclear space the results form the previous section apply to (N) and its dual space

(N)′. In particular, the strong topology on (N)′ coincides with the inductive limit topology,

which we de�ned on (N)′ in the �rst place.

Remark 4.32. If the norms (‖·‖p )p∈N do not satisfy the assumption in (4.19) then one de�nes
instead of (Hp ), p ∈ N, the space (Hp,r ), p, r ∈ N, given by

(Hp,r ) =

{
F =

∞∑
n=0

〈
f (n), : ·⊗n :b

〉
| f (n) ∈ H ⊗̂np,C for all n ∈ N and

∞∑
n=0

n!2
nr

f (n)2

H⊗̂np,C

< ∞

}
.

Then one can proceed in an analog way as above.

De�nition 4.33. We call the topological space (N) and its dual space (N)′ the Hida test function
space and the space of Hida distributions, respectively. The dual pairing between F ∈ (N) and
Φ ∈ (N)′ is denoted by 〈〈F ,Φ〉〉 := Φ(F ).

Example 4.34. (i) Let f = f1 + i f2,д = д1 + iд2 ∈ NC, f1, f2,д1,д2 ∈ N and denote by

b(f ,д) := b(f1,д1) − b(f2,д2) + i(b(f1,д2) + b(f2,д1))
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the C-bilinear extension of b to NC. The function

N ′ 3 ω 7→:exp (〈f , ·〉):b (ω) = exp

(
〈f ,ω〉 −

1

2

b(f , f )

)
determines an element in L2(µ), which can be seen by Proposition 4.15. From the generating
function of the Hermite polynomials, we conclude that

:exp (〈f , ·〉):b :=

∞∑
n=0

1

n!

Hn,b(f ,f )(〈f , ·〉) =
∞∑
n=0

1

n!

〈
f ⊗n , :·⊗n :b

〉
.

Hence, it holds ������
:exp (〈f , ·〉):b

������2
p =

∞∑
n=0

1

n!

‖ f ‖2np = exp(‖ f ‖2p ) < ∞,

which implies :exp (〈f , ·〉):b∈ (N). Since (N) is a linear space, we also obtain that exp(i 〈f , ·〉) ∈
(N) for all f ∈ NC.

(ii) Let (A,D(A)) be a self-adjoint linear operator on H s.t. N ⊆ D(A) and A : N −→ H is
continuous. De�ne trA ∈ N ′ ⊗̂2 by trA(f ⊗2) = (Af , f )H , f ∈ N . Then, we de�ne Φ(2n) =

1

2n!!
tr⊗nA and Φ(2n−1) = 0, n ∈ N, where 2n!! denotes the double factorial. The element Φ, given

by its chaos decomposition

Φ =
∞∑
n=0

〈
Φ(2n), :·⊗2n

:b

〉
,

constitutes an element of (N)′. If (A,D(A)) is not Hilbert-Schmidt then Φ < L2(µ).

II. Characterization Theorem

De�nition 4.35. Let Φ ∈ (N)′. The S- and T-transform of Φ are de�ned by

SΦ :N → C, f 7→ 〈〈:exp (〈f , ·〉):b ,Φ〉〉, (4.24)

TΦ :N → C, f 7→ 〈〈exp(i 〈·, f 〉),Φ〉〉, (4.25)

where :exp (〈f , ·〉):b , exp(i 〈f , ·〉) ∈ (N), for f ∈ N .

IfΦ ∈ (N)′ has the generalized chaos decompositionΦ =
∞∑
n=0

〈
Φ(n), :·⊗n :

〉
then for its S-transform

SΦ it holds via Example 4.34

SΦ(f ) =
∞∑
n=0

〈
f ⊗n ,Φ(n)

〉
, f ∈ N . (4.26)

De�nition 4.36. AmapU : N → C is called a U-functional if the following conditions are ful�lled

(U1) U is ray-analytic, i.e., for all f1, f2 ∈ N , the function

R 3 λ 7→ U (f1 + λ f2)

is analytic and extends to an entire function on C.
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(U2) U is uniformly bounded of exponential order 2, i.e., there exist A,B ≥ 0 and p ∈ N0 s.t. for all
f ∈ N and z ∈ C it holds

|U (z f )| ≤ A exp

(
B |z |2 ‖ f ‖2p

)
, (4.27)

Now, we can state the famous characterization theorem for the distributions (N)′. For a proof

see [63, Theorem 11., Corollary 12.] or [65].

Theorem 4.37. The S-transform is a bijection between (N)′ and the set of U -functionals. In par-
ticular, let U be an U -functional satisfying (4.27) and let Φ ∈ (N)′ s.t. SΦ = U . Let q ∈ N s.t.
Iq,p : Hq −→ Hp is Hilbert-Schmidt and ρ := e2

2B
Iq,p2

H .−S . < 1, where
Iq,pH .−S . denotes the

Hilbert-Schmidt norm of Iq,p . Then, it holds that Φ ∈ (H−q) and

‖Φ‖−q ≤ A(1 − ρ)
1

2 . (4.28)

Remark 4.38. (i) Due to property (U1) in De�nition 4.36 every U -functional U : N −→ C
admits a natural extension to NC. In particular, for Φ ∈ (N)′ s.t. SΦ = U then this extension
is given by

U (f1 + i f2) =
∞∑
n=0

〈
(f1 + i f2)

⊗n ,Φ(n)
〉
= 〈〈:exp (〈f1 + i f2, ·〉):b ,Φ〉〉, f1, f2 ∈ N . (4.29)

(ii) Observe that for Φ ∈ (N)′ the S- and T -transform are related via

TΦ(f ) = SΦ(i f ) exp

(
−

1

2

b(f , f )

)
, for all f ∈ NC. (4.30)

Hence, the T -transform is also a bijection between (N)′ and the set ofU -functionals.

Using Lemma 4.7 we obtain a useful Corollary of Theorem 4.37.

Corollary 4.39. Let (Φn)n∈N ∈ (N)
′ s.t.

(i) For every f ∈ N , (SΦn(f ))n∈N is a Cauchy sequence in C,

(ii) there exist A,B ≥ 0 and p ∈ N0 s.t. for all n ∈ N, f ∈ N and λ ∈ C it holds

|SΦn(λ f )| ≤ A exp

(
B |λ |2 ‖ f ‖2p

)
, (4.31)

.

Then, there exists Φ ∈ (N) s.t. lim

n→∞
Φn = Φ in (N)′.

Proof. Due to (4.31) and (4.28) we obtain that the sequence (Φn)n∈N is bounded in (H−q) for some

q ∈ N. Hence, due to the Banach–Alaoglu theorem we obtain that every subsequence of (Φn)n∈N
admits a further subsequence which is weakly convergent. Due to (i) each of these limits has the

same S-transform, therefore they must coincide. Hence, (Φn)n∈N is weakly convergent in (H−q)

and therefore weakly convergent in (N)′. Due to Lemma 4.7 we obtain that (Φn)n∈N converges

strongly in (N)′ which �nishes the proof. �

Observe that the conditions (i) and (ii) in the previous Corollary are also necessary for a conver-
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gent sequence (Φn)n∈N ⊆ (N)
′
.

Corollary 4.40. Let (Ω,F ,ν ) be a measure space and Φ(·) : Ω −→ (N)′. Assume that Φ(·) is
weakly measurable, i.e., for every F ∈ (N) it holds Ω 3 ω 7→ 〈〈F ,Φ(ω)〉〉 ∈ C is measurable.
Assume further there exists p ∈ N, A ∈ L1(Ω,ν ) and B ∈ L∞(Ω,ν ) s.t.

|S(Φ(ω))(z f )| ≤ A(ω) exp (B(ω) |z |2 ‖ f ‖p ), for all z ∈ C, f ∈ N .

Then there exists q ∈ N s.t. the map Φ(·) is Bochner integrable in (H−q).

Proof. See e.g. [65] �

Remark 4.41. The statements in Corollary 4.39 Corollary 4.40 and are also true if we replace the S-
transform by theT -transform, respectively. Observe that the pointwise product of twoU -functionals
U1 andU2 is again aU -functional. Hence, we can formulate the following de�nition.

De�nition 4.42. Let Φ,Ψ ∈ (N)′. Then Φ �Ψ := S−1(SΦSΨ) ∈ (N)′ is called the Wick product of
Φ and Ψ. Similar we can de�ne Φ ∗ Ψ := T −1(TΦTΨ). The product Φ ∗ Ψ is called the convolution
of Φ and Ψ.

From Corollary 4.39 one obtains that � : (N)′ × (N)′ −→ (N)′ is separately continuous, hence

jointly continuous.

Example 4.43. Let Ψ =
〈
Ψ(m), :·⊗m :

〉
,Φ =

〈
Φ(n), :·⊗n :

〉
, ∈ (N)′, Ψ(m) ∈ N ′

C
⊗̂m and Φ(n) ∈ N ′

C
⊗̂n ,

n,m ∈ N. Then the Wick product of Φ and Ψ is given by Φ � Ψ =
〈
Φ(n)⊗̂Ψm , :·⊗n+m :

〉
, with

Φ(n)⊗̂Ψm ∈ N ′
C
⊗̂m+n .

Remark 4.44. The Wick product can be considered as a renormalization of the pointwise product.
To make this more precise, let us chose N = S(R) and H = L2(R) := L2(R,dx). Further, denote
by δ0 ∈ S ′(R) the Dirac distribution in zero. Then it holds 〈δ0, ·〉 ∈ (N)

′ \ L2(µ). In particular,

〈δ0, ·〉 〈δ0, ·〉 has no meaning even as an element in (N)′. Now de�ne fn(x) := 1√
2πn

e−
x2

2n , x ∈ R,

n ∈ N. In particular, fn ∈ S(R) and fn
n→∞
−−−−→ δ0 in S ′(R). From Lemma 4.27 we obtain

〈fn , ·〉 〈fn , ·〉 =
〈
f ⊗2

n , :·
⊗2

:

〉
+ (fn , fn)L2(R)

= 〈fn , ·〉 � 〈fn , ·〉 + (fn , fn)L2(R).

Since (fn , fn)L2(R)
n→∞
−−−−→ ∞ one can consider the Wick product as a renormalization to make the

pointwise product of distributions well-de�ned.

Example 4.45. 1. Let F ∈ L2(µ) be given. Then we obtain by Lemma 4.17 that the S-transform
of F is given by

SF (f ) = 〈〈:exp (〈f , ·〉):b , F 〉〉 =

∫
N′

:exp (〈f , ·〉):b F dµ =

∫
N′

F (· + f )dµ, f ∈ N .

2. Let a ∈ R, д ∈ N and de�ne

Ua,д(f ) :=
1√

2πb(д,д)
exp

(
−

1

2b(д,д)
(b(f ,д) − a)2

)
, f ∈ N . (4.32)
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One easily checks that Ua,д is U -functional. Hence, there exists a element Φ ∈ (N)′ s.t.
SΦ = Ua,д . The element Φ is denoted by δa(〈д, ·〉) and is called Donsker’s delta.

III. Properties of Hida Test functions and Di�erential Operators

In this part we collect some further properties of (N). So far, we constructed (N) as a subspace

of L2(µ). In particular, the elements of (N) are equivalence classes w.r.t. µ. We see below that

the classes of (N) have a nice representative which is continuous (see, Theorem 4.46) and is

moreover in�nitely Gateaux di�erentiable (see, Theorem 4.51).

For this purpose, we need to introduce some technical de�nitions. Let n,k ∈ N, k ≤ n, and

f (n) ∈ N ⊗̂n
C

and y(k ) ∈ N ′
C
⊗̂k

. Then, we de�ne

〈
f (n),y(k )

〉
∈ N ⊗̂n−k

C
via〈〈

f (n),y(k )
〉
,Φ(n−k )

〉
=

〈
f (n),y(k )⊗̂Φ(n−k )

〉
,

where Φ(n−k ) ∈ N ′⊗̂n−k
C

. Observe that this de�nition is well-de�ned, since both nuclear spaces

and their symmetric tensor powers are re�exive, see e.g. [93, Section IV.5]. Furthermore, if

y(k ) ∈ H ⊗̂k
C

, then

〈
f (n),y(k )

〉
coincides with the tensor contraction f (n)⊗̂ky

(k )
given in (4.15).

Theorem 4.46. Every element F ∈ (N) has a unique representative F̃ : N ′ −→ C which is

continuous w.r.t. the strong topology βs on N ′. In particular, if F =
∞∑
n=0

〈
f (n), :·⊗n :

〉
∈ (N), then

f (n) ∈ N ⊗̂n
C

for every n ∈ N and it holds

F̃ (ω) =
∞∑
n=0

〈
f (n), :ω⊗n :

〉
=

∞∑
n=0

〈
д(n),ω⊗n

〉
, (4.33)

where д(n) is given by

д(n) =
∞∑
k=0

(
n + 2k

2k

)
(2k − 1)!!(−1)k

〈
f (n+2k ), tr⊗kb

〉
∈ N ⊗̂nC , n ≥ 0.

Proof. See [65, Theorem 6.5.] and its proof. �

In the following we often don’t distinguish between an element F ∈ (N) and its continuous

version F̃ and denote them by the same symbol. Observe that the polarization identity implies

that the family (д(n))n∈N0
satisfying (4.33) is uniquely determined by F ∈ (N). One can even use

the family (д(n))n∈N0
to obtain an equivalent topological description of (N). Let q ∈ N, F ∈ (N)

and (д(n))n∈N0
, д(n) ∈ N ⊗̂n

C
, n ≥ 0, satisfy (4.33). Then, de�ne

˜������F ������2q :=

∞∑
n=0

n!

д(n)2

q
,

where

д(n)q is theH ⊗nq,C-norm of д(n). The following lemma shows that the family

(������� · ������q )q∈N
induces the original locally convex topology on (N).

Lemma 4.47. The families
(������ · ������p )p∈N and

(������� · ������q )q∈N induce the same topology on (N). Indeed,
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4 Preliminaries from the theory of Gaussian and White Noise analysis

for every p,q ∈ N there exists p1,q1 ∈ N and C1,C2 ∈ (0,∞) s.t.������� · ������q ≤C2

������ · ������p1

, (4.34)������ · ������p ≤C1

������� · ������q1

, . (4.35)

Proof. The statement in (4.34) coincides with [65, Theorem 6.2.]. To show (4.35) we use the fact

that every element F ∈ (N) restricted toH−p , p ∈ N, is entire analytic, see e.g. [57, Chapter 4.D].

Furthermore, by [57, Proposition 4.59.] for every p ∈ N there exists a positive �nite constant C
and q ∈ N such that

‖F ‖p ≤ C sup

x ∈H−q
|F (x)| exp

(
−

1

2

‖x ‖2−q

)
. (4.36)

Finally, due to [65, Theorem 6.8.] it holds for all q ∈ N and x ∈ H−q

|F (x)| ≤ ‖̃F ‖q exp

(
1

2

‖x ‖2−q

)
,

which together with (4.36) proves the inequality (4.35). �

Corollary 4.48. Let T : N −→ N be continuous and linear and denote by T ∗ its adjoint mapping
continuously from N ′ into itself w.r.t. the weak topology. Then,

Γ̃(T ) : (N) −→ (N), F 7→ F ◦T ∗

is well de�ned and continuous.

Proof. This follows easily by using the norms
������� · ������q , q ∈ N. �

Thanks to Theorem 4.46 we can de�ne the pointwise product of two elements F ,G ∈ (N). Fur-

thermore, this product de�nes a continuous bilinear form on (N). We summarize this in the

following theorem. For a proof we refer to [65, 57, 79].

Theorem 4.49. The pointwise de�ned product on (N) is a continuous bilinear form with values in
(N). Indeed, for every p ∈ N there exists a q ∈ N s.t. for all F ,G ∈ (N) their pointwise de�ned
product satis�es

������FG������
p ≤

������F ������q ������G������
q . Furthermore, (N) is stable under complex conjugation.

Let F ∈ (N) and Φ ∈ (N)′ then we can de�ne FΦ ∈ (N)′ via 〈〈G, FΦ〉〉 := 〈〈FG,Φ〉〉, G ∈ (N)′. In

particular, we obtain the following corollary.

Corollary 4.50. Let F ∈ (N). Then QF : (N)′ −→ (N)′,Φ 7→ FΦ is linear and continuous.

In the following we present some result concerning the di�erentiability of the continuous version

of elements F ∈ (N).

Theorem 4.51. Let x ,y ∈ N ′ and F =
∞∑
n=0

〈
f (n), :·⊗n :

〉
∈ (N). Then it holds that the continuous

version of F is Gateaux di�erentiable at x in the direction of y. Furthermore, if we consider the
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4.2 Gaussian Analysis and White Noise Analysis

Gateaux derivative of F in the direction of y as a function on N ′, then it holds

∂yF (·) =
∞∑
n=1

n
〈〈
f (n),y

〉
, :·⊗n−1

:

〉
∈ (N).

Furthermore, ∂y de�nes a continuous operator on (N), i.e., for every p ∈ N s.t. y ∈ H−p there exists
a q ∈ N and a positive constant C = Cp,q (both independent of F ) s.t.������∂yF ������p ≤ C ‖y‖−p

������F ������q .
In particular, elements from (N) are in�nitely often Gateaux di�erentiable w.r.t all directions from
N ′.

Similar as in the theory of tempered distributions one can de�ne the derivative of a distribution

Φ ∈ (N)′. To this end, we need to introduce a technical de�nition. Let n ∈ N, Φ(n) ∈ N ′⊗̂n
C

and h ∈ N . Then, we de�ne

〈
h,Φ(n)

〉
∈ N ′⊗̂n−1

C
via

〈
f (n−1),

〈
h,Φ(n)

〉〉
=

〈
f (n−1)⊗̂h,Φ(n)

〉
, for all

f (n−1) ∈ N ⊗̂n−1

C
. Further, recall that the test functions (N) are dense in (N)′.

Theorem 4.52. For h ∈ N the operator ∂h admits a continuous and linear extension to an operator

∂̃h from (N)′ into itself, i.e., for Φ =
∞∑
n=0

〈
Φ(n), :·⊗n :

〉
∈ (N)′ it holds

∂̃hΦ =
∞∑
n=1

n
〈〈
h,Φ(n)

〉
, :·⊗n−1

:

〉
∈ (N)′. (4.37)

In particular, if Φ ∈ (H−p ) for p ∈ N then there exists q ∈ N and C = Cq,p ∈ (0,∞) (both
independent of Φ) s.t. it holds ∂̃hΦ ∈ (H−q) and������∂̃hΦ������

−q ≤ C ‖h‖q
������Φ������

−p .

We call the distribution ∂̃hΦ, Φ ∈ (N)′, h ∈ N , the generalized Gateaux derivative of Φ in the

direction of h. In particular, elements of (N)′ are in�nitely often Gateaux di�erentiable in the

generalized sense. For h ∈ N we have due to Theorem 4.51 a linear and continuous operator

∂h : (N) −→ (N). Hence, its adjoint operator ∂∗h : (N)′ −→ (N)′,Φ 7→ Φ ◦ ∂h , is also linear and

continuous, see e.g. [65, Theorem 9.11.]. The next theorem shows how the operators ∂∗h and ∂̃h
are related.

Theorem 4.53. Let h ∈ N . Then, it holds

∂∗h = −∂̃h +Q 〈h, ·〉, (4.38)

as equality of linear and continuous operators on (N)′.

Proof. See e.g. [65, Theorem 9.18.]. �

Observe that (4.38) is simply a generalization of the integration by parts formula for the Gaussian
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4 Preliminaries from the theory of Gaussian and White Noise analysis

measure µ. Indeed, for F ,G ∈ (N) and h ∈ N we have the following equality∫
N′

∂hFG dµ = −

∫
N′

F∂hG dµ +

∫
N′

FG 〈h, ·〉 dµ . (4.39)

Formula (4.39) can be seen by considering �rst the case G = 1. Then one simply has to calculate

the 0-th element in the chaos expansion of ∂hF and F 〈h, ·〉which can be done via Lemma 4.27 and

Theorem 4.51. For generalG ∈ (N) one can simply use the product rule for Gateaux derivatives.

Note that, the integration by parts formula (4.39) can be used to obtain a very easy proof for

Wick’s theorem. Fur this purpose, recall that a pairing σ of an even numbered setA is a partition

of A into disjoint subsets σ1, ...,σn , where each subset σi = {σ
1

i ,σ
2

i }, i = 1, ...,n, has cardinality

equal to 2.

Theorem 4.54. Let f1, ..., f2n ∈ N , n ∈ N. Then, it holds∫
N′

2n∏
i=1

〈fi , ·〉 dµ =
∑

σpairing

n∏
i=1

(fσ 1

i
, fσ 2

i
)H, (4.40)

where the sum on the right-hand side extends over all (2n − 1)!! =
(2n)!
2
nn!

pairings σ of {1, ..., 2n}.

We conclude this section with an important subset of (N)′, i.e., the positive distributions.

De�nition 4.55. An element Φ ∈ (N)′ is called positive if for all φ ∈ (N) with continuous version
φ̃ ≥ 0 it holds 〈〈Φ,φ〉〉 ≥ 0. The set of all positive elements in (N)′ is denoted by (N)′+.

The next theorem is a consequence of the Bochner-Minlos Theorem 4.13. For details see e.g. [57,

Theorem 4.26 and Theorem 4.28] and the references therein.

Theorem 4.56. An element Φ ∈ (N)′ is positive, if and only if its T -transform TΦ : N −→ C is
positive de�nite. In that case there exists a �nite measure νΦ on (N ′,B) s.t.

〈〈Φ,φ〉〉 =

∫
N′

φ̃ dνΦ, for all φ ∈ (N). (4.41)

De�nition 4.57. The set of all �nite measure measures ν on (N ′,B) which correspond to a Hida
distribution in the sense of (4.41) we call the set of Hida measures. We also denote the set of all Hida
measures by (N)′+.

Remark 4.58. (i) The set (N)′+ is closed in the weak topology of (N)′.

(ii) Let ν be a Hida measure with corresponding distribution Φ ∈ (N)′. Then there exists p ∈ N
s.t. Φ ∈ (H−p ). Hence, the characteristic function of ν is continuous w.r.t. one norm ‖·‖p′ ,
p ′ ∈ N, on N . In particular, from the Theorem 4.13 we obtain that ν is supported by some
H−q , q ∈ N, i.e., ν (H−q) = 1.

(iii) The map (N)′+ 3 Φ 7→ νΦ is injective, since the T -transform determines a element in (N)′

uniquely.

(iv) The same proof as in Proposition 4.21 shows that for ν ∈ (N)′+ the polynomials P(N ′) are
dense in L2(ν ).
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4.2 Gaussian Analysis and White Noise Analysis

Example 4.59. 1. Let F ∈ L2(µ) s.t. F ≥ 0 µ-a.e.. If we consider F as an element of (N)′ it
holds F ∈ (N)′+.

2. Donsker’s Delta δa(〈д, ·〉), de�ned in Example 4.45(ii), is positive. This can be seen via (4.30)
and the previous theorem.
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Chapter 5

An improved Characterization of
regular generalized Functions of
White Noise

In this chapter we state and prove an improved version of the characterization of the spaces

(GK ,G
′
K ) introduced in [52]. The dual pair (GK ,G

′
K ) constitutes a rigging of the Hilbert space

L2(N ′, µ), i.e., we have continuous embeddings

GK ⊆ L2(N ′µ) ⊆ G′K .

Here,N ⊆ H ⊆ N ′ is a nuclear rigging of a real Hilbert spaceH. The measure µ is the Gaussian

measure on N ′ with variance given by the scalar product (·, ·)H . The symbols K represents a

self-adjoint operator (K ,D(K)) de�ned on H. To formulate our result we use the concept of

U -functionals and the characterization theorem of Hida distributions given in Theorem 4.37.

Therefore, the proof and the statement of our improved version does not use the concept of entire

function on a complex in�nite dimensional Hilbert space explicitly in contrast to the result in

[52]. The elements of G′K are characterized via an integrability condition of their respective S-

transform, see De�nition 4.35. Especially from the point of view of applications this is indeed an

improvement. In applications many distributions in Gaussian analysis and in particular White

noise analysis are constructed and de�ned via their corresponding U -functional.

The organization of this chapter is as follows. In Section 5.1 we brie�y describe the functional

analytic framework we use throughout this chapter. In particular we de�ne the space GK :=

∩s=1D(Γ(K)
s ), where (Γ(K),D(Γ(K))) denotes the second quantization of (K ,D(K)) de�ned on

L2(µ). Consequently, we obtain the dual space G′K given as G′K := ∪∞s=1
D(Γ(K)−s ), where for

s ∈ N the spaceD(Γ(K)−s ) denotes the completion of L2(µ)w.r.t. the weaker norm ‖Γ(K)−s ·‖L2(µ).

We denote by GK,s the space D(Γ(K)s for all s ∈ Z. In Section5.2 we brie�y recall some relevant

results from complex Gaussian analysis. We also explain the characterization given in [52]. This

is necessary to distinguish our results to the ones presented in [52]. Section 5.3 contains the

main result including its proof. Finally, in Section 5.4 we show an application of our main result

to a stochastic parabolic di�erential equation with possibly singular coe�cients. To this end

we consider the pair (G,G′) introduced in [87], which is given by the choice K =
√

2I and

H = L2(R). We use the characterization theorem to determine explicitly the regularity of the

solution in terms of the coe�cients. Namely, we state a criteria on the coe�cients to determine

explicitly to which of the space GK,s , s ∈ Z, the solution belongs.

120



5.1 De�nition of Regular Random Variables and their Dual Space

5.1 De�nition of Regular RandomVariables and their Dual Space

Throughout this entire chapter we work with the functional analytic framework given in Sub-

section 4.2.3. For the sake of consistency, we recall some objects introduced above. We �x a real

nuclear countable Hilbert space (N , {(·, ·)p | p ∈ N}). For sake of simplicity, we also assume

that the norms induced by {(·, ·)p | p ∈ N} satisfy the additional assumption given in (4.19). The

results proven below also hold for a general nuclear spaceN , see Remark 4.32. Additionally, we

denote by b = (·, ·) a positive de�nite, symmetric, non-degenerated and continuous bilinear form

de�ned onN which is compatible with every (·, ·)p , p ∈ N. We can assume w.l.o.g. (·, ·)
1

2 ≤ (·, ·)
1

2

p
for every p ∈ N. The separable Hilbert space given as the completion of N w.r.t the norm ‖·‖

induced by (·, ·) is denoted byH. Further, we denote the norm and scalar product onH also by

‖·‖ and (·, ·), respectively. Via the Bochner-Minlos Theorem, we de�ne the measure µσ 2 , σ 2 > 0,

on the Borel σ -�eld of the dual space N ′, see Remark 4.12, through∫
N′

exp(i 〈·, f 〉)dµσ 2 = exp

(
−
σ 2

2

(f , f )

)
, f ∈ N . (5.1)

We simply write µ for the measure µ1. We also recall the decomposition of the space L2(µ) given

by the Wiener-Itô-Segal isomorphism as

L2(µ) � ⊕n∈N0
n!H ⊗̂nC =: ΓC(H).

In accordance with the notation introduced in the previous chapter, we also denote the norm on

L2(µ) by

������ · ������. Throughout this entire chapter we �x also a linear operator (K ,D(K)) onH which

satis�es the following assumption.

Assumption 5.1. The linear operator (K ,D(K)) is self-adjoint and ful�lls

(K1) σ (K) ⊆ [1,∞),

(K2) N forms a core for (K ,D(K)),

(K3) K : (N ,τ ) −→ (N ,τ ) is continuous and bijective.

Remark 5.2. The inverse mapping theorem implies that Ks is continuous for every s ∈ Z, see [92,
Corollary I.2.12(b)].

Example 5.3. (i) An interesting choice is K = λId , where λ ∈ (1,∞). This choice leads to the
pair of spaces (G,G′) introduced in [87].

(ii) For N = S(R) and H = L2(R) the operator 1 − ∆, where ∆ = d2

dx 2
, is closable on S(R). Its

closure K = 1 − ∆ satis�es (K1) − (K3).

In the following let s ∈ Z. For the sake of better readability, we simply write Ks
for the com-

plexi�cation (Ks )C. Similarly, we denote by (Ks )⊗n the n-fold tensor power of (Ks )C de�ned on

the n-fold complex symmetric tensor power with domain D((Ks )⊗n) ⊆ H ⊗̂n
C

. Via the concept of

second quantization we can lift the operator Ks
to an operator Γ (Ks ) on the space L2(µ). More
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precisely, we de�ne the linear operator (Γ (Ks ) ,D(Γ (Ks ))) via

D (Γ(Ks )) =

{
F =

∑
n∈N

〈
f (n), :·⊗n :

〉
∈ L2(µ)

����� f (n) ∈ D((Ks )⊗n),
∑
n∈N

n!‖(Ks )⊗n f (n)‖2
H
< ∞

}
,

Γ (Ks ) F =
∑
n∈N

〈
(Ks )⊗n f (n), :·⊗n :

〉
, F ∈ D (Γ(Ks )) .

Remark 5.4. In the de�nition of (Γ(Ks ),D(Γ(Ks ))) one could also allow s ∈ R instead of s ∈ Z by
using the spectral theorem for self-adjoint operators. Later, we need that Ks maps N continuously
into itself. So far it is not known to the author whether in general fractional powers Ks , s ∈ R, of an
operator K satisfying (K1) − (K3) leave the space N invariant. For the operators given in Example
5.3 this condition is satis�ed. In particular, for the operator in 5.3(ii) it can be seen by using the
Fourier transform. Hence, if the operator K satisfy this additional constraint everything presented
below generalizes by the exact same argument for s ∈ R.

The operator (Γ (Ks ) ,D(Γ (Ks ))) inherits important properties of K , some of them we collect in

the following lemma.

Lemma 5.5. For every s ∈ N it holds (Γ (Ks ) ,D(Γ (Ks ))) is self-adjoint and its spectrum satis�es
σ (Γ(Ks )) ⊆ [1,∞). Additionally it holds that P(N ′) forms a core for (Γ (Ks ) ,D(Γ (Ks ))) and the
map Γ(Ks ) : (N) −→ (N) is continuous and bijective.

Proof. It su�ces to show the claim for s = 1. Otherwise we replace K by Ks
. First we observe

that

(
K ⊗n ,D(K ⊗n)

)
is self-adjoint onH ⊗̂n

C
and σ

(
K ⊗n

)
⊆ [1,∞), see also [91, Corollary VIII.10].

Therefore, it follows immediately that (Γ (K) ,D(Γ (K))) is symmetric. Using Fatou’s lemma we

also see that (Γ (K) ,D(Γ (K))) is closed. Now let λ, µ ∈ R and µ , 0. Then it holds λ+iµ ∈ ρ(K ⊗n)

and the operator norm of

(
λ + iµ − K ⊗n

)−1

can be estimated by

(λ + iµ − K ⊗n )−1

 ≤ 1

|µ | . Now

we de�ne the operator ⊕∞n=0

(
λ + iµ − K ⊗n

)−1

via

⊕∞n=0

(
λ + iµ − K ⊗n

)−1

∞∑
n=0

〈
f (n), :·⊗n :

〉
:=

∞∑
n=0

〈(
λ + iµ − K ⊗n

)−1

f (n), :·⊗n :

〉
,

where

∞∑
n=0

〈
f (n), :·⊗n :

〉
∈ L2(µ). We obtain that ⊕∞n=0

(
λ + iµ − K ⊗n

)−1

is the bounded inverse of

λ + iµ − Γ(K). Hence, λ + iµ ∈ ρ(Γ(K)) and in particular, it holds by [89, Theorem X.1(3)] that

(Γ (K) ,D(Γ (K))) is self-adjoint. Further, for F ∈ D(Γ (K)) it holds

(Γ(K)F , F )L2(µ) =

∞∑
n=0

n!(K ⊗n f (n), f (n)) ≥ (F , F )L2(µ) .

Hence, from the spectral theorem, see [91, Theorem VIII.4] for self-adjoint operators it follows

that σ (Γ(K)) ⊆ [1,∞). The fact that P(N ′) forms a core follows from the fact that N ⊗̂n forms a

core for

(
K ⊗n ,D(K ⊗n)

)
. The last assertion follows from Γ(K)−1 = Γ(K−1) and (K3). �

In particular, from the previous lemma it follows that GK,s := D (Γ(Ks )) becomes a Hilbert space

with the inner product

((
·, ·

))
K,s =

((
Γ(Ks )·, Γ(Ks ) ·

))
L2(µ) and the corresponding norm we denote

by

������ · ������K,s , s ∈ N. We denote the dual space G′K,s of GK,s in the following by GK,−s . Now
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let l , s ∈ N and l ≤ s . Since the operator Γ(Ks−l ) is closed, it follows that the bilinear forms

(·, ·)K,s and (·, ·)K,l are compatible on D(Γ(Ks )). In particular, we obtain the following chain of

continuous embeddings, see also [57, Chapter 3.B],

GK ⊆ GK,s ⊆ GK,l ⊆ L2(µ) ⊆ GK,−l ⊆ GK,−s ⊆ G
′
K , s ≥ l ,

where GK =
⋂

s ∈N GK,s is equipped with the projective limit topology of the spaces

(
GK,s

)
s ∈N,

see also [93, Section II.5.], and G′K =
⋃

s ∈N GK,−s is the dual space of GK carrying the inductive

limit topology of the spaces

(
GK,−s

)
s ∈N, see also [93, Section II.6.]. Via Lemma 4.29 we obtain

an isometric isomorphism between the dual space GK,−s and the direct sum of the dual spaces of

D((Ks )⊗n), i.e.,

GK,−s � ⊕n∈N0
n!D((Ks )⊗n)′,

where the space D((Ks )⊗n) is equipped with the norm

(Ks )⊗n ·

H

. The next proposition shows

how the two pairs of spaces

(
GK ,G

′
K
)

and ((N), (N)′) are related.

Proposition 5.6. The space (N) is continuously and densely embedded into GK . Hence the follow-
ing chain of continuous and dense embeddings holds true

(N) ⊆ GK ⊆ L2(µ) ⊆ G′K ⊆ (N)
′.

Proof. From Lemma 4.30 and Lemma 5.5 we obtain that the polynomials P(N ′) are dense in (N)

and GK , respectively. Hence, it su�ces to show that for every s ∈ N there exists p ∈ N s.t.������F ������K,s ≤ ������F ������p for all F ∈ P(N ′) and that the norms

������ · ������K,s and

������ · ������p are compatible on

P(N ′). Since Ks
was assumed to be continuous onN , there exists a p ∈ N s.t. K can be extended

to a linear and continuous operator fromHp toH with the operator norm ‖Ks ‖p ≤ 1. Then, we

obtain

������F ������K,s ≤ ������F ������p for all F ∈ P(N ′). To show compatibility of the norms

������ · ������K,s and

������ · ������p
we make two simple observations. First, the norm

������ · ������p and the L2(µ)-norm

������ · ������ are compatible,

see (4.2.3). Second, from Lemma 5.5 it follows

������ · ������ ≤ ������ · ������K,s which implies the compatibility

of

������ · ������K,s and

������ · ������p . �

5.2 Complex Gaussian Analyis

In this part we brie�y present a analogon of the orthogonal decomposition of L2(µ) for a space of

square integrable functions on the complexi�ed spaceN ′
C

. Indeed, recall the measure µ 1

2

de�ned

on the real space N ′ given by (5.1). We equip N ′
C
= N ′ × N ′ with the product σ -�eld B × B

which we denote by BC. Now, we de�ne the measure ν on BC by ν = µ 1

2

⊗ µ 1

2

. As usual,

the space of square integrable functions on N ′
C

is denoted by L2(N ′
C
,ν ). The major di�erence

between the spaces L2(µ) and L2(N ′
C
,ν ) is that in the latter case there is no need for using the

Hermite polynomials, see Proposition 5.9. The reason behind is that the monomials of di�erent

order automatically form an orthogonal system in L2(C, e−|z |
2

dz).

Remark 5.7. Note that the product σ -�eld BC does not necessarily coincide with the σ -�eld gen-
erated by the product topology. Indeed, recall that B = σ (βw ) = σ (βs ) = σ (βi ). Since none of the
topologies βw , βs and βi are second countable for in�nite-dimensional N , see e.g. [14, Fact 26]. We
only know BC = σ (βw ) × σ (βw ) ⊂ σ (βw × βw ), where βw × βw denotes the product topology.
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5 An improved Characterization of regular generalized Functions of White Noise

The proofs of the next two propositions are similar to the corresponding statements for the real

case and are therefore omitted.

Proposition 5.8. Let φ1, ...,φn ∈ N , n ∈ N. The image measure of ν under the map

Tφ1, ...,φn : N ′C −→ Cn ,η 7→ (〈φi ,η〉)i=1, ...,n

is absolutely continuous w.r.t. the Lebesguemeasuredz onCn and has the Radon-Nikodym derivative
given by

dν ◦T −1

φ1, ...,φn

dz
(z) =

1

πn
e−z

ᵀCz , z ∈ Cn

where C =
(
(φi ,φ j )H

)
1≤i, j≤n ∈ R

n×n .

The space of polynomials P(N ′
C
) onN ′

C
is determined by the collection of all functionsG : N ′

C
→

C which are given as G(η) = p(〈φ1,η〉 , ..., 〈φk ,η〉), where p is a polynomial of k ∈ N variables

with complex coe�cients and φi ∈ N , for i = 1, ..,k .

Proposition 5.9. Letm,n ∈ N, φ,ψ ∈ N . Then it holds

(〈φ, ·〉n , 〈ψ , ·〉m)L2(ν ) = δm,n · n! · (φ⊗n ,ψ ⊗n)H . (5.2)

In particular, it holds P(N ′
C
) ⊆ L2(ν ).

Similar as in the derivation of Theorem 4.22, for f (n) ∈ H ⊗̂n
C

we can de�ne an element in L2(ν )

denoted by

〈
f (n), ·⊗n

〉
which is given as the L2(ν )-limit of polynomials, i.e.,〈

f (n), ·⊗n
〉

:= lim

m→∞

lm∑
k=1

αk,m
〈
φk,m , ·

〉n
∈ L2(ν ),

where lm ∈ N, αk,m ∈ C, φk,m ∈ N for all k = 1, ..., lm ,m ∈ N. Moreover, it holds

f (n) = lim

m→∞

lm∑
k=1

αk,mφ
⊗n
k,m ∈ H

⊗̂n
C .

In particular, the orthogonality relation (5.2) stays valid in the limit case, i.e., for f (n),д(n) ∈ H ⊗̂n
C

it holds (〈
f (n), ·⊗n

〉
,
〈
д(n), ·⊗n

〉)
L2(ν )
= δm,n · n! · (f (n),д(n))H . (5.3)

In contrast to the real case, the polynomials P(N ′
C
) are not dense in L2(ν ). For example, one can

use the isometry (5.3) to show that for д ∈ N and n ∈ N the function G = 〈д⊗n , ·⊗n〉, where

· denotes complex conjugation, satis�es G ∈ P(N ′
C
)⊥ and ‖G‖2L2(ν ) = n! ‖д‖2n . The closure

P(N ′
C
)
L2(ν )

is called Bargmann-Segal space and is given by

P(N ′
C
)
L2(ν )
=

{ ∑
n∈N

〈
д(n), ·⊗n

〉 �� д(n) ∈ H ⊗̂nC ,

∑
n∈N

n!

д(n)2

H
< ∞

}
. (5.4)
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5.2 Complex Gaussian Analyis

I.e., the Bargmann-Segal space P(N ′
C
)
L2(ν )

is also isometric isomorphic to the Fock space Γ(HC):

P(N ′
C
)
L2(ν )

� Γ(HC) � L2(µ). (5.5)

Before we proceed we present the characterization of GK given in [52]. Therefore we need the

following de�nition.

De�nition 5.10. Letm ∈ N and (φi )mi=1
⊂ N be an orthonormal system inH . We call

P : N ′C → NC, Pη :=

m∑
i=1

〈φi ,η〉 φi

an orthogonal projection fromN ′
C
intoNC. We denote the set consisting of all orthogonal projections

from N ′
C
into NC by P.

Remark 5.11. In [52] the Bargmann-Segal space is denoted by E2(ν ) and is introduced di�erently.
There the Bargmann-Segal is given by the space of all entire functions G de�ned onHC s.t.

sup

P ∈P

∫
N′
C

|G(P ·)|2 dν < ∞.

The authors in [52] constructed a isomorphism

R : P(N ′
C
)
L2(ν )
−→ E2(ν ), F 7→ RF := F |HC

.

Observe thatHC is a ν -zero set. Therefore the de�nition of R is at the �rst sight not well-de�ned. One

uses the structure of P(N ′
C
)
L2(ν )

given in (5.4) to make this de�nition well-de�ned. To show that the
map R is surjective one needs to use the analyticity of elementsG ∈ E2(ν ). The chaos decomposition
given in (5.4) for R−1G is the collection of the Taylor coe�cients of G at zero. To establish the
isomorphism R can be understood as the major step in the characterization in [52], since subspace of
L2(µ), in particular GK , are mapped under the isomorphisms in (5.5) and R into subspaces of E2(ν ).
In the following we omit the isomorphisms in (5.5) and identify an element F ∈ L2(µ)without further

notice as an element of P(N ′
C
)
L2(ν )

and vice versa. Then, the characterization in [52] of GK can be
stated as follows, see [52, Theorem 7.1]:

Theorem 5.12. If F ∈ GK then it holds for RF ∈ E2(ν ) that sup

P ∈P

∫
N′
C

|RF (KsP ·)|2 dν < ∞ for all

s ∈ N. In reverse, if G ∈ E2(ν ) satis�es sup

P ∈P

∫
N′
C

|G(KsP ·)|2 dν < ∞ for all s ∈ N than R−1G ∈ GK .

A similar statement is proven in [52] for the dual space G′K . We proof an equivalent characteri-

zation without introducing the space E2(ν ) at all. In particular, we don’t need to use the concept

of holomorphy on in�nite dimensional spaces explicitly, see also Remark 5.16(ii) below.
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5.3 Main Results

In this section we formulate the main results of this chapter. For this purpose, we need some pre-

liminary technical discussion concerning tensor products of linear operators on nuclear spaces.

Recall the chain of continuous embeddings from (4.20).

N ⊗̂nC ⊆ H ⊗̂np,C ⊆ H
⊗̂n
q,C ⊆ H

⊗̂n
C ⊆ H ⊗̂n

−q,C ⊆ H
⊗̂n
−p,C ⊆ N

′⊗̂n
C , p ≥ q,

Recall further the operator (K ,D(K)) which is de�ned as a self-adjoint operator onH. Addition-

ally, by assumption (K3)we can consider K as a bijective and continuous operator K : N −→ N .

In the following we �x s ∈ Z and n ∈ N. Our goal is to de�ne tensor powers (Ks )⊗n of Ks
as a

linear and continuous operator onN ⊗̂n
C

. Due to the continuity of K onN , there exists for every

q ∈ N a p ∈ N and a constant C s.t. ‖Ksφ‖q ≤ C ‖φ‖p for all φ ∈ N . Hence, Ks
extends to

a linear and continuous operator from Hp to Hq and furthermore, its tensor product (Ks )⊗n is

well-de�ned as an element from L(H ⊗̂np,C,H
⊗̂n
q,C). Since q ∈ N is arbitrary, we obtain that (Ks )⊗n

maps N ⊗̂n
C

continuously into itself, i.e., (Ks )⊗n ∈ L(N ⊗̂n
C
). Furthermore, (Ks )⊗n is invertible

with inverse (K−s )⊗n . In addition, we can form the tensor powers of the operator (K ,D(K)) as

an operator on the Hilbert spaceH and obtain the self-adjoint operator

(
(Ks )⊗n ,D((Ks )⊗n)

)
on

H ⊗̂n
C

, where D((Ks )⊗n) = H ⊗̂n
C

for s ≤ 0. One easily sees that this de�nition is an extension

of (Ks )⊗n ∈ L(N ⊗̂n
C
). Due to the self-adjointness and the continuity of (Ks )⊗n on N ⊗̂n

C
, the

following extension to N ′⊗̂n
C

is consistent

(Ks )⊗n : N ′⊗̂nC −→ N ′⊗̂nC ,Φ 7→ (Ks )⊗nΦ := Φ ◦ (Ks )⊗n . (5.6)

For the next proposition, recall that every element Φ ∈ (N)′ has a generalised chaos decomposi-

tion Φ =
∑
n∈N

〈
Φ(n), :·⊗n :

〉
where for some p ∈ N it holds Φ(n) ∈ H ⊗n

−p,C ⊆ N
′⊗̂n
C

for all n ∈ N0.

The next lemma plays a central role in the proof of Theorem 5.15 below. Hence, we present its

proof in detail.

Lemma 5.13. Let s ∈ Z. Then it holds

GK,s =

{
Φ =

∑
n∈N

〈
Φ(n), :·⊗n :

〉
∈ (N)′

����� (Ks )⊗nΦ(n) ∈ H ⊗̂nC ,
∑
n∈N

n!

(Ks )⊗nΦ(n)
2

H
< ∞

}
, (5.7)

where (Ks )⊗nΦ(n) in (5.7) is de�ned via (5.6).

Proof. Denote the set on the right-hand side of (5.7) by As . We split the proof into two parts.

First let s be non-negative. In this case the inclusion GK,s ⊆ As follows immediately by the

de�nition of GK,s . Now, let Φ ∈ As , i.e., Φ =
∑
n∈N

〈
Φ(n), :·⊗n :

〉
∈ (N)′ s.t. (Ks )⊗nΦ(n) ∈ H ⊗̂n

C
and∑

n∈N
n!

(Ks )⊗nΦ(n)
2

H
< ∞. To prove that Φ ∈ GK,s it su�ces to show that Φ(n) ∈ D(Ks )⊗n for

all n ∈ N. By assumption, for all n ∈ N there exists aψ (n) ∈ H ⊗̂n
C

s.t.(
φ(n),ψ (n)

)
H
=

〈
φ(n), (Ks )⊗nΦ(n)

〉
=

〈
(Ks )⊗nφ(n),Φ(n)

〉
, ∀φ(n) ∈ N ⊗̂nC .

By using [91, Theorem VIII.33] we obtain that (Ks )⊗n : D((Ks )⊗n) −→ H ⊗̂n
C

is bijective and
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self-adjoint. Hence, we can �nd a
˜ψ (n) ∈ D((Ks )⊗n) s.t. (Ks )⊗n ˜ψ (n) = ψ (n). From the self-

adjointness of (Ks )⊗n we can conclude Φ(n) = ˜ψ (n), where · is the natural complex conjugation

on the complexi�ed vector spaceH ⊗̂n
C

. This �nishes the proof for non-negative s .
For the second part we replace s by −s , s ∈ N. Recall that GK,−s � Γ(D(Ks )′). Denote by

H ⊗̂n
C

‖(K−s )⊗n ·‖
the abstract completion ofH ⊗̂n

C
w.r.t.

(K−s )⊗n ·. One easily checks via the Riesz

isomorphism that

H
‖(K−s )⊗n ·‖

3 (Φ(n)k )k ∈N 7→ lim

k→∞

(
(Ks )⊗n ·, (K−s )⊗nΦ(n)k

)
H
∈

(
D((Ks )⊗n)

) ′
(5.8)

is an isometric complex conjugate linear isomorphism. Hence, the inclusion GK,−s ⊆ A−s fol-

lows. Now let Φ ∈ A−s with generalised chaos decomposition Φ =
∑
n∈N

〈
Φ(n), :·⊗n :

〉
. It su�ces to

show Φ(n) ∈
(
D((Ks )⊗n)

) ′
for alln ∈ N. By assumption, for everyn ∈ N there exists aψ (n) ∈ H ⊗̂n

C
s.t. 〈

φ(n),Φ(n)
〉
=

〈
(K−s )⊗n(Ks )⊗nφ(n),Φ(n)

〉
=

(
(Ks )⊗nφ(n),ψ (n)

)
H
, ∀φ(n) ∈ N ⊗̂nC .

Since D((Ks )⊗n) = (K−s )⊗nH ⊗̂n
C

is dense in H ⊗̂n
C

there exists a sequence (χ (n)k )k ∈N in H ⊗̂n
C

s.t. (K−s )⊗n χ (n)k −→ ψ (n) as k → ∞ in H ⊗̂n
C

for all n ∈ N. Hence, by (5.8) we obtain Φ(n) ∈(
D((Ks )⊗n)

) ′
which completes the proof. �

Before we proceed we need to clarify some technical issues. Let n ∈ N and P ∈ P be given

by P =
m∑
j=1

〈
φ j , ·

〉
φ j , where (φ j )

m
j=1
⊂ N is an orthonormal system in H . We consider P also

as an orthogonal projection on HC onto the closed subspace spanC{φ j , j = 1, ...,m}. Observe

that the n-th tensor power P ⊗n of P de�nes a orthogonal projection onto the closed subspace

spanC

{
⊗̂
n
i=1
φ ji | ji ∈ {1, ...,m} for i = 1, ...,n

}
of H ⊗̂n

C
. Further, we can extend P ⊗n to a linear

operator from N ′⊗̂n
C

to N ⊗̂n
C

via

P ⊗n : N ′⊗̂nC −→ N ⊗̂nC ,Φ 7→
1

n!

m∑
j1, ..., jn=1

〈
⊗̂
n
i=1
φ ji ,Φ

〉
⊗̂
n
i=1
φ ji .

Observe that for n ∈ N, Φ(n),Ψ(n) ∈ N ′⊗̂n
C

and P ∈ P it holds

〈
P ⊗nΦ(n),Ψ(n)

〉
=

〈
P ⊗nΨ(n),Φ(n)

〉
.

The following lemma is stated in [52] without proof. For convenience we give the short proof

here.

Lemma 5.14. Let Φ(n) ∈ N ′⊗̂n
C

, n ∈ N0, satisfy sup

P ∈P

∞∑
n=0

n!‖P ⊗nΦ(n)‖2
H
< ∞. Then, it holds

(
Φ(n)

)
n∈N0

∈ Γ(H) and sup

P ∈P

∞∑
n=0

n!‖P ⊗nΦ(n)‖2
H
=

∞∑
n=0

n!‖Φ(n)‖2
H
.

Proof. We �rst show that Φ(n) ∈ H ⊗̂n
C

for all n ∈ N. Hence, �x n ∈ N and choose p ∈ N s.t.

Φ(n) ∈ H ⊗̂n
−p,C and let (fk )k ∈N ⊆ N be an orthonormal basis of Hp . We apply the Gram-Schmidt

procedure to (fk )k ∈N in H to obtain an orthonormal basis (ek )k ∈N of H. Observe that for every

k ∈ N the element ek is a linear combination of the elements f1, ..., fk , hence ek ∈ N for all
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k ∈ N. De�ne for l ∈ N the projection Pl :=
l∑

k=1

〈ek , ·〉 ek . By assumption it is known that

the sequence

(
P ⊗nl Φ(n)

)
l ∈N
⊆ H ⊗̂n

C
is bounded. Therefore we can �nd a weakly convergent

subsequence

(
P ⊗nlm

Φ(n)
)
m∈N

with weak limit д(n) ∈ H ⊗̂n
C

. For α ∈ Nn
we de�ne eα := ⊗̂

n
i=1

eαi

and obtain

〈
eα , P

⊗n
l Φ(n)

〉
=

〈
eα ,Φ

(n)
〉

for l ≥ max{αi | 1 ≤ i ≤ n}. Hence, it holds〈
eα ,Φ

(n)
〉
= lim

m→∞

〈
eα , P

⊗n
lm

Φ(n)
〉
= lim

m→∞

(
eα , P

⊗n
lm

Φ(n)
)
H
=

(
eα ,д(n)

)
H
.

Additionally, by the choice of (ek )k ∈N it holds that the set {eα | α ∈ N
n} is total in H ⊗̂np,C. Thus,

we conclude that Φ(n) = д(n) ∈ H ⊗̂n
C

. The last part of statement follows from the fact that for

P ∈ P the restriction of P ⊗n toH ⊗̂n
C

is an orthogonal projection and Fatou’s lemma. �

Now we are ready to state and prove the main result.

Theorem 5.15. Let Φ ∈ (N)′ or equivalently letU be aU -functional s.t. U = SΦ with S being the
S-transform de�ned in De�nition 4.35. Then the following two statements hold true:

(i)

Φ ∈ GK ⇐⇒ ∀s ∈ N : sup

P ∈P

∫
N′
C

|U (KsPη)|2 ν (dη) < ∞.

(ii)

Φ ∈ G′K ⇐⇒ ∃s ∈ N : sup

P ∈P

∫
N′
C

|U (K−sPη)|2 ν (dη) < ∞.

Proof. Recall that GK =
⋂

s ∈N GK,s and G′K =
⋃

s ∈N GK,−s . Hence, it is su�cient to show for all

s ∈ Z the equivalence

Φ ∈ GK,s ⇐⇒ sup

P ∈P

∫
N′
C

|SΦ(KsPη)|2 ν (dη) < ∞.

We make some observations which rely on (4.29), (5.3) and Lemma 5.14. Now, let s ∈ Z and

Φ =
∑
n∈N

〈
Φ(n), :·⊗n :

〉
∈ GK,s . Then, it holds

‖Φ‖2K,s =
∑
n∈N

n!‖(Ks )⊗nΦ(n)‖2
H

= sup

P ∈P

∑
n∈N

n!‖P ⊗n(Ks )⊗nΦ(n)‖2
H
= sup

P ∈P

∫
N′
C

�����∑
n∈N

〈
P ⊗n(Ks )⊗nΦ(n),η⊗n

〉�����2 ν (dη)
= sup

P ∈P

∫
N′
C

�����∑
n∈N

〈
(KsPη)⊗n ,Φ(n)

〉�����2 ν (dη) = sup

P ∈P

∫
N′
C

|SΦ(KsPη)|2 ν (dη). (5.9)
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Now let Φ =
∑
n∈N

〈
Φ(n), :·⊗n :

〉
∈ (N)′. The same calculations yield

sup

P ∈P

∫
N′
C

|SΦ(KsPη)|2 ν (dη) = sup

P ∈P

∫
N′
C

�����∑
n∈N

〈
(KsPη)⊗n ,Φ(n)

〉�����2 ν (dη)
= sup

P ∈P

∫
N′
C

�����∑
n∈N

〈
P ⊗n(Ks )⊗nΦ(n),η⊗n

〉�����2 ν (dη)
= sup

P ∈P

∑
n∈N

n!‖P ⊗n(Ks )⊗nΦ(n)‖2
H
,

where we used the de�nition of (Ks )⊗n given in (5.6) in the second line. Hence, if the left-hand

side is �nite we obtain by Lemma 5.14 that

(
(Ks )⊗nΦ(n)

)
n∈N ∈ Γ(H) which implies Φ ∈ GK,s by

Proposition 5.13. �

Remark 5.16. (i) The proof of Theorem 5.15 gives some additional insight, i.e., for s ∈ Z it holds

Φ ∈ GK,s ⇐⇒ sup

P ∈P

∫
N′
C

|SΦ(KsPη)|2 ν (dη) < ∞. (5.10)

In particular, it holds that Φ ∈ L2(µ) if and only if sup

P ∈P

∫
N′
C

|SΦ(Pη)|2 ν (dη) < ∞.

(ii) In the proof of Theorem 5.15 we did not use the concept of entire functions on in�nite dimensional
spaces explicitly. Anyway, the proof of Theorem 4.37 given in [63] relies heavily on this concept. From
this point of view one could think of Theorem 5.15 as a modern formulation of the corresponding
results in [52] viaU -functionals.

5.4 Application to a Stochastic Transport Equation

In this section we present an application for Theorem 5.15. To this end, we �x a choice of our

functional analytic setting. Namely, for the rest of this section we set

N :=S(R),

H :=L2(R),

N ′ :=S ′(R),

where S(R) denotes the Schwartz space from Example 4.4 and S ′(R) denotes it dual space. In

particular, the corresponding complexi�ed symmetric tensor powers of S(R) and L2(R) are given

by the spaces of complex valued functions which are invariant under permutations of their ar-

guments

N ⊗̂nC =�SC(Rn),

H ⊗̂nC =�L2

C
(Rn).

Furthermore, we choose the operator K =
√

2I . Henceforth, we skip the subscript K and simply

write G and Gs instead of G√
2I and G√

2I,s for s ∈ R, see also Remark 5.4. The multiplier

√
2 is of
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5 An improved Characterization of regular generalized Functions of White Noise

course arbitrary. Any positive number γ > 1 leads to the same space G. In particular, the space

Gs is given by

Gs =

{
F =

∑
n∈N

〈
f (n), :·⊗n :

〉
∈ L2(µ)

����� ∑
n∈N

n!2
sn ‖ f (n)‖2

H
< ∞

}
.

In [22], [86] and [44] a parabolic stochastic partial di�erential equation (SPDE) modeling the

transport of a substance in a turbulent medium is treated via white noise analysis. There the

authors are searching for a solution u : R+ × R × Ω :−→ R, (t ,x ,ω) 7→ u(t ,x ,ω) describing

the concentration of the substance, where t stands for the time, x for the position and ω for the

random parameter which will be suppressed. Moreover, the u satis�es

∂u(t ,x)

∂t
=

1

2

ν (t)
∂2u(t ,x)

∂x2
+ σ (t)

∂u(t ,x)

∂x
◦S/I dBt , (5.11)

u(0, ·) = δ0, (5.12)

whereν describes the molecular viscosity of the medium and ◦S/IdBt denotes the Stratonovich/Itô

integral w.r.t. a Brownian motion (Bt )t ≥0 modelling the turbulence in the medium. The initial

condition (5.12) is a physical idealisation that at time zero the substance is only concentrated at

the point x = 0. More realistic and even random initial conditions can be realised via convolu-

tion, see Remark 5.24 below. In [22] and [86] the Stratonovich case is treated and existence of an

L2
-valued solution u(t ,x) is shown. The Itô case is also treated in [22]. In that case the solution

is constructed as a generalised Brownian functional, see the last mentioned reference as well as

[56] for the precise meaning. We follow the approach in [44] and state the Itô interpretation of

(5.11), (5.12) in terms of white noise analysis and give a solution u via the same techniques as in

[44] and [86]. Afterwards, we use Remark 5.16 to determine to which of the spaces (Gs )s ∈R the

solution u belongs. In particular, we �nd an explicit criterion in terms of the coe�cients ν and σ
to determine whether u ∈ Gs , s ∈ R.

To formulate (5.11), (5.12) in terms of white noise analysis we introduce the white noise process

(wt )t ≥0 ⊆ (N)
′
. The element wt is given by its generalised chaos decomposition wt = 〈δt , ·〉,

where δt ∈ S ′(R) denotes the Dirac delta distribution at t ≥ 0. A rigorous interpretation of

(5.11), (5.12) in terms of white noise analysis is now given as follows. We search for a map

u : R+ × R −→ (N)
′

ful�lling

∂u(t ,x)

∂t
=

1

2

ν (t)
∂2u(t ,x)

∂x2
+ σ (t)

∂u(t ,x)

∂x
�wt , t > 0,x ∈ R, (5.13)

(Su(t , ·)(φ))t>0
is a Dirac sequence for all φ ∈ S(R). (5.14)

We explain the connection between the Itô term in (5.11) and the so called Hitsuda-Skorokhod

term σ (t) ∂u(t,x )∂x �wt in (5.13) in Remark 5.24 below. We formulate our existence result in the

next theorem:

Theorem 5.17. Assume that ν : [0,∞) −→ R is strictly positive and locally integrable and σ :

[0,∞) −→ R is locally square integrable. If the function (0,∞) 3 t 7→ κ(t) :=

∫
[0,t ]

σ 2(s)ds∫
[0,t ]

ν (s)ds
∈ R is

bounded in the vicinity of 0 then for every T ∈ N there exists an s ∈ R and a map

u : (0,T ] × R −→ Gs
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satisfying (5.14). Furthermore, for dt-a.e. t ∈ (0,T ] and all x ∈ R the map u is once di�erentiable
w.r.t. t and twice di�erentiable w.r.t. x at (t ,x) and satis�es (5.13). In particular, for s ∈ R and
t ∈ (0,∞) satisfying 2

sκ(t) < 1 it holds u(t ,x) ∈ Gs for all x ∈ R.

Proof. The same computations as in [86, Section 5] yield a candidate for the S-transform of u:

Su(t ,x)(φ) =
1√

2πϑ (t)
exp

©«−
1

2ϑ (t)

©«x −
∫
[0,t ]

σ (s)φ(s)ds
ª®®¬

2ª®®¬ , φ ∈ S(R), (5.15)

whereϑ (t) =
∫
[0,t ]

ν (s)ds , t > 0. One easily sees that (5.15) de�nes aU -functional satisfying (5.14).

Via Theorem 4.37 we obtain the element u(t ,x) ∈ (N)′ having S-transform given by (5.15). If∫
[0,t ]

ν (s)ds =
∫
[0,t ]

σ (s)2 ds the corresponding Hida distribution u(t ,x) is given by δx (
〈
1[0,t ]σ , ·

〉
),

see Example 4.25(ii)

We divide the proof into two separate parts. In the �rst part we show that u is di�erentiable and

satis�es (5.13) in the above mentioned sense. In the second part we show that for all t ∈ N there

exists a s ∈ R s.t. u(t ,x) ∈ Gs for all (t ,x) ∈ (0,T ] × R.

Part 1: To show that u is di�erentiable and satis�es (5.13) in the above mentioned sense we use

Theorem 4.39. We only show thatu is di�erentiable w.r.t. t at every (t ,x) ∈ D×R, where (0,T ]\D
is of Lebesgue measure zero. The treatment of the derivatives w.r.t. x is easier and can be done

by the same procedure. We make the following observation. Let φ ∈ S(R) and T ∈ N. Via the

fundamental theorem of Lebesgue calculus, the functions ϑ and t 7→ ϱ(t) :=
∫
[0,t ]

σ (s)φ(s)ds are

absolutely continuous and di�erentiable at dt-a.e. t ∈ (0,T ] with respective derivatives ν (t) and

σ (t)φ(t). We denote by A the set of all t ∈ (0,T ] s.t. ϑ and ϱ are di�erentiable at t . Hence,

Su(·,x)(φ) is di�erentiable at t ∈ A and for a zero sequence (hn)n∈N , s.t. |hn | ≤
t
2
, it holds

lim

n→∞

Su(t + hn ,x)(φ) − S(u(t ,x)(φ)

hn
=
∂Su(t ,x)(φ)

∂t

=
1

2ϑ (t)
3

2

√
2π

exp
©«−

1

2ϑ (t)

©«x −
∫
[0,t ]

σ (s)φ(s)ds
ª®®¬

2ª®®¬
×

©«
−ν (t) − 2σ (t)φ(t)

©«x −
∫
[0,t ]

σ (s)φ(s)ds
ª®®¬ −

ν (t)

(
x −

∫
[0,t ]

σ (s)φ(s)ds

)
2

ϑ (t)

ª®®®®®®¬
.
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Hence, for z ∈ C we obtain the following estimation����∂Su(t ,x)(zφ)∂t

����
≤

1

2ϑ (t)
3

2

√
2π

exp

©«
‖σ ‖2L2

T

ϑ (t)
|z |2 ‖φ‖2L2

T

ª®¬
×

©«|ν (t)| + |z |
2 ‖φ‖2∞ σ (t)

2 +
(
|x | + ‖σ ‖L2

T
|z | ‖φ‖L2

T

)
2

+
|ν (t)|

(
|x | + ‖σ ‖L2

T
|z | ‖φ‖L2

T

)
2

ϑ (t)

ª®®¬
≤

1

2ϑ (t)
3

2

√
2π

exp

©«
‖σ ‖2L2

T

ϑ (t)
|z |2 ‖φ‖2L2

T

ª®¬
×

©«|ν (t)| + exp(|z |2 ‖φ‖2∞)σ (t)
2 +C1 exp(‖σ ‖2L2

T
|z |2 ‖φ‖2L2

T
) + |ν (t)|

C1 exp

(
‖σ ‖2L2

T
|z |2 ‖φ‖2L2

T

)
ϑ (t)

ª®®¬
≤C3(t) exp

(
C2(t) |z |

2 ‖φ‖2p

) (
|ν (t)| + σ 2(t) + 1

)
where ‖·‖L2

T
denotes the L2((0,T ))-norm, ‖·‖∞ is the L∞(R)-norm, p ∈ N is chosen s.t. for all

φ ∈ S(R) it holds max

{
‖φ‖L2

T
, ‖φ‖∞

}
≤ ‖φ‖p := ‖Apφ‖L2(R) and

C1 = max{2 |x | , 2}

C2(t) =
1

ϑ (t)
‖σ ‖2L2

T
+ 1 + ‖σ ‖2L2

T

C3(t) =
max

{
C1, 1 +

C1

ϑ (t )

}
2ϑ (t)

3

2

√
2π

.

Observe thatC2 andC3 are decreasing. Applying the fundamental theorem of Lebesgue calculus

to Su(·,x)(zφ) yields����Su(t + hn ,x)(zφ) − S(u(t ,x)(zφ)hn

���� =
������� 1

hn

∫
[t,t+hn ]

∂Su(s,x)(zφ)

∂s
ds

�������
≤ C3

( t
2

)
exp

(
C2

( t
2

)
|z |2 ‖φ‖2p

)
1

|hn |

∫
[t,t+hn ]

|ν (s)| + σ 2(s) + 1ds

Via the fundamental theorem of Lebesgue calculus it holds for dt-a.e. t

C4(t) := sup

n∈N

1

|hn |

∫
[t,t+hn ]

|ν (s)| + σ 2(s) + 1ds < ∞. (5.16)

We denote the set of all t ∈ (0,T ] s.t. (5.16) holds true by B. We conclude that for t ∈ A ∩ B it
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holds

lim

n→∞

Su(t + hn ,x)(zφ) − S(u(t ,x)(zφ)

hn
exists,����Su(t + hn ,x)(zφ) − S(u(t ,x)(zφ)hn

���� ≤ C3

( t
2

)
C4(t) exp

(
C2

( t
2

)
|z |2 ‖φ‖2p

)
.

Now we apply Theorem 4.39 and obtain that u is di�erentiable w.r.t. t at (t ,x) ∈ A ∩ B × R. The

�rst part is �nished.

Part 2: It is left to show that for every �nite time T ∈ N we can �nd an s ∈ R s.t. u(t ,x) ∈ G−s
for all t ∈ [0,T ] and x ∈ R. We prove this via the statement in Remark 5.16. To this end let

P =
m∑
l=1

〈el , ·〉 el be a projection as in De�nition 5.10 and ε > 0. We de�ne for η1+ iη2 = η ∈ S
′
C
(R)

the complex vector z = (zl )l=1, ..,m ∈ C
m

by zl = zl,1 + izl,2, zl, j = 〈el ,ηj 〉 ∈ R, j = 1, 2, and the

real vector ρ = (ρl )l=1, ..,m ∈ R
m

via ρl = ρl (t) = 〈1[0,t ]σ , el 〉. Hence, we obtain

|Su(t ,x)(εPη)|2 =

������� 1√
2πϑ (t)

exp

©«−
1

2ϑ (t)

©«x − ε
∫
[0,t ]

σ (s)Pη(s)ds
ª®®¬

2ª®®¬
�������
2

=
1

2πϑ (t)
exp

©«− ε2

ϑ (t)

(
x

ε
−

m∑
l=1

zl,1ρl

)
2ª®¬ exp

©« ε2

ϑ (t)

(
m∑
l=1

zl,2ρl

)
2ª®¬

Now we calculate the integral of |S (u(t ,x)) (εP ·)|2 w.r.t. the measure ν = µ 1

2

⊗ µ 1

2

. We denote by

Im them ×m unit matrix. Using Proposition 5.8 we conclude∫
SC(R)

|S (u(t ,x)) (εPη)|2 dν (η)

=
1√

2πϑ (t)πm

∫
Rm

exp

(
−
ε2

ϑ (t)

(x
ε
− y
ᵀ
1
ρ
)

2

)
exp

(
− |y1 |

2
)
dy1

×
1√

2πϑ (t)πm

∫
Rm

exp

(
ε2

ϑ (t)
(y
ᵀ
2
ρ)2

)
exp

(
− |y2 |

2
)
dy2

=
1√

2πϑ (t)πm

∫
Rm

exp

(
−y
ᵀ
1

(
Im +

ε2

ϑ (t)
ρρᵀ

)
y1 + y

ᵀ
1

2εx

ϑ (t)
ρ −

x2

ϑ (t)

)
dy1

×
1√

2πϑ (t)πm

∫
Rm

exp

(
−y
ᵀ
2

(
Im −

ε2

ϑ (t)
ρρᵀ

)
y2

)
dy2. (5.17)

De�ne the matrices A± = Im ±
ε2

ϑ (t )ρρ
ᵀ

. From this point we see that a necessary condition for

sup

P ∈P

∫
SC(R)

|S (u(t ,x)) (εPη)|2 ν (dη) to be �nite for some ε > 0 is the positive de�niteness of A±.

From Sylvester’s determinant identity we obtain det(A±) = 1 ± ε2

ϑ (t ) |ρ |
2

. Furthermore, it holds

|ρ |2 ≤
∫
[0,t ]

σ 2(s)ds . To ensure the positive de�niteness of A± we choose ε > 0 s.t. 0 < ε2κ(t) < 1.
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In particular, for this choice of ε it holds

A−1

+ = Im −
1

1 +
ε2 |ρ |2

ϑ (t )

ε2

ϑ (t)
ρρᵀ .

Evaluating the Gaussian integrals in (5.17) yields∫
SC(R)

|S (u(t ,x)) (εPη)|2 dν (η) =
exp

(
− x 2

ϑ (t )

)
2πϑ (t)

√
det(A+A−)

exp

(
ε2x2

ϑ (t)2
ρᵀA−1

+ ρ

)

=

exp

(
− x 2

ϑ (t )

)
exp

(
x 2

ϑ (t )( ϑ (t )
ε2 |ρ |2

+1)

)
2πϑ (t)

√
1 −

(
ε2 |ρ |2

ϑ (t )

)
2

< ∞.

We conclude that for 0 < ε2κ(t) < 1 it holds

sup

P ∈P

∫
SC(R)

|S (u(t ,x)) (εPη)|2 ν (dη) ≤
exp

(
− x 2

2ϑ (t )

)
2πϑ (t)

√
1 − (ε2κ(t))2

< ∞.

Observe, the assumptions on the coe�cients ν and σ imply that (0,∞) 3 t 7→ κ(t) ∈ R is

continuous. Consequently, by assumption κ is bounded on �nite intervals (0,T ], T ∈ N. Hence,

for everyT ∈ Nwe can choose ε > 0 s.t. 0 < ε2κ(t) < 1 for all t ∈ (0,T ]. Eventually, we conclude

by (5.10) that for s ∈ R ful�lling 2

s
2 = ε it holds

u(t ,x) ∈ Gs , for all t ∈ (0,T ],x ∈ R.

In the case κ(t) < 1 we can choose ε > 1 and hence s > 0 which implies in particular u(t ,x) ∈
L2(µ), see Remark 5.16. �

Remark 5.18. (i) The calculation in the proof of Theorem 5.17 above shows that Donsker’s delta
δx (〈f , ·〉), x ∈ R, f ∈ L2(R), is an element of G−ε for all ε > 0.

(ii) By using for example the generating function of the Hermite polynomials, see (B.1), one �nds
the generalized chaos expansion of the element u(t ,x) given in (5.15), i.e.,

S(u(t ,x))(φ) =
1√

2πϑ (t)
exp

(
−

x2

2ϑ (t)

) ∞∑
n=0

1

n!

Hn,ϑ (t ) (x)
©«

∫
[0,t ]

σφ ds

ϑ (t)

ª®®®¬
n

=⇒ u(t ,x) =
1√

2πϑ (t)
exp

(
−

x2

2ϑ (t)

) ∞∑
n=0

1

n!ϑ (t)n
Hn,ϑ (t ) (x)

〈
(1[0,t ]σ )

⊗n , :·⊗n :

〉
. (5.18)

Hence, one could also determine s ∈ R s.t. the solution u(t ,x) belongs to Gs by considering
the single elements of the chaos expansion in detail. To obtain a sharp s ∈ R one needs lower
and upper estimates for the growth of Hermite polynomials. This seems to be more involved
than the elementary calculation of Gaussian integrals in the proof of Theorem 5.17.
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Finally we want to give some remarks concerning the solution (u(t ,x))t,x constructed in Theorem

5.17 and the Itô equation (5.11). In the theory of stochastic di�erential equations one is interested

in solutions which are adapted to the driving stochastic process of the equation under consider-

ation. Recall that in the White noise framework one is dealing merely with equivalence classes

of functions de�ned on the measure space (S ′(R),B, µ). But measurability, hence adaptedness,

of a class of functions is in general not well-de�ned. Therefore we explain in the following that

there is an adapted modi�cation of the process (u(t ,x))t ≥0 ⊆ G
′

w.r.t. the standard Brownian

motion in White noise analysis, see De�nition 5.21.

In the following let Φ =
∞∑
n=0

〈
Φ(n), :·⊗n :

〉
∈ G′. Recall that the S-transform of Φ is given by

SΦ(φ) =
∞∑
n=0

〈
φ⊗n ,Φ(n)

〉
(5.19)

and the dual pairing

〈
φ⊗n ,Φ(n)

〉
is given by the scalar product

(
φ⊗n ,Φ(n)

)
L2(Rn )

. Hence, the S-

transform of Φ admits a natural extension to elements f ∈ L2(R) which is also given by (5.19).

Of course, this extension is nothing else than the dual pairing of Φ with :exp(〈·, f 〉):, f ∈ L2(R).

The next lemma follows immediately from the polarization identity.

Lemma 5.19. Let Φ =
∞∑
n=0

〈
Φ(n), :·⊗n :

〉
∈ G′ and I ⊆ R be measurable. Then the following are

equivalent:

(i) supp(Φn) ⊆ In for all n ∈ N.

(ii) SΦ(φ) = SΦ(1Iφ) for all φ ∈ S(R).

Lemma5.20. Let F =
∞∑
n=0

〈
f (n), :·⊗n :

〉
∈ L2(µ) and I ⊆ R bemeasurable. Then there exists a version

F̃ of F which is measurable w.r.t. σ (〈ξ , ·〉 , ξ ∈ S(R), supp(ξ ) ⊆ I ) if and only if supp(f (n)) ⊆ In for
all n ∈ N.

Proof. It su�ces to prove the statement for F =
〈
f (n), :·⊗n :

〉
, n ∈ N. Necessity can be proven as

in [56, Proposition 4.5.]. To show su�ciency recall the construction of the element

〈
f (n), :·⊗n :

〉
∈

L2(µ). Namely,

〈
f (n), :·⊗n :

〉
is given as the L2(µ)-limit of functions given by

m∑
k=1

αkHn,σk (〈·, fk 〉),

where m ∈ N, αk ∈ C, fk ∈ S(R) and

m∑
k=1

αk f
⊗n
k −→ f (n) in

�L2(Rn). If supp(f (n)) ⊆ In , we

can choose fk s.t. supp(fk ) ⊆ I . Hence, F is the limit of functions which are measurable w.r.t.

σ (〈ξ , ·〉 , ξ ∈ S(R), supp(ξ ) ⊆ I ) which �nishes the proof. �

De�nition 5.21. Observe that via the Kolmogorov continuity theorem one can �nd a modi�cation
(Bt )t ≥0 of the family

(〈
1[0,t ], ·

〉)
t ≥0
⊆ L2(µ) s.t. (Bt )t ≥0 is a Brownianmotion. We denote the natural

�ltration of the Brownian motion (Bt )t ≥0 by (Ft )t ≥0
, i.e., Ft = σ (Bs | s ∈ [0, t]), t ≥ 0.

Lemma 5.22. Assume that F : S ′(R) −→ C is measurable w.r.t. Ft , t ∈ [0,∞). Then, there exists
G : S ′(R) −→ C which is measurable w.r.t. At := σ (〈ξ , ·〉 | ξ ∈ S(R), supp(ξ ) ⊆ [0, t]) and it holds
F = G µ-a.e. and vice versa.
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Proof. By using [20, Corollary 2.9] it su�ces to show that a version of Bs is measurable w.r.t. At
for s ∈ [0, t] and that a version of 〈ξ , ·〉 is measurable w.r.t. Ft for ξ ∈ S(R) with supp(ξ ) ⊆ [0, t].
Both statements follow by the same argument as in the proof of Lemma 5.20. �

Combining the previous lemmas we obtain the following corollary.

Corollary 5.23. Denote by (u(t ,x))t,x the solution of (5.13), (5.14) given in Theorem 5.17. Let
t ∈ [0,∞) and x ∈ R s.t. u(t ,x) ∈ L2(µ) then there exists a version of u(t ,x) which is measurable
w.r.t. Ft .

Several remarks are in order.

Remark 5.24. (i) Let f : R −→ G′ and u the element de�ned in (5.15). Assume that for all

(t ,x) ∈ (0,∞) × R the map

R 3 y 7→ f (y) �u(t ,x − y) ∈ G′

is weakly in L1(R)dx), i.e., for every F ∈ G it holds that R 3 y 7→ 〈F , f (y) �u(t ,x − y)〉 ∈ C
is in L1(R,B,dx). Then we can de�ne the Pettis-integral given as

uf (t ,x) :=

∫
R

f (y) �u(t ,x − y)dy ∈ G′, (5.20)

see also [57, Proposition 8.1] and [87, Proposition 2.6.]. Under additional assumptions on f
we obtain that uf satis�es the initial condition uf (0,x) = lim

t→0

uf (t ,x) = f (x) for all x ∈ R.

If we assume that the time and space derivatives
d
dt ,

d
dx and

d2

dx 2
commute with the Pettis-

integral (5.20) we obtain that uf : R≥0 ×R −→ G
′

satis�es (5.13) with the initial condition

uf (0,x) = f (x).

(ii) If we assume for the sake of simplicity that the initial data f in (i) is deterministic and

an element of S(R), then all steps in (i) are justi�ed. This can be seen by the estimates in

the �rst part of the proof of Theorem 5.17. Thus, we obtain that uf given by (5.20) is a

solution to (5.13) with initial condition uf (0,x) = f (x) for all x ∈ R. From Theorem 5.17

and Lemma 5.19 we can conclude that (uf (t ,x))t ∈[0,T ], x ∈ R, is a generalised stochastic

process and adapted in the sense of [15, De�nition 1]. In particular, ifuf (t ,x) ∈ L
2(µ), then

it holds by Lemma 5.20 and Lemma 5.22 that a version of uf (t ,x) is measurable w.r.t. Ft
for all x ∈ R. It is well-known that for such a process the Itô integral and the Hitsuda-

Skorokhod integral coincide, see e.g. [57, Theorem 8.7.]. Indeed, if for x ∈ R andT ∈ [0,∞)

the process

(
σ (s)

∂uf (s,x )
∂x

)
s ∈[0,T ]

is in L2([0,T ];L2(µ)), then it holds for t ∈ [0,T ]

t∫
0

σ (s)
∂uf (s,x)

∂x
�ws ds =

t∫
0

σ (s)
∂uf (s,x)

∂x
dBs µ-a.e.,

where the term on the right-hand side is the Itô integral of an (Fs )s ∈[0,T ]-adapted modi�-

cation of

(
σ (s)

∂uf (s,x )
∂x

)
s ∈[0,T ]

w.r.t. the Brownian motion (Bs )s ∈[0,T ], see e.g. [57, Theorem

8.7.], [15, Proposition 4].
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5.4 Application to a Stochastic Transport Equation

To conclude this section we proof that elements

〈
f (n), :·⊗n :

〉
have a representation as iterated

Itô integrals. Although this seems to be folklore wisdom in White Noise analysis, the standard

literature like [57, 79, 65] lacks a proof for that fact. In the context of Malliavin calculus a similar

statement for multiple Itô integrals is known, see e.g. [78, Section 1.1.2]. Fortunately, there is no

need to introduce multiple Itô integrals to proof the statement. Recall that by (Bt )t ≥0 we denote

the Brownian Motion from De�nition 5.21.

Theorem 5.25. Let n ∈ N and f (n) ∈ �L2(Rn). Then it holds〈
1
⊗n
[0,t ] f

(n), :·⊗n :

〉
= n!

t∫
0

t1∫
0

...

tn−1∫
0

f (n)(t1, ..., tn)dBtn ...dBt2
dBt1
, for all t ≥ 0. (5.21)

Remark 5.26. Before we prove Theorem 5.25 several remarks are in order:

1. The statement in Theorem 5.25 is only true for the particular Brownian Motion (Bt )t ≥0 stated
in De�nition 5.21.

2. The integral in (5.21) is well-de�ned. Indeed, due to the Itô isometry two di�erent version of
f (n) lead to the same µ-class. Furthermore, by performing the integrals on the right-hand
side of (5.21) successively we obtain after each step, by �xing the remaining variables of f (n),
an adapted and square integrable process. Hence, the Itô integral in the next iteration step is
well-de�ned.

Proof of Theorem 5.25. Throughout the entire proof we �x t ≥ 0. We prove the statement via

induction onn. Letn = 1. Due to the Itô isometry and the isometry in (4.12) it su�ces to show the

statement for f ∈ S(R). To show (5.21) it su�ces to prove that the corresponding S-transforms

coincide. To this end let φ ∈ S(R). Recall that the Itô integral is de�ned as a L2(µ)-limit of Itô

integrals of simple processes. Then it holds

S
©«

t∫
0

f (s)dBs
ª®¬ (φ) = lim

m−1∑
i=0

f (si )S
(
(Bsi+1

− Bsi )
)
(φ)

= lim

m−1∑
i=0

f (si )

si+1∫
si

φ(s)ds

=

t∫
0

f (s)φ(s)ds

= S
(〈

1[0,t ] f , :·
⊗1

:

〉)
(φ),

where the limit in the �rst line is taken in the L2(µ)-sense over all partitions of [0, t] s.t. the

maximum distance between two points of the partition tends to zero. Now let n > 1 and f (n) ∈�L2(Rn+1). Both sides of (5.21) are linear in f (n+1)
. Hence, via the Itô isometry it su�ces to show

the statement for f (n+1) = f ⊗(n+1)
for f ∈ S(R). We show again that both sides have the same

S-transform. By Induction hypothesis we know that the right-hand side of (5.21) ful�lls for all
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5 An improved Characterization of regular generalized Functions of White Noise

t ≥ 0

n!

t∫
0

t1∫
0

...

tn−1∫
0

f (n)(t1, ..., tn)dBtn ...dBt2
dBt1

= n

t∫
0

f (t1)Xt1
dBt1
, (5.22)

where Xt1
=

〈
(1[0,t1] f )

⊗n−1, :·⊗n−1
:

〉
. Hence, we obtain for φ ∈ S(R) as in the case n = 1

S
©«n!

t∫
0

t1∫
0

...

tn−1∫
0

f (n)(t1, ..., tn)dBtn ...dBt2
dBt1

ª®¬ (φ) = n lim

m−1∑
i=0

f (si )S
(
Xsi (Bsi+1

− Bsi )
)
(φ).

(5.23)

From Lemma 4.27 we obtain Xsi (Bsi+1
− Bsi ) =

〈
(1[0,si ] f )

⊗n−1⊗̂1[si ,si+1], :·
⊗n

:

〉
and therefore

S
(
Xsi (Bsi+1

− Bsi )
)
(φ) =

©«
si∫

0

f (r )φ(r )dr
ª®¬
n−1 si+1∫

si

φ(r )dr .

Due to the continuity of f and φ we obtain in (5.23)

n lim

m−1∑
i=0

f (si )S
(
Xsi (Bsi+1

− Bsi )
)
(φ) =

t∫
0

nf (t1)φ(t1)
©«

t1∫
0

f (r )φ(r )dr
ª®¬
n−1

dt1

=
©«

t∫
0

f (r )φ(r )dr
ª®¬
n

,

which equals S
(〈
(1[0,t ] f )

⊗n , :·⊗n :

〉)
(φ) and therefore �nishes the proof. �
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Chapter 6

The Representation of the
(Φ)4

3
-Schwinger functions as moments

of a positive Hida Distribution

In this chapter we deal with the so-called (Φ)4
3

model from axiomatic quantum �eld theory. The

symbol (Φ)4
3

refers to a polynomial self-interacting �eld of degree 4 in space-time dimension

d = 3. The importance of the (Φ)4
3

�eld is given by the following fact. So far, there is no other

non-trivial model of polynomial interaction successfully constructed in space-time dimension

d ≥ 3. The (Φ)4
3

model is given by the collection of the corresponding Schwinger functions

(Sn)n∈N0
. For every n ∈ N0, Sn is a distribution in S ′(R3n). Additionally, Sn , n ∈ N, is de�ned

as the limit of distributions S
t,д
n ∈ S ′(R3n) which are the moments of a positive measures µt,д

on (S ′(R3),B), where t and д are appropriate cuto� parameters. Indeed, the measures µt,д are

absolutely continuous w.r.t. the Euclidean free �eld measure µC on (S ′(R3),B), which is de�ned

through its characteristic function µ̂C given by

µ̂C (f ) :=

∫
S ′(Rd )

exp(i 〈f ,ω〉)µC (dω) = exp

(
−

1

2

(f ,C f )L2(Rd )

)
, (6.1)

where f ∈ S(Rd ) and C = (−∆ +m2)−1
for a positive number m. The density of µt,д w.r.t. µC is

given by

dµt,д

dµC
=

1

Zt,д
exp (−V (t ,д)) , (6.2)

where the cuto� interaction term V (t ,д) is bounded from below and satis�es V (t ,д) ∈ L2(µC )
and Zt,д normalizes the measure µt,д . At this point we also want to refer to the idea presented

in the Introduction at the beginning of this thesis. We give the precise de�nition of V (t ,д) in

Section 1 below. A milestone in axiomatic quantum �eld theory was achieved by showing that

the measures µt,д converge in the sense of moments as the cuto� parameters are removed. This

was established in a series of papers [34, 36, 72, 45]. We focus on the results given in [36].

There, the authors managed to prove that the moments S
t,д
n , n ∈ N, of the measures µt,д satisfy

a uniform bound (uniform w.r.t. the cuto� parameters) and converge pointwise as the cuto�s

are removed, see also Theorem 6.3 below. Furthermore, in [36] it is shown that the Schwinger

functions (Sn)n∈N0
are the moments of a measure on (S ′(R3),B) which we denote by ν4

3
. This

is our starting point. Since µC is a Gaussian measure we can use the results from Section 4.2

to obtain a nuclear triplet (N) ⊆ L2(µC ) ⊆ (N)
′
. We show in Section 1 that the measures µt,д

correspond to Hida distributions Φt,д ∈ (N)
′

for every cuto� parameter t and д in the sense of

Theorem 4.56. We use the results from [36] to show that the distribution Φt,д converge in the
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-Schwinger functions as moments of a positive Hida Distribution

space (N)′ to an element we denote byΦ4

3
as the cuto�s are removed. In particular, the Schwinger

functions (Sn)n∈N0
are the moments of the positive distribution Φ4

3
. This can be understood as

the main result in Section 1. In Section 2 we use the di�erential calculus of Hida distributions,

see Subsection 4.2.3, to obtain convergence of the logarithmic derivatives of the measures µt,д
in the distributional sense. Additionally, in Remark 6.17 we explain how this could be used as a

general strategy to obtain �eld equations as in [35].

Before we start, we mention the concept of stochastic quantization of the measure ν4

3
, which is

also part of our motivation in the study of the (Φ)4
3

model. The idea of the stochastic quantization

of a measure ν consists basically of the construction of a Markov process (Xt )t ≥0 which attains

ν as its invariant measure. Then one can study the measure ν via the stochastic process (Xt )t ≥0,

see [82, 60]. One approach of constructing such a stochastic process is given by Dirichlet form

methods. See e.g. the monographs [70] and [39] and the references therein for an introduction to

Dirichlet forms. See also [5, 6] for in introduction to Dirichlet forms in White Noise analysis. The

Dirichlet form approach for a stochastic quantization of ν4

3
can be brie�y described as follows.

We consider on the Hilbert space L2(S ′(R3),ν4

3
) the densely de�ned quadratic form (E, (N)) given

by

E(F ,G) =

∫
S ′(R3)

(∇F ,∇G)H−1(R3)dν
4

3
, F ,G ∈ (N), (6.3)

where ∇ denotes the gradient along H−1(R3). Here H−1(R3) is the Sobolev space of order −1,

i.e., the completion of L2(R3) w.r.t. the norm | |C
1

2 · | |L2(R3). Here we face the �rst di�culty. We

do not know if ν4

3
has full topological support. Thus, the gradient ∇ might be ill-de�ned as an

linear operator on L2(S ′(R3),ν4

3
) with domain (N). Apart from this fact, it is unknown whether

the form (E, (N)) is closable, see [70, De�nition I.3.1]. The result in [9] indicates that there is no

integration by parts formula available for the measure ν4

3
. One way to show well-de�nedness and

closability of the form (E, (N)) is to decomposes E along an orthonormal basis (hk )k ∈N ⊆ S(R3)

of the Hilbert space H−1(R3), i.e.,

E(F ,G) =
∞∑
k=1

Ehk (F ,G),

Ehk (F ,G) =

∫
S ′(R3)

(∇F ,hk )H−1(R3)(hk ,∇G)H−1(R3)dν
4

3
, F ,G ∈ (N),k ∈ N. (6.4)

A su�cient condition for the well-de�nedness and the closability of (E, (N)) is given by the

well-de�nedness and the closability of the single summands

(
Ehk , (N)

)
, k ∈ N. A necessary

and su�cient condition for the latter is given in terms of a disintegration of the measure ν4

3
, see

[4] as well as the discussion at the end of Section 6.2. If one can show that the form (E, (N))

is closable on L2(S ′(R3),ν4

3
) we obtain a quasi-regular Dirichlet form, see [70, De�nition IV.3.1.,

Section IV.4.]. Then, the result in [70, Theorem IV.3.5.] implies the existence of the a Markov

process in the sense of De�nition 2.27.
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6.1 Construction of the (Φ)4
3
-Field and its Representation as a pos-

itive Hida Distribution

In the beginning of this section we brie�y explain the construction of the Schwinger functions

(Sn)n∈N of the (Φ)4
3
-�eld given in [36]. Eventually we show that for n ∈ N the n-th Schwinger

function Sn is given as the n-th moment of a positive Hida distribution Φ4

3
∈ (N)′.

To apply the concepts from Chapter 4.2 let us �x the functional analytic framework we work in.

We de�ne the nuclear space N as the space of Schwartz functions over R3
, i.e., N = S(R3). On

S(R3) we consider the family of seminorm ‖·‖p = ‖H
p ·‖L2(R3), where H is given in Example 4.4.

The completion of S(R3) w.r.t. ‖·‖p we denote as usual by Hp . As our central Hilbert space we

chooseH = H−1(R3) the Sobolev space of order −1. Namely, H−1(R3) is given as the completion

of L2(R3)w.r.t. the norm | |C
1

2 · | |L2(R3) and the operatorC
1

2 is de�ned through the Fourier transform

F via

F (C
1

2 f )(·) =
1

(|·|2 +m2)
1

2

F f (·), f ∈ L2(R3),

where m is a �xed positive number. Hence, we have the chain of continuous and dense embed-

dings given by

S(R3) ⊆ H−1(R3) ⊆ S ′(R3). (6.5)

In particular, for f ,д ∈ S(R3) the dual pairing between f and д is given by 〈f ,д〉 = (C f ,д)L2(R3).

From the Bochner-Minlos theorem we obtain the Euclidean free �eld measure µC of mass m on

S ′(R3) given by ∫
S ′(Rd )

exp(i 〈f ,ω〉)µC (dω) = exp

(
−

1

2

(f ,C f )L2(Rd )

)
, f ∈ S(Rd ). (6.6)

Recall that an element F ∈ L2(µC ) admits a chaos decomposition F =
∞∑
n=0

〈
f (n), :·⊗n :

〉
where the

Wick power : ·⊗n :=: ·⊗n :b is de�ned w.r.t. the bilinear form b(·, ·) = (C ·, ·)L2(R3), see Equation

(4.11). If not mentioned otherwise, we only work with the Wick powers w.r.t. b, hence, for the

sake of simplicity we omit the index b throughout this chapter. From Subsection 4.2.3 we obtain

the spaces (N) and (N)′ together with the embeddings

(N) ⊆ L2(µC ) ⊆ (N)
′.

Note that the spaces (N) and (N)′ depend on the bilinear form b, too. We start with a technical

lemma.

Lemma 6.1. Let f ∈ S(R3), n ∈ N and д ∈ L1(R3) be given s.t. д vanishes dx−a.e. outside a
compact set. De�ne for x ∈ R3 the function τx f (y) := f (y − x), y ∈ Rd and the map

G : R3 −→ S(R3)⊗̂n ,x 7→ д(x) (τx f )
⊗n .

It holds that G is Bochner-integrable and
∫
Rd

G(x)dx ∈ S(Rd )⊗̂n , i.e., for every p ∈ N the map G is

Bochner-integrable on (R,B(R),dx) with values inH ⊗̂np .
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Proof. It su�ces to show that the map G is continuous. Indeed, if G is continuous, it is also

continuous as a function with range inH ⊗̂np . Hence, by Pettis measurability theorem, see [85],G
is measurable and further by the continuity and the compact support of д we obtain integrability.

For this purpose one can show that the map R3 3 x 7→ τx f ∈ S(R3) is continuous, but this is

well-known, see e.g. [91, Exercise V.16]. �

In the following we �x a non-negative д ∈ C∞c (R
3) and t > 0. We further de�ne ft ∈ S(R

3) by

ft : R3 −→ R,y 7→
e−

1

2
m2t

√
2πt

3
exp

(
−
|y |2

2t

)
. (6.7)

The function ft is a smeared version of the Dirac delta in 0 and corresponds to a smooth cut-o� in

momentum space, see (6.9) For x ∈ R3
we de�ne a Gaussian random variable on (S ′(R3),B, µC )

by

Φ(x , t) : S ′(R3) −→ R,ω 7→ 〈ω,τx ft 〉 (6.8)

and obtain by the de�nition of µC it holds for x ,y ∈ R3

EC [Φ(x , t)Φ(y, t)] =

∫
S ′(R3)

Φ(x , t)Φ(y, t)dµC

=
1

(2π )3

∫
R3

exp (−ipᵀ(x − y))
exp

(
−t(|p |2 +m2)

)
|p |2 +m2

dp (6.9)

Due to Lemma 6.1 we obtain that the map

Gt : Rd −→ S(Rd )⊗̂n ,x 7→ д(x) (τx ft )
⊗n

is Bochner integrable inHp for every p ∈ N and, hence, we can de�ne for λ > 0 the interaction

term as

V (t ,д) = Vi (t ,д) +Vc (t ,д),

where

Vi (t ,д) : S ′(R3) −→ R,

ω 7→λ

∫
R3

д(x) : Φ(x , t)4(ω) : dx := λ

〈 ∫
R3

д(x)(τx ft )
⊗4 dx , : ω⊗4

:C

〉
,

Vc (t ,д) : S ′(R3) −→ R,

ω 7→
λ2δm2

t

2

∫
R3

д2(x) : Φ(x , t)2(ω) : dx :=
λ2δm2

t

2

〈 ∫
R3

д(x)(τx ft )
⊗2 dx , : ω⊗2

:C

〉
,

and δm2

t :=4
2
6

∫
R3

EC [Φ(0, t)Φ(y, t)]
3 dy ∈ R.

Observe that EC [Φ(0, t)Φ(y, t)] is the Fourier transform of a rotation invariant function and,

therefore, δm2

t is real valued. Due to Lemma 6.1 the function V (t ,д) is continuous w.r.t. the

142



6.1 Construction of the (Φ)4
3
-Field and its Representation as a positive Hida Distribution

weak topology on S ′(R3) and, hence, measurable. By using the de�nition of the Wick order-

ing : ·⊗n :, n ∈ N, or equivalently the de�nition of the Hermite polynomials and the fact that

(τx ft ,Cτx ft )L2(R3) is independent of x ∈ R3
, we obtain for ω ∈ S ′(R3)

Vi (t ,д)(ω) = λ

∫
R3

д(x)
(
〈τx ft ,ω〉

4 − 6(τx ft ,Cτx ft )L2(R3) 〈τx ft ,ω〉
2 + 3(τx ft ,Cτx ft )

2

L2(R3)

)
dx

= λ

∫
R3

д(x)
(
〈τx ft ,ω〉

2 − 3(ft ,C ft )L2(R3)

)
2

− 6(ft ,C ft )
2

L2(R3)
dx

≥ −6λ(ft ,C ft )
2

L2(R3)

∫
R3

д(x)dx , (6.10)

Similarly, we obtain for Vc (t ,д)

Vc (t ,д)(ω) ≥ −
λ2δm2

t

2

(ft ,C ft )L2(R3)

∫
R3

д(x)dx . (6.11)

In particular, the interaction term V (t ,д) : S ′(R3) −→ R is bounded from below and it holds

V (t ,д) ∈ (N). Observe that the lower bounds in (6.10) and (6.11) tend to minus in�nite as t tends

to zero, see also Section B.2. The term Vi incorporates the actual interaction one has in mind,

i.e., a polynomial self-interaction of order 4, see also the explanation in the Introduction 0. The

term Vc represents a so-called counter terms or renormalization term which is needed to obtain

a well-de�ned limit.

Since µC is a probability measure, we obtain that exp (−V (t ,д)) is integrable and we can de�ne

the following normalization constant

Zt,д :=

∫
S ′(R3)

exp (−V (t ,д)) dµC .

Furthermore, we can de�ne a probability measure µt,д , which is absolutely continuous w.r.t. µC ,

by

dµt,д

dµC
=

1

Zt,д
exp (−V (t ,д)) .

The density of µt,д w.r.t. µC we also denote by Φt,д ∈ L2(µC ). In particular, µt,д is a Hida

measure, see De�nition 4.57. The corresponding distribution is of course just the element Φt,д ,

i.e., 〈〈F ,Φt,д〉〉 = (F ,Φt,д)L2(µC ).

Remark 6.2. (i) In the original proof for the convergence of the measures µt,д one has to in-
troduces additional counterterms in the function Vc (t ,д). These terms also diverge as t tends
to zero but are constant w.r.t. the variable ω ∈ S ′(R3) and, therefore, we collect them in the
normalization constant Zt,д .

(ii) A detailed explanation how these counter terms arise from formal perturbation theory can be
found in [12, Section 1.13].
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For n ∈ N we de�ne the n-th moment of µt,д as the n-linear functional given by

S
t,д
n : S(R3)n −→ R, (f1, ..., fn) 7→

∫
S ′(R3)

n∏
i=1

〈fi , ·〉 dµt,д = 〈〈
n∏
i=1

〈fi , ·〉 ,Φt,д〉〉. (6.12)

We infer that S
t,д
n is well-de�ned, i.e., the integral in (6.12) is �nite, since the density of µt,д w.r.t.

µC is bounded and µC , being a Gaussian measure, has moments of any order. Observe that the

density
1

Zt,д
exp (−V (t ,д)) and the measure µC are even, i.e., it holds for all ω ∈ S ′(R3)

exp (−V (t ,д)) (Rω) = exp (−V (t ,д)) (ω),

µC ◦ R
−1 = µC ,

whereRω = −ω forω ∈ S ′(R3). Hence, we immediately obtain that the odd moments are identical

to zero

S
t,д
2n−1
= 0, for all n ∈ N.

The moments (S
t,д
n )n∈N are called the Schwinger functions of the corresponding cuto� measures

µt,д . Note that all objects V (t ,д), µt,д , Φt,д , S
t,д
n , n ∈ N depend additionally on the parameter λ.

We only suppress this parameter to keep the notation manageable. Now we are ready to state

the main result from [36].

Theorem 6.3. Assume that λ is su�ciently small and the massm is su�ciently large. Then there
exists a uniform constant p ∈ N s.t. for all n ∈ N and fi ∈ S(R

3), i ∈ {1, ..., 2n}, it holds���St,д
2n (f1, ..., f2n)

��� ≤ K(2n!)
1

2

∏
‖ fi ‖p . (6.13)

Furthermore, the double limit

S2n(f1, ..., f2n) := lim

д→1

lim

t→0

S
t,д
2n (f1, ..., f2n) (6.14)

exists and also satis�es the bound from (6.13). Furthermore, (Sn)n∈N satisfy all axioms of Osterwalder-
Schrader (E0) − (E4), see also Chapter 7, where S2n−1 = 0 for all n ∈ N.

Proof. See [36], in particular, Lemma 1.3 and 1.4, as well as the remark following Lemma 4.5 in

the last mentioned reference. �

Remark 6.4. The limit lim

д→1

in (6.14) means that lim

t→0

S
t,д
2n (f1, ..., f2n) converges as the distance be-

tween the support of 1 − д and 0 ∈ R3 tends to in�nity. Note again that (Sn)n∈N also depends on
λ.

For the rest of this chapter we �x the parameters λ and m s.t. the statement of Theorem 6.3 is

valid. As a direct consequence of the Kernel Theorem 4.9 we obtain:

Corollary 6.5. For every n ∈ N there existsΘ(2n), ∈ S ′(R3)⊗̂2n s.t. for all fi ∈ S(R3), i ∈ {1, ..., 2n},
it holds 〈

⊗̂
2n
i=1

fi ,Θ
(2n)

〉
= S2n(f1, ..., f2n).
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Furthermore, for s > 1

2
it holds Θ(2n)

−(p+s)
≤ (2n!)

1

2 ‖H−s ‖2nH .S . (6.15)

In the following we �x the two families of distributions (Θ(2n))n∈N, (Θ
(2n)
t,д )n∈N given in the pre-

vious corollary. Occasionally, we also write (Θ(n))n∈N, (Θ
(n)
t,д)n∈N, where Θ(n) = Θ(n)t,д = 0 if n is

odd. The next theorem is taken from [5, Theorem 3.1.]. However, we give a proof which uses

the characterization theorem given in 4.37, in contrast to the last mentioned reference. Obvious

modi�cations of the proof given below show the result for general space-time dimension d ∈ N.

Theorem 6.6. Let Ξ(n) ∈ S ′(R3)⊗̂n , n ∈ N, and assume there exist q ∈ N0 and K ∈ (0,∞) s.t. for
all n ∈ N it holds

Ξ(n) ∈H ⊗̂n−q , (6.16)Ξ(n)
−q
≤(n!)

1

2Kn . (6.17)

Then there exists Ψ ∈ (S)′ s.t. for all n ∈ N, fi ∈ S(R3), i ∈ {1, ...,n}, it holds

〈〈

n∏
i=1

〈·, fi 〉 ,Ψ〉〉 =
〈
⊗̂
n
i=1

fi ,Ξ
(n)

〉
. (6.18)

Furthermore, it holds for s > 1

2
that

‖Ψ‖−(q+s) ≤
√

2

(
1 − 2e2K ‖H−s ‖2H .S .

)− 1

2

. (6.19)

Proof. Consider the following map

U : S(R3) −→ C, f 7→
∞∑
n=0

in

n!

〈
f ⊗n ,Ξ(n)

〉
. (6.20)

We show thatU is a U-functional. Observe that, due to (6.17), we obtain for f ∈ S(R3) and z ∈ C

∞∑
n=0

1

n!

���〈(z f )⊗n ,Ξ(n)〉��� ≤ ∞∑
n=0

(|z |K)n
√
n!

‖ f ‖np ≤
√

2 exp

(
4K2 |z |2 ‖ f ‖2p

)
. (6.21)

Namely, the series in (6.20) is absolutely convergent, hence,U is well-de�ned. Next, we show the

property (U1) from De�nition 4.36. Now let λ ∈ R and f ,д ∈ S(R3). By using a similar estimate

as in (6.21) we see that we can reorder the following series and obtain

U (f + д) =
∞∑
n=0

in

n!

〈
(f + д)⊗n ,Ξ(n)

〉
=

∞∑
n=0

in

n!

n∑
k=0

(
n

k

)
λk

〈
f ⊗(n−k )⊗̂д⊗k ,Ξ(n)

〉
=

∞∑
k=0

ak
k!

λk ,
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where ak =
∞∑
n=0

in
n!

〈
f ⊗n ⊗̂д⊗k ,Ξ(n+k )

〉
. Hence, R 3 λ 7→ U (f + д) ∈ C coincides with an every-

where convergent power series and can, therefore, be extended to an entire function on C. We

conclude that U is a U -functional. By Theorem 4.37 we obtain an unique element Ψ ∈ (N)′ s.t.

TΨ = U and Ψ satis�es (6.19). It is left to show that (6.18) holds true. Due to the polarization

identity it su�ces to show

m∑
n=0

in 〈·, f 〉n

n!

m→∞
−−−−−→ exp (i 〈f , ·〉) in (N) for all f ∈ S(R3). (6.22)

The convergence in (6.22) follows immediately by using the system of norms
������� · ������q , q ∈ N,

de�ned in (4.2.3) and Lemma 4.47. �

From Corollary 6.5 and Theorem 6.6 we obtain the following Corollary.

Corollary 6.7. There exists Φ4

3
∈ (N)′, which is in correspondence with the family

(
Θ(n)

)
n∈N , i.e.,

for all n ∈ N and fi ∈ S(R
3), i ∈ {1, ..., 2} it holds

〈〈

n∏
i=1

〈·, fi 〉 ,Φ
4

3
〉〉 =

〈
⊗̂
n
i=1

fi ,Θ
(n)

〉
,

Furthermore, it holds

Φ4

3
= lim

д→1

lim

t→0

Φt,д in (N)′. (6.23)

In particular, Φ4

3
∈ (N)′+.

Proof. Only the statement in (6.23) needs clari�cation. Due to linearity we obtain from (6.14) that

for every polynomial P ∈ P we obtain

〈〈P ,Φ4

3
〉〉 = lim

д→1

lim

t→0

〈〈P ,Φt,д〉〉.

Since the polynomials are dense in (N) it su�ces to show that the distributions

(
Φt,д

)
t>0,д are

uniformly bounded in (H−q) for some q ∈ N. To this end we can proceed as we did to construct

the distribution Φ4

3
. Indeed, due to Corollary 6.5 we obtain for every cuto� parameters t and д

and every n ∈ N distributions Θ(n)t,д, ∈ S
′(R3)⊗̂n s.t. for all fi ∈ S(R

3), i ∈ {1, ...,n}, it holds〈
⊗̂
n
i=1

fi ,Θ
(n)
t,д

〉
= S

t,д
n (f1, ..., fn).

Since

(
Θ(n)t,д

)
n∈N0

satis�es the assumptions (6.16) and (6.17) of Theorem 6.6 uniformly in t and д

we obtain uniform norm bounds of the distributions Φt,д , which �nishes the proof.

�

In the following we denote the probability measure on (S ′(R3),B) corresponding to Φ4

3
by ν4

3
.

Recall that the Schwinger functions S2n still depend on λ and m which we suppress to keep the

notation simple. Therefore, the measure ν4

3
and the distribution Φ4

3
also depend on λ andm.

Remark 6.8. Of course one could construct the generalized chaos expansion of Φ4

3
and Φt,д via the
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families (Θ(n))n∈N ,
(
Θ(n)t,д

)
n∈N

. This could be done for example via the relation (4.30). Actually, this

re�ects the logic for proof of Theorem 6.6 given in [5, Theorem 3.1.]. Since the elements Θ(n) and
Θ(n)t,д , n ∈ N, are merely implicitly known, an explicit representation of the chaos decomposition of
Φ4

3
and Φt,д are di�cult to achieve.

Corollary 6.9. The measures µt,д converge weakly to ν4

3
.

Proof. We know that the corresponding distributions converge in (N)′. The characteristic func-

tions, which are theT -transforms of the corresponding distributions converge. The claim follows

by the generalization of Lévys continuity theorem for nuclear spaces, see e.g. [74]. �

Remark 6.10. (i) By de�nition the approximations µt,д of ν4

3
are absolutely continuous w.r.t.

µC . For the measure ν4

3
this is not the case. One has that ν4

3
and µC are singular w.r.t. each

other, see [36, Theorem 4] and [38, Theorem 4.3.]. In Section 7.3 we present the general idea
of [38, Theorem 4.3.] in detail to show singularity of a large class of measures on S ′(Rd ),
see Corollary 7.27 and Corollary 7.28. The singularity of ν4

3
and µC can be understood as an

Euclidean version of Haag’s theorem, see e.g. [102] as well as [62]. For the P(Φ)2-models a
corresponding result was proven by Schrader in [94, 95]. We want to point out that the method
presented in Section 7.3 applies for a large class of probability measures including themeasures
from the P(Φ)2-models.

(ii) Recall that the central Hilbert space in the chain (6.5) was the negative Sobolev spaceH−1(R3)

which leads to the measure µC and also determines the Wick-ordering we consider. In the
mathematical community and in particular in White noise analysis it is common to work
with the central Hilbert space L2(R3) and the White noise measure µ de�ned by∫

S ′(R3)

exp(i 〈f ,ω〉)µ(dω) = exp

(
−

1

2

(f , f )L2(R3)

)
, f ∈ S(R3), (6.24)

instead of the measure µC . One could equivalently start with this choice and obtain similar
results. Another way to formulate the result above in the White noise setting is the following.
Observe that the operator C

1

2 de�ned on L2(R3) is self-adjoint and maps S(R3) continuously
into itself, see e.g. [8, Example 2.2]. We also denote byC

1

2 the adjoint de�ned on S ′(R3). From
their respective characteristic functions one obtains

µ ◦ (C
1

2 )−1 = µC .

At this point one should observe that the two measures µC and µ are mutually singular, see
Corollary 7.27. To distinguish between the two measures, we denote in the following by (N)µ
and (N)µC the nuclear subspaces of L2(µ) and L2(µC ), respectively. Recall that the elements of
(N)µ and (N)µC have a unique continuous representative, see Theorem 4.46. Hence, we can
de�ne the following map

Γ̃
(
C−

1

2

)
: (N)µ −→ (N)µC , F 7→ F ◦C−

1

2 , (6.25)

where we identi�ed F ∈ (N)µC with its continuous version and C−
1

2 is the inverse operator

of C
1

2 on S(R3). Using the system of norms
(������� · ������q )q∈N de�ned in (4.2.3) and the continuity
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of C
1

2 one obtains that the map in (6.25) is well-de�ned and continuous. In particular, the

adjoint of Γ̃
(
C−

1

2

)
satis�es Γ̃

(
C−

1

2

)∗
∈ L((N)′µC , (N)

′
µ ) and preserves positiveness of Hida

distributions, i.e., if Ψ ∈ (N)′µC ,+ then it holds Γ̃
(
C−

1

2

)∗
Ψ ∈ (N)′µ,+. thus, for all n ∈ N and

all f1, ..., fn ∈ S(R3) it holds

Sn(f1, ..., fn) = 〈〈
n∏
i=1

〈
C

1

2 fi , ·
〉
, Γ̃

(
C−

1

2

)∗
Φ4

3
〉〉,

where the dual pairing on the right-hand side is the dual pairing between (N)µ and (N)′µ .
Hence, we can also represent the Schwinger functions of the (Φ)4

3
theory as the moments of a

positive Hida distribution in the White Noise setting.

6.2 Remarks on the Logarithmic Derivative of ν4

3

In the previous section we established that the Schwinger functions of the (Φ)4
3
-theory are given

as the moments of a positive Hida distribution Φ4

3
with associated measure ν4

3
on (S ′(R3),B). In

this section we aim to give some remarks on the logarithmic derivative of the measure ν4

3
. We

neither prove nor disprove that the logarithmic derivative of ν4

3
exists as an integrable function

on S ′(R3). Let us �rst remark some immediate consequences of the fact Φ4

3
∈ (N)′ and the theory

of di�erential operators on (N)′, see Subsection 4.2.3. For this purpose, let F ∈ (N) and h ∈ N .

In the following, we denote the continuous version of F also by F̃ . Recall the linear operators ∂∗h
and ∂̃h de�ned on (N)′. Then, it holds∫

S ′(R3)

∂h F̃ dν
4

3
= 〈〈∂hF ,Φ

4

3
〉〉

= 〈〈F , ∂∗hΦ
4

3
〉〉

= −〈〈F , ∂̃hΦ
4

3
〉〉 + 〈〈〈h, ·〉 F ,Φ4

3
〉〉.

Note that the operator ∂̃h is continuous on (N)′ and, therefore, we obtain ∂̃hΦ
4

3
= lim

t,д
∂̃hΦt,д

where lim

t,д
:= lim

д→1

lim

t→0

. Hence, we obtain∫
S ′(R3)

∂h F̃ dν
4

3
= − lim

t,д
〈〈F , ∂̃hΦt,д〉〉 + 〈〈〈h, ·〉 F ,Φ

4

3
〉〉. (6.26)

The operator ∂̃h is an extension of the Gateaux derivative de�ned on (N). We know that Φt,д =
1

Zt,д
exp(−V (t ,д)), V (t ,д) ∈ (N), is a function de�ned on S ′(R3). It is necessary to address that

the elements Φt,д are not elements of (N), see Lemma 6.18 below. However, we still expect

that ∂̃hΦt,д and the classical Gateaux derivative ∂hΦt,д of Φt,д coincide, since ∂hΦt,д ∈ L2(µC ).
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3

Indeed, the Gateaux derivative ∂hΦt,д is given by

∂hΦt,д = −
1

Zt,д
∂hV (t ,д) exp(−V (t ,д)),

∂hV (t ,д) =4λ

〈 ∫
R3

д(x)(h,τx ft )H−1(R3)(τx ft )
⊗3 dx , : ·⊗3

:

〉
+ λ2δm2

t

〈 ∫
R3

д2(x)(h,τx ft )H−1(R3)τx ft dx , ·

〉
.

To show that ∂̃hΦt,д and ∂hΦt,д coincide we show that the chaos decomposition of ∂hΦt,д coin-

cides with the chaos decomposition of ∂̃hΦt,д , see (4.37).

In that case, it holds in (6.26)∫
S ′(R3)

∂h F̃ dν
4

3
= lim

t,д

∫
S ′(R3)

F (∂hV (t ,д) + 〈h, ·〉)Φt,д dµC , for all F ∈ (N). (6.27)

To derive the chaos decomposition of ∂hΦt,д we use a well-known result from the Malliavin

calculus. First, we de�ne the Gateaux derivative on a di�erent domain FC∞p , the smooth cylinder

functions on S ′(R3) with polynomially bounded derivatives. Denote by C∞b (R
m) (C∞p (R

m)) the

space of all complex valued smooth functions f de�ned on Rm s.t. f and all its partial derivatives

are bounded (by some polynomial). Now, de�ne

FC∞p :=
{
F = f (〈ξ1, ·〉 , ..., 〈ξm , ·〉) | m ∈ N, f ∈ C

∞
p (R

m), ξ j ∈ S(R
3), j = 1, ...,m

}
. (6.28)

It holds that F ∈ FC∞p is Gateaux di�erentiable in the direction of h ∈ S(R3) and the derivative

is given by

∂hF =
m∑
j=1

∂x j f (〈ξ1, ·〉 , ..., 〈ξm , ·〉)(h, ξ j )H−1(R3),

where F is given as in (6.28). Observe that ∂h leaves FC∞p invariant. Furthermore, the set FC∞p
determines a dense subspace of L2(µC ), see e.g. [71, Section II.3.a)]. In addition, for elements

F ,G ∈ FC∞p it holds ∫
N′

∂hFG dµC = −

∫
N′

F∂hG dµC +

∫
N′

FG 〈h, ·〉 dµC .

This follows of course from the integration by parts formula of Gaussian laws on Rm , m ∈ N.

Hence, we obtain that an arbitrary power ∂kh , k ∈ N, of ∂h is closable on L2(µC ) since the adjoint

operator is densely de�ned, see e.g. [91, Theorem VIII.1(b)]. We denote the closure of

(
∂kh ,FC

∞
p

)
,

k ∈ N, by

(
∂kh ,D(∂

k
h )

)
.
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Theorem 6.11. Let h ∈ N and k ∈ N. Then, the operator
(
∂kh ,D(∂

k
h )

)
on L2(µC ) is given by

D(∂kh ) =

{
F =

∞∑
n=0

〈
f (n), : ·⊗n :

〉
∈ L2(µC ) |

∞∑
n=k

n!

n!

(n − k)!

〈h⊗k , f (n)〉2

H−1(R3)
⊗n
< ∞

}
,

∂kh F =
∞∑
n=k

n!

(n − k)!

〈〈
h⊗k , f (n)

〉
, : ·⊗(n−k ) :

〉
, F ∈ D(∂kh ).

where
〈
h⊗k , f (n)

〉
:= h⊗k ⊗k f (n) is the tensor contraction de�ned in (4.15).

Proof. It su�ces to show the claim for k = 1. The general case follows by inductive application

of the statement for k = 1. The case k = 1 can be proven by using the exact same arguments as

in [78, Proposition 1.2.1]. �

Corollary 6.12. Let h ∈ N and k ∈ N. For F ∈ D(∂kh ) it holds ∂
k
h F = ∂̃

k
h F .

Remark 6.13. A similar statement for k = 1 is well-known in the context of Dirichlet forms in
White Noise analysis, see [6].

In the following we show that Φt,д ∈ D(∂kh ) for all h ∈ N and k ∈ N. To this end we need a

proposition.

Proposition 6.14. For every n,k ∈ N there exists a function дn,k : [0,∞) −→ R, which is contin-
uous, non-decreasing and satis�es дn,k (0) = 0 s.t. for all f (n) ∈ H−1(R3)⊗̂n it holds∫

S ′(R3)

���〈 f (n), : ·⊗n :

〉���2k dµC ≤ дn,k

(f (n)2

H−1(R3)⊗̂n

)
.

Proof. We prove the statement via induction on k ∈ N. Let n ∈ N be arbitrary and f (n) be given

as above. For k = 1 the statement is nothing but the well-known Itô isometry, see (4.12). Now, let

k > 1 and assume the statement is correct for all k̃ ∈ {1, ...,k − 1}. Then we obtain from Lemma
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4.27 and the induction hypothesis that∫
S ′(R3)

���〈 f (n), : ·⊗n :

〉���2k dµC =

∫
S ′(R3)

����〈 f (n), : ·⊗n :

〉
2

����2k−1

dµC

=

∫
S ′(R3)

����� n∑
l=0

l !

(
n

l

)
2 〈

f (n)⊗̂l f
(n), : ·⊗2n−2l

:

〉�����2
k−1

dµC

≤ Cn,k

n∑
l=0

∫
S ′(R3)

���〈 f (n)⊗̂l f (n), : ·⊗2n−2l
:

〉���2k−1

dµc

≤ Cn,k

n∑
l=0

д2n−2l,k−1

(f (n)⊗̂l f (n)2

H−1(R3)⊗̂n

)
≤ Cn,k

n∑
l=0

д2n−2l,k−1

(f (n)4

H−1(R3)⊗̂n

)
,

where Cn,k is a suitably chosen constant depending only on n and k . Hence, if the choice of the

function дn,k := Cn,k
n∑
l=0

д2n−2l,k−1

(
·2
)

completes the proof. �

Remark 6.15. (i) The statement and the proof of Proposition 6.14 are also valid for a general
Gaussian measure on the dual N ′ of a nuclear space.

(ii) The result in Proposition 6.14 far from being optimal. Nevertheless, its proof is elementary and
self-contained. Moreover, the result su�ces to prove the next lemma. For more sophisticated
results in this direction like hypercontractive bounds see e.g. [99, Section I.5.] and [77].

Lemma 6.16. For every h ∈ N and k ∈ N it holds Φt,д ∈ D(∂
k
h ). In particular, it holds ∂khΦt,д =

∂̃khΦt,д .

Proof. Recall that Φt,д =
1

Zt,д
exp(−V (t ,д)) and V (t ,д) ∈ (N), where Φt,д is in�nitely often

Gateaux di�erentiable. Furthermore, the derivatives are elements of L2(µC ), which follows by

Theorem 4.49 and Theorem 4.51. To show the claim we approximate the Bochner integrals

involved in the de�nition of V (t ,д) by Riemann sums. Observe that this is possible since the

integrands are continuous, i.e.,

V (t ,д) = λ

〈 ∫
R3

д(x)(τx ft )
⊗4 dx , : ·⊗4

:

〉
+
λ2δm2

t

2

〈 ∫
R3

д2(x)(τx ft )
⊗2 dx , : ·⊗2

:

〉
= lim

ε→0

λε3

∑
x ∈εZ3

〈
д(x)(τx ft )

⊗4, : ·⊗4
:

〉
+
λ2δm2

t

2

ε3

∑
x ∈εZ3

〈
д2(x)(τx ft )

⊗2, : ·⊗2
:

〉
︸                                                                                         ︷︷                                                                                         ︸

Vε (t,д)

,

where the convergence takes place in L2(µC ). In particular, by Hölder’s inequality and Proposi-

tion 6.14 we obtain that Vε (t ,д) and its derivatives ∂lhVε (t ,д), l ∈ {1, 2, 3, 4}, converge in every

Lp (µ), p ∈ [1,∞), to V (t ,д) and ∂lhV (t ,д), l ∈ {1, 2, 3, 4}, respectively. As in (6.10) and (6.11), we
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obtain

Vε (t ,д) ≥ −

(
6λ(ft ,C ft )

2

L2(R3)
+
λ2δm2

t

2

(ft ,C ft )L2(R3)

)
ε3

∑
x ∈εZ3

д(x).

Hence we can �nd a lower bound xt,д ∈ R uniformly in ε ∈ (0,δ ) for a su�ciently small δ > 0

s.t. V (t ,д),Vε (t ,д) ≥ xt,д . Now, choose a function ρ ∈ C∞b (R), s.t. ρ = e−x for x ≥ xt,д . We

conclude by Hölder’s inequality that, for all k ∈ N it holds

Φt,д = ρ (V (t ,д)) = lim

ε→0

ρ (Vε (t ,д))

∂khΦt,д = ∂
k
h ρ (V (t ,д)) = lim

ε→0

∂kh ρ (Vε (t ,д)) ,

in L2(µC ). �

Remark 6.17. In [35] the authors derive a �eld equation for the so-called Wightman �eld of the
(Φ)4

3
-theory. For this purpose, the authors introduce the generalized cuto� Schwinger functions.

These are given as a family of distributions (St,д
(n,k ))n,k ∈N0

de�ned through

S
t,д
n,k (f1, ..., fn ,h1, ...,hk ) =

1

Zt,д

∫
S ′(R3)

n∏
i=1

〈fi , ·〉
k∏
j=1

∂hj exp(−V (t ,д))dµC ,

where f1, ..., fn ,h1, ...,hk ∈ S(R
3) forn,k ∈ N0. To derive the �eld equation the authors need to show

uniform bounds in t and д of the distributions St,дn,k . This is done via a very technical proof. By using

the fact that the derivatives 1

Zt,д

∏k
j=1
∂hj exp(−V (t ,д)) converge in the space (N)′ we directly get

the desired uniform estimates without further calculations. This procedure is not restricted to the (Φ)4
3

model and might apply to other models from constructive quantum �eld theory as well. Basically,
if one establishes the convergence of the cuto� Schwinger function in the sense of convergence in the
distribution space (N)′, one gets the convergence of the generalized Schwinger functions for free.

We conclude this section by some further comments on the measure ν4

3
and the distribution

∂̃hΦ
4

3
. So far, it is an unanswered question whether ∂̃hΦ

4

3
is given by a �nite signed measure on(

S ′(R3),B
)
. In particular, it is not known, if such a measure has a density w.r.t. ν4

3
. In terms of a

stochastic quantization of the measure ν4

3
via Dirichlet forms as described in the introduction of

this chapter, this property is advantageous, see e.g. [70, Chapter II.]. At this point it is worth to

brie�y recall the results from [9]. These indicate that an answer to the questions above are quite

challenging. There the authors showed that the L2(µt,д)-norms of the logarithmic derivatives

∂hV (t ,д) are unbounded as t shrinks to zero. Since ∂hV (t ,д) ∈ (N), we can use Lemma 6.16 to
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3

extend the integration by parts formula for µC in (4.39) to G = Φt,д and obtain that∫
S ′(R3)

(∂hV (t ,д))
2 dµt,д

=
1

Zt,д

∫
S ′(R3)

(∂hV (t ,д))
2

exp(−V (t ,д))dµC

= −
1

Zt,д

∫
S ′(R3)

∂hV (t ,д)∂h exp(−V (t ,д))dµC

=
1

Zt,д

∫
S ′(R3)

∂2

hV (t ,д) exp(−V (t ,д))dµC −
1

Zt,д

∫
S ′(R3)

〈h, ·〉 ∂h exp(−V (t ,д))dµC (6.29)

The second term in (6.29) converges as t → 0. Furthermore, the second order derivative ∂2

hV (t ,д)
is given by

∂2

hV (t ,д) = 12λ

∫
R3

д(x)(h,τx ft )
2

H−1(R3)

(〈
(τx ft )

⊗2, :·⊗2
:

〉
+
λ2δm2

t

12

)
dx . (6.30)

Hence, for �xed д the �rst summand on the right-hand side in (6.30) converges in L2(µC ) and the

limit we denote by

〈 ∫
R3

д(x)Ch2(x)δ ⊗2

x dx , :·⊗2
:

〉
∈ L2(µC ). Indeed, for x ,y ∈ R3

and t , t ′ > 0 we

obtain

(τx ft ,τy ft ′)H−1(R3) =
√

2π
3

F

(
exp(−(t + t ′)(|·|2 +m2))

|·|2 +m2

)
(y − x)

t,t ′→0

−−−−−→
√

2π
3

F

(
1

|·|2 +m2

)
(y − x), (6.31)

where F denotes the Fourier transform on L2(R3). Note that the convergence takes place in

L2(R3) in the di�erence variable z = y − x . From (6.31) we obtain that any zero sequence

(tn)n∈N of positive real numbers yields that

(∫
R3

д(x)Ch(x)2(τx ftn )
⊗2 dx

)
n∈N

is Cauchy sequence

in H−1(R3)
⊗̂2

. The corresponding limit is denoted by

∫
R3

д(x)Ch2(x)δ ⊗2

x dx . Further, one sees that

this limit is not an element of L2(R3)⊗̂2
. In particular, it holds〈 ∫

R3

д(x)Ch2(x)δ ⊗2

x dx , :·⊗2
:

〉
< (N). (6.32)

Furthermore, due to the Wick renormalization :·⊗2
:, we see that

〈 ∫
R3

д(x)Ch2(x)δ ⊗2

x dx , :·⊗2
:

〉
can
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be negative of arbitrary magnitude on a non negligible set. The authors in [9] claim that the term

1

Zt,д

∫
S ′(R3)

〈∫
R3

д(x)Ch(x)2(τx ftn )
⊗2 dx , :·⊗2

:

〉
exp(−V (t ,д))dµC (6.33)

converges as t → 0. In the light of previously established results we argue that the convergence

can not be immediately deduced and, hence, an additional argument is required. This can be

found in [35, Theorem 3.] which basically says that the term in (6.33) converges as t → 0. Since

the second term in (6.30) is constant and diverges as t → 0, see (B.13), we obtain the divergence

of the L2(µt,д)-norms of the logarithmic derivative of µt,д . One should observe that this result

does not rule out the possibility of a stochastic quantization of ν4

3
via Dirichlet form techniques.

It basically just shows that it is di�cult to calculate a possible generator of the Dirichlet form

(if the form exists). So far we also don’t know how the topological support of the measure ν4

3

looks like. Hence, one runs into trouble while de�ning a gradient Dirichlet form on L2(ν4

3
) as in

(6.3), since derivative operators are not necessarily well-de�ned on ν4

3
-classes of functions from

FC∞b or (N). To investigate ’merely’ well-de�nedness and closability of the forms (Ek , (N))

de�ned in (6.4), one should rather try to �nd the disintegration measures of the measure ν4

3
, see

[4]. Here, several di�culties arise. First of all, from a measure theoretical point of view we have

established ν4

3
as the weak limit of the cuto� measures µt,д . But a disintegration is in general not

stable under weak convergence, see e.g. [73] for a counterexample
1
. Nevertheless, one can start

calculating the disintegration measures of the approximations µt,д . Here, one faces even more

severe so-called ’in�nities’ than above. In the following we describe this in more detail. We �x

h ∈ S(R3) to be real and satis�es ‖h‖H−1(R3) = 1. Denote by πh the map

πh : S ′(R3) −→ S ′(R3),x 7→ x − 〈h,x〉 h.

To disintegrate a probability measure ν on (S ′(R3),B) w.r.t. πh means to �nd a family of proba-

bility measures (νx )x ∈S ′(R3) which live on the measurable space (S ′(R3),B) and ful�ll

(D1) νx (π
−1

h ({x})) = 1 for all x ∈ S ′(R3),

(D2) S ′(R3) 3 x 7→ νx (A) is measurable for all A ∈ B,

(D3) ν (A) =
∫

S ′(R3)

νx (A)ν ◦ π
−1

h (dx) for all A ∈ B.

Such a family (νx )x ∈S ′(R3) is essentially unique, i.e., if

(
ν ′x

)
x ∈S ′(R3)

is another family satisfying

(D1)-(D3) then it holds νx = ν ′x for ν ◦ π−1

h -a.e. x ∈ S ′(R3). Furthermore, in the case of the

measure space (S ′(R3),B) such a family of measures (νx )x ∈S ′(R3) always exists, see e.g. [29] and

[21]. In particular, for a bounded measurable function F : S ′(R3) −→ R it holds∫
S ′(R3)

F (y)ν (dy) =

∫
S ′(R3)

∫
S ′(R3)

F (y)νx (dy)ν ◦ π
−1

h (dx)

=

∫
S ′(R3)

∫
R

F (x + sh) ρ(x ,ds)ν ◦ π−1

h (dx),

1
Another useful counterxample can be found online in https://math.stackexchange.com/q/2648121 (version: 2018-

02-13)
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3

where ρ(x ,ds) = νx ◦ 〈h, ·〉
−1 (ds). We also call the transition kernel ρ the disintegration kernel

of ν w.r.t. πh . In [4] Albeverio and Röckner established a characterization for well-de�nedness

and closability for bilinear forms

(
Eh ,FC

∞
b

)
, h ∈ S(R3), de�ned on the Hilbert space L2(ν ) by

Eh(F ,G) =

∫
S ′(R3)

∂hF∂hG dν .

Recall from the introduction of this chapter, that it su�ces to show well-de�nedness and clos-

ability for the bilinear forms (Eh ,FC
∞
b ), h ∈ S(R

3), to obtain the corresponding result for the full

gradient form (E,FC∞b ), de�ned in (6.3). This characterization, [4, Theorem 3.2], is formulated

in terms of the transition kernel ρ(x ,ds) only. An a�rmative answer to the question of well-

de�nedness and closability can be given, if the measure ρ(x , ·) satis�es the Hamza-condition for

ν ◦ π−1

h -a.e. x ∈ S ′(R3), see [4] for the precise statement and more details. A positive measure

m on (R,B(R)) is said to satisfy the Hamza condition, if it is absolutely continuous w.r.t. the

Lebesque measure ds and further, its density κ ful�lls the property (H )

(H )
κ = 0 ds-a.e. on R \ R(κ) where

R(κ) =

{
t ∈ R |

∫
[t−ε,t+ε ]

κ−1ds < ∞, for some ε > 0

}
.

For the Gaussian measure µC it is particularly easy to �nd the family of disintegration measures

(µC,x )x ∈S ′(R3) w.r.t. πh and accordingly the transition kernel ρC (x ,ds). Indeed, de�ne for x ∈
S ′(R3) the measure µC,x via its characteristic function

µ̂C,x (φ) = exp

(
i 〈φ,πhx〉 −

1

2

(Cφ,h)2L2(R3)

)
, φ ∈ S(R3). (6.34)

It is not di�cult to check that

(
µC,x

)
x ∈S ′(R3)

satis�es (D1)-(D3) for the measure µC . From (6.34)

we obtain ρC (x , ·) = N(0, 1)(·), i.e., ρC (x , ·) is the standard normal distribution with mean 0 and

variance 1. Recall that the approximations µt,д are absolutely continuous w.r.t. µC with density

1

Zt,д
exp (−V (t ,д)). Hence, for bounded measurable F as above it holds∫

S ′(R3)

F (y) µt,д(dy) =

∫
S ′(R3)

∫
R

F (x + sh)
1

Zt,д
√

2π
exp

(
−V (t ,д)(x + sh) −

1

2

s2

)
ds µC ◦ π

−1

h (dx)

=

∫
S ′(R3)

∫
R

F (x + sh) ρt,д(x ,ds)Nt,д(x)µC ◦ π
−1

h (dx),
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where

ρt,д(x ,ds) =
1

Nt,д(x)Zt,д
√

2π
exp

(
−V (t ,д)(x + sh) −

s2

2

)
ds,

Nt,д(x) =

∫
S ′(R3)

1

Zt,д
exp (−V (t ,д)) dµC,x

=

∫
R

1

Zt,д
exp

(
−V (t ,д)(x + sh) −

s2

2

)
ds .

Due to [21, Theorem 3] we obtain that ρt,д(x ,ds) is indeed the disintegration kernel of µt,д w.r.t.

πh and it holds

µt,д ◦ π
−1

h = Nt,д(x)µC ◦ π
−1

h .

Further, one sees that ρt,д satis�es the Hamza condition (H ), i.e.

dρt,д(x , ·)

ds
(s) =

1

Ñt,λ,д(x)
exp

(
−V (t ,д)(x + sh) −

s2

2

)
, (6.35)

Ñt,λ,д(x) = Zt,дNt,λ,д(x).

Observe that πh is a continuous map on S ′(R3) equipped with the strong topology and therefore

we obtain that µt,д ◦ π
−1

h converges weakly to ν4

3
◦ π−1

h as the cuto�s are removed. One even

obtains the stronger result stating that the convergence takes place in the strong topology of

(N)′. Indeed, from Corollary 4.48 we obtain that

(N) 3 F 7→

∫
S ′(R3)

F dµt,д ◦ π
−1

h =

∫
S ′(R3)

F ◦ πh dµt,д = 〈〈Γ̃(πh)F ,Φt,д〉〉 ∈ C

is an element of (N)′. The measure µt,д ◦ π
−1

h corresponds to the distribution Γ̃(πh)
∗Φt,д ∈ (N)

′
.

The assertion follows now by Lemma 4.7. In the following we denote by ρ4

3
the disintegration

kernel of ν4

3
w.r.t. πh . Observe that ρ4

3
(x , ·) is only ν4

3
◦ π−1

h -a.e. determined. But we don’t have

any knowledge about a measurable set of ν4

3
-measure 1 exceptH−p , for some p ∈ N, whereH−p

is the completion of S(R3) w.r.t. the scalar product (·, ·)−p de�ned in Example 4.4.

The above mentioned counterexamples point out that it might be impossible to gain any infor-

mation about ρ4

3
through the kernels ρt,д . In any case, we can simplify the density in (6.35) a little

further via a Taylor expansion of the element V (t ,д) ∈ (N), see e.g. (B.2). Thus for x ∈ S ′(R3)

and s ∈ R it holds

V (t ,д)(x + sh) =
4∑

n=0

sn

n!

∂nhV (t ,д)(x).

Observe that for n = 3, 4 the derivative ∂nhV (t ,д)(x) converges as the cuto�s are removed for

every x ∈ S ′(R3) and ∂4

hV (t ,д)(x) ≥ 0. The term of order n = 0 vanishes via the normalization
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3

Ñt,д(x), i.e.,

dρt,д(x , ·)

ds
(s) =

1

N̂t,λ,д(x)
exp

(
−

4∑
n=1

sn

n!

∂nhV (t ,д)(x) −
s2

2

)
, (6.36)

N̂t,λ,д(x) =

∫
R

exp

(
−

4∑
n=1

sn

n!

∂nhV (t ,д)(x) −
1

2

s2

)
ds . (6.37)

We have seen above that for n = 1, 2 the terms ∂nhV (t ,д)(x) are di�cult to control. Fortunately,

at this point everything is reduced to tackle the real integral in (6.37). It may be possible to

show that due to the renormalization of N̂t,д(x), one obtains a well-de�ned limit of ρt,д(x , ·) in

an appropriate sense which inherits (H ) as the cuto�s are removed. If one tries to show quasi-

invariance of ν4

3
w.r.t. a shift by h ∈ S(R3) one faces similar di�culties as in (6.36) and (6.37).

Eventually we prove that Φt,д is not a element of (N).

Lemma 6.18. For every t > 0 and non-negative д ∈ C∞c (R
3) it holds Φt,д ∈ L

2(µC ) \ (N).

Proof. Assume for the sake of contradiction Φt,д ∈ (N) for some t and д. We use the fact that

elements from (N) admit an analytic extension to S ′
C
(R3) and a quadratic growth bound, see e.g.

[65, Theorem 6.13.]. Indeed, there exists an extension of Φt,д to S ′
C
(R3), which we also denote

by Φt,д s.t. for every p ∈ N the extension Φt,д is analytic on the complexi�cationH−p,C ofH−p .

Furthermore, there exist q ∈ N and a constant C = Cp,q s.t. it holds��Φt,д(ω)
�� ≤ C

������Φt,д
������
(p+q) exp

(
1

2

|ω |2−p

)
, ω ∈ H−p,C. (6.38)

Recall that Φt,д is given by Φt,д =
1

Zt,д
exp(−V (t ,д)). For α ∈ R and ω ∈ S ′(R3) it holds

V (t ,д)(αω) =λ

〈 ∫
R3

д(x)(τx ft )
⊗4 dx , : (αω)⊗4

:C

〉
+
λ2δm2

t

2

〈 ∫
R3

д(x)(τx ft )
⊗2 dx , : (αω)⊗2

:C

〉
=α4λ

∫
R3

д(x) 〈τx ft ,ω〉
4 dx + α2λ

∫
R3

д(x) 〈τx ft ,ω〉

(
λδm2

t

2

− (ft , ft )H−1(R3)

)
+ λ(ft , ft )H−1(R3)

(
(ft , ft )H−1(R3) −

λδm2

t

2

) ∫
R3

д(x)dx . (6.39)

Hence, for α ∈ C andω ∈ S ′(R3) \ {0} the analytic extension of Φt,д at αω is given by Φt,д(αω) =
1

Zt,д
exp(−V (t ,д)(αω))whereV (t ,д)(αω) is given by (6.39), too. In particular, for α = β

√
i , where

β ∈ R and

√
i is a square root of the imaginary unit i , and ω ∈ S ′(R3) s.t. 〈τx ft ,ω〉 , 0 for some

x ∈ supp(д) we obtain that the function

R 3 β 7→
���Φt,д(

√
iβω)

��� ∈ R
grows like exp(Cωβ

4), Cω > 0, as β → ∞. This contradicts the bound in (6.38) which �nishes

the proof. �
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Chapter 7

The Existence of Non-trivial Relativis-
tic Quantum Fields in arbitrary Space-
Time Dimension

In this chapter we construct a relativistic quantum �eld in terms of corresponding Schwinger

functions, which is not a generalized free �eld. The Schwinger functions are given as moments

of a probability measure µϱ on the measure space

(
S ′(Rd ),B

)
where d ∈ N denotes the space-

time dimension. The construction is di�erent from the usual renormalization approach in the

Euclidean strategy as in the P(Φ)2 or (Φ)4
3

models. The measure µϱ , which we consider, is given

as the superposition of Euclidean free �eld measures µm of massm > 0. The symbol ϱ denotes a

measure on the positive real line describing which massesm > 0 contribute to the superposition.

In particular, the approach chosen here works for arbitrary space-time dimension d ∈ N. The

construction of the Schwinger functions is heavily inspired by the Källen-Lehmann representa-

tion of the two point function of a relativistic quantum �eld, see e.g. [89, Theorem IX.34].

To explain the underlying idea of our construction let us make the following observation. All

Osterwalder-Schrader axioms, except the cluster property, are are linear constraints in a family

of distributions (Sn)n∈N0
, see (E0)-(E4) below. Indeed, if (S1

n)n∈N0
and (S2

n)n∈N0
are two fami-

lies of distributions satisfying the conditions (E0)-(E3) given below, then we obtain immediately

that their sum (Sn)n∈N0
:= (S1

n + S2

n)n∈N0
satis�es (E0)-(E3), too. Only the cluster property is

a non-linear condition. Thus, it is not directly clear, whether (Sn)n∈N0
satis�es (E4),provided

that (S1

n)n∈N0
and (S2

n)n∈N0
do. Further, from the construction of generalized free �elds (g.f.f.),

see e.g. [99, 46], one sees that the truncated vacuum expectation values corresponding to g.f.f.

equal zero. See e.g. [90, Section XI.16] for the de�nition of truncated vacuum expectation values.

Equivalently, the truncated Schwinger functions of g.f.f. are equal to zero. Observe that trun-

cated Schwinger functions are given as the image of the respective Schwinger functions under

a non-linear transformation. In particular, the truncated Schwinger functions of a superposi-

tion of Schwinger functions are in general not zero, even if this holds for the single summands.

Consequently, if one can show that the cluster property holds for a superposition of Schwinger

functions, one automatically obtains a non-generalized free �eld.

The content of this chapter is as follows. We start in Section 1 by introducing the complete list of

Osterwalder-Schrader axioms and some related notations. Subsequently, we show for a certain

class of probability measures ϱ(dm) that the superposition of Schwinger functions corresponding

to the Euclidean free �eld of massm satis�es (E0)-(E4). The major challenge here is to prove the

cluster property as explained above. We conclude the �rst section by showing that in general

the corresponding truncated Schwinger functions don’t vanish identically. In Section 2 we show

that for every measurable set A ∈ B the map m 7→ µm(A) is Borel measurable. Thus, we obtain
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what we intuitively expect, i.e., the measure µϱ satis�es µϱ (A) =
∫
R≥0

µm(A)ϱ(dm) for all A ∈ B.

From this property many properties of µm , m > 0, directly lift to the measure µϱ . In the last

section of this chapter we don’t prove any new result. We state a general concept known from

ergodic theory which provides additional information of the measure µϱ .

7.1 Construction of Schwinger Functions asMoments of a Super-
position of Gaussian Measures

In the following we �x an arbitrary space-time dimension d ∈ N. For sake of simplicity we

occasionally don’t distinguish between a continuousn-linear mapping on S(Rd )n and a tempered

distribution in S ′(Rdn), n ∈ N, which is legitimated by Theorem 4.9. We denote by (‖·‖p )p∈N the

family of semi-norms on S(Rd ) which are induced by the scalar products given in Example 4.4.

In the following, let n ∈ N. A function f ∈ SC(R
dn) is also considered as a function in n variables

x1, ...,xn ∈ R
d

. The �rst component of a vector x ∈ Rd is called the time component of x and

we usually write x = (x0, ®x) where x0 ∈ R and ®x ∈ Rd−1
. By S+(R

dn) we denote the subspace of

SC(R
dn) consisting of the functions which vanish together with their partial derivatives of any

order at (x1, ...,xn) ∈ R
dn

, unless 0 < x0

1
< x0

2
< ... < x0

n . In the following, let a ∈ Rd , Λ ∈ SO(d)
and π ∈ Σn a permutation of n elements. We introduce the following linear operators ·∗, Θ, ·(a,Λ)
and ·π on S(Rdn). To this end, let f ∈ SC(R

dn) and (x1, ...,xn) ∈ R
d

be arbitrary and de�ne

f ∗(x1, ...,xn) := f (xn , ...,x1),

Θf (x1, ...,xn) := f ((−x0

1
, ®x1), (−x

0

2
, ®x2), ..., (−x

0

n , ®xn))

f(a,Λ)(x1, ...,xn) := f (Λx1 + a,Λx2 + a, ...,Λxn + a),

f π (x1, ...,xn) := f (xπ (1), ...,xπ (n)).

In particular, for t ≥ 0 we denote by Tt the operator ·(®t, I ), where ®t ∈ Rd is given by ®ti = tδ1,i ,

i = 1, ...,d . (Tt )t ≥0 is called the time translation semigroup. The space of �nite sequences
®f =

(f0, f1, f2, ...) with fi ∈ SC(R
di )

(
fi ∈ S+(R

di )
)
, i = 0, 1, 2, .., we denote by S (S+). The operators

·∗, Θ and ·(a,Λ) extend to operators on S via componentwise application and their extensions are

denoted by the same symbols. We say that a sequence of real numbers (σk )k ∈N is of factorial

growth, if there are positive constants α and β s.t. σk ≤ α(k!)β for all k ∈ N. Now, we are ready

to state the Osterwalder-Schrader axioms, see also [80, 81].

De�nition 7.1. Let S0 = 1 and (Sn)n∈N be a sequence of distributions s.t. Sn ∈ S ′C(R
dn).

(E0) [Distribution property] There exists a number p ∈ N and a sequence of real numbers (σk )k ∈N
of factorial growth s.t. for every n ∈ N and f1, ..., fn ∈ SC(R

d ) it holds

|Sn(f1 ⊗ f2 ⊗ ... ⊗ fn)| ≤ σn

n∏
i=1

‖ fi ‖p .

(E1) [Euclidean invariance] For every n ∈ N, a ∈ Rd , Λ ∈ SO(d) and f ∈ S(Rdn) it holds

Sn(f ) = Sn(f(a,Λ)).
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(E2) [Re�ection positivity] For every ®f ∈ S+, it holds
∞∑

n,k=0

Sn+k (Θf ∗n ⊗ fk ) ≥ 0.

(E3) [Symmetry] For n ∈ N, f ∈ SC(Rdn) and every permutation π ∈ Σn it holds

Sn(f ) = Sn(f
π ).

(E4) [Cluster property] For every ®f , ®д ∈ S+ it holds

lim

t→∞

∞∑
n,k=0

Sn+k (Θf ∗n ⊗ Ttдm) =
∞∑
n=0

Sn(Θf ∗n )
∞∑
k=0

Sk (дk ).

Remark 7.2. (i) Observe that the sums in (E2) and (E4) extend only over �nitely many indices.

(ii) Note that, here we formulated the axioms (E0)−(E4) in a slightly strict manner. In particular,
the distribution property can be weakened. For more details we refer to the original papers
[80, 81], see also [99].

(iii) The cluster property (E4) is not the original condition of [80]. Under the assumption of (E1)

the formulation used here and the one in [80] are obviously equivalent.

Assumption 7.3. Let ϱ be a probability measure on ((0,∞),B(0,∞)) s.t. for somem0 ∈ (0,∞) it
holds supp(ϱ) ⊆ [m0,∞).

Remark 7.4. In the following we implicitly work with the completion Bϱ ((0,∞)) of B((0,∞))w.r.t.
ϱ and denote its extension to Bϱ ((0,∞)) by ϱ, too.

Letm ∈ (0,∞) and denote by µm the Euclidean free �eld measure on (S ′(Rd ),B), which is given

by the Bochner-Minlos theorem via its characteristic function

µ̂m(f ) = exp

(
−

1

2

(Cm f , f )L2(Rd )

)
, f ∈ S(Rd ), (7.1)

where the linear operatorCm = (−∆+m
2)−1

on L2(Rd ) is de�ned through the Fourier transform

F (Cm f )(p) =
1

|p |2 +m2

F f (p), p ∈ Rd , f ∈ S(Rd ).

In the following, we denote by Sn,m , n ∈ N0, the n−th Schwinger function of the free �eld of

mass m, i.e., Sn,m denotes the n-th moment of µm for all n ∈ N. Namely, the second Schwinger

function S2,m is given by

S2,m(f1, f2) =

∫
Rd

1

|p |2 +m2

F f1(p)F f2(p)dp, f1, f2 ∈ S(R
d ).

And, further, for n ∈ N0 and f1, ..., f2n , f2n+1 ∈ SC(R
d ) we obtain via Wick’s Theorem 4.54 that it
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holds

S2n,m(f1, ..., f2n) =
∑

σpairing

n∏
i=1

S2,m(fσ 1

i
, fσ 2

i
), (7.2)

S2n+1,m(f1, ..., f2n+1) = 0,

where the sum

∑
pairings

in (7.2) extends over all (2n − 1)!! =
(2n)!
2
nn!

pairings of the set {1, ..., 2n}.

Proposition 7.5. For everym > 0 the Schwinger functions (Sn,m)n∈N0
satisfy (E0) − (E4).

Proof. See e.g. [99]. �

Observe that for f1, f2 ∈ S(R
d ) the map

Rf1,f2 : (0,∞) −→ C,m 7→ S2,m(f1, f2)

is analytic and satis�es the estimate

��Rf1,f2(m)�� ≤ 1

m2
‖ f1‖L2(Rd ) ‖ f2‖L2(Rd ). In particular, it holds

for f1, ..., f2n ∈ SC(R
d ) ��S2n,m(f1, ..., f2n)

�� ≤ (2n − 1)!!

m2n

2n∏
i=1

‖ fi ‖L2(Rd ) . (7.3)

Hence, if ϱ satis�es the Assumption 7.3, then, for n ∈ N0 and f1, ..., f2n , f2n+1 ∈ SC(R
d ) we can

de�ne the multilinear maps given by

S2n,ϱ (f1, ..., f2n) :=

∫
[m0,∞)

S2n,m(f1, ..., f2n) ϱ(dm), (7.4)

S2n+1,ϱ (f1, ..., f2n+1) := 0.

Remark 7.6. Observe that for a general relativistic quantum�eld the corresponding second Schwinger
function is determined by a polynomially bounded measure on the positive real axis. This is basically
the content of the Källen-Lehmann representation, see [89, Theorem IX.34].

Theorem 7.7. Let ϱ satisfy the Assumption 7.3. Then, it holds

(i) The family (Sn,ϱ )n∈N0
ful�lls the axioms (E0) − (E4).

(ii) The functions Sn,ϱ ,n ∈ N0, are themoments of a unique probabilitymeasure µϱ on
(
S ′(Rd ),B

)
.

Remark 7.8. For ϱ = δm ,m ∈ (0,∞), we simply obtain Sn,ϱ = Sn,m for all n ∈ N0.

In the following, for a linear operator (A,D(A)) on a Hilbert space H and a complex number

λ ∈ C, we denote the eigenspace ofA with the corresponding eigenvalue λ by Eig(A, λ). We need

a two results from the theory of symmetric semigroups.

Proposition 7.9. Let (St )t ≥0 be a strongly continuous contraction semigroup of symmetric opera-
tors with the corresponding generator (L,D(L)) on a Hilbert spaceH .

(i) The orthogonal projection P0 onto Eig(L, 0) is given by P0 = lim

t→∞
St , where the limit is taken
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in the strong operator topology.

(ii) It holds that ∩t ≥0Eig(St , 1) = Eig(L, 0).

Proof. We �rst proof (ii): Let x ∈ Eig(L, 0). The orthogonal projection P0 onto Eig(L, 0) is given

via the spectral theorem for self-adjoint operators by χ {0}(L), where χ {0} is the indicator function

of the set {0}, see e.g. [91, Section VIII.3]. Hence, for t ≥ 0 it holds by [91, Theorem VIII.5(a)]

Stx = exp(−tL)χ {0}(L)x =
(
exp(−t ·)χ {0}

)
(L)x = χ {0}(L)x = x .

The second inclusion is trivial.

Now, let us show (i): Denote by E · the spectral measure of (L,D(L)). Let x ∈ H be arbitrary. We

need to show ‖P0x − Stx ‖H −→ 0 as t →∞. By the spectral theorem it holds

‖P0x − Stx ‖
2

H
=

∫
[0,∞)

��χ {0}(λ) − exp(−tλ)
��2 d(Eλx ,x)

Hence, the claim follows from the dominated convergence theorem. �

Proof of Theorem 7.7. We �rst show (i): The distribution property (E0) follows immediately from

(7.3) and the de�nition of Sn,ϱ , n ∈ N. In particular, it holds��S2n,ϱ (f1, ..., f2n)
�� ≤ (2n − 1)!!

m2n
0

2n∏
i=1

‖ fi ‖L2(Rd ) , f1, ..., f2n ∈ S(R
d ). (7.5)

We note that the properties (E1) − (E3) are linear in the family (Sn)n∈N0
. Hence, by Proposi-

tion 7.5 the properties (E1) − (E3) are satis�ed by (Sn,ϱ )n∈N0
. Moreover, the cluster property

(E4) is non-linear in (Sn)n∈N0
. To show the cluster property we use ideas from the proof of the

Osterwalder-Schrader reconstruction theorem and translate the cluster property into the cor-

responding property for the Gårding-Wightman theory, i.e., into the uniqueness of the vaccum

vector. Hence, we introduce some objects from the original proof of Osterwalder and Schrader

from [80, 81] and we refer the reader to the last mentioned references for more details. Let S+ be

given as above. We equip the space S+ with several semi-de�nite inner products. For
®f , ®д ∈ S+

andm ∈ [m0,∞) we de�ne (
®f , ®д

)
m

:=

∞∑
l,k=0

Sl+k,m(Θf ∗l ⊗ дk ) (7.6)

(
®f , ®д

)
ϱ

:=

∞∑
l,k=0

Sl+k,ϱ (Θf ∗l ⊗ дk ) (7.7)

=

∫
[m0,∞)

(
®f , ®д

)
m
ϱ(dm). (7.8)

Observe that the sums in (7.6) and (7.7) are �nite. Next, we de�ne the subspaces

Nm :=
{
®f ∈ S+ | ( ®f , ®f )m = 0

}
,

Nϱ :=
{
®f ∈ S+ | ( ®f , ®f )ϱ = 0

}
.
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Now we form the quotient spaces H̃m := S+�Nm and H̃ϱ := S+�Nϱ and de�ne the Hilbert spaces

Hm and Hϱ as the abstract completions of H̃m and H̃ϱ , respectively. We denote the extensions

of (·, ·)m and (·, ·)ϱ to scalar products on H̃m (Hm) and H̃ϱ (Hϱ ) by the same symbol and the

induced norms by ‖·‖m and ‖·‖ϱ , respectively. For
®f ∈ S+ we denote by [ ®f ]m and [ ®f ]ϱ the

respective equivalence class in H̃m (Hm) and H̃ϱ (Hϱ ). We also de�ne Ω := (1, 0, 0, ...) ∈ S+.

The time translation operators Tt , t ≥ 0, de�ned above, lift to continuous and symmetric linear

operators Tm
t and T

ϱ
t on the Hilbert spaces Hm and Hϱ , respectively, see [80]. Furthermore,(

Tm
t

)
t ≥0

and

(
T
ϱ
t
)
t ≥0

form strongly continuous semigroups of contractions. Their respective

self-adjoint generator are denoted by (Hm ,D(Hm)) and (H ϱ ,D(H ϱ )). Observe that Hm
and H ϱ

are positive. Now we reformulate the cluster property in the following way. Denote by P
ϱ
0

the

orthogonal projection onto the eigenspace Eig(H ϱ , 0). Then, the assertions in (7.9)-(7.11) are

equivalent:

(E4) holds for (Sn,ϱ )n∈N0
, (7.9)

P
ϱ
0
= ([Ω]ϱ , ·)ϱ [Ω]ϱ , i.e., Eig(H ϱ , 0) = spanC{[Ω]ϱ }, (7.10)

If Ψ ∈ Hϱ satis�es T
ϱ
t Ψ = Ψ for all t ≥ 0 then it holds Ψ ∈ spanC{[Ω]ϱ }. (7.11)

The equivalence of (7.9) and (7.10) is now a direct consequence of Proposition 7.9(i) and the

continuity of P
ϱ
0

and ([Ω]ϱ , ·)ϱ [Ω]ϱ . The equivalence of (7.10) and (7.11) follows directly from

Proposition 7.9(ii).

For the choice ϱ = δm , m ∈ (0,∞), we obtain by Proposition 7.5 that the equivalent statements

(7.9)-(7.11) for the Schwinger functions (Sn,m)n∈N0
hold true. Our goal is to show that (7.11)

holds true for (T
ϱ
t )t ≥0. The idea is to use that the operator T

ϱ
t , t ≥ 0, factorizes along the oper-

ators

(
Tm
t

)
m∈[m0,∞)

and use the corresponding result for Tm
t . We elaborate the idea below. The

formula (7.8) for the scalar product (·, ·)ϱ indicates thatHϱ is isometric isomorphic to a subspace

of the direct integral of Hilbert spaces

⊕∫
[m0,∞)

Hm ϱ(dm). Indeed, the spaces (Hm)m∈[m0,∞) form

a measurable �eld of Hilbert spaces in the sense of [1, De�nition 1.], see also [42, Chapter I.].

Hence, we can de�ne the direct integral of Hilbert spaces H :=
⊕∫

[m0,∞)

Hm ϱ(dm), see also [1,

De�nition 5.]. Further, we de�ne the map

Ũ : H̃ϱ −→ H , [ ®f ]ϱ 7→
(
[ ®f ]m

)
m∈[m0,∞)

.

One obtains just by considering the de�nitions of the involved spaces that Ũ is well-de�ned,

linear and an isometry. Hence, Ũ extends to an isometry U from Hϱ to K := Im(Ũ ), where the

closure is understood inH .

Next, we claim that for every Ψ ∈ Hϱ and t ≥ 0 there exists a ϱ-negligible set Nt,Ψ, s.t. it holds

Tm
t (UΨ(m)) = (UT

ϱ
t Ψ)(m) for allm ∈ N c

t,Ψ.

We prove the claim in two steps. First, let Ψ = [ ®f ]ϱ ∈ H̃ϱ . Then, the statement follows from the

de�nition of the operators Tm
t ,T

ϱ
t and the de�nition of U as an extension of Ũ . For an arbitrary

Ψ choose Ψn ∈ H̃ϱ s.t. Ψn
n→∞
−−−−→ Ψ inHϱ . Now, we de�ne N 1

t,Ψ := ∪n∈NNt,Ψn . Via [1, Proposition

5.(ii)], we can switch to a subsequence, which we also denote by (Ψn)n∈N , s.t. lim

n→∞
UΨn(m) =
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UΨ(m) and lim

n→∞
UT

ϱ
t Ψn(m) = UT

ϱ
t Ψ(m) for all m outside a ϱ-negligible set N 2

t,Ψ. Then, for

m < Nt,Ψ := N 1

t,Ψ ∪ N 2

t,Ψ we obtain by the continuity of the operators Tm
t ,m ∈ [m0,∞),

(UT
ϱ
t Ψ)(m) = lim

n→∞
(UT

ϱ
t Ψn)(m)

= lim

n→∞
Tm
t (UΨn(m))

= Tm
t (UΨ(m)).

Now, let us prove the property (7.11). Let Ψ ∈ Hϱ s.t. T
ϱ
t Ψ = Ψ for all t ≥ 0. We de�ne the

ϱ-negligible set NΨ := ∪t ∈[0,∞)∩QNt,Ψ. For arbitrary t ≥ 0 we choose a sequence (tn)n∈N ⊆ Q s.t.

tn
n→∞
−−−−→ t . Then, form < NΨ it holds by the strong continuity of

(
Tm
t

)
t ≥0

,m ∈ [m0,∞) that

Tm
t (UΨ)(m) = lim

n→∞
Tm
tn (UΨ)(m) = lim

n→∞
(UT

ϱ
tnΨ)(m) = (UΨ)(m).

Since the Schwinger functions (Sn,m)n∈N satisfy (E4) for every m > 0, we conclude that for

m ∈ N c
Ψ it holds (UΨ)(m) = [Ω]m . Eventually, we obtain Ψ = [Ω]ϱ since U is injective. This

�nishes the proof of part (i). For (ii) we simply de�ne the characteristic function of the measure

µϱ via the Schwinger functions, i.e.,

µ̂ϱ (f ) :=

∞∑
n=0

in

n!

Sn,ϱ (f
⊗n) =

∞∑
n=0

in

n!

∫
[m0,∞)

Sn,m(f
⊗n)ϱ(dm), f ∈ S(Rd ). (7.12)

Due to (7.5) the series in (7.12) is absolutely convergent and we can interchange the sum and the

integral, which yields for all f ∈ S(Rd )

µ̂ϱ (f ) =

∫
[m0,∞)

µ̂m(f )ϱ(dm). (7.13)

Hence, from the Bochner-Minlos theorem we obtain a measure µϱ with characteristic function

given by µ̂ϱ . By di�erentiating µ̂ϱ we obtain that Sn,ϱ , n ∈ N is the n-th moment of µϱ . �

Remark 7.10. (i) The assumption supp(ϱ) ⊆ [m0,∞) withm0 > 0 in Theorem 7.7 is made to
ensure that the integral in (7.8) is convergent, see also the estimate (7.3). It is clear that the
result in Theorem 7.7 can be generalized in various ways to a more general class of measures ϱ.
In particular, one could replace the assumption supp(ϱ) ⊆ [m0,∞) by some growth condition
of ϱ near zero. Furthermore, one could also allow ϱ to be non-�nite, since the integrand in (7.8)
has polynomial decay, see again (7.3).

(ii) The general idea of constructing a new family of Schwinger functions via a superposition does
not restrict to start with Schwinger functions, which correspond to the free �elds of di�erent
masses. The proof shows that one could also superpose Schwinger functions which correspond
to models with some interaction. Moreover, one could also consider Schwinger functions which
are moments of a non-Gaussian measure or only moments of a Kondratiev distribution, see
[8] and [49], repsectively. One only has to guarantee that the integral in (7.4) does converge
and satis�es the distribution property (E0). Of course in this way, we could also construct
Schwinger functions Sn , n ∈ N, which do vanish for odd n.

(iii) Recall the Källen-Lehmann representation, which in general holds true for the two point func-
tion or equivalently the second Schwinger function. The measure ϱ of our approach is in terms
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of the two point function by de�nition the spectral measure of the Källen-Lehmann represen-
tation of the �eld corresponding to (Sn,ϱ )n∈N0

. Hence, this approach allows us to construct a
large class of �elds with Källen-Lehmann measure given through ϱ.

The next lemma shows that the map ϱ 7→ µϱ is injective. For A ⊆ R and a subset C ⊆ Cb (A)
we denote by 〈C〉 the subalgebra of Cb (A) generated by C ∪ {1}, where 1 denotes the function

which is constantly one.

Lemma 7.11. Let ϱ1 and ϱ2 be two probability measures satisfying Assumption 7.3 s.t. µϱ1
= µϱ2

.
Then, ϱ1 = ϱ2. Moreover, if ϱ1 , δm for allm > 0, then the measure µϱ1

is non-Gaussian.

Proof. Throughout the entire proof we �x f ∈ S(Rd ) \ {0} and let m0 ∈ (0,∞) s.t. both sets

supp(ϱ1) and supp(ϱ2) are contained in [m0,∞). Observe that the bounded and continuous func-

tion

φ : [m0,∞) −→ R,m 7→ µ̂m(f ) = exp

(
−

1

2

(Cm f , f )L2(Rd )

)
is strictly increasing. Hence, the elements of the subalgebra M := 〈{φ}〉 of Cb ([m0,∞)) separate

points on [m0,∞). Furthermore, by (7.13) and by assumption it holds for k ∈ N0∫
[m0,∞)

φk (m) ϱ1(dm) =

∫
[m0,∞)

µ̂m(
√
k f ) ϱ1(dm)

= µ̂1(
√
k f )

= µ̂2(
√
k f )

=

∫
[m0,∞)

µ̂m(
√
k f ) ϱ2(dm)

=

∫
[m0,∞)

φk (m) ϱ2(dm).

Hence, the measures ϱ1 and ϱ2 coincide on a separating algebra M . We conclude the proof by

using [32, Theorem 3.4.5.(a)]. To prove the last assertion we assume for the sake of a contradiction

that the measure µϱ is Gaussian. It is clear that µϱ1
has mean zero, since

∫
S ′(Rd )

〈д, ·〉 dµϱ1
= 0 for

all д ∈ S(Rd ). We denote in the following by χ the continuous and strictly decreasing function

χ (m) = (Cm f , f )L2(Rd ), m > 0. If µϱ1
is Gaussian, then there exists a non-negative number
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σ 2 = σ 2

f , s.t. for all λ ∈ R it holds by the dominated convergence theorem

e−
1

2
λ2σ 2

= µ̂ϱ1
(λ f )

=

∫
[m0,∞)

µ̂m(λ f )ϱ1(dm)

=

∫
[m0,∞)

e−
1

2
λ2χ (m)ϱ1(dm)

=

∞∑
k=0

1

k!

(−
1

2

λ2)k
∫

[m0,∞)

χk (m)ϱ1(dm). (7.14)

Thus, for every k ∈ N it holds σ 2k =
∫

[m0,∞)

χk (m)ϱ1(dm), since λ in (7.14) was arbitrary. Now,

we de�ne K := max{σ 2, 1

m2

0

‖ f ‖2L2(Rd )
} + 1. Then, we conclude that for every k ∈ N it holds∫

[0,K ]

xk δσ 2(dx) = σ 2k =

∫
[m0,∞)

χk (m)ϱ1(dm) =

∫
χ [m0,∞)

xkϱ1 ◦ χ
−1(dx) =

∫
[0,K ]

xkϱ1 ◦ χ
−1(dx).

Once more, we conclude by [32, Theorem 3.4.5.(a)] that δσ 2 = ϱ1 ◦ χ
−1

which contradicts the

assumption ϱ1 , δm for allm > 0, since χ is injective. This completes the proof. �

Corollary 7.12. If ϱ , δm for allm > 0, then the truncated moments (Ursell functions) STn,ϱ , n ∈ N,
of the measure µϱ do not vanish for all n ≥ 4. In particular, the Wightman-theory corresponding to
(Sn,ϱ )n∈N is non-trivial in the sense that it is not a generalized free �eld.

Proof. Recall that the truncated moments STn,ϱ , n ∈ N, are recursively de�ned by

STn,ϱ = 1,

Sn,ϱ (f1, ..., fn) =
∑
I ∈P (n)

∏
{i1, ...,ik }∈I

STk,ϱ (fi1 , ..., fik ), (7.15)

where f1, ..., fn ∈ SC(R
d ), n ∈ N, and P (n) denotes the set of all partitions of the set {1, ...,n},

see e.g. [103]. In case STn,ϱ = 0 for all n ≥ 4 we directly obtain from (7.15) that for n ∈ N0 and

f1, ..., f2n ∈ SC(R
d ) it holds

S2n,ϱ (f1, ..., f2n) =
∑

σpairing

n∏
i=1

S2,ϱ (fσ 1

i
, fσ 2

i
), . (7.16)

Due to Wick’s Theorem 4.54, the right-hand side of (7.16) equals the 2n-th moment of the Gaus-

sian measure µbϱ given by the covariance functional

bϱ (f1, f2) :=

∫
Rd

Ĉϱ (p)F f1(p)F f2(p)dp, f1, f2 ∈ S(R
d ),
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where

Ĉϱ (p) =

∫
(0,∞)

1

|p |2 +m2

ϱ(dm), p ∈ Rd .

Hence, µϱ and µbϱ have the same moments. Since µbϱ is Gaussian we also obtain that the charac-

teristic functions of µϱ and µbϱ coincide. In the light of Lemma 7.11, this yields a contradiction.

The last assertion follows from the de�nition of the generalized free �elds given in [99, Section

II.5]. �

Remark 7.13. The idea of constructing non-Gaussian measures from Gaussian ones via superpo-
sition is also used in [53, 48] in the context of White noise and Mittag-Le�er analysis.

7.2 Properties of the Measure µϱ

In this section we prove certain properties of the measure µϱ constructed in the previous section.

Therefore, let us �x throughout this section a probability measure ϱ on ((0,∞),B(0,∞)) which

satis�es Assumption 7.3. In particular, we �x a number m0 > 0 s.t. supp(ϱ) ⊆ [m0,∞). Assume

also that ϱ , δm for all m > 0. We denote the unique probability measure given in Theorem 7.7

by µϱ .

From the construction of µϱ one might think that µϱ (A) =
∫

[m0,∞)

µm(A)ϱ(dm) for all A ∈ B. The

crucial point is that we did not establish yet, that m 7→ µm(A) is measurable for all A ∈ B. The

next lemma clari�es this in an a�rmative way. All subsets of B ⊆ R are equipped with the trace

σ -algebra induced by the Borel σ -algebra on R.

Lemma 7.14. For all A ∈ B the map [m0,∞) 3m 7→ µm(A) ∈ [0, 1] is measurable.

Proof. We use a monotone class argument. We denote by Bb the set of all bounded, real-valued

and B-measurable functions. We also write ν (F ) for the integral

∫
S ′(Rd )

F dν for F ∈ Bb and a

probability measure ν on (S ′(Rd ),B). De�ne the vector space

V := {F ∈ Bb | [m0,∞) 3m 7→ µm(F ) ∈ [0, 1] is measurable} .

Due to the monotone convergence theoremV is a monotone vector space, see e.g. [98, Appendix

A0.]. Similar as above, we denote by FCb the space of real-valued functions F on S ′(Rd ), i.e,

FCb :=
{
F = f (〈ξ1, ·〉 , ..., 〈ξn , ·〉) | n ∈ N, f ∈ Cb (R

n), ξ j ∈ S(R
d ), j = 1, ...,n

}
(7.17)

Observe that FCb generates the Borel σ -algebra B, i.e., σ (FCb ) = B = σ (βw ). Due to [98,

Theorem (A0.6)] it su�ces to show that FCb ⊆ V . Let F = f (〈ξ1, ·〉 , ..., 〈ξn , ·〉) ∈ FCb as in (7.17).

We claim that m 7→ µm(F ) is continuous. Observe that µm(F ) =
∫
Rn

f (x1, ...,xn)N(0,A(m))(dx),

where N(0,A(m)) is the Gaussian law on (Rn ,B(Rn)) with mean zero and covariance matrix

A(m), A(m)i j = (Cmξi , ξ j )L2(Rd ). Since m 7→ (Cmξi , ξ j )L2(Rd ) is continuous we have that m 7→
A(m) is continuous. Hence, by Levy’s continuity theorem, see e.g. [19, Theorem 26.3], it holds

m 7→ µm(F ) is continuous which implies F ∈ V . �
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Corollary 7.15. The map µ̃ϱ : B −→ [0, 1],A 7→
∫

[m0,∞)

µm(A) ϱ(dm) is a probability measure and

µ̃ϱ coincides with µϱ .

Proof. The countable additivity of µ̃ϱ follows from the monotone convergence theorem. By using

a monotone class argument, as in the proof of Lemma 7.14, we obtain

µ̃ϱ (F ) =

∫
[m0,∞)

µm(F ) ϱ(dm), for all F ∈ Bb .

Hence, the last assertion holds true by the de�nition of µϱ given in (7.13) and the fact that a

characteristic function determines a measure uniquely. �

Remark 7.16. Observe that, one could also use Corollary 7.15 as an alternative de�nition of µϱ , see
also Remark 7.25.

Let f ∈ S(Rd ) and recall the shift operator τf on S ′(Rd ) de�ned before Lemma 4.15, i.e., τf :

S ′(Rd ) −→ S ′(Rd ),x 7→ x + f . Here f ∈ S(Rd ) is considered as an element of S ′(Rd ) via the

scalar product of L2(Rd ), i.e., 〈д, f 〉 = (д, f )L2(Rd ), д ∈ S(R
d ).

Corollary 7.17. The measure µϱ is quasi shift-invariant w.r.t. the directions of S(Rd ), i.e., for
ξ ∈ S(Rd ) it holds that µϱ◦τ−1

f is absolutely continuous w.r.t. µϱ . In particular, µϱ has full topological
support, i.e., for every strongly open set O ∈ βs it holds µϱ (O) > 0.

Proof. Let A ∈ B s.t. µϱ (A) = 0. Due to Corollary 7.15 it holds that µm(A) = 0 for ϱ-a.e.

m ∈ [m0,∞). Since µm is quasi shift invariant along directions from S(Rd ) it holds µm ◦τ
−1

f (A) = 0

for ϱ-a.e. m ∈ [m0,∞) which implies µϱ ◦ τ
−1

f (A) = 0. The last assertion follows as in [79, Proof

of Proposition 3.2.2]. �

The last assertion of the previous corollary can also be proven by using the corresponding state-

ment for the components µm ,m ∈ [m0,∞), see Corollary 4.18.

In the following, we show that the measure µϱ is in fact a Hida measure, see De�nition 4.57. For

this purpose, let us consider the standard White noise setting. Namely, we consider the chain of

continuous embeddings of the real spaces

S(Rd ) ⊆ L2(Rd ) ⊆ S ′(Rd ).

By µ we denote the White noise measure on (S ′(Rd ),B) given by its characteristic function µ̂
de�ned by

µ̂(φ) = exp

(
−

1

2

(φ,φ)L2(Rd )

)
, φ ∈ L2(Rd ).

Hence, due to Theorem 4.22 the space L2(µ) is isometrically isomorphic to Γ(L2

C
(Rd )). We obtain

the nuclear triplet consisting of the Hida test functions, the central space L2(µ) and the Hida

distributions

(N) ⊆ L2(µ) ⊆ (N)′,
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see Subsection 4.2.3. Now, we show that µϱ corresponds to an element Φϱ ∈ (N)
′
+ in the sense of

Theorem 4.56. To this end, we observe that the corresponding statement holds true for the single

components µm ,m ∈ [m0,∞). Indeed, recall the characteristic function of µm which is given by

µ̂m(φ) = exp

(
−

1

2

(Cmφ,φ)L2(Rd )

)
, φ ∈ S(Rd ).

One easily sees that µ̂m is a U -functional and, therefore, there exists Φm ∈ (N)
′
+, s.t. TΦm = µ̂m .

The distribution Φm is called the Gauss kernel corresponding to −∆ +m2 − 1, see [57, Example

4.23, Theorem 4.24]. From Corollary 4.40 we obtain that [m0,∞) 3 m 7→ Φm ∈ (N)
′

is Bochner

integrable in (H−q) for some q ∈ N. Therefore, we end up with the following theorem.

Theorem 7.18. There exists Φϱ ∈ (N)′+, which corresponds to µϱ in the sense of Theorem 4.56.
Furthermore, Φϱ is given by

Φϱ :=

∫
[m0,∞)

Φm ϱ(dm).

Since µϱ is a Hida measure, we obtain that the polynomials P(S ′(Rd )) are dense in L2(µϱ ), see

Remark 4.58(iv). For an alternative argument see also Remark 7.29(ii). A similar Hida distribution

as Φϱ was already considered in the context of Dirichlet forms and White Noise analysis, see [5,

Proposition 4.9.]. There the authors considered instead of a probability measure ϱ the Lebesgue

measure over a �nite interval on the positive real axes. In the last mentioned reference only

closability of Dirichlet forms is considered. Our motivation is entirely di�erent. Here we are

concerned with the construction of a non-trivial �eld by verifying the Osterwalder-Schrader

axioms for the corresponding moments of µϱ . Nothing in this direction was shown in [5].

Theorem 7.19. For everym ∈ (0,∞) the measures µϱ , µm and µ are pairwise mutually singular.

Proof. See Corollary 7.28 in Section 7.3 below. �

7.3 Singularity of Typical Measures in Quantum Field Theory

In the Euclidean formulation of quantum �eld theory probability measures on (S ′(Rd ),B) are

the central objects under consideration, see e.g. [46, Chapter 6] and in particular the measure

µϱ constructed in Section 7.1. In this section, we aim to present a general strategy known from

ergodic theory to establish the singularity of two probability measures. This idea is already

used in [38, Theorem 4.3.] for the P(Φ)2-models of quantum �eld theory. In the context of

quantum �eld theory singularity of probability measures can be considered as a formulation of

Haag’s theorem, see [102]. The general method is based on [100, Theorem 1.4], which basically

says that, if one has two distinct measures attaining a common ergodic family of measurable

transformations, then they must be mutually singular. To prove this theorem in a self-contained

way we employ Hilbert space methods, in particular, the von Neumann’s ergodic theorem, and

follow a similar approach given in [91, Section II.5]. At the end of this section we explain how

these results can be applied to the measures from quantum �eld theory, with their moments

satisfying the axioms of Osterwalder and Schrader (E0)-(E4).
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7 The Existence of Non-trivial Relativistic Quantum Fields in arbitrary Space-Time Dimension

First, we prove the von Neumann’s ergodic theorem.

Theorem 7.20. Let H be a complex Hilbert space and (Ut )t ∈R a u.s.c.g., see De�nition 1.34. De-
note by (A,D(A)) the generator of (Ut )t ∈R and by P the orthogonal projection onto the eigenspace
Eig(A, 0). Then for all f ∈ H it holds

lim

t→∞

1

T

T∫
0

Ut f dt = P f .

Proof. Since (A,D(A)) is skew-adjoint, the operator B := −iA with domain D(B) = D(A) is self-

adjoint. Via the spectral theorem for self-adjoint operators, we de�ne the operator eitB ∈ L(H),
t ∈ R. One obtains that

(
eitB

)
t ∈R is a u.s.c.g. with generator A, see [91, Theorem VIII.7]. Hence,

Ut = eitB for all t ∈ R. Since Eig(A, 0) = Eig(B, 0), it holds by the spectral theorem P = χ {0}(B),
where χ {0} is the indicator function of {0}. Denote by Eλ the spectral measure of (B,D(B)). Then,

for f ∈ H it holds 1

T

T∫
0

Ut f dt − P f


2

H

=

 1

T

T∫
0

eitB f − χ {0} f dt


2

H

=
1

T 2

T∫
0

T∫
0

(
(eit1B − χ {0})f , (e

it2B − χ {0})f
)
H

dt2 dt1

=

∫
σ (B)

1

T 2

T∫
0

T∫
0

(eit1λ − χ {0}(λ))(e
−it2λ − χ {0}(λ))dt2 dt1 d(Eλ f , f )H,

where we use Tonelli’s theorem in the last equality. Via an explicit computation, we obtain that

the integrand λ 7→ 1

T 2

T∫
0

T∫
0

(eit1λ − χ {0}(λ))(e
−it2λ − χ {0}(λ))dt2 dt1 is bounded by 4 and converges

pointwise to zero as T → ∞. Hence, by the dominated convergence theorem the proof is com-

pleted. �

The proof of the von Neumann’s ergodic theorem can also be given without the usage of the

spectral theorem for self-adjoint operators, see e.g. [91, Theorem II.11, Problem II.18.].

Let us �x throughout this section a probability space (Ω,B,ν ) and a group of measurable trans-

formationsTt : Ω −→ Ω, t ∈ R. Namely, for t , s ∈ R it holdsTt ◦T−t = T0 = Id andTt+s = Tt ◦Ts .
For two sets A,B ∈ B denote by A ∆ B their symmetric di�erence, i.e., A ∆ B := A \ B ∪ B \A.

De�nition 7.21. Let us state the following de�nitions concerning the family (Tt )t ≥0
.

(i) We call (Tt )t ≥0
measure preserving (for ν ), if for every t ∈ R it holds ν ◦T −1

t = ν .

(ii) A measure preserving family (Tt )t ≥0
(w.r.t. ν ) we call ergodic (for ν ), if for A ∈ B satisfying

ν (T −1

t A ∆ A) = 0 for all t ∈ R, it holds ν (A) ∈ {1, 0}.

If (Tt )t ≥0
is measure preserving for ν , we also denote by Ut the linear operator in L

(
L2(Ω,ν )

)
de�ned byUt f (·) := f (Tt ·), f ∈ L

2(Ω,ν ). If for all f ∈ L2(Ω,ν ) the mapR 3 t 7→ Ut f ∈ L
2(Ω,ν ) is

170
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continuous, then (Ut )t ∈R forms a u.s.c.g. on L2(Ω,ν ). A su�cient condition for strong continuity

can be found in [91, Theorem VIII.9]. Observe that a measure preserving family (Tt )t ∈R is ergodic

for ν if and only if for f ∈ L2(Ω,ν ) satisfying Ut f = f for all t ∈ R, it holds f is constant ν-

a.e.. If (Ut )t ∈R is strongly continuous then it holds (Tt )t ∈R is ergodic for ν , if and only if for the

generator (A,D(A)) of (Ut )t ∈R it holds Eig(A, 0) = spanC{1}. The following theorem is taken

from [100, Theorem 1.4]. There, a stronger statement is proven by using the Birkho�-Khinchin

ergodic theorem.

Theorem 7.22. Let ν1 and ν2 be probability measures on (Ω,B) and assume that (Tt )t ≥0
is ergodic

for ν1 and ν2. Further, assume that (Tt )t ≥0
induces u.s.c. groups

(
U 1

t
)
t ∈R and

(
U 2

t
)
t ∈R on L2(Ω,ν1)

and L2(Ω,ν1), respectively. If ν1 , ν2, then ν1 and ν2 are mutually singular.

Proof. Let B ∈ B s.t. ν1(B) , ν2(B). Observe that the orthogonal projections onto Eig(Ai , 0) are

given by (·, 1)L2(Ω,νi )1, where Ai is the generator of

(
U i
t
)
t ∈R, i = 1, 2. Now, we apply Theorem

7.20 to the indicator function f = 1B . Hence, there exists positive numbersTn , n ∈ N, increasing

to in�nity s.t. for i ∈ {1, 2} it holds νi -a.e.

1

Tn

Tn∫
0

U i
t 1B dt

n→∞
−−−−→ νi (B).

Hence, the sets Ωi :=

{
lim

n→∞
1

Tn

Tn∫
0

U i
t 1B dt = νi (B)

}
, satisfy νi (Ωi ) = 1, i = 1, 2 and it holds

Ω1 ∩ Ω2 = Ø. �

Basically, the previous theorem implies that it su�ces to �nd a common family of ergodic trans-

formations (Tt )t ∈R for two distinct probability measures to show that they are mutually singular.

Thus, we state in the following two criteria for ergodicity of a family of measurable transforma-

tions. First, we formulate a de�nition.

De�nition 7.23. Assume that (Tt )t ≥0
is measure preserving for ν .

(i) We call (Tt )t ≥0
(strongly) mixing (for ν ), if for every A,B ∈ B it holds

lim

t→∞
ν (T −1

t A ∩ B) = ν (A)ν (B).

(ii) We call (Tt )t ≥0
weakly mixing (for ν ), if for every A,B ∈ B it holds

lim

T→∞

1

T

T∫
0

ν (T −1

t A ∩ B)dt = ν (A)ν (B).

One directly sees that the strong mixing property is equivalent to

lim

t→∞
(Ut f ,д)L2(Ω,ν ) = (f , 1)L2(Ω,ν )(1,д)L2(Ω,ν ), for all f ,д ∈ D (7.18)

where span(D) ⊆ L2(Ω,ν ) is dense. Observe that this is very similar to the statement in Proposi-

tion 7.9 for a symmetric s.c.c.s. (Tt )t ≥0
. The next lemma and its proof are well-known in ergodic

theory and can be found in [91, Section VII.4] and [100].
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7 The Existence of Non-trivial Relativistic Quantum Fields in arbitrary Space-Time Dimension

Lemma 7.24. Let (Tt )t ≥0
be a measure preserving family. Then, it holds

(i) If (Tt )t ≥0
is strongly mixing, then it is weakly mixing.

(ii) If (Tt )t ≥0
is weakly mixing, then it is ergodic.

Now, let us specify (Ω,B) = (S ′(Rd ),B), where B denotes again the Borel σ -�eld of the weak

topology of S ′(Rd ). Let t ∈ R and a ∈ Rd be a unit vector. First, we de�ne the following

continuous map

Tt : S(Rd ) −→ S(Rd ), f 7→ Tt f (·) = f (ta + ·). (7.19)

See also Lemma 6.1. We extend Tt to S ′(Rd ) via

〈f ,Ttω〉 := 〈T−t f ,ω〉 , f ∈ S(Rd ),ω ∈ S ′(Rd ). (7.20)

Hence, (Tt )t ∈R forms a group of measurable transformations on (S ′(Rd ),B).

Remark 7.25. Let ν be a probability measure on (Ω,B) = (S ′(Rd ),B) s.t. its moments (Sn)n∈N0

satisfy the Osterwalder-Schrader axioms (E0)-(E4). Assume additionally the polynomials P(S ′(Rd ))
to be dense in L2(S ′(Rd ),ν ). Observe that in this case the Cluster property (E4) is equivalent to the
strong mixing property of (Tt )t ∈R w.r.t. ν . In particular, in Theorem 7.7 we could have proven the
cluster property of (Sn,ϱ )n∈N0

also by �rst constructing the measure µϱ via Corollary 7.15. Proceeding
this way the strong mixing property of (Tt )t ∈R w.r.t. µϱ follows immediately from the dominated
convergence theorem.

Before we proceed let us consider two important classes of probability measures on (S ′(Rd ),B)
s.t. (Tt )t ∈R is strongly mixing for them. To this end we recall the White noise measure µσ 2 with

variance σ 2 > 0 on (S ′(Rd ),B) given via its characteristic function

µ̂σ 2(f ) =

∫
S ′(Rd )

ei 〈f , ·〉 dµσ 2 = exp

(
−

1

2

σ 2(f , f )L2(Rd )

)
, f ∈ S(Rd ).

Recall also the Euclidean free �eld measure µm , m > 0, de�ned in (7.1). Here, it is necessary to

point out that the notation concerning the measures µσ 2 and µm is not well-chosen. Since we used

this notation already in the previous chapters, for the sake of consistency we still stick to this

notation. However, it should be noted that we never plug in concrete numbers forσ 2
andm. Thus,

the authors expects that this will not cause any confusion for the reader. Indeed, σ 2
as a subscript

always refers to the White noise measure µσ 2 and a subscriptm to the Euclidean free �eld measure

µm . By considering their respective characteristic functions, we obtain µσ 2 ◦ T −1

t = µσ 2 and

µm ◦T
−1

t = µm for all t ∈ R, i.e., (Tt )t ∈R is measure preserving for µσ 2 and µm , σ 2,m > 0.

Lemma 7.26. Let σ 2,m > 0. The transformations (Tt )t ≥0
de�ned in (7.20) are strongly mixing

for µσ 2 and µm . In particular, (Tt )t ≥0
is ergodic for µσ 2 and µm . Furthermore, (Ut )t ∈R extends to a

u.s.c.g. on L2(S ′(Rd , µσ 2) and L2(S ′(Rd , µm), respectively.

Proof. Observe that D :=
{
ei 〈f , ·〉 | f ∈ S(Rd )

}
is a total set in L2(S ′(Rd , µσ 2) and L2(S ′(Rd , µm),

respectively. So (7.18) can be easily checked on D. Furthermore, R 3 t 7→ UtF ∈ L
2(S ′(Rd , µσ 2)

is continuous for F ∈ D which proves the last claim for µσ 2 . The same argument also works for
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µm .

�

From Lemma 7.22 and Lemma 7.26 we state the following corollary.

Corollary 7.27. The setM := {µσ 2 , µm | σ
2,m > 0} is mutually singular, i.e., any two distinct

elements ν1,ν2 ∈ M are mutually singular.

Let us brie�y relate what we’ve done so far to axiomatic quantum �eld theory. Assume for the

rest of this section that ν is a probability measure on (S ′(Rd ),B), s.t. its moments (Sn)n∈N0
de�ned

by

Sn : SC(R
d )n −→ C, (f1, ..., fn) 7→

∫
S ′(Rd )

n∏
i=1

〈fi , ·〉 dν , n ≥ 1

satisfy the Osterwalder-Schrader axioms (E0)-(E4), see Section 7.1. In particular, due to the dis-

tribution property (E0), the Euclidean invariance property (E1) and the cluster property (E4) it

holds for n,k ∈ N and f1, .., fn ,д1, ...,дk ∈ S(R
d )

(i) �������
∫

S ′(Rd )

n∏
i=1

〈fi , ·〉 dν

������� = |Sn(f1, ..., fn)| ≤ α(n!)β
n∏
i=1

‖ fi ‖p , (7.21)

where α , β are positive constants and ‖·‖p is a continuous seminorm on S(Rd ),

(ii) ∫
S ′(Rd )

n∏
i=1

〈fi , ·〉 dν = Sn(f1, ..., fn)

= Sn(Tt f1, ...,Tt fn)

=

∫
S ′(Rd )

n∏
i=1

〈fi , ·〉 dν ◦T
−1

t , (7.22)

where Tt is de�ned in (7.20),

(iii)

lim

t→∞

∫
S ′(Rd )

n∏
i=1

〈fi , ·〉
k∏
j=1

〈
Ttдj , ·

〉
dν = lim

t→∞
Sn+k (f1, ..., fn ,Ttд1, ...,Ttдk )

= Sn(f1, ..., fn)Sk (д1, ...,дk )

=

∫
S ′(Rd )

n∏
i=1

〈fi , ·〉 dν

∫
S ′(Rd )

k∏
j=1

〈
дj , ·

〉
dν . (7.23)
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For a polynomial F ∈ P(S ′(Rd )) it holds, due to the estimate (7.21), that UtF = F ◦ Tt
t→0

−−−→ F
in L2(S ′(Rd ),ν ). If the polynomials P(S ′(Rd )) are dense in L2(S ′(Rd ),ν ), then (7.22) and (7.23)

imply that (Tt )t ≥0
is measure preserving and strongly mixing for ν . Hence, in that case (Tt )t ≥0

gives rise to a u.s.c.g. (Ut )t ∈R on L2(S ′(Rd ),ν ). Due to Lemma 7.22, we obtain the next corollary.

Corollary 7.28. Assume that P(S ′(Rd )) is dense in L2(S ′(Rd ),ν ) and ν < M. Then, the measure
ν is singular w.r.t. every element fromM.

We conclude this section with two remarks concerning the previous corollary.

Remark 7.29. (i) To check that the polynomials are dense, one can use the procedure given
in Chapter 6. Indeed, assume β = 1

2
in (7.21). Then, one can proceed as in Theorem 6.6 and

construct a positive distributionΦν ∈ (N)′+ corresponding to ν . Eventually, by Remark 4.58(iv)
one concludes that the polynomials P(S ′(Rd )) are dense in L2(S ′(Rd ),ν ). If β ∈ ( 1

2
, 1), one

can still proceed similar by replacing the spaces ((N), (N)′)with the Kondratiev test functions
and distributions, see e.g. [65], [64].

(ii) To show that the polynomials P(S ′(Rd )) are dense in L2(S ′(Rd ),ν ) and that (Tt )t ≥0
is measure

preserving for ν , one can also argue similar as in the proof of Proposition 4.21. Indeed, due to
the Bochner-Minlos theorem 4.13 ν and ν ◦ T −1

t are uniquely determined by their respective
one dimensional distributions ν ◦ 〈f , ·〉−1 and ν ◦T −1

t ◦ 〈f , ·〉
−1, f ∈ S(Rd ). Hence, one can

use results from the Hamburger moment problem, as for instance, the Carleman condition, see
e.g. [40]. In particular, for β ∈ [0, 1] in (7.21) we obtain ν = ν ◦ T −1

t for all t ≥ 0. Density
of the polynomials follows by the exact same arguments as in the proof of Proposition 4.21 by
using the Carleman condition instead of the Cramér condition.

(iii) Corollary 7.28 basically implies that a large class of measures in constructive quantum �eld
theory, whose moments satisfy the Osterwalder-Schrader axioms are already mutually singu-
lar. This can be considered as a formulation of Haag’s theorem in quantum �eld theory, see
e.g. [102] and [62].
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Appendix A

Appendix to Part I

A.1 Supplementary comments and proofs for Remark 2.15

This section is intended to give some additional details concerning Remark 2.15. The reader who

is not familiar with �lters and neighborhood �lter should consult [107, Chapter 1]. We brie�y

recall the situation of Remark 2.15. Let (F , r ) be a metric space and denote by C ([0,∞), F ) the

space of continuous functions from [0,∞) to F equipped with the metric

d(x ,y) :=

∞∑
T=1

2
−T

sup

0≤t ≤T
(r (x(t),y(t)) ∧ 1), x ,y ∈ C ([0,∞), F ) . (A.1)

For f ∈ C ([0,∞), F )we denote by Ñ(f ) the �lter of neighborhoods of f in the topology induced

by d . Indeed, Ñ(f ) is generated by the �lter base

B̃f :=
{
Bε,d (f ) | ε > 0

}
,

where Bε,d (f ) denotes the open ball w.r.t. d around f with radius ε . Another system of neigh-

borhood �lters N(f ), f ∈ C ([0,∞), F ), arises in the following way. Let (T , P,U) be a triple

consisting of T ∈ N, a partition P = {t0, ..., tn} of [0,T ], n ∈ N, and a familyU = {Ui }i=1, ...,n of

open sets in F . De�ne the set

N (T , P ,U) := {д ∈ C ([0,∞), F ) | д(t) ∈ Ui+1 if t ∈ [ti , ti+1], i = 0, ..,n − 1} .

De�ne for f ∈ C ([0,∞), F ) the �lter N(f ) as the �lter generated by the �lter base

Bf := {N (T , P ,U) | T , P ,U as above, f ∈ N (T , P ,U)} .

It is clear that Bf is indeed a �lter base, i.e., for any two elements N (T , P ,U) and N (T ′, P ′,U ′)
from Bf there exists an element N (T ′′, P ′′,U ′′) ∈ Bf s.t.

N (T ′′, P ′′,U ′′) ⊆ N (T , P ,U) ∩ N (T ′, P ′,U ′).

Lemma A.1. For all f ∈ C ([0,∞), F ) it holds N(f ) = Ñ(f ).

Proof. It su�ces to show B(f ) ⊆ Ñ(f ) and B̃(f ) ⊆ N(f ) for all f ∈ C ([0,∞), F ). In the following

we �x f ∈ C ([0,∞), F ). First let N (T , P ,U) ∈ Bf be arbitrary, where T ∈ N, P = {t0, ..., tn} a

partition of [0,T ],n ∈ N, and a familyU = {Ui }i=1, ...,n of open sets in F . Now, let i ∈ {0, ...,n−1}.

As f is continuous, it maps compact sets to compact sets. Hence, f ([ti , ti+1]) ⊆ Ui+1 is compact.

Further, since Ui is open, there exists for every t ∈ [ti , ti+1] a εt > 0 s.t. Bεt ,r (f (t)) ⊆ Ui . By the
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compactness of f ([ti , ti+1]) there exists �nitely many t i
1
, ..., t ini ∈ [ti , ti+1], ni ∈ N, s.t.

f ([ti , ti+1]) ⊆ ∪
ni
j=1

Bεt ij
,r (f (t

i
j )).

Now de�ne ε := 2
−T

min{εt ij | i = 0, ...,n − 1, j = 1, ...,ni }. Then by the choice of ε it holds

Bε,d (f ) ⊆ N (T , P ,U). Hence, it also holds N (T , P ,U) ∈ Ñ(f ). Now, let ε > 0 be arbitrary. We

need to show that there exists (T , P,U) as above s.t. f ∈ N (T , P,U) and N (T , P,U) ⊆ Bε,d (f ).
Let T ∈ N s.t. 2

−T+1 < ε
2
. Since f is uniformly continuous on [0,T ] there exists an n ∈ N s.t.

r (f (t), f (s)) < ε
2

if |t − s | ≤ 1

n for t , s ∈ [0,T ]. De�ne a partition of [0,T ] by P := {t0, ..., tnT }
via ti =

i
n , i = 0, ...,nT . Further, de�ne the collection of open sets U := {U1, ...,UnT } via

Ui := B ε
4
,r (f (ti )). Now, by construction it holds f ∈ N (T , P,U) and N (T , P,U) ⊆ Bε,d (f ), which

�nishes the proof. �
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B.1 Hermite Polynomials

Since there are several di�erent de�nitions of Hermite polynomials in the literature, we give the

de�nition we work with and collect facts and useful formulas here. All formulas below can be

proven by using the de�nition (B.1). We de�ne the Hermite polynomials with parameter σ 2 > 0(
Hn,σ 2

)
n∈N via their generating function,

exp

(
−σ 2

t2

2

+ tx

)
=

∞∑
n=0

tn

n!

Hn,σ 2(x), (B.1)

i.e.,

Hn,σ 2(x) =
dn

dtn
exp

(
−σ 2

t2

2

+ tx

)
|t=0

.

Let x ,y ∈ R,m,n ∈ N and σ 2 > 0 then it holds

Hn,σ 2(x + y) =
n∑

k=0

(
n

k

)
ykHn−k,σ 2(x), (B.2)

Hn,σ 2(αx + βy) =
n∑

k=0

(
n

k

)
αn−kβkHn−k,σ 2(x)Hk,σ 2(y), α2 + β2 = 1, (B.3)

Hn,σ 2(x) =

b n
2
c∑

k=0

(
−

1

2

σ 2

)k
n!

k!(n − 2k)!
xn−2k , (B.4)

xn =

b n
2
c∑

k=0

(
1

2

σ 2

)k
n!

k!(n − 2k)!
Hn−2k,σ 2(x), (B.5)

Hn,σ 2(λx) =λnHn,( σλ )
2(x), λ ∈ R \ {0}, (B.6)

Hn,σ 2(x)Hm,σ 2(x) =

min{m,n }∑
k=0

k!

(
m

k

) (
n

k

)
σ 2kHm+n−2k,σ 2(x), (B.7)

Hn+1,σ 2(x) =xHn,σ 2(x) − nσ 2Hn−1,σ 2(x), (B.8)

0 =

(
σ 2

d2

dx2
− x

d

dx
+ n

)
Hn,σ 2(x) (B.9)
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The Hermite polynomials satisfy the following orthogonality relation∫
R

Hn,σ 2(x)Hm,σ 2(x) exp

(
−
x2

2σ 2

)
dx =

√
2πσ 2δn,mn!σ 2n

178



B.2 Divergence of the Renormalization terms in the (Φ)4
3
model

B.2 Divergence of the Renormalization terms in the (Φ)4
3
model

In this section we show that the renormalization terms in the interaction potential of the (Φ)4
3

model tend to in�nity, as the cuto� parameter t tends to 0. In particular, this shows that the

lower bounds in (6.10) and (6.11) tend to minus in�nity as t goes to zero. Furthermore, we obtain

also upper bounds which describe the order of the divergence exactly.

To this end, recall the function ft ∈ S(R
3) de�ned in (6.7) as well as the random variable Φ(x , t),

x ∈ R3
, t > 0 de�ned in (6.8). We de�ne the functions

α(t) := (ft ,C ft )L2(R3) =
1

(2π )3

∫
R3

exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

dp

β(t) := δm2

t = 4
2
6

∫
R3

EC [Φ(0, t)Φ(y, t)]
3 dy.

In the following, we determine upper and lower bounds for the functions α and β . The function

α is continuously di�erentiable at t ∈ (0,∞) with derivative

α ′(t) = −
1

(2π )3

∫
R3

exp

(
−t(|p |2 +m2

0
)
)
dp = −γ

exp

(
−tm2

0

)
t

3

2

,

where γ is a positive constant. From the fundamental theorem of calculus we obtain for t ∈ (0, 1)

α(1) + γ

1∫
t

exp

(
−sm2

0

)
s

3

2

ds = α(t). (B.10)

The integral in (B.10) can be estimated from above and from below by

exp

(
−m2

0

) 1∫
t

s−
3

2 ds ≤

1∫
t

exp

(
−sm2

0

)
s

3

2

ds ≤

1∫
t

s−
3

2 ds .

This implies that we can �nd two positive constants γ1,γ2 and a real number γ3 s.t.

(γ3 + γ1t
− 1

2 ) ≤ α(t) ≤ γ2(1 + t
− 1

2 ). (B.11)

To establish the order of divergence of β one proceeds similarly. Observe that the integrand in

the de�nition of β is given by

EC [Φ(0, t)Φ(y, t)]
3 = (2π )

3

2F

[
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

]
3

(y).

An elementary calculation shows that the map

R 3 t 7→ F

[
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

]
3

∈ S(R3)

is di�erentiable, which implies that we can di�erentiate under the integral sign in the de�nition
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of β(t) and obtain

β ′(t) = −γ

∫
R3

F

[
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

]
2

(y)F
[
exp

(
−t(|p |2 +m2

0
)
) ]
(y)dy,

where γ is again a positive constant. By using Fubinis theorem and (B.11) we obtain for t ∈ (0, 1)

β ′(t) = −γ

(
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

,
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

∗ exp

(
−t(|p |2 +m2

0
)
))

L2(R3)

(B.12)

≥ −γ

exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0


L1(R3)

exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

∗ exp

(
−t(|p |2 +m2

0
)
)

L∞(R3)

≥ −γ

exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

2

L1(R3)

≥ −2γγ 2

2
(1 + t−

1

2 )2 ≥ −γγ 2

2
(1 + t−1),

Finally, by integrating the inequality above we obtain for t ∈ (0, 1)

β(t) ≤ γ

(
1 + ln

(
1

t

))
.

To obtain a lower bound for β we �nd again a suitable bound for β ′ starting again from (B.12).

Let t ∈ (0, 1). Then, it holds

−γ−1β ′(t) =

(
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

,
exp

(
−t(|p |2 +m2

0
)
)

|p |2 +m2

0

∗ exp

(
−t(|p |2 +m2

0
)
))

L2(R3)

≥

∫
B 1√

t
(0)

exp

(
−t(|p1 |

2 +m2

0
)
)

|p1 |
2 +m2

0

∫
B 1√

t
(0)

exp

(
−t(|p1 − p2 |

2 +m2

0
)
)

|p1 − p2 |
2 +m2

0

exp

(
−t(|p2 |

2 +m2

0
)
)
dp2 dp1

≥ exp(−3tm2

0
− 6)

1

1

t +m
2

0

∫
B 1√

t
(0)

dp1

1

4

t +m
2

0

∫
B 1√

t
(0)

dp2

≥

(
4

3

π

)
2

exp(−3tm2

0
− 6)

1

√
t + t

3

2m2

0

1

4

√
t + t

3

2m2

0

≥
1

t

(
4

3

π

)
2

exp(−3m2

0
− 6)

(1 +m2

0
)(4 +m2

0
)
.

Via integration, we obtain for some positive constant γ̂ that.

β(t) ≥ γ̂

(
1 + ln

(
1

t

))
. (B.13)
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