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Abstract

Nowadays, people and systems createdbypeople are generating anunprecedented amountof

data. This data has brought us data-driven services with a variety of applications that affect

people’s behavior. One of these applications is the emergent online social networks as a method

for communicating with each other, getting and sharing information, looking for jobs, and many

other things. However, the tremendous growth of these online social networks has also led tomany

new challenges that need to be addressed. In this context, the goal of this thesis is to better under-

stand the dynamics between the members of online social networks from two perspectives. The

first perspective is to better understand the process and the motives underlying link formation in

online social networks. We utilize external information to predict whether two members of an on-

line social network are friends or not. Also, we contribute a framework for assessing the strength of

friendship ties. The second perspective is to better understand the decay dynamics of online social

networks resulting from the inactivity of their members. Hence, we contribute a model, methods,

and frameworks for understanding the decay mechanics among the members, for predicting mem-

bers’ inactivity, and for understanding and analyzing inactivity cascades occurring during the decay.

The results of this thesis are: (1) The link formation process is at least partly driven by interactions

among members that take place outside the social network itself; (2) external interactions might

help reduce the noise in social networks and for ranking the strength of the ties in these networks;

(3) inactivity dynamics can bemodeled, predicted, and controlled using themodels contributed in

this thesis, which are based on network measures. The contributions and the results of this thesis

can be beneficial inmany respects. For example, improving the quality of a social network by intro-

ducing new meaningful links and removing noisy ones help to improve the quality of the services

provided by the social network, which, e.g., enables better friend recommendations and helps to

eliminate fake accounts. Moreover, understanding the decay processes involved in the interaction

among themembers of a social network canhelp to prolong the engagement of thesemembers. This

is useful in designing more resilient social networks and can assist in finding influential members

whose inactivity may trigger an inactivity cascade resulting in a potential decay of a network.
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1
Prologue

The rapid increase in the amount of data generated by humans and systems has pushed tech-
nology and research tobemoredata-driven thaneverbefore. Thus,multidisciplinary research

areas, such as data science and algorithmic accountability, have emerged in the last decade in an
attempt to cope with the real new challenges caused by the availability of data and systems built
mainly through learning fromdata. Oneof these disciplines isNetwork Science, whichhas rapidly ex-
panded following the seminal work ofWatts and Strogatz [WS98] and Barabási andAlbert [BA99],
with new advances in understanding complex systems by modeling their components as nodes of
a graph and the interactions among these components as the edges of the graph. This abstraction
of complex systems has enabled useful analysis of a complex system being studied, such as finding
the most important nodes in the system (centrality analysis [KLP+05]), finding the nodes that are
connected to each other more closely than to other nodes (community detection [For10]), infer-
ring links that are not observed in the data and predicting links that may appear in the future (Link
prediction [LNK03]), and many others.

In this thesis, we explore the areaof onlineSocialNetworkAnalysis as the context, employ andex-
tend Network Science as an abstraction tool for understanding complex systems, and apply Machine
Learning techniques as amethod for achieving the goals of this thesis. Thus, this thesis is positioned
at the crossroads of these three components.

In the following sections, the context of this thesis will be defined, as well as the problems it
addresses and the goals it achieves, and the contributions it will make. Additionally, the benefits of
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the results obtained from this researchwill be provided, including the potential target audience that
may benefit from these.

1.1 Context of this thesis

In recent years, technology has shaped and changed our daily lives to an extreme extent. One aspect
of this change is the emergence ofOnline Social Networks (OSNs), which have become a convenient
and powerful alternative for human communication, knowledge acquisition, political campaigns,
jobs hunting, and many others. Thus, gaining a thorough understanding of the dynamics of the
interactions among themembers ofOSNs is indispensable for various reasons, such as for sustaining
these OSNs and their economic benefits for the owners and customers; and for understanding the
societal impacts caused by the online activities of their members.

In this thesis, OSNs are approached as complex network systems where nodes are the members
of the OSN and edges are the members’ interactions within the OSN. The area of social network
analysis is an active research areawith researchers fromdifferent domains, various perspectives, and
various challenges and problems. This thesis falls in the area of Networked-Data Science, as we em-
ploy probabilistic modeling andmachine learning for networked data in order to better understand
the dynamics of social interactions in online social networks and, correspondingly, predict online
humanbehaviors. In this thesis, we perceive the dynamics of themembers of anOSN from twoper-
spectives. The first is link dynamics, which is the process of formation, persistence and intensity, or
removal of links in a social network between its members (nodes). The second is node dynamics,
which is the process of a member (node) of a social network being active or inactive over time.
We assume that we are dealing with a network of a predefined set of nodes; thus, the emergence
of new nodes over time is ignored and is not within the scope of this thesis. Also, the existence of
external information other than friendship relations is assumed for the contributions related to link
dynamics; and the existence of temporal networks for the contributions related to node dynamics.

1.2 Problems andmotivations

The integral part that OSNs play in present-day life and the continuous effects they manifest pose
many challenges that need to be addressed. These challenges are evident in different dimensions,
such as social science and computer science. In this thesis, we are concerned with the following
problems of social network dynamics:

P1- Link Prediction: Link formation [BG00, JW02] constitutes the main part of OSN link dy-
namics. Many studies have shown that link formation is driven by internal homophily¹ in
a social network, such as the works by McPherson et al. [MSLC01], by Thelwall [The09],

¹The etymology of the word “Homophily” is self (Homo) like (philia).
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and by De Choudhury [DC11]. However, the effect of external² homophily on the link for-
mation process has not been examined yet, which limits link prediction to the topological
information contained only in friendship social networks. The prediction of links between
members who are already part of the social network can be inferred from the structural mea-
sures of the social network itself. This approach, which is mainly used in the literature (see
the literature reviews by Lü et al. [LZ11] and by Martínez et al. [MBC16]), has one limi-
tation though: The structural measures of the social network are mainly based on the local
neighborhood and the distance between each pair of nodes, which limits predicting links
that may exist between twomembers who have no common friends and/or the distance be-
tween them is large. This limitation hinders finding links that were mainly formed because
of external factors. In this thesis, external information is utilized to predict the links of an en-
tire social network. This provides an opportunity to gain more (of the missing) topological
network information, i.e., finding the false-negative edges. Moreover, utilizing external in-
formation helps to understand to which degree link formation in social networks is affected
by a network’s external factors.

P2- Link Assessment and Tie Strength Ranking: Social networks, similar to many other net-
works such as protein-protein interaction networks [Dea02], contain edges that do not re-
flect real relationships or represent relationships of low intensity. We call these edges noisy
edges. The problemof link assessment is crucial because performing network analysis on net-
works with much noise leads to inaccurate results and uncertain conclusions. To the best of
our knowledge, link assessment has not been addressed before for social networks. In the
literature, there exist a few methods for tie strength ranking³; however, these methods (see
for example the work by Jones et al. [JSB+13] and by Spiliotopoulos et al. [SPO14]) do not
incorporate external information. In this thesis, a new link assessment method is proposed.
The method identifies noisy edges and additionally ranks the ties in social networks based
on their strength.

P3- Inactivitymodeling, analysis, and prediction: The dynamics of social networksmay con-
tain decay processes, where nodes become inactive, triggering potential inactivity cascades.
The problem of decayed social networks (social networks that turned out of service) has
happened to several famous OSNs in recent years, such as MySpace and Friendster, caus-
ing a massive drop in the economic value of the decayed social networks. The reasons for
the decay, its mechanics, and possible prevention mechanisms are subjects not well-studied
in the literature. In this thesis, we address this problem extensively by providing a theoret-
ical model for understanding the decay mechanics, an empirical analysis of decayed social

²The term “external” refers to any information aboutmembers of a social network other than their friendship links.
³We will stick to the term “tie strength ranking” as a term indicating ranking or weighting edges because it is used

frequently in the literature.
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networks, and prediction models for predicting node inactivity and some characteristics of
inactivity cascades. The benefit gained from studying decay dynamics is an understanding of
how the decay takes place, which enables preventing social decay and engineering resilient
social networks. Additionally, understanding how the decay happens makes it possible to
identify vulnerable nodes that may initiate a disruptive inactivity cascade.

1.3 Goals of this Thesis

Figure 1.3.1 shows an abstracted overview of the goals of this thesis. We assume that this abstrac-
tion is a sound representation of the life cycle of a social network over time. The following descrip-
tion provides more information about how we approach the social network dynamics problems
described in the previous section as well as the goal of each transition from a panel to another.

Figure 1.3.1: Schematic and abstracted overview of the goals of this thesis.

Panel A: The network in panel A shows an initial social network at the very start time of network for-
mation, where there are members who are not connected to any other members. The panel
also contains external information about the interactions among the members of the link-
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less network. This information is supposed to be used later for predicting all the links of the
network as well as for link assessment and tie strength ranking.

Panel B: The network in panel B shows that the links of the network are inferred. The goal of this
thesis is to predict these edges using external information.

Panel C: Thenetwork in panelC shows a networkwith ranked edges. Thegoal of this thesis is to assess
and rank the strength of the edges of a social network using external information.

Panel D: The network in panel D shows a network where some of the nodes are inactive; i.e., some
nodeswere observed in one network at one time butwere not observed in one ormore of the
networks at a later time. The goal of this thesis is to predict these nodes and to find inactivity
patterns in the underlying social networks.

Panel E: The network in panel E shows some inactive nodes and their neighbors. The goal of this
thesis is to investigate how a node’s inactivity affects its neighbors as a way to understand
the mechanics of inactivity decay and to provide a theoretical model that captures a node’s
inactivity in a network.

Panel F: The network in panel F shows an inactivity cascade of some members of the network. The
goal of this thesis is to formally define inactivity cascades and their properties. Addition-
ally, we aim at predicting cascade size and cascade virality as two main characteristics of an
inactivity cascade.

1.4 Contributions overview

The contributions of this thesis are categorized and described as follows:

• Engineering: First: a simple topology-based transformationof anetwork into a vector space.
This transformation, which canbebasedon thenetwork’s nodes or its edges, enables employ-
ing the topological structure of a network for predictionmodels, especiallymachine learning
prediction. Second: rigorously defined frameworks and methods for utilizing networked-
data for building machine learning prediction models. The contributed frameworks and
methods include the following: engineered features derived from networks, models for clas-
sification problems (for link prediction and link assessment) and regression problems (for
predicting cascade’s size and virality) problems, tuned parameters for improving prediction
performance, and validated results. These frameworks andmethods aremainly used for: (1)
predicting the entire social network’s links from data outside the social network itself (ad-
dressing P1); (2) assessing and ranking the strength of friendship ties (addressing P2); (3)
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predicting user inactivity (addressing P3); and (4) predicting inactivity patterns and cas-
cade (addressing P3). The contributedmethods andmodels have been published in [AZ14,
AZ15, AZ18b, Abu18a, Abu18b].

• Theory: First, a theoretical model for describing the decay dynamics of online social net-
works. The model is built based on probability theory and the simulation of the model re-
veals insights regarding the decay mechanics in online social networks that can be utilized
for building andmaintaining active social networks. Themodel partly tackles the previously
stated research problem P3 and has been published in [AZ18a, AZ17]. Second, a theoretical
prediction model for predicting users’ inactivity is contributed and supported by a linear-
time optimization technique. The model partly tackles research problem P3 and has been
published in [Abu18a]. The results of the prediction model are satisfactory in terms of pre-
diction accuracy measures and show many insights regarding the prediction of users’ inac-
tivity using network-based features. For example, we were able to (1) predict inactivity of
members of alive social networks using information from decayed social networks, and (2)
identify network-based measures that are highly correlated to members’ activity/inactivity.

A considerable amount of research is related to automate software for the aforementioned two con-
tributions. Thus, an important subaltern contribution of this work is that the code is provided pub-
licly and can be easily used by others from interdisciplinary domains⁴. In line with this, a Python
repository will be provided to facilitate the process of utilizing networks for machine learning. The
code includes customizable and fully automated software code units for selecting classifiers and re-
gressors, data preprocessing that respects thenature of networked-data, extensive parameter tuning,
and validation methods and baseline comparisons.

1.5 Benefits and target audience

The work in this thesis can be beneficial to different parties. Here we list the target audiences we
expect will benefit from this work and/or build on it.

• Social network maintainers and owners: Sustaining a successful online social network requires
both continuous analysis and forecasting methods for the interactions among its members.
The work of this thesis serves this goal. The contributions of this work and the insights ob-
tained from the analysis can directly help analysts responsible for maintaining a social net-
work. For instance, the method provided for link prediction helps to sustain the growth dy-
namics of a social network by increasing the number of meaningful links among the mem-
bers; this, in turn, increases members’ engagement in the social network, which is the ulti-
mate goal of any social network from the owner’s perspective. Furthermore, link assessment

⁴The code used in this thesis is available here: https://github.com/abufouda for reproducibility.
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and tie strength ranking help to categorize friends, set privacy circles, and improve feeds. Fi-
nally, the models, insights, and results obtained from the decay dynamics part of this thesis
will presumably help sustain resilient social networks that are more robust against disrup-
tions caused by inactivity cascades. For example, realizing when a user is going to become
inactive, knowing the effects of a user’s inactivity on its friends, andknowing in advancewhen
an inactivity cascade may become viral are major concerns for sustaining a growing social
network.

• Members of social networks: Understanding how the members of a social network interact
with each other is mandatory for providing purposeful services by social networks service
providers. From the members’ perspective, more effective friend recommendations, better
online advertisements, and better content, which are some of themain aspects thatmembers
seek in online social networks, are direct applications of the findings of the link prediction
and link assessment contributions of this thesis

• Researchers: Thework of this thesis can be utilized for future analysis by researchers address-
ing the same problems as this work. For example, the link assessment and tie strength rank-
ingmethod provided in this work can be used as a preprocessing step in subsequent network
analysis. This issue and other related research problems will be addressed in more detail in
Chapter 9, where we talk about future work and research directions.

• Practitioners: Social network analysis can be applied in different directions, for example, ap-
plications and games built using theAPIs providedby social network providers, such as Face-
book, on top of the social network itself. The developers of such applications can also benefit
from thiswork by gaining a better understanding of their users from the network perspective.
For example, the prediction model provided for predicting members’ inactivity can be used
by practitioners to know when users may become inactive so that they can take counter ac-
tions in order to prolong the presence and activity of these users.

1.6 Thesis structure

Figure 1.6.1 shows the structure of this thesis, highlighting the type of contribution ( theory and/or
engineering), the chapter topic, and the author’s related publications.

Each chapter is briefly described in the following:

• Chapter 2 contains descriptions regarding the foundations used in this thesis, from the per-
spective graph theory and network science. The chapter starts with definitions of graph the-
ory elements, followed by the foundations and definitions of network science, followed by
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Figure 1.6.1: Thesis overview.

the transformation framework contributed in this thesis, and endswith some general charac-
teristics of social networks. This chapter aims at providing the minimal yet sufficient details
required to follow the rest of this thesis smoothly.

• Chapter 3 contains themathematical and the formal preliminaries used and extended in this
thesis. The chapter provides details about learning theory as a basis for themachine learning
techniques we used, definitions of submodularity, and a glimpse of optimization theory.

• Chapter 4 presents the link prediction contribution of this thesis. The chapter includes re-
latedwork, the description of themethod and the datasets, as well as the results and findings.

• Chapter 5 presents the link assessment and tie strength ranking contribution of this thesis.
The chapter includes related work, the motivation of the problem and its importance, the
description of the method and the dataset, and ends with a summary and future work.
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• Chapter 6 presents part of the theoretical work of this thesis. It contains a theoretical model
for understanding the decay of social networks based on node inactivity. The properties and
some theoretical findings and their implications are presented in this chapter.

• Chapter 7 presents the modeling and analysis of inactivity cascades. The chapter includes
a formal definition of inactivity cascades followed by the analysis and prediction of cascade
size and virality.

• Chapter 8 presents two predictionmethods for predicting node inactivity in social networks.
The testing and validation of the method are also presented in this chapter, which ends with
conclusions and findings regarding the conducted experiments.

• Chapter 9 concludes this thesis by providing a summarization of the contributions and pos-
sible future work.

1.7 Publications

This thesis is based on the following peer-reviewed publications of the author:

1. MohammedAbufouda andKatharinaA. Zweig. Interactions around social networksmatter:
Predicting the social network from associated interaction networks. In 2014 IEEE/ACM
International Conference on Advances in Social Networks Analysis andMining (ASONAM
2014), pages 142–145, Aug 2014 [AZ14].

2. Mohammed Abufouda. Community aliveness: Discovering interaction decay patterns in
online social communities. In the 4th European Network Intelligence Conference, Lecture
Notes on Social Networks, Springer. Springer International Publishing, 2017 [Abu18a].

3. Mohammed Abufouda. Postmortem analysis of decayed online social communities: Cas-
cade pattern analysis and prediction. In Complexity International Journal, 2018 [Abu18b].

4. Mohammed Abufouda and Katharina A. Zweig. Are we really friends?: Link assessment
in social networks using multiple associated interaction networks. In Proceedings of the
24th InternationalConference onWorldWideWeb,WWW’15Companion, pages 771–776,
2015, ACM [AZ15].

5. Mohammed Abufouda and Katharina A. Zweig. Stochastic modeling of the decay dynamics
of online social networks. In Complex Networks VIII, BrunoGonçalves, RonaldoMenezes,
Roberta Sinatra, and Vinko Zlatic, editors, pages 119–131. Springer International Publish-
ing, 2017 [AZ17].
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6. Mohammed Abufouda and Katharina A Zweig. A theoretical model for understanding the
dynamics of online social networks decay. In arXiv preprint arXiv:1610.01538. In prepara-
tion, 2018 [AZ18a].

7. Mohammed Abufouda and Katharina Anna Zweig. Link classification and tie strength rank-
ing in online social networks with exogenous interaction networks. In Behavioral Analytics
in Social and Ubiquitous Environments, Springer, pages 1-27, 2017 [AZ18b].
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2
Graphs, Networks, and Social Networks

2.1 Synopsis

In this chapter, we will present the required definitions and preliminaries of graph theory and net-
works that are needed to follow this thesis. This chapter also includes a description of social net-
works, as these are the main topic of this thesis. Furthermore, this chapter introduces one of the
contributions in this thesis, which is the transformation of a network from nodes and edges nature
to a vector space.

2.2 Graph theory

In 1735, LeonhardEuler came across the problemof finding awalk through the city ofKönigsberg
via the seven bridges over the Pregolya river with one constraint: walking over each bridge only

one time. Thework of Euler, which provided a proof that there is no suchwalk solving the problem,
constitutes the first known work in graph theory. Figure 2.2.1 shows part of the city of Königsberg
and the bridges along with the graph representation of the problem as provided by Euler¹. In the
following subsections, we will present the basics of graph theory that are required to follow this
thesis.

¹The historical drawing of the city in the figure was taken from this link.
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Figure 2.2.1: The figure shows (in the left panel) part of the city of Königsberg with the
Pregolya river running through it and seven bridges over the river. The right panel shows the
corresponding graph abstraction of the land areas around the river, depicted as nodes, and the
bridges, depicted as edges.

2.2.1 What is a graph?

In this section, we will present basic definitions for graphs and their families and properties.

Definition 2.2.1. An undirected graph G is defined as a tuple G = (VG, EG), where VG is a finite
nonempty set of nodes and EG is the set of edges in the graph that is defined as: EG ⊆ VG × VG.

The number of nodes in a graph is denoted as n and the number of edges is denoted as m. An
undirected edge e = {u, v} is a connection between nodes u and v, where u, v ∈ VG. A graph
can also be directed (Digraph), in which case the order of the nodes at the endpoint of an edge is
relevant. A directed graph is defined in the same way as in Definition 2.2.1. For digraphs, an edge is
identified by the source node and the target node; for example, the directed edge e1 = (u, v) is not
the same as the directed edge e2 = (v, u).

Definition 2.2.2. A multigraph is a graph that has multiple edges between a pair of nodes.

Definition 2.2.3. A graph is simple if it is undirected, has no multiple edges, and has no self-edges.

Definition 2.2.4. A complete graph is a graph whose nodes are pairwise connected by an edge,
i.e, a complete undirected graph has

(n
2

)
edges. A complete graph of n nodes is denoted by Kn.

Figure 2.2.2 shows some types of graphs.

Definition 2.2.5. A weighted graph is a graph whose edges are mapped to weights with a mapping
function ω : EG → R. Conventionally, an edge of an unweighted graph has a weight of 1.

The neighbors of a node v is the set of nodes incident to it, which is denoted by Γ(v). The
cardinality of the set Γ(v) is called the degree of a node, deg(v). It can be seen that

∑
v∈VG

deg(v) =
2m. This is called the handshaking lemma.
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(a) A simple graph. (b) A directed graph. (c) A multi-edge graph.

Figure 2.2.2: Graph families.

(a) G (b) G − {d} (c) G − {e = {f, g}}

Figure 2.2.3: A graph G, panel a, and examples of its subgraphs, panels b and c.

Definition 2.2.6. Given a graph G = (VG, EG), G1 = G− v is a subgraph of G which is defined as
G1 = (VG1 , EG1), where VG1 = V − {v} and EG1 ⊆ EG such that EG1 includes all edges of EG except
those that are incident to v.

Analogously, the subgraph can be defined by removing an edge from the graph G. Figure 2.2.3
shows a graph and two of its subgraphs.

Definition2.2.7. AcomponentHof a disconnected graphG is a connected subgraphwhose nodes
are not connected to any other node in G. A connected graph contains one component.

Definition2.2.8. A cut-node or a cut-edge of a graphG is a node or an edgewhose removal increases
the number of components of G.

2.2.2 Roaming through a graph

Definition 2.2.9. Awalk is a sequence (v0, e1, v1, · · · , ek, vk) of alternating nodes and edges such
that 1 ≤ i ≤ k, where an edge ei is defined as ei = (vi−1, vi). The length of a walk is the number of
edges it contains.

Definition2.2.10. A trail is awalkwithout repeated edges. A path is awalkwithout repeatednodes.
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(a) K5 (b) C5 (c) P5

Figure 2.2.4: Five-node graph variations.

Definition 2.2.11. A cycle is a path where the start node and the end node are the same.

Figure 2.2.4 shows a variation of a graph with 5 nodes showing a complete graph, a cycle, and a
path.

Definition 2.2.12. A tree is a graph with no cycles. Consequently, m = n − 1 for a tree.

Definition 2.2.13. For a connected graph G, the distance between two nodes u and v, dG(u, v) is
defined as the number of edges in the shortest path between the two nodes.

Definition 2.2.14. The eccentricity of a node v is defined as the largest distance between node v and
any other node in the graph. Thus, ecc(v) = maxu∈VG{d(v, u)}. Additionally, the diameter of a
graph, diamG is the largest eccentricity of all nodes in the graph.

2.3 From graphs to network science

The era of digitalization in which we are living and the availability of data traces generated by hu-
mans and systems has allowed graph theory to be applied on awide scale. Network Science is a recent
emergent field of science that basically builds on graph theory and its algorithms for modeling the
interaction between the components of a complex system. This application of graphs helps to un-
derstand how these systems are working, predict the future behavior of these systems, and possibly
control them. In what follows, we will describe the basics of complex network analysis, which are
required to follow this thesis.

What is network science? Wedefine networks as “graphs in action” within a defined context. This
means that we knowwhat a graph’s node represents in reality and what an edge between two nodes
represents in reality. Thus, network science builds on providing a graph abstraction of the system
of interest, where the graph’s nodes and edges are realized by entities and the relationships between
the entities of the studied system. Thus, we know what a node and an edge actually are. Based on
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that, we define network science as the set of theories, methods, models, and tools used to study a
complex system by abstracting it to a network.

Interdisciplinarity and implications: The entities and the relationships of a network can be a use-
ful representation for a vast number of systems and phenomena that are composed of interacting
pieces. Thus, networks have been used for understanding different complex systems, such as the
Internet [FFF99, HA99], power grids [WS98, ASBS00], transportation [Kan63, SDC+03], social
networks [Mor53, Mil67, KJB+90, DYB03], the World Wide Web [AJB99], scientific collabora-
tion [Pri65], biology (protein networks [JMBO01]), and collaboration among software develop-
ers [Sin10, AA17]. So, networks seem to be ubiquitous, which has contributed to an explosion of
the literature and makes network science a very active research area in the last few years. This has
enriched our understanding of the studied systems significantly.

In the following sections, we will provide a description of node and edge related measures as
well as somenetworkmacroscopicmeasures. Then, wewill present a section that describes network
models².

2.3.1 Node-related measures

In this section, we present some measures that are related to the nodes of a network. We intro-
duce thesemeasures because we will use them extensively throughout this thesis. Wewill use these
measures mainly in the network vectorization method we contributed to this thesis, which will be
described in details Section 2.4. Below, we list the main measures used for a network’s nodes.

Farness

Measuring the distances between a pair of nodes helps to gain insights regarding how certain pro-
cessesworkon topof anetwork. Distancemeasurementfirst appeared in theworkof Shimbel [Shi53].
The farness of a node v is the summation of the distances between v and all other nodes in a network
G. It is defined as:

FAR(v) =
∑
w∈VG

d(v,w) (2.1)

Closeness centrality

The closeness centrality is a measure that quantifies how close a node v is to all other nodes in a
network G. Another way to calculate that is to inverse the farness of node v. Thus, the closeness of

²In the field of network science, the terminology is not standardized due to the interdisciplinary nature of the field.
For example, a node may be called an agent, a node, a site, a member, or something else altogether, depending on the
studied domain. The same applies to the terms used for an edge, which may be called an interaction, a relationship, a
tie, a bond, or something else, depending on the studied domain. We will stick as much as possible to the terms node
and edge.
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a node is defined as:
C(v) = (FAR(v))−1 (2.2)

Eigenvector centrality

The eigenvector centrality [Ruh00] of a node is defined as:

Evec(xi) =
1
λ

∑
j∈VG

aijxj, (2.3)

where λ is a constant and aij is a location defined by i, j in the adjacency matrix that represents the
network. The measure can be written in matrix form as: λx = A · x.

Average Minimum cut

Aminimumcutof twonodesu and v,MinCut(u, v), is theminimumnumberof edges that need tobe
removed in order to separate the two nodes; i.e., one nodewill be in a subgraph that is disconnected
from another subgraph containing the other node. The average minimum cut of a node v is defined
as:

MC(v) = 1
n

∑
u∈VG,u̸=v

MinCut(u, v), (2.4)

where n is the number of nodes in a graph.

Coreness

A k-core subgraph of a graph G is the maximal subgraph such that each node has at least k-edges.
The coreness of a node Core(v) = k if the node v is in the k-core subgraph and not in the k + 1-core
subgraph. Figure 2.3.1 shows an example of a graph with its k-core decomposed into subgraphs
where k ∈ {1, 2, 3}. This measure was first introduced by Seidman [Sei83].

Figure 2.3.1: An example graph showing different coreness levels of a graph.
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(a) Betweenness. (b) Closeness.

(c) Eccentricity (d) Eigenvector centrality

Figure 2.3.2: The figure shows different centrality measures of the Karate club dataset [Zac77].
The color is directly proportional to the measured value. The node size in all panels is directly
proportional to its degree.

Betweenness centrality

The betweenness centrality measures how central a node is in terms of being in the shortest paths
between other pair of nodes. It was firstly introduced by Freeman [Fre77]. Betweenness centrality
is defined as:

B(v) =
∑
s,t∈VG

σst(v)
σst

, (2.5)

where σst(v) is the number of shortest paths between nodes s and t that includes the node v, and σst

is the number of shortest paths between nodes s and t.
Figure 2.3.2 shows how the samenetwork looks differentwith different lenses of centralitymea-

sures.
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2.3.2 Edge-related (edge proximity) measures

In this section, we present some measures that are related to the edges of a network. We intro-
duce thesemeasures because we will use them extensively throughout this thesis. Wewill use these
measures mainly in the network vectorization method we contributed to this thesis, which will be
described in details Section 2.4.

Edge betweenness

Similar to the betweenness of nodes, edge betweenness measures the number of times an edge e
appears in the shortest path between any two nodes in a graph [GN02]. It is defined as:

B(e) =
∑

v,u∈VG

σuv(e)
σu,v

(2.6)

Number of Common Neighbors

For any node z in a network G, the neighbors of z, Γ(z), are the set of nodes that are adjacent to z.
For each pair of nodes v andw, the number of common neighbors of these two nodes is the number
of nodes that are adjacent to both node v and node w.

CN (v,w) = |Γ(v) ∩ Γ(w)| (2.7)

Resource Allocation

Zhou et al. [ZLZ09] proposed this measure to address link prediction and showed that it provided
slightly better performance thanCN . Thismeasure assumes that each node has some resources that
will be distributed equally among its neighbors. This idea is then adapted for two nodes v and w as
follows:

RA(v,w) =
∑

z∈Γ(v)∩Γ(w)
z ̸=v̸=w

1
|Γ(z)|

(2.8)

Adamic-Adar coefficient

Ever since this measure was proposed by Adamic and Adar [AA03], the Adamic-Adar Coefficient
has been used in different areas of social network analysis, such as link prediction.

AAC(v,w) =
∑

z∈Γ(v)∩Γ(w)
z ̸=v̸=w

1
log|Γ(z)|

(2.9)
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Jaccard Index

This measure was first proposed in information retrieval [SM86] as a method for quantifying the
similarity between the contents of two sets. This idea is applied to the neighbors of any two nodes
as follows:

J I(v,w) = |Γ(v) ∩ Γ(w)|
|Γ(v) ∪ Γ(w)|

(2.10)

Preferential Attachment

Newman [New01] showed that in collaborationnetworks, the probability of collaborationbetween
any two nodes (authors) v and w is correlated to the product of Γ(v) and Γ(w). We used the defini-
tion proposed by Liben-Nowell and Kleinberg [LNK03]:

PA(v,w) = |Γ(v)| · |Γ(w)| (2.11)

Sørensen-Dice Index

Thismeasurehasbeenused in ecology tofind the similaritybetween species in ecological data [Dic45]
and is defined as:

SD(v,w) =
2 × |Γ(v) ∩ Γ(w)|
|Γ(v)|+ |Γ(w)|

(2.12)

Hub Promoted Index

This measure was used to find the similarity between two nodes in a networks with hierarchical
structures [RSM+02], and is defined as:

HPI(v,w) = |Γ(v) ∩ Γ(w)|
min(|Γ(v)|, |Γ(w)|)

(2.13)

Hub Depressed Index

Similar toHPI , the hub depressed index is defined as:

HDI(v,w) = |Γ(v) ∩ Γ(w)|
max(|Γ(v)|, |Γ(w)|)

(2.14)

Local community degree measure

Measuring the similarity between twonodes can also bedoneby looking at how the commonneigh-
bors are connected to each other. The common neighbors measure based on the local community
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degree measure defined by Cannistraci et al. [CALR13] as:

CRA(v,w) =
∑

z∈Γ(v)∩Γ(w)
z̸=v̸=w

|Γ(v) ∩ Γ(w) ∩ Γ(z)|
|Γ(z)|

(2.15)

2.3.3 Macroscopic measures

Density

The density of a network is the fraction of maximum possible edges that are actually observed in a
network. It is defined as:

ρ =
m(n
2

) =
2m

n(n − 1)
≈ 2m

n2 , (2.16)

where 0 ≤ ρ ≤ 1, and for large networks, i.e., n ≫ 1, it can be approximated to 2m
n2 .

Clustering coefficient

In this thesis we used the definition given by Barrat and Weigt [BW00]:

CC = 3 · N(C3)

N(P3)
, (2.17)

whereN(C3) is the number of cycles of length three (this is called triangles), andN(P3) is the num-
ber of paths of three nodes (this is called triples).

2.3.4 Network basic models

Providing a network model that models real systems was what jump-started the field of network
science. In this section, we will provide descriptions of the most famous network models in this
field. Figure 2.3.3 illustrates the models that will be described in the following subsections.

Regular networks

Regularnetworks arenetworkswith adeterministicallydefined structureof thenetwork. Figure2.3.3a
shows a regular latticeof twodimensions. Although regular networksdonot look realistic, theyhave
some limited applications such as for modeling the magnetic interaction of particles [Isi25]. No-
ticeably, regular networks have been used to derive more complex and realistic networks such as
the small-world model [WS98] as we will see in the section on small-world networks (Section 4).

Random graphs

Although random graphs were theoretically developed well before the emergence of network sci-
ence [SR51, ER59], they have been used extensively as a reference for comparing the results ob-
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tained from the analysis of real networks, which are not random, in order to find out which patterns
exist in the real networks. Basically, a random graph is defined as a set of graphs where any graph G
on nodes n and with m edges appears with certain probability:

P(G) = pm(1 − p)(
n
2)−m, (2.18)

where p is the probability that each pair of nodes are incident by an edge. This probabilistic defi-
nition of a graph allows analytical analysis of random graphs. For example, we can determine the
probability of having a random graph with m edges, Gm, by the following equation:

P(Gm) =

((n
2

)
m

)
pm(1 − p)(

n
2)−m (2.19)

Thus, the mean number of edges in a random graph model is defined as:

⟨m⟩ = p ·
(

n
2

)
(2.20)

The degree distribution of a random network is defined as:

Pk =

(
n − 1

2

)
pk(1 − p)n−1−k, (2.21)

where Pk is the probability that a node is connected to k other nodes.
Algorithm 2.1 shows how to generate a random graph based on the G(n, p)model [ER59].

Algorithm 2.1:Generating a random graph based on the G(n, p)model by [ER59].
Input: n ≥ 2, p ∈ [0, 1]
Init: G = (V, E), where |V| = n and E = ∅

1 forall e = {u, v}, where u and v ∈ V do
2 q ∈ [0, 1]
3 if q ≤ p then
4 E = E ∪ {e}

Output: G

Small-world networks

The term small-world networks was coined by Watts and Strogatz [WS98] when they developed a
model derived from a regular network by rewiring its edges. The result was a network with a small
average distance between two randomly selected nodes and large clustering coefficient. This is also
known as six degrees of separation, after the work of Milgram [Mil67].
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(a) Regular net-
work.

(b) Random net-
work.

(c) Small world
network.

(d) Scale-free
network.

Figure 2.3.3: Four different network models. (a) The network in 2.3.3a shows a regular network;
a 2-D lattice of 25 nodes. (b) The network in 2.3.3b shows a random network of 21 nodes and
16 edges, meaning that p = 0.08. The average degree of the network ⟨k⟩ = p(n − 1) ≈ 1.6. (c)
A small-world network based on the work of Watts-Strogatz [WS98]. The network in 2.3.3c is
a modification of a regular network where each node is connected to the four other nodes in
a circular manner. Then, a modification to the network is performed by rewiring some edges
randomly. In the network, there are four randomly rewired edges, which shortens the average of
the distance between each pair of nodes. (d) The network in 2.3.3d shows a scale-free network
with 14 nodes and 16 edges with γ = 2. The network clearly contains a node (hub) with degree
noticeably larger than the degrees of the other nodes.

Scale-free networks

A power-law function is defined as f(x) = xγ , where γ is a constant. Thus, a power-law distribution
is defined as:

Pk ∼ k−γ (2.22)

A scale-free network is a network whose degree distribution follows a power-law function. Many
real networks have been shown to have a power-law degree distribution such as the WWW net-
work [AJB99], the Internet network [FFF99, HA99], and a metabolic network [JTA+00]. The
main topological characteristic of a scale-free network is that, it contains a few nodes with signifi-
cantly larger degrees than the degrees of most nodes in a network. These nodes are called hubs.

2.4 Network vectorizing: From network to learnable structure

In this thesis, we devise a new method that allows transforming networks from their traditional
nature (nodes and edges) into another universe that is composed of vectors. This transformation
enhances the applicability of networked data. For instance, using this transformation, it is easy to
enable machine learning for networks. In the following, we will present how this transformation is
performed. Concretely, this transformation has two types (cf. Figure 2.4.1), and they are described
in the following sections.
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Figure 2.4.1: This illustration shows how the transformation of a network to a vector space
structure is performed. There are two types of this transformation (1) Edge-based transformation:
which transforms all possible edges in a network into a vector of edge-based measure values of
the edge-proximity measures described in Section 2.3.2. Note that non-existing edges are also
included in the representation, such as the edge e = {4, 8}. (2) Node-based transformation is
similar to the previous type except that the nodes are represented as vectors.

2.4.1 Edge-based transformation:

In this type, each pair of nodes is represented as a vector of length qwhere each value in this vector,
f1, · · · , fq, represents a value of a measure like, but not limited to, those described in Section 2.3.2
by Equations 2.6 to 2.14. Thus, we have

(n
2

)
vectors each of length q + 1. That is because we have q

features and an additional value that indicates whether there is a link between the two nodes or not
(cf. Figure 2.4.2). Algorithm 2.2 shows how edge-based transformation is performed and how the
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features data model (FDM) is generated using edge-based transformation.
Algorithm 2.2: Edge-based transformation algorithm of a graphG using the set of edge-
proximity features f.
Input: G = (V, E), f = (f1, · · · , fq)
Init: FDM = ∅

1 for u, v∈ V do
2 values = ()

3 for f∈ f do
4 values = values ⊕ f(u, v)a

5 if e = {u, v} ∈ E then
6 values = values ⊕ True

7 else
8 values = values ⊕ False

9 FDM = FDM ∪ {values}
Output: FDM

a⊕ is an append operation on sequence, for example (1, 2, 3)⊕ 4 = (1, 2, 3, 4)

2.4.2 Node-based transformation:

In this type, eachnode is represented as a vector of length rwhere each value in this vector, f1, · · · , fr,
represents a value of a measure like, but not limited to, those described in Section 2.3.1 from by
Equations 2.1 to 2.5. Thus, we have n vectors each of length r (cf. Figure 2.4.2).
Algorithm2.3:Node-based transformation algorithmof a graphG using the set of node-
related features f.
Input: G = (V, E), f = (f1, · · · , fr)
Init: FDM = ∅

1 for v ∈ V do
2 values = ()

3 for f∈ f do
4 values = values ⊕ f(v)

5 FDM = FDM ∪ {values}
Output: FDM

2.4.3 Exemplary network transformation

Figure 2.4.2 shows an example on how network transformation is performed. For this example,
the features CN (common neighbors), PA (preferential attachment), J I ( Jaccard index), RA
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(resource allocation), AAC (Adamic-Adar coefficient), and SD (Sørensen-Dice Index) are used
for the edge-based transformation for each pair of nodes in the graph. In addition, a True/False
label is used to indicate whether there is an edge between these pair of nodes in the graph or not.
The node-based transformation is also shown using the features deg (degree), B (betweenness), C
(closeness), Core (coreness), and Evec (eigenvector centrality).

Node-based transformation

Algorithm 2.2 Algorithm 2.3
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Figure 2.4.2: This illustration shows an example network and its corresponding edge-based and
node-based transformations.

2.5 Social networks

Online social network (OSNs) as a term and technology is relatively new. As a result of the re-
cent technological advances, online social networks have become a central part of today’s life. The
context of this thesis is about social networks. Thus, it is essential to give some background and
connection to the origin of social networks from the social science perspective.

2.5.1 It began as “Sociometry”

Social networks are networks whose nodes represent humans and whose edges are the social in-
teractions between humans in the social network. The representation of humans and their inter-
actions as a network is not new. In Social Science, the term sociogram is, in essence, the same as
a social network. The term sociogram first appeared in the work of Moreno and Jennings [MJ38]
and Moreno [Mor53] as an adjacency matrix of a group of members studying emotions. After the
emergence of network science, social networks have been studied extensively not only by social sci-
entists but also by other scientists interested in network science. Of course, the existence of online
social networks facilitates the availability of interactions between humans in online environments,
making the analysis of their social interaction a popular research topic.
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2.5.2 From 6 to 4 degrees of separation

In 1967, Milgram conducted an experiment to study the distance between humans in a social net-
work [Mil67]. The experiment, whichwas later clonedmultiple times byMilgram [TM77, KM70],
was conducted as follows: Milgram asked 96 people to deliver a package to a target person. If the
person who currently had the package knew the target, then the package should be sent directly to
the target; otherwise, it should be sent to someonewhowouldprobably know the target. The results
of this experiment showed that 18peoplewere able to send the package to the target successfully and
that the average path length of the delivery was 5.9. This led to the coining of the term “six degrees
of separation”. The small-world networkmodel provided byWatts and Strogatz [WS98]mimics this
property.
A recent work by Backstrom et al. [BBR+12] repeated the experiment on the entirety of Facebook
users. Amazingly, the results revealed that the current degree of separation between Facebook users
is, on average, a little bit less than four.

2.5.3 Birds of a feather flock together (aka. Homophily)

One aspect in social science is the tendency of people sharing common behavior to prefer interact-
ing with each other. This is basically the definition of homophily coined by Lazarsfeld et al. [LM54]
in social theory and has recently been connected to social networks and the tie formation process
byMcPherson et al. [MSLC01]. This property has gainedmuch attention in the area of social anal-
ysis. The availability of large datasets of online social interactions took the term to a wide range of
possible experimentation. For instance, Aral et al. [AMS09] differentiate between influence and
homophily in the dynamic social networks of 27 million users. It has also been used for predic-
tionmodels in social media [ABS+12]. Figure 2.5.1 shows how social groups are interconnected in
groups.

2.5.4 Socializing in triangles

The social behavior of humans seemingly tends to formnew acquaintances. Oneway to do that is to
get to know our friends’ friends. From a social perspective, two people who have a common friend
aremore likely to become friends in the future. The term triadic closuremeans the tendency to form
triangles, K3, in our social connections. This property was first reported by Simmel [Sim08] and
later by Rapoport [Rap53]. Figure 2.5.1 shows how the green edges form triangles in the network.

2.5.5 Weak ties can be strong

In social networks, ties can be strong in terms of intensity, duration, and reciprocity. On the other
side, weak ties are typically formedbetween twopeople of different characteristics or attitudes, such
as people separated geographically by large distance or people from different ethnicities. Although
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these ties (theweak ties) are in essenceweak, their implicationsmay be strong. For example, a weak
tie between two humans belonging to different social groups can be strong frommany perspectives.
Fromthenetworkperspective,weak ties keep the entirenetwork connectedas they are a component
that prevents a network from containing disconnected groups. From the social perspective, weak
ties can be strong in terms of an individual gaining more information from other groups and being
exposed to different cultures, and thereby gaining knowledge not available in the local group. This
property was first studied by Granovetter [Gra77] who discovered in a survey that many of the
people who changed their jobs found their new jobs through an acquaintance, not through a friend.
Figure 2.5.1 shows how links between different groups make it possible to connect one group to
another. Additionally, the small-world phenomenon can be seen in the figure; it is easy, for example,
to forward a message from one node to another in just a few steps.

Figure 2.5.1: An example of a social network showing people connected in circles. These circles
represent the homophily effect of group formation. The green links represent the triadic closure
property. The dashed links between members of different groups represent weak ties.
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3
Formal andTheoretical Toolkit

3.1 Synopsis

In this chapter, a formal framework for optimization techniques used for machine learning algo-
rithms will be presented. Next, an introduction of learning theory will be provided, followed by
detailed information about linear regression models and Support Vector Machines classifier. In
this chapter, we will also present information about the validation and testing method that will be
used in this thesis.

3.2 AGlimpse of optimization

Mathematical optimization is all about finding the extreme points (global maximum and
global minimum) of a function (cf. Figure 3.2.1.). Mathematical optimization has a very

large number of applications [BV04]. In this thesis, we are concerned withmathematical optimiza-
tion for two reasons. First, we use machine learning in some of the methods and models we con-
tribute to this research. Thus, it is necessary to discuss a certain level of mathematical optimization
so that the reader can follow the related parts easily. Second, the model contributed in Chapter 6
has an optimization part related to submodular function optimization. Thus, this chapter includes
the basics of optimizing submodular functions, which facilitates thr understanding of Chapter 6 .
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Figure 3.2.1: The figure shows an objective function of two parameters with its extreme points.

Definition 3.2.1. A constrained multivariable optimization problem is:

minimize f(w)

subject to g1(w) ≤ c1

g2(w) ≤ c2
...

gm(w) ≤ cm,

(3.1)

where the function f is the objective function; the function we are optimizing and it is defined as
f : IRn → IR, and its n-parameters (or variables) are the elements of the set w = {w1, · · · ,wn}.
The set of m-functions g = {g1, · · · , gm} is the set of constraint functions such that each gi, where
i ∈ {1, · · · ,m}, is defined as gi : IRn → IR. If there is no constraint, i.e., if the constraint set is
empty, then the optimization problem is called unconstrained optimization, which is typically easier
to solve than a constrained optimization problem. A variable ci, where i ∈ {1, · · · ,m}, is a constant
boundary for the constraint functions. The definition in equation 3.1 is defined for minimization
problems and can also be used for maximization problems if we minimize the negative of the ob-
jective function. The solution of the problem is w⋆, which is the optimal value of the parameters
w.

Definition3.2.2. Apointa⋆ = (a0, · · · , an) is a critical point of the function f(w) if∇f(a1, · · · , an) =

0.

The definition means that the partial derivative of all variables equals zero at any of its critical
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points, i.e., ∂
∂w1

f(w1, · · · ,wn) =
∂
∂w2

f(w1, · · · ,wn) = · · · = ∂
∂wn

f(w1, · · · ,wn) = 0.

3.2.1 Solving unconstrained multivariable optimization problems

Usually, optimization problems are multivariable, which means that |w| > 1. A classical way to
solve unconstrained multivariable optimization problems is to solve the gradient of the objective
function when it equals zero. The result will give only the critical point of a function, so we need
to determine whether a point is a maximum, minimum, or saddle point (a point with zero gradient
that is neither a maximum nor a minimum).

Definition 3.2.3. The Hessian matrix of a multivariable function is defined as:

Hf(w) =


∂2

∂w2
1
f(w) ∂2

∂w1∂w2
f(w) . . . ∂2

∂w1∂wn
f(w)

∂2

∂w2∂w1
f(w) ∂2

∂w2
2
f(w) . . . ∂2

∂w2∂wn
f(w)

...
... . . . ...

∂2

∂wn∂w1
f(w) ∂2

∂wn∂w2
f(w) . . . ∂2

∂w2
n
f(w)


Theorem 3.1 (The second derivative test [AS64]). If a⋆ is a critical point of a function f, then we
have:

- If detHf(a⋆) > 0, then a⋆ is a local minimum.

- If detHf(a⋆) < 0, then a⋆ is a local maximum.

- If detHf(a⋆) is undefined, then a⋆ is a saddle point.

3.2.2 Solving constrained multivariable optimization problems

Solving constrained multivariable optimization is more sophisticated than solving unconstrained
optimization. To show how to solve constrained optimization problems with multivariables, let us
modify the constraints in Equation 3.1 and have them as: gi(w) − ci = 0, ∀i ∈ {1, · · · ,m}. As
a result, the critical points that we are looking for are now restricted to some points on the surface
of the constraint functions g. If the optimization problem can be formulated like that, we can use
the LagrangeMultipliers theorem [Ber95] to solve the problem. The following equation shows how
this can be done.

L(w, λ) = f(w)−
m∑
i=1

λi (gi(w)− ci), (3.2)

where λ = {λ1, · · · , λm} are the Lagrangian multipliers. The main idea of the Lagrangian method
is to get rid of the constraints, g1, · · · , gm, by introducing additional variables, λ, to a new function,

40



L, which includes the original variables, w. So, in order to find the critical points of Equation 3.2,
we simply use its derivative. Thus we get:

∂L(w, λ)
∂w

=
∂f(w)
∂w

− λ
∂g(w)
∂w

= 0. (3.3)

Unpacking Equation 3.3, we get the following system of equations:

∂L
∂w1

=
∂f
∂w1

− λ1
∂g1
∂w1

− · · · − λm
∂gm

∂w1
= 0

...
...

∂L
∂wn

=
∂f
∂wn

− λ1
∂g1
∂wn

− · · · − λm
∂gm

∂wn
= 0

(3.4)

Thus, we have a system of m + n equations to solve m + n variables .

3.2.3 Discrete optimizing

In this section, we will discuss discrete optimization of a special function type called submodular
functions. We provide this section because the model presented in Chapter 6 is proven to be sub-
modular with an application based on the optimization of submodular functions (cf. Figure 3.2.2
for the intuition of a submodular function).

Definition 3.2.4 (Submodularity). A function f : 2V → IR is said to be submodular over a finite
ground set V if f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B), ∀A,B ⊆ V .

Another standard definition of a submodular function [Lov83] is:

Definition 3.2.5 (Submodularity [Cun85]). A function f : 2V → IR is said to be submodular if:
f(A ∪ {v})− f(A) ≥ f(B ∪ {v})− f(B), where A ⊆ B ⊂ V and v ∈ V \ B.

Definition 3.2.6 (Monotonicity). A function f : 2V → IR is monotone if f(A) ≤ f(B), ∀A ⊆ B ⊂
V .

Maximizing a submodular function without constraints is trivial. However, the maximizing a
submodular function becomes NP-hard when there is a constraint, such as the size of the set that
we can use to maximize the submodular function. Thus, an approximation algorithm can be used
in practice. We start first with a greedy algorithm for maximizing a submodular function as shown
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Figure 3.2.2: A figurative example showing the intuition of a submodular function. Assume
that we have two sets, A and B, as shown in panels 3.2.2a and 3.2.2b, representing the areas
covered by a sensor such that f(I1, · · · , In) =

∪n
i=1 area(Ii). Now, we want to add a new sensor I⋆

and let a function f represent the total area covered by a given set of sensors. In this example,
we are interested in the following sets: A,B, A ∪ {I⋆}, and B ∪ {I⋆}. It is clear from the figure
that f(A ∪ {I⋆}) − f(A) ≥ f(B ∪ {I⋆}) − f(B). That is, in essence, what a submodular vanishing
return means; the red area that does not intersect with any blue area is larger in panel 3.2.2a
than in panel 3.2.2b.

in Algorithm 3.1.
Algorithm 3.1: A greedy algorithm for maximizing a function f using k elements of the
ground set V .
Input: V
Init: S = ∅

1 for k iterations do
2 s⋆ = argmax

s∈V\S
f(S ∪ {s})

3 S = S ∪ {s⋆}
Output: S

Theorem 3.2 (Nemhauser et al. [NWF78]). If f is a monotone and submodular function and Sgreedy

is the solution of the greedy algorithm 3.1, then: f(Sgreedy) ≥ (1 − 1
e)f(S

⋆), where S⋆ is the optimal
solution of size k and e is Euler’s number.

Minimizing a submodular function can be performed in polynomial time [IFF01]. Although
the lower bound of the maximization has not been discovered yet, the best algorithm is still not
practical.

3.2.4 Optimization in practice

In many cases encountered in practice, the function that we want to optimize may not be differen-
tiable or its closed analytical solution is extremely computationally expensive. Those two reasons
make the techniques presented above in Sections 3.2.1 and 3.2.2 not viable.
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The gradient descent algorithm

The gradient descent algorithm (the very first version of this algorithm was introduced by Cauchy
in 1847 [CAU47]) is an iterative algorithm for optimizing a continuous function. It starts with an
arbitrary point w0, which represents random values of the variables of the function and then goes
to other K points w1 → w2 → · · · → wK such that wk = wk−1 + αdk, where α is the step size
(sometimes it is called learning rate) of the move and dk is the direction of the move.
Algorithm 3.2:The gradient descent algorithm.
Input: f(w), α, and K
Init: w0

1 for K iterations do
2 wk = wk−1 − α∇f(wk−1)

Output: w
Algorithm 3.2 shows the gradient descent algorithm, where the direction of the move is the

opposite of the direction of the gradient, which makes this algorithm suitable for minimization
problems. Figure 3.2.3 exemplifies the gradient descent optimization steps of two different start-
ing points leading to different convergent stationary points.

Figure 3.2.3: The figure shows two scenarios of how gradient descent works. It is evident that
the global minimum is not guaranteed and depends on the initial w0, which is selected arbitrarily.

The performance of the gradient descent algorithm becomes computationally expensive with
a larger number of points (because the gradient descent algorithm calculates the gradient of the
function for all the points at each step), and also has a problem of converging to saddle points.
The Stochastic gradient descent [RM51] algorithm is another algorithm that overcomes these two
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problems; it has proven to be efficient for large datasets and for escaping from the saddle points.
The stochastic gradient descent algorithm is very similar to the gradient descent algorithm with
one change: we calculate the gradient of the function to be optimized for a uniformly randomly
sampled subset of the data points, |Ψ | = n. Algorithm 3.3 shows the stochastic gradient descent
algorithm.
Algorithm 3.3:The stochastic gradient descent algorithm.
Input: f(w), α, n, and K
Init: w0

1 for K iterations do
2 wk = wk−1 − α∇f(wk−1, Ψ)

// Ψ is a randomly sampled set of length n from the whole training dataset

Output: w

3.3 Learning theory

The work in this thesis applies machine learning in many places. Thus, we think it is useful to in-
troduce some elementary basics of the theory of learning. Thus, the main goal of this section is to
answer the question: why learning is possible?. Additionally, this section introduces two examples of
machine learning algorithms and also two methods for validation that are used in the experiments
of Chapter 4, Chapter 5, Chapter 7, and Chapter 8.

3.3.1 Basics of supervised learning

Suppose that we have n observed data points D, each composed of two parts: (1) the features
x = {x1, · · · , xm}, and (2) a target value y that represents a label or a value. A supervised ma-
chine learning algorithm selects the best possible function f̂ : x → y such that f̂ ≈ f, where f̂ is
a function that is selected by the learning algorithm from finitely many other function set F (see f̂1,
f̂2, and f̂3 in Figure 3.3.1) and f is an unknown target function. The function f̂ (which is also called
hypothesis) is used as a predictionmodel for predicting the unknown target value y given the set of
features the function f̂ accepts, i.e., x. This formof supervisedmachine learning is called classification
if the target value y has finite discrete values, i.e., labels; if the number of these labels is two, then we
have a binary classification problem (In Chapter 4 and Chapter 5 we will use this type of learning
for link prediction and link assessment, respectively). On the other hand, if the target value y is a
continuous variable, then this form of supervised machine learning is called regression learning (In
Chapter 7 we will use this type of learning for predicting cascade virality and size).
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(a) f̂1: Under-fitted model (b) f̂2: Good-fitted model (c) f̂3: Over-fitted model

Figure 3.3.1: The figure shows three typical types of binary classification model-fitting in a two-
dimensional example. In Panel 3.3.1a, the classification model underfits the data points because
it is an oversimplified linear model for linearly non-separable data, whereas in Panel 3.3.1c the
model overfits the data points because every data point is modeled correctly with a complex
model. The model in Panel 3.3.1b is a good fit because it classifies almost every point correctly
with a simple, yet not trivial, model.

Why is learning from data attainable?

The learned function f̂, which approximates the target function f, is deduced from a sample of the
data, not from the entire population of the data (think of a function that should tell whether an
image is a cat or not and how many images are required for that function to learn to identify cat
images well). This means that the function f̂ should be good enough to classify new data points
that the function f̂ has never seen before. As a result, the question now is why we believe that the
function f̂ is a good approximation of the target function? In other words, why is this function can
be learned in the first place? Moreover, why should the learned function f̂ work for data that it was
not trained on? To answer these questions, we provide the following formalization of the learning
problem¹.

Theorem 3.3 (Hoeffding’s inequality [Hoe63]). Let μ be the mean value of a random variable and
ζ the mean of its sample. Then, Hoeffding’s inequality states that:
P[|μ − ζ| > ε] ≤ 2e−2ε2n, where n is the length of the sample we have and ε is an error tolerance
value.

In practice, Hoeffding’s inequality can be used to find the bound for the in-sample prediction
error (Ein) and the out-of-sample error (Eout), which can be seen as the data set we have and the
whole possible space of data, respectively. Thus, the left side ofHoeffding’s inequality can bewritten
asP[|Eout −Ein| > ε]. Based on that, theorem 3.3 provides a bound in a probabilistic sense on how
manydata samplesweneed in order to guarantee a certain deviation from the best predictionwithin
ε.

¹A detailed explanation on learning theory can be found in [AMMIL12, MRT18].
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Definition 3.3.1 (PAC learnable function). A function f̂ is called PAC (probably approximately
correct) learnable if the following inequality holds:
P[|Eout(̂f)− Ein(̂f)| < ε] ≤ 1 − δ, where ε is an error tolerance value and δ ∈ (0, 1] .

Hoeffding’s inequality as defined inTheorem 3.3 is applied only for one hypothesis. Thus, if we
have M hypotheses, the formula becomes:

P[|Eout(F)− Ein(F)| > ε] ≤
M∑

m=1

2e−2ε2n = 2Me−2ε2n (3.5)

Obviously, having M on the right side of the inequality renders the bound in Equation 3.5 very
loose. However, the inequality in Equation 3.5 is still PAC-learnable for multiple finite hypotheses
according to the Definition 3.3.1.

In the following subsections, twomodels of supervisedmachine learning classifiers will be pre-
sented that will be used later on in this thesis².

3.3.2 Linear discriminator model

In this section, we present a simple linear regression model for learning from data. The linear re-
gression target function is defined as:

f̂ = w0 +
n∑

i=1

wixi, (3.6)

where xi ∈ x is a feature and its weight is wi ∈ w. This definition generates an indefinite number of
hypotheses (see Figure 3.3.2) and we need to select the one that has the smallest error. We define
the error as a cost function. Using the optimization techniques introduced earlier in Section 3.2, we
find the best hypothesis by finding the best weights w. For the linear regression model, there are
many cost functions. We select the Mean Squared Error as an example, which is defined as:

MSE =
1
N

N∑
i=1

(yi − ŷi)
2, (3.7)

where yi is the actual value, ŷi = w0 + wixi is the predicted value, and N is the test sample size.

3.3.3 Increasing margins (aka. Support Vector Machines)

In Figure 3.3.2, the data are linearly separable and it is obvious that we can draw many lines to sep-
arate the points. However, one may ask which one of these lines is the best? Vapnik provided

²The goal of presenting these two models is to give an example of how a classifier is built from the bottom up with
its corresponding optimization. However, these two models are not the only models used in this thesis. Other models
will be used as well; and their technical description can be found here [FHT01, AMMIL12, JWHT13]
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Figure 3.3.2: The figure shows how a linear model works for classifying two classes in 2D space.
The learning algorithm starts with an arbitrary hypothesis, f̂1, and evaluates the cost function
for it. Then, the learning algorithm tries to minimize the error, generating f̂2, and finishes
with hypothesis f̂3 or f̂4 depending on the starting hypothesis and the optimization algorithm’s
parameters. Note that there is an infinite number of good linear (and non-linear) classifiers for
this example, and selecting the best among them is doable, yet not trivial. This will be discussed
in Section 3.3.3.

.

a nice solution for this problem by introducing margin maximization of the separation bound-
aries [CV95]. Figure 3.3.3 shows the idea of increasing the margins of the separating plane, which
intuitivelyprovides a generalizablemodel thatperformswell on theout-of-sampledatapoints. Now,
the optimization problem can be informally defined as finding thew that maximizes the margin.

To derive the Support Vector Machines (SVMs) optimization formula, let us first define the
distance between any point xi ∈ x and a plane w⊺x + w0 = 0 as 1

∥w∥ . Thus, the optimization
problem of the SVM becomes:

Maximize
1

∥w∥
subject to min

j=1,2,··· ,n
|w⊺xj + w0| = 1.

(3.8)

Equation 3.8 can be simplified to a friendly form as follows.

Minimizing
1
2
w⊺w

subject to yj(w⊺xj + w0) ≥ 1, for j = 1, 2, · · · , n.
(3.9)

Applying the Lagrangian method on Equation 3.9 now becomes easy, as described in Sec-
tion 3.2.2, thus we get:

Minimize L(w,w0, λ) =
1
2
w⊺w−

n∑
j=1

λj[yj(w⊺xj + w0)− 1] (3.10)
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support vector

Figure 3.3.3: The figure shows the support vector points (in bold borders) and the line with the
maximum margin between these support vector points from the two classes and the line itself.

Equation 3.10 can be further simplified by eliminating the variables (i.e., the duality of the equa-
tion)w and w0 and replacing them with their partial derivatives, where ∂L

∂w = w−
∑n

j=1 λjyjxj and
∂L
∂w0

= −
∑n

j=1 λjyj. Thus, we get the final friendly-optimizable problem:

Minimize L(λ) =
n∑

j=1

λj −
1
2

n∑
i=1

n∑
j=1

yiyjλiλjx⊺i xj

subject to
n∑

j=1

λjyj = 0
(3.11)

3.3.4 Model validation and testing

Testing and validating amodelwith a given dataset need to be performed to obtain some guarantees
regarding the generalizability of the model. In the following, we present two classical methods for
model validation and testing.

Percentage split

In thismethod,we split the entire dataset into twodisjoint sets, a learning (training) set and a testing
set. Then amodel is built by training on the learning set and is tested on the other set that themodel
has never trained on. Figure 3.3.4 illustrates this process, which ends by selecting the model with
the smallest error.

k-fold cross-validation

In this method, the entire dataset is split into k subsets where the training is performed on k − 1
subsets and the testing is performed on one subset. The following steps shows how cross validation
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Figure 3.3.4: Validation of the learned model by splitting the data into two disjoint sets for
training and validation.

is performed using k folds.

Test Train

Figure 3.3.5: Model validation using k-fold cross-validation for k = 4. Each iteration produces
a model and an error value. The overall error of the k-fold cross-validation is the average of
these errors.

Step 1: Split the whole dataset into k subsets (folds) of equal length (or as close to equal).

Step 2: For i ∈ {1, · · · , k}, holdout the ith fold for testing, and train themodel on the remain-
ing k − 1 folds.

Step 3: Test each of the trained models on its corresponding holdout fold.

Step 4: The prediction error is then calculated by averaging the errors of the k models.
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Part II

LinkDynamics
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4
Predicting the links of a social network using

external information

4.1 Synopsis

In this chapter¹, a framework for predicting all the links of a social network is presented. This frame-
work uses the structure of associated exogenous interaction networks, which are any interactions
that take place outside the friendship social network itself. The framework employs machine learn-
ing to improve the prediction performance of the links of the social network. The goal of this chap-
ter is to provide empirical evidence that the link formation process in social networks can be driven
not only by internal homophily but also by external factors, i.e., external homophily. The results
obtained from the analysis conducted over multiple datasets support this hypothesis.

Figure 4.1.1: The goal of this chapter is to predict the links of a social network from external
information.

¹This chapter is based on the work [AZ14].
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4.2 Introduction

The link formation process in social networks is voluntary andmotivatedmainly by personal in-
terests. However, it is undoubtedly influenced by notions of homophily [MSLC01], which

may produce relationships between persons based on external and not entirely controllable factors
(cf. Section 2.5.3). Homophily is defined as the tendency to connect with similar people. This
similarity is based on internal factors such as having many common friends. However, this simi-
larity can also be influenced by external factors, such as working in the same company, sharing the
same hobby, or participating in the same political party. Based on that premise, considering only
the structure of a friendship social network for a group of people is not enough to understand the
existing relationships among the members of this group. Also, the structure of a friendship social
network alone is not enough to predict links thatmay be formed in the future. Thus, in order to pro-
vide a comprehensive and informative view of a social network (SN), it is important to consider all
possible andavailable information about itsmembers and their interactions inother contexts. These
interactions are represented by additional networks G, so-called exogenous interaction networks, of
the same set of members of the social network SN. The term external or exogenous means that
these interactions are not part of the friendship social network itself. To show that such networks
G are informative with respect to the links of the social network they accompany, we will provide
evidence that they at least partly drive the process of link formation in the SN. In this chapter, we
will show that harnessing the information of the associated networksG makes it possible to predict
the entire link structure of the SN.

4.2.1 Motivating example

Let us consider a social coding platform like github.com, whosemembers are software developers. In
addition to providing the possibility to share their work, the developers can also follow each other
as friends to build a social network SN. Also, several interactions may influence link formation in
the SN. These exogenous interactions are represented as networks and include:

• The collaboration development network (g1): The nodes of this network represent developers
and a directed edge appears between two developers when one of themhas committed to the
other’s software repository at least once.

• Thewatcher network (g2): Thenodes of this network represent developers and a directed edge
appears between twodeveloperswhenone of them iswatching the software repository of the
other developer.

• The fork network (g3): The nodes of this network represent developers, and a directed edge
appears between two developers when one of them forks a repository of the other developer.

52



• Thepull requests network (g4): Thenodes of this network represent developers, and a directed
edge appears between two developers when one of them sends a pull request to the other de-
veloper.

In order to analyze the link formation of the SN, we build a model that predicts links in a given
social network SN. The closer the predicted link structure is to the real network’s structure, the
more convincing is the idea that the model captures the main motivations for link formation. So
far, link prediction approaches have assumed that the information given in a social network at time
t is enough to infer future link formation at a time t′ > t. In this chapter, we test to which extent
the links in the social network, e.g., the github friendship social network, can be predicted by the
links found in the exogenous networks G described above without using any information from the
social network itself. The work presented in this chapter is related to the link prediction problem
initially proposed by Liben-Nowell et al. [LNK03], namely how to predict the formation of new
links between actors in a time interval t based on the already existing network structure in the same
social network in an earlier time interval. Here, we use the following variant of the link prediction
problem: Given a set of exogenous interaction networks G and a social network SN of the same
actors at any point of time t, predict the network structure of the SN at time t without using any
information from the SN itself. This prediction is not only helpful for revealing latent links among
the members of the SN, but also for providing information regarding the correlation between the
SN and each network gi ∈ G.

4.3 Relatedwork

In their seminal work, Liben-Nowell and Kleinberg [LNK03] modeled and addressed the link pre-
diction problem in social interaction networks by providing a set of proximity measures as pre-
dictors in an unsupervised machine learning approach. The authors used different co-authorship
datasets to predict future coauthor-relationships based on a set of proximity measures. These are
still the main proximity measures used in later work by several researchers, particularly those em-
ploying machine learning techniques. Since the work of Liben-Nowell and Kleinberg, the area of
linkpredictionhaswitnessedextensive studies in that area. However,many relatedworks exist in the
literature under different names and different contexts. Thus, link prediction in social networks has
becomeavery active research areawithmanyapplications, leading to aplethoraof papers in the area.
Many surveys and reviews were conducted to discuss or compare the link prediction problem, or to
provide an outlook about how to address it. These surveys and reviews include thework byLinyuan
and Tao [LZ11], Al Hasan and Zaki [AHZ11], Peng et al. [WXWZ15], Yang et al. [YLC15], and
Martinez et al. [MBC16]. To narrow down the related work to our contribution in this chapter, we
relate to the following two link prediction categories:
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4.3.1 link prediction using only one social interaction network

In this flavor of link prediction, a predictionmodel uses the information only from one social inter-
action network without any additional information. The training and testing are performed either
on one temporal snapshot of the network (percentage split or k-fold cross-validation) or on differ-
ent temporal snapshots overmultiple time points where training is performed on a snapshot at time
point t, and testing is performedon another snapshot at t+1. In the following, wepresent the related
work from the perspective of the used method in each related work.

Machine learning methods

Al Hassan et al. [HCSZ06] were among the first to apply supervised machine learning to predict
links in co-authorship networks, which is still an active field of research for predicting a different
kind of social relationships [BKR10, DSP11, FTL+11, BZT13]. The prediction problem was also
generalized to other types of networks such as weighted and bipartite graphs. For example, Sá et
al. [DSP11] proposed a supervised machine learning link prediction for weighted networks. They
used a set of measures as features for a machine learning features model. Their method showed
satisfactory results for both weighted and unweighted co-authorship datasets. Supervised machine
learning has also been employed for the specific link prediction problem for bipartite graphs of a
DBLPbibliographical dataset by Benchettara et al. [BKR10]. Mengshoel et al. [MDCT13] provide
a general framework for machine learning feature model, algorithm selection, and filtering for im-
proving prediction. They used anACMdigital library dataset to test their frameworkwhich showed
that a supervised learning approachbasedonDecisionTrees orLogisticRegressionperformedwell.

Probabilistic and statistical methods

Link prediction has also been approached from probabilistic and statistical perspectives. Methods
andmodels usingExponential RandomGraphModels (ERGMs) [HL81] and link probability have
been presented. Getoor et al. [GFKT02] provided a probabilistic relational model that describes
any interaction between two relational entities from a probabilistic perspective. Their model also
handles the uncertainty aspect of the interaction between the entities. Guo et al. [GHFX07] pre-
sented an extension of ERGMs that handles attributes of nodes over time to predict the structure of
a network at a specific point of time. Kashima andAbe [KA06] andWang et al. [WSP07] presented
probabilistic graphical models that estimate the probability of the occurrence of a link between two
nodes.

Similarly and as an alternative toERGMs,McCulloh et al. [MLC10] provided a link probability
model to generate networkeddata. The authors provided a comparisonbetween their approach and
the classical ERGMs revealing that ERGMs are better when dealing with a single graph at one point
of time and ERGMs are explainable. On the other hand, their probabilistic model was computa-
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tionally efficient and more accurate than ERGMs. Leskovec et al. [LBKT08] (and similar work by
Desmarias and Cranmer [DC12] ) presented a similar model using maximum-likelihood method
for modeling the evolution of nodes and links in social networks.

4.3.2 link prediction using multiple social interaction networks

In this flavor of link prediction, multiple networks or multiple attributes are used for link predic-
tion. Popescul and Ungar [PU03] applied statistical learning methods for multiple relational data
sets (like citation, co-authorship, and publish venue). Taskar et al. [TWAK04] applied relation
Markov network framework, a framework they developed earlier [GFT01], to estimate the proba-
bility of links for relational data with attributes. Ahmad et al. [ABSC10] utilized information from
social communication theories, namely Multi-Theoretical Multi-Level (MTML), to predict links
in one network based on this network at an earlier time point and other networks, together. They
used data from multi-player online games to generate three different networks and then split these
networks into training and testing sets. The prediction performance was not good; in some cases,
it was worse than the random classifier. Similarly, Backstrom and Leskovec [BL11] presented a su-
pervised randomwalk approach for predicting which link may appear in the future using Facebook
social network and node attributes. Researchers also started to use more than one relationship to
predict the network structure of a complex network. For example, Lu et al. [LSTD10] used refer-
ences, co-authorship, and co-citation information at one time point to predict the formation of new
co-authorship-relationships at a later time point.

4.4 Contribution

The difference between our work and the work in Section 4.3.1 is that we utilize external informa-
tion; thus, weusemultiple networks in the prediction. The relatedworkpresented in Section 4.3.2 is
similar to ourwork in that both are usingmultiple networks. However, the aforementionedworks in
Section 4.3.2 followed the same paradigm for link prediction, namely dividing the friendship social
network into two independent temporal snapshots for training and testing. So, for each snapshot,
the associated networks were used. We followed a different approach to performing link prediction
with multiple networks; we train on only the interaction networks and then test on social network
using our new network transformation presented in Section 2.4. Thus, we are not considering the
temporality of the network. Here, we aim to identify the influence of a single interaction network
on the social network’s structure without using any information from the social network structure
itself. Thus, the work in this chapter differs significantly from the related work as we predict the
links of the entire social network, not only the structure of possible newly added links. This en-
ables insights regarding the influence of semi-controllable interaction networks and the voluntarily
built structure in a given social network.
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4.5 The proposed method overview

Theapproach presented in this chapter is based on an extension of the classical link prediction prob-
lem defined by Liben-Nowell and Kleinberg [LNK03], where we use multi-networks (the interac-
tion networks) as a training set to predict the links in the SN using machine learning classification
algorithms. Thus, the structure of the social network to be predicted is never used during the train-
ing process. Figure 4.5.1 shows the general framework based on edge-based transformation, as pre-
sented in Section 2.4. In this transformation, the set of networks G = {g1, · · · , gk} is used to build
a set of features datamodels FDMG = {FDMg1 , · · · , FDMgk}. The algorithmused to generate each
FDM in this set is Algorithm 4.1, which is basically the algorithm described in Section 2.3, but with
concrete feature input. Each FDMgi ∈ FDMG is composed of a set of topological feature values
for each pair of nodes (v,w) from a network gi ∈ G together with a label that represents whether
there is an edge between v and w or not in gi. Then, each of FDMgi ∈ FDMG can be used to train a
classifier that predicts the links of SN.

Figure 4.5.1: Overview of the prediction framework that predicts the entire social network’s links
using the topological structure of the interaction networks G. Each network gi of the interaction
networks G = {g1, · · · , gk} is used to build the FDMgi , which is a vector-based representation
of each pair of nodes in gi. This means we have

∑k
i=1

(|Vgi |
2

)
vectors for the undirected set of

networks G. Each of these vectors also contains a binary label that represents whether there is
an edge between the two nodes or not.
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Algorithm 4.1: Edge-based transformation algorithm of a graphG using the set of edge-
proximity features f.
Input: G = (V, E), f = (CN ,RA,AAC,J I,PA)

Init: FDM = ∅
1 for u, v∈ V do
2 values = ()

3 for f∈ f do
4 values = values ⊕ f(u, v)

5 if e = {u, v} ∈ E then
6 values = values ⊕ True

7 else
8 values = values ⊕ False

9 FDM = FDM ∪ {values}
Output: FDM
In general, the features of the vectors of an FDM contain any subset of edge-related measures

(edge proximity measures) described in Section 2.3.2. Thus, the features data model FDMgi for a
single network gi contains

(|Vgi |
2

)
vectors each with q + 1 values for each of the q proximity mea-

sures used and the label. Once constructed, the FDMgi can be used in a machine learning classi-
fication problem denoted by ψ(FDMgi , SN), which means we use the FDMgi to train a machine
learning classifier that is used to predict the links of the SN. For directed networks, two versions
are used for each measure by providing two versions of the neighborhood set of node v, Γ(v): the
in-neighbors Γ(v)in and the out-neighbors Γ(v)out. Based on this, an in and an out version of the
proximity measures used can be constructed. For example, the in-cooccurrence for two nodes v
and w is: coocc(v,w)in = |Γ(v)in ∩ Γ(w)in|. We emphasis here that the network SN was never used
until testing. The training was performed on the interaction networks only.

4.6 Datasets and evaluationmetrics

In this section, we will provide information about the datasets used to validate the method and the
evaluation metrics used to evaluate the performance of the prediction.

4.6.1 Dataset description

Below, the various datasets used in our experimentation are described.

• Research Group [MMR13]: Includes the Facebook social network along with four external
interaction networks built among the employees of the research group. The relations in these
other networks are co-working, co-author, going out to lunch, and leisure.
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• International Internet [BP14]: Includes three different networks for the Internet relations
of 75 nations. Hyperlinks is a directed network such that an edge exists between two nodes
(countries) if there is a website in one of these countries’ domains that points to a website
from a domain of the other country. We consider this network as the social network among
countries. Bandwidth is a network among countrieswhere edges represent the existenceof an
Internet connection between two countries. In the shared website network, an edge appears
between two countries if they share at least one common most-frequently visited website.
The original hyperlinks network is directed (with reciprocity of 0.92), while the other two
networks are undirected. To overcome this problem, only the reciprocal edges in the original
hyperlinks network are considered.

• Terrorist Network [Eve12]: Includes the friendship network of 79 individuals together with
information on associated interaction networks like trainings performed together, meetings
between them, places commonly visited by two persons, and business links.

• Github: A social network of software developers with a set of external interaction networks
as compiled by Gousi et al. [Gou13] and described earlier in Section 4.2.

• Brightkite [CML11]: A location-based social network². Originally, check-in is a bipartite
network of actors and places where an actor can check-in to the software to let it know that
he or she visited that place. We performed one-mode projection to construct the check-in
network such that there is an edge between two persons if theywere at the same place at least
once.

• Law Firm [Laz12]: A social network of law firm partners with information on two other
interaction networks: co-working and advice seeking.

Table 4.6.1 shows the network statistics for all of the networks we used. These statistics include the
number of nodes n, the number of edges m, the clustering coefficient CC [WS98, BW00], and the
network’s density ρ.

4.6.2 Classification evaluation metrics

In this section, a set of classical classification evaluationmetrics is presented. Thesemetrics are used
for evaluating the classification results of the experiment. In a binary classification scheme, only four
types of results can be obtained: True Positive (TP), True Negative (TN), False Positive (FP), and
False Negative (FN). Table 4.6.2 shows these variations of the prediction measures, which is also
called the confusion matrix.

²Data is available here: http://snap.stanford.edu/data/loc-brightkite.html
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Dataset Networks n m CC ρ

Research group

SN Facebook 32 248 0.48 0.24
g1 Work 60 194 0.34 0.1
g2 Co-author 25 21 0.43 0.08
g3 Lunch 60 193 0.57 0.1
g4 Leisure 47 88 0.34 0.08

Internet
SNHyperlinks 75 2550 0.99 0.84
g1 Bandwidth 75 448 0.42 0.16
g2 Shared websites 75 2360 0.92 0.86

Terrorist Network

SN Friends 61 91 0.2 0.04
g1 Financial 13 15 0.88 0.2
g2 Places 31 82 0.61 0.18
g3 Business 44 458 0.75 0.48
g4 Meeting 26 63 0.41 0.2
g5 Training 38 147 0.72 0.2
g6 Organization 63 416 0.84 0.22
g7 Operations 39 267 0.78 0.36

Github (directed)

SN Followers 595232 2551900 0.13 ≈0
g1 Commits 322461 909125 0.2 ≈0
g2 Watchers 274597 2478561 0.02 ≈0
g3 Forks 220443 673396 0.35 ≈0
g4 Pull requests 156688 379207 0.08 ≈0

Brightkite
SN Friendship 11655 63664 0.172 ≈0
g1 Check-in 13029 1378862 0.75 0.016

Law firm (directed)
SN Friends 69 339 0.43 0.09
g1 Co-work 71 726 0.41 0.15
g2 Advice 71 717 0.42 0.14

Table 4.6.1: Statistics of the datasets used for link prediction.

e ∈ ESN e ̸∈ ESN

Predicted e ∈ ESN TP FP
Predicted e ̸∈ ESN FN TN

Table 4.6.2: Confusion matrix of a binary classification for the link prediction problem.

Based on these basic metrics, the following evaluation metrics are used to compare the predic-
tion results:
Precision (P): is the ratio of TP to the number of all positive classifications. P = TP

TP+FP .
Recall (R): is also called the true positive rate and the sensitivity. R = TP

TP+FN .
F1-score (F): is the harmonic mean of precision and recall. F = 2.P.R

P+R .
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4.6.3 Ground truth data

Let the ground truth SN = (V, E) be a networkwith the node setV and the edge setE that contains
only true-positives and true-negatives. Let SNpredicted = (V, E′) be the predicted social network on
the same node set of V, with the edge set E′ being the predicted edges. Accordingly, the set E − E′

contains the false-negative links, i.e., links that exist in reality (inE)but arenot found in theSNpredicted

(in E′). Similarly, E′ − E contains the false-positive links, i.e., those that do not exist in SN but are
found in SNpredicted. The goal is now to get a classification result that is as close to SN as possible.

4.7 Empirical results

In this section, we will present the results of the experiments, along with the first introduction of
and reporting on simplistic network prediction without a supervised machine learning approach.
Afterwards, we will present the results obtained when supervised machine learning was used.

4.7.1 Simplistic network prediction (SP)

In the current settings, the first question to be answered is to which extent a single external inter-
action network, gi, can predict a social network’s entire structure. We call the prediction of a SN’s
links based on a single associated network gi without applyingmachine learning simplistic prediction.
Simplistic Prediction SP(gi, SN) simply predicts that each edge in gi also exists in the SN and that
nodes not connected in gi are not connected in SN either. Thus, TP, TN, FP, and FN are defined
as follows:

1. TP is given by the number of edges contained in both networks at the same time.

2. TN is given by the number of pairs of nodes not connected by an edge in both SN and gi.

3. FP instance means that an e{v,w} does not exist in the SN but does exist in gi.

4. FN instance means that an e{v,w} exists in the SN but does not exist in gi.

We calculate these four measures for each pair of nodes in the setV(gi)∪V(SN). The results of this
simplistic prediction are shown in Table 4.7.1. The F1-scores are surprisingly high in some cases.
For example, the correlation between advice-seeking and being friends in the law firm dataset is
already 0.45 and sharing lunch is also correlated with being friends in a research group by 0.51. The
F1-score is very high for the financial links and the social links in the terrorist dataset (0.72).

Baseline predictor

There is always the possibility that such a result is causedmerely by the number of nodes and edges
in the graph. For example, if gi andSN are both complete graphs, the “prediction” is perfect by virtue
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of their structure. To exclude this possibility, i.e., to show that the correlation shownusing simplistic
prediction between each gi and the SN is significant, 100 random graphs with the same number of
nodes and edges as in gi were built, using Algorithm 2.1, and used in the simple prediction approach
to predict the SN’s links. The results are also shown in Table 4.7.1; in more than half of the cases,
this prediction is worse than the simplistic prediction by at least a factor of 10. Notable exceptions
are the two interaction networks of the Internet: Here, the densities are so high overall that a good
prediction result is inevitable. This effect is less pronounced but still visible in both interaction
networks in the law firm dataset and the business link network with respect to the terrorist social
network: All of them show a rather high density to begin with and a very low number of nodes.
Here, the general structure of the two networks, the respective gi and the SN, seems to dictate parts
of the success of the simplistic prediction approach.

4.7.2 Predicting an SN’s links with machine learning based on gi

The simplistic prediction approach yielded surprisingly high congruence between interaction net-
works and their social network. However, the simplistic prediction does not look for patterns that
may provide a better prediction. Machine learning can help by learning patterns from the interac-
tion networks that make a link in the SN likely. For example, a new lawyer in the law firm might
seek advice from the senior partner of the company but he never actually had the chance to meet
that senior partner yet, whichmeans that they are not friends in the friendship network. The advice
network will contain such a link, but the machine learning classifier might notice that most of the
individuals in the same (network) position as the new lawyer do not claim to have a friendship con-
nection and thus the classifier will assign this claimed relation a low probability of actual existence.
The classifier can, for example, learn that most edges exist between people who have many neigh-
bors in common. If the new lawyer and the senior partner do not have any neighbors in common,
the classifier will predict that this pair of nodes is not connected as friendship connection in the SN,
despite the claim.

The method illustrated in Figure 4.5.1 is described as follows:
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Step 1: For each network gi ∈ G, the corresponding FDMgi is constructed as described in
Section 2.4.1 using Algorithm 4.1. The inputs to the algorithm are:

1. the interaction network gi, and

2. the set of features: CN (common neighbors),RA (resource allocation),AAC
(Adamic-Adar coefficient), J I ( Jaccard-index), and the PA (preferential at-
tachment). We selected these features because they were computationally not
expensive, especially for a large network.

Figure 4.5.1 contains only FDMg1 for readability reasons.

Step 2: We train a machine learning classification model for each FDMgi . The training set is
the whole FDMgi . As the network SNmay have nodes that are not in the set of nodes
of gi, the FDM is built on the set of nodes VSN ∩ Vgi . The used classifier for this step
is the Logistic regression, which provides a probabilistic value for each pair of nodes
representing the edge existing likelihood. Then, a thresholdof0.5 is used tobinarizing
the output such that if the probability given by the classifier is larger than or equal 0.5,
then the label is True. Otherwise, it is False.

Step 3: Using the output of the trained model from step 2, which is an in-sample prediction
of the whole FDMgi, we perform a simplistic prediction by testing the model’s output
labels on the corresponding pair of nodes in the SN in the same manner as described
in Section 4.7.1. Clearly, the structure of the SN is never used in the training process;
hence, no validation process is required (like percentage split).

Step 4: The results of the prediction from step 3 are binary values associated to each pair of
nodes in the SN, i.e., we predict whether there is a link between any pair of nodes of
SNor not. Aswe already know the ground truth edges of the SN, we cannowcalculate
the prediction evaluation metrics.

Based on that, we will test the following claim:

Claim: The links of an SN can be more effectively predicted using a machine learning clas-
sifier learned only from the structure of gi than the simplistic prediction.

Here, we use the simplistic prediction result as a good baseline for the prediction performed
by machine learning. Thus, we formulate the prediction problem as ψ(FDMgi , SN) which mean
that we used FDMgi as a training set to learn a classifier. Then, we test this classifier on the test set
SN, as described in Section 4.5. We used Weka ³ machine learning tool version 3.7 for the training.

³https://www.cs.waikato.ac.nz/ml/weka/
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The used algorithm was Weka’s implementation of logistic regression with its default values, i.e.,
no parameter tuning was performed. We selected logistic regression without parameter tuning for
simplicity, later in the next chapter, we will present more information about different classifiers,
parameter selection, and classifiers decision boundaries.

Table 4.7.1 shows the quality of this prediction quantified by the evaluation metrics described
earlier. Overall, the quality of the prediction is significantly high, compared to the simplistic pre-
diction, knowing that the SN was never exposed during the training process. This supports our
claim that machine learning can uncover more link patterns in the SN. It is evident that a predic-
tion ψ(FDMgi , SN) model is more effective than the simplistic prediction SP(gi, SN) performed
in Section 4.7.1: In no case is the prediction using machine learning of the SN worse than the sim-
plistic prediction. However, the increase in quality varies strongly: Theprediction of the social links
between terrorists based on their business links does not improve by using a machine learning ap-
proach. The largest improvement is seen in the co-author network in the Research Group dataset.
The best predictionwith themachine learning approach is achieved for the co-working relationship
between lawyers: the simplistic prediction achieves an F-score of 0.54 compared to 0.76 achieved
by the machine learning approach.

Dataset Interaction Network
SP random SP(gi, SN) ψ(FDMgi , SN)

F F F

Research group

Work 0.021 0.52 0.53
Co-author ≈0 0.472 0.72
Lunch 0.029 0.51 0.63
Leisure 0.03 0.46 0.67

Internet
Bandwidth 0.27 0.28 0.35
Shared website 0.98 0.84 0.9

Terrorist Networks

Financial 0.16 0.72 0.76
Places 0.07 0.35 0.55
Business 0.042 0.13 0.13
Meeting ≈0 0.62 0.69
Training 0.039 0.38 0.6
Organization 0.03 0.198 0.42
Operations 0.039 0.275 0.35

Github

Commits ≈0 0.1 0.25
Watchers ≈0 0.1 0.16
Forks ≈0 0.15 0.18
Pull requests ≈0 0.02 0.13

Brightkite Check-in ≈0 0.3 0.42

Law firm Co-worker 0.13 0.54 0.76
Advice 0.1 0.45 0.63

Table 4.7.1: F-score of different types of prediction.
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4.8 Conclusion

In this chapter, we have shown that the link formation process in a social network cannot only be
predicted from the social network itself but that the whole structure of a social network can be sat-
isfactorily predicted from other external interaction networks. This high correlation between in-
teraction networks and social networks does not tell us the direction of causality. However, it is
clear that links in the social network are largely voluntary: Nobody is forced to be another person’s
friend (although some cultural pressure might apply). Some of the interaction networks are not
fully controllable by the actors of the social network. For example, co-working structures are often
determined by the hierarchy of the company or by the sheer necessity of having people from differ-
ent departments in a project team. If such a non- or semi-controllable interaction network shows
a large similarity with the associated social network structure, this indicates that part of the social
link formation is not so much guided by internal homophily but rather by external homophily: We
are highly likely to be friends with those with whom we spend a lot of time; whether by choice or
dictated by circumstances.
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5
Link assessment and tie strength ranking

5.1 Synopsis

In this chapter¹, a framework for assessing the links in a social network is presented. Link assessment
means checking whether a link in a social network is a true-positive or a false-positive link when
comparing to real friendship relations, i.e., to check whether two friends in social networks are re-
ally friends in reality. Besides, the framework is employed to rank the links of a social network. The
framework was tested on two datasets containing ground-truth social networks (surveyed friend-
ship of lawyers and validated Facebook network of a group of researchers). The framework was
tested again on the same networks with added edges to simulate noise. The results were satisfac-
tory in terms of classificationmetrics. The results of this chapter reveal insights regarding the use of
machine learning for networked data.

Figure 5.1.1: The goal of this chapter is to assess and rank the links of a social network with
the help of external information.

¹This chapter is based on the work [AZ15, AZ18b]
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5.2 Introduction

Like many other complex networks, online social networks contain noise, which are links that
do not reflect a real relationship or links with low intensity. These noisy links change the real

structure of the network and decrease its quality. Accordingly, having a network with a lot of noise
impedes accurate analysis of these networks [Zwe14]. In biology, for example, researchers often
base their analysis of protein-protein interaction networks on so-called high-throughput data. This
process is highly erroneous, generating up to 50% false-positives and 50% false-negatives [Dea02]
and thus introducing noisy links into the constructed protein-protein interaction networks. As a
result, assessing how real a link is in these networks is indispensable in order to get a high-quality
representation of the studied system. Therefore, accurate analysis results are hard to attain without
an assessment process. Based on that, many researchers have started assessing the quality of these
biological networks [GR03, CHLN04] by assessing the structure of their links.

In online social networks, the situation is quite similar, as many online social networks expe-
rience such noisy relationships. A friend on Facebook, a follower on Twitter, or a connection on
LinkedIn does not necessarily represent a real-life friend, a real person, or a contact from someones
professional work, respectively. One possible reason for the noisy relationships in these OSNs is
the low cost of forming a link on online social network platforms, which results in a large number
of connections for a member. Another reason for the existence of noisy relationships is the auto-
matic sending of invitations when a member first registers on one of the social network platforms;
these invitations may contribute to connecting you with persons you really do not know in real-life
but whom you have contacted once for whatever reason. Another example is the follow relation-
ships in the Twitter social network, where it is easy to be followed by a fake account or by a real
account whose owner seeks a possible follow-back to get more connections. Such fake accounts
were recently removed from Twitter² and Facebook³.

In this chapter, we aim at assessing the relationships within a friendship social network (SN)
based on the structure of networks related to the friendship social network of interest SN. Like the
exogenous (external) networks in Chapter 4, these networks are called Exogenous Interaction Net-
works: G = {g1, · · · , gk}. Wehavepresented results inChapter 4 that show that social networks can
bewell predictedby exogenous⁴ networks. While it is possible that friendships induce collaboration
or other interactions in exogenous networks, it seems plausible that the formation of a friendship
link on social networks between colleagues is initiated, e.g., by work collaboration. In this chapter,
we are using the network structure of these exogenous networks to identify real friendship links in
the friendship social network.

²https://www.nytimes.com/2018/07/11/technology/twitter-fake-followers.html
³https://www.recode.net/2018/5/15/17349790/facebook-mark-zuckerberg-fake-accounts-content-policy-

update
⁴Exogenous means any external information that is not based on the structure of the friendship social network.
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Looking merely at one individual network, in this case the SN, is a rather simplistic abstraction
of social interaction, which is not sufficient for understanding its dynamics [Bea14]. Thus, utilizing
the exogenous interaction networks as amedium for assessing the quality of the links in a friendship
social network (i.e., identifying real friendship connection) is our concern in this chapter.

Motivating example: To better understand the concept of link assessment using exogenous
interaction networks, let us consider a real dataset from a research center environment that we will
use later in the experiments. In addition to the Facebook friendship network, the members of the
research grouphavedifferent social interactions that canbeused to check thequality of the structure
of their Facebook friendship network SN, i.e., telling whether an edge in this Facebook network is a
real friendship relation or not. These exogenous interaction networks G include:

• Work (g1): Where a link exists between two members if they work/ed in the same department.

• Co-author (g2): Where a link exists between twomembers if theyhave co-authored apublication.

• Lunch (g3): Where a link exists between two members if they had lunch together at least once.

• Leisure (g4): Where a link exists between two members if they have participated in the same
leisure activity at least once.

From a network perspective, the interactions in the exogenous networks presumably affect the
structure of the social network SN. That is because the link formation process within any social
network is not only driven by its structure but is also influenced to some extent by external factors
(exogenous interaction networks G), which was the topic of Chapter 4. For example, it is highly
probable that any two persons who have had lunch together and/or have spent some leisure time
togetherwill be friends in the SN. However, if there is a friendship link between twomembersA and
B in the SN and there is no link between A and B in any of the networks in G, then this relationship
might be a noisy one, or it may be a very low-strength link that does not qualify as a real friendship
relation. In Figure 5.2.1, the links that exist both in the social network SN and in any other network
gi ∈ G are presumably real links. On the other hand, there are 44 links that are not in any gi ∈ G,
which leads to the question: How likely is it that these edges to be noise? In fact, it is hard to capture
all of the possible relationships between the members of this dataset in real-life. For example, one
of the 44 links might be between two researchers who are living in the same building or who are
members of the same political party, which is data that we do not have or that is hard to collect.
Thus, these links are potential noise or relationships with very low intensity, by virtue of the data we
have. Later, we will discuss why this dataset, in particular, is considered as a gold-standard for the
real friendship among its members.
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Figure 5.2.1: Venn diagram [BME+14] for edge overlapping between the Facebook social
network SN and the other exogenous interaction networks G for the Research Group dataset.

5.3 Relatedwork

The work in this chapter can be regarded from different perspectives. In the following, we present
the related work to our work in this chapter.

5.3.1 Link prediction

The work in this chapter is related to the link prediction problem using external information that
is associated with a social network. The problem of link prediction was initially defined in the
seminal work of Liben-Nowell and Kleinberg [LNK03], which has been followed by a plethora
of research in the area of link prediction. Surveys and literature reviews such as [AHZ11, LZ11,
WXWZ15, MBC16] provide an overview of the methods used in link prediction. The work that is
most relevant to ours is link prediction using a social network plus additional information. Wang
and Sukthankar [WS14] provided a link prediction model for predicting the collaboration among
researchers of the DBLP using different types of relations. Yang et al. [YCSH12] and Negi and
Chaudhury [NC16] introduced link prediction models for multi-relational networks where the
edges have different types of interactions. Similarly, Davis et al. [DLC11] demonstrated link predic-
tion of YouTube following relationships using different types of interactions captured on YouTube,
suchas sharingvideos and sharing subscriptions. SimilarworkwasdonebyHorvat et al. [HHHZ12]
on inferring the structure of a social network using the structures of other social networks. A re-
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cent work by Lakshmi and Bhavani [JLDB17] incorporates temporal data into themulti-relational
dataset to provide effective link prediction.

5.3.2 network construction from noisy observation

Thework in this chapter is related to noisy network structure. Many networks are constructed from
relational data or interaction data. These networks normally suffer fromnoisy edges, which requires
methods to identify thesenoisy edges so that any subsequent network-based analysis becomesmore
reliable. In biological networks, many works aim at assessing the quality of these biological net-
works [GR03, CHLN04] by identifying noisy edges in the structure of their links. Network con-
struction from relation data and/or dynamical observations has been an active research area where
noise in these observations is themain challenge. Thus,many studies focused on network construc-
tionundernoisyobservation. Tuet al. [TCC13]providedamethod for constructingnetworks from
time series relational data with noise. Similarly, Ouyang et al.[OJT16] were interested in link pre-
diction in networks that contain noise. They contributed amethod for identifying noisy edges using
neighborhood measures. In the same vein, Zhang et al. [ZCH17], Shandilya et al. [ST11], Tam et
al. [TCL18],Newman [New18] providedmethods for constructing networks from relational inter-
actions with noise reduction. Constructing directed networks fromnoisy interactional observation
has also been addressed by Ching and Tam [CT17].

5.3.3 Tie strength ranking

The work in this chapter is related to tie strength ranking research. A recent study has shown that
at least 63% of Facebook users have unfriended at least one friend for different reasons [Sib14].
According to Sibona [Sib14], the reasons for unfriending include frequent or useless posts, po-
litical and religious polarization, inappropriate posts, and others. These reasons for the deletion
of a friendship connection indicate that social networks contain noisy relationships that need to
be eliminated in order to keep only the desired friends and, consequently, their feeds. Accord-
ingly, online social networks contain many false-positive links that push the members to use the
unfriend/unfollow feature or, as a less extreme reaction, categorize unwanted connections as re-
strictedmembers. Thus, a member of an online social network can easily connect to another mem-
ber based on strongmotivation, such as being a real-life friend or being amember of the same politi-
cal party, or based onweakmotivation, such as being a friend of someone they know. This variation
in the type of friendship links in social networks has ledmany researchers to quantify the strength of
the relationships [GK09, XNR10, Zea12,GER12,Gil12, JSB+13]within social networks as general
requirement for friend recommendation. Pappalardo et al. [PRP12] proposed a multidimensional
model for capturing the strength of the ties in the social networks of the same actors. A very related
work was done by Xie et al. [XLZ+12], where the authors studied Twitter users to identify real
friends. Also, Spitz et al. [SGS+16] assessed the low-intensity relationships in complex bipartite
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networks using node-based similarity measures. Pratima and Kaushal [PK16] presented a predic-
tionmodel for predicting tie strength between any two connected users ofOSNs as an alternative to
the binary classification of being a friend or not. Kumar et al. [KSSF16] studied weight prediction,
as a form of tie strength, in signed networks. Some researchers have been interested only in quan-
tifying strong ties. Jones et al. [JSB+13] studied the interactions among the users of Facebook to
identify the strong ties in the network. A similar recent work by Rotabi et al. [RKKS17] employed
networkmotifs to detect strong ties in social networks. Some applications of tie strength have been
applied in different domains. Wang et al. [WLE+16] presented a social recommendation system
based on tie strength prediction. McGee et al. [MCC13] predicted the location of users using the
tie strength of the members of Twitter.

5.4 Contribution

Our contribution in this chapter differs from the previous related work as follows. The method
presented in this chapter considers not only the online activities of an SN as social relationships but
also some other offline interactions or interactions that are platform-independent, i.e., interactions
that take place outside the social network platform. This provides more significant insights into
the motives underlying tie formation in online social networks. Additionally, to the best of our
knowledge, the link assessment application of social network analysis has not been addressed before
in the context of social networks as complex systems. In this chapter, we are neither interested in
constructing networks from relational data nor in predicting links in a network. However, we are
interested in assessing the links in friendship network that may contain noise. In this chapter, we
will define the link assessment problem and present a method for quantifying the noisy links in
them using the network vectorization method described in Chapter 2.4. Besides, one contribution
of this chapter is extensive details on using machine learning for networked data.

5.5 The proposed method

This chapter aims to assess and rank the links in a social network SNusing the exogenous interaction
networks of the samemembers of the SN. Themethod we will propose benefits from the structure
of these networks in order to infer with the help of a supervisedmachine learning classifier whether
a link in theSN is a true-positive or a false-positive. The ideaof theproposed framework is to convert
the link assessment problem into a machine learning classification problem, which can be seen as
an extension to the work presented in Chapter 4. The proposed method for link assessment and
tie strength ranking is similar to what we proposed in Section 4.5. The difference is manifold: (1)
as we are interested in link assessment of social friendship networks, we restricted our experiments
to datasets with friendship social networks that are very close to real offline friendship networks;
(2) results of probabilistic classifiers’ output are used as an indicator for the tie strength ranking of
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the nodes; (3) in-depth investigation on the properties of the FDM and the correlation between
the used features; (4) insights into using machine learning for networked-based data models; (5)
multiple classifiers are used and parameter tuning was performed. Those differences extend our
understanding regarding the best practices of using machine learning in networked-data models
and also the limitation as we will see later on this chapter.

Figure 5.5.1: The framework for link assessment and tie strength ranking using exogenous
interaction networks and machine learning. SN1 is the friendship social network with assessed
links and SN2 is the friendship social network with ranked links.

Figure 5.5.1 depicts the process of assessing the links of a social network SNusing exogenous in-
teraction networksG. The process is described as follows (the particularities of training and testing
is described later):
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Step 1: TheFDMgi is constructed for eachnetwork gi ∈ G, in the samemanner as explained in
Section 4.5. Algorithm 5.1 is used for constructing the FDMwith the given set of fea-
tures. The used features in this chapter are: common neighbors (CN ), resource allo-
cation (RA), Adamic-Adar coefficient (AAC), Jaccard index (J I), hub depressed
index (HDI), hub promoted index (HPI), Sørensen-Dice Index (SD), preferen-
tial attachment (PA), and the local community degree (CRA).

Step 2: Each constructed FDMgi is used to train machine learning classifier (or classifiers
when comparing the performance of different classifiers) such that for each FDMgi

we have a trained classifier.

Step 3: The trained classifier from step 2 is used to assess the links of the SN by identifying
each of them as TP, FP, TN, or FN.

Step 4: The trained model from step2 is also used to assign weights to each pair of nodes in
the SN, which represent the strength of the connection between pairs of nodes. The
weights are simply the probabilistic output of the classifier, whichmeans a probabilis-
tic classifier must be used for step 2.

Algorithm 5.1: Edge-based transformation algorithm of a graphG using the set of edge-
proximity features f.
Input: G = (V, E), f = (CN ,RA,AAC,J I,HDI,HPI,SD,PA, CRA)

Init: FDM = ∅
1 for u, v∈ V do
2 values = ()

3 for f∈ f do
4 values = values ⊕ f(u, v)

5 if e = {u, v} ∈ E then
6 values = values ⊕ True

7 else
8 values = values ⊕ False

9 FDM = FDM ∪ {values}
Output: FDM
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5.6 Experimental setup

5.6.1 Ground-truth

Let the ground truth SN = (V, E) be a networkwith the node setV and the edge setE that contains
only true-positives and true-negatives. Let SNpredicted = (V, E′) be the predicted social network on
the same node set of V, with the edge set E′ being the predicted edges. Accordingly, the set E − E′

contains the false-negative links, i.e., links that exist in reality (inE)but arenot found in theSNpredicted

(in E′). Similarly, E′ − E contains the false-positive links, i.e., those that do not exist in SN but are
found in SNpredicted. The goal is now to get a classification result that is as close to SN as possible.
Therefore, the more accurate the machine learning classifier, the more efficient the link assessment
method.

It is not easy to define a real-life friend. Calling someone a friend or not a friend is a very sub-
jective issue. Thus, getting a dataset with ground truth real-life friendship relations seems to be
very challenging. To overcome this issue, we restricted our experiments to datasets that contain a
friendship social network that is believed to be very close to offline friendship relations. Weused the
research group (RG) and the law firm (LF) datasets described in Section 4.6. For the RG dataset,
the Facebook network is for a small group of people which was acquired by the maintainer of the
dataset [MMR13]. Although it is hard to conclude that this Facebook network is the real offline
friendship network of the members of the RG dataset, the links of the network presumably con-
tain neither false-positive links nor false negative links according to the dataset provider⁵. We con-
sider the Facebook network in the RG dataset as gold-standard for the offline friendship network
among theRGdatasetmembers. For the LF dataset, the friendship social network is based on a sur-
vey. Thus it is hard not to believe the survey participants about their friendship relations opinions.
Hence, we used the friend social network in the LF dataset as a ground-truth friendship network.

5.6.2 Training and testing

Based on the information provided in the previous section, the machine learning problem ψ(X, Y)
means that the dataset X is used to train a machine learning classifier to classify the links in Y. In
this case,X is the FDMgi and Y is the FDMSN; which is the ground truth. To test the effectiveness of
this method, a social network with ground truth data will be assessed. We have different scenarios
for the experiments in this chapter:

⁵Thismay sound contradicting towhatwe conjectured in the introduction concerning the noise in social networks.
However, we contacted the owner of the data set and made sure that there is neither false-positives nor false-negatives
in the Facebook network, which is congruent with our experiment. Additionally, this Facebook network is a closed (in
terms of its members) social network for certain known people where any member certainly knows the other members
at least by name and/or face. That is why we considered it as a gold-standard dataset.
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1. Scenario 1: Train on one exogenous network, test on SN. If the links of the social network
SN are assessed using a network gi ∈ G, then the machine learning problem becomes:
ψ(FDMgi , FDMSN), which means that the training phase uses the FDM generated only
from a single network gi to assess the links in the SN. This assessment enables us to deter-
mine whether the structure of a network gi ∈ G is sufficient for efficiently assessing the
links in the SN or not. The used features are the same as described in Algorithm 5.1.

2. Scenario 2: Train on all external networks, test on SN. Similar to scenario 1, if the links of
the SN are assessed using the whole set of interaction networks, then the machine learn-
ing problem becomes: ψ(FDMG, FDMSN), where FDMG is the FDM for the combined
networks that are generated from an aggregation of all exogenous networks in a dataset.
The used features are the same as described in Algorithm 5.1.

3. Scenario 3: Train and test on SN. For this scenario, we split the FDMSN into 70% and
30% for training and testing, respectively. The split was performed after shuffling the data
with the scikit-learnPython library [PVG+11] randomseed zero. This scenario is used to
compare the assessment using only external networks using only the SN itself. The used
features are the same as described in Algorithm 5.1.

For all scenarios, the values of the features CN ,RA,AAC,J I ,HDI ,HPI , SD,PA, and
CRA are used as input to Algorithm 5.1, which constructs the FDMgi for every network gi of the
exogenous networks G. Also, the FDM is constructed for the social network of interest FDMSN,
where SN is the ground truth to test on. It is clear that the two first scenarios used two disjoint
datasets one for training and the other for testing. Thus, neither percentage split nor k-fold cross-
validation was required for these two scenarios, unlike the third scenario. In the results section, we
will present the results of each scenario and discuss them.

5.6.3 evaluation metrics

In addition to the evaluation metrics used in Section 4.6.2 (accuracy, precision, recall, and the F1-
score), we also used theArea underReceiverOperatingCharacteristics curve (AU-ROC).TheROC
curve [HM82] plots the true-positive rate against the false-positive rate. The area under this curve
reflects how good a classifier is and is used to compare the performance of different classifiers.

5.7 Empirical results

In this section, the properties of the constructed FDMs and the classification results will be pre-
sented. Also, we will present the noise identification method and the corresponding results. This
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section ends with presenting the tie strength ranking results.

5.7.1 The properties of the FDM

In this subsection, we will present properties of the features of the constructed FDM (those used in
Algorithm 5.1) and what they look like. Figure 5.7.1 shows two selected dimensions (2-D) of the
FDMs constructed from the networks used. The figure shows that the FDM is not linearly separa-
ble, which renders the classification problem non-trivial. The figure also shows that there are some
features that are highly correlated to each other; for example, Figure 5.7.1h shows a strong corre-
lation between the SD and the HDI features. Later, we will discuss the correlation between the
features and their impact on the classification process. There are manymachine learning classifiers,

(a) Work (b) Leisure (c) Lunch

(d) Advice (e) Facebook (f) Aggregated RG

(g) Coworker (h) Friendship (i) Aggregated LF

Figure 5.7.1: Selected 2-D scatter plots of the FDM for the networks used. The x-axis and
the y-axis represent the selected features presented in Section 2.3.2. The red markers are the
False instances, and the green markers are the True instances, which indicate the existence,
respectively non-existence, of an edge.

each with their own assumptions, limitations, and parameters to tune. For example, some classi-
fiers like Logistic Regression assumes that there is no correlation between the features used to train
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it. This makes logistic regression unsuited for classification with highly correlated features. On the
other hand, there are classifiers, such as the Support VectorMachines (cf. Section 3.3.3) with kernels,
that can perform well with correlated features; others assume normalized feature values, and so on.
Thus, it is crucial to understand the data that is being used in the classification process.

Figures 5.7.3 and 5.7.4 depict a deeper analysis of the FDM’s features. In Figure 5.7.3, the corre-
lations between the features of the FDM are not the same across all networks of the Research Group
dataset. In Figure 5.7.2a (the Work network), there is less correlation between the features when
comparedwith, for example, Figure 5.7.2e (Facebook). InFigure 5.7.3, panels 5.7.2a, 5.7.2b, 5.7.2c,
5.7.2d, 5.7.2e, and 5.7.2f, the feature that is correlated the least with the other features is PA. It
turned out that the FDM’s features are intrinsically correlated. The reason is that all the used fea-
tures, except thePA, are dependent on CN . The correlation is more apparent in the correspond-
ing correlation scatter plots in Figure 5.7.3, panels 5.7.3a, 5.7.3b, 5.7.3c, 5.7.3d, 5.7.3e, and 5.7.3f.
These panels show a strong correlation between J I and SD, between J I and HDI , and be-
tween ACC and CN . Also, from the distribution of the feature in the diagonals of Figure 5.7.3,
panels 5.7.3a, 5.7.3b, 5.7.3c, 5.7.3d, 5.7.3e, and 5.7.3f, it is obvious that the distribution of these fea-
tures is notGaussian. Most features of allFDMs show lowvariance, except for theFDMofFacebook
in Figures 5.7.2e and 5.7.3e.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7.2: The feature correlation matrix of the features of the FDM for the Research Group
(RG) dataset. Panels a, b, c, d, e, and f show the correlation matrix for the FDM of the networks
Work, Co-Author, Lunch, Leisure, Facebook, and Aggregated RG, respectively.

Figure 5.7.4 shows the same analysis as presented in Figure 5.7.3 but for the Law Firm dataset.
However, there are some differences in the properties of the features of the FDMs of the Law Firm
networks. For example, the networks’ FDMs have more variance for all features of the FDMs of all
networks. Also, the features are more correlated with each other compared to the Research Group
dataset.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7.3: The feature correlation scatter plots of the features of the FDM for the Research
Group (RG) dataset. Panels a, b, c, d, e, and f show the correlation scatter plots between two
feature of the FDM for the networks Work, Co-Author, Lunch, Leisure, Facebook, and Aggregated
RG, respectively, with the distribution of each feature in the diagonal.

5.7.2 link Assessment results

In this section, we present the results for each of the scenarios defined in Section 5.6.2. The results
presented in this section are based on the SVM classifier [CV95] with a Gaussian kernel. We
used the implementation from scikit-learn Python package [PVG+11] with its default parameters.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 5.7.4: The feature correlation matrix and the feature correlation scatter plots of the
FDM’s features for the Law Firm (LF) dataset. Panels a, c, e, and g show the correlation matrix
for the FDM of the networks Advice, Coworker, Friend, and Aggregated LF, respectively. Panels
b, d, f, and h show the correlation scatter plots between two features each of the FDM for these
networks, with the distribution of each feature in the diagonal.

Table 5.7.1 shows the results of the assessment for the research group dataset (RG) and the law firm
data set (LF) for the three different scenarios presented earlier in Section 5.6.2. In the following,
we present the results and discuss them for different claims.

Claim 1: Each network of the exogenous interaction networks exhibits sufficient structure
to assess the links of the corresponding SN.

The results shown in Table 5.7.1 for scenario 1 for both datasets supports this claim. For the
RG dataset, the assessment results are satisfactory in terms of the evaluation metrics; the results
are close for all networks in scenario 1. The lower bound for the assessment is 0.824 considering
the F1-score (F), which is reasonable considering the very small amount of data the FDM of the
network co-Author contains. The best performance is for the network g4 (Lunch), which showed
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a slightly better prediction results. For the LF dataset, the prediction performance of scenario 1 is
also very close over different networks. The lower bound for the assessment in the LF dataset is
0.882 considering the F1-score.

Claim 2: Aggregating networks of different types of interactions does not improve the as-
sessment.

The results shown inTable 5.7.1 for scenario 2 for both datasets support this claim. For scenario
2, using the aggregated networks, the assessment did not provide any improvement when compar-
ing to the assessment performance using a single network. In fact, the assessment using scenario 2
is slightly worse than the assessment using scenario 1. We think that aggregating networks intro-
duces some noisy edges in the aggregated network that mislead the classifier. For example, assume
we have three nodes A, B, and C such that the triple A-C-B exist in the lunch network (A and B
are not connected in the lunch network, but both are connected to C). Additionally, assume that A
and B are connected in the coauthor network. Thus, when aggregating the two networks we have a
triangle of the three members of mixed type of interactions that appear to the classifier as one type.
This triangle in the aggregated network makes the classifier to give a high probability for A and B
as friends. It seems that the performance of the link assessment using the aggregated network is
upper-bounded by the performance of the link assessment using one network. Overall, the assess-
ment using the aggregated network is still very good compared to the baseline predictors as we will
see later on Section 5.8.3.

Dataset Scenario Trained On Tested On Performance
ACC P R F

RG
Scenario 1

g1: Work

SN (Facebook)

0.841 0.842 0.841 0.841
g2: Co-author 0.822 0.827 0.822 0.824
g3: Lunch 0.843 0.835 0.843 0.839
g4: Leisure 0.837 0.835 0.836 0.836

Scenario 2 Aggregated 0.834 0.834 0.830 0.832
Scenario 3 SN (Facebook) 0.833 0.829 0.830 0.832

LF
Scenario 1 g1: Coworker

SN (Friend)

0.889 0.884 0.889 0.886
g2: Advice 0.893 0.887 0.893 0.889

Scenario 2 Aggregated 0.885 0.879 0.885 0.882
Scenario 3 SN (Friend) 0.972 0.984 0.919 0.950

Table 5.7.1: Assessment results for the Research Group (RG) and the Law Firm (LF) datasets.
The table shows the training and testing using the three different scenarios defined in Section 5.6.2
for each dataset. The bold numbers are the best assessment performance for each measure across
different scenarios.
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5.7.3 Comparing different classifiers for link assessment

There are dozens of machine learning classifiers, and each has its advantages, limitations, and pa-
rameters to tune, which makes the selection of the appropriate classifier a difficult task. Thus, we
want now to check the performance of the method with different classifiers.

Claim3: The performance of the link assessmentmethod is robust with different classifiers.

Table 5.7.2 shows a comparison of the performance of different classifiers. Based on the results
in the table, the presented method resulted in a closely similar performance for most classifiers.
Once again, the results of the LF dataset are slightly better than those of the RGdataset for all of the
compared classifiers.

Dataset Classifier Performance
ACC P R F

RG

KN 0.800 0.795 0.800 0.797
SVM 0.821 0.833 0.821 0.827
DT 0.800 0.806 0.800 0.804
NB 0.778 0.821 0.778 0.798
LR 0.827 0.825 0.827 0.827

LF

KN 0.843 0.823 0.843 0.833
SVM 0.816 0.858 0.816 0.836
DT 0.880 0.870 0.880 0.875
NB 0.883 0.875 0.883 0.877
LR 0.868 0.878 0.868 0.872

Table 5.7.2: Comparison of the performance of different classifiers for the aggregated versions
of the RG and the LF datasets (scenario 3). The compared classifiers are: KN : k-Nearest Neigh-
bors vote [Alt92]; SVM: Linear Support Vector Machines [CV95]; DT : Decision Trees [Qui86];
NB: Naive Bayes [Zha04]; LR: Logistic Regression [WD67]. We used the scikit-learn pack-
age [PVG+11] of Python for the previous algorithms with their default parameter values.

Another aspect that is important when talking about different classifiers is the resulting deci-
sion boundaries and how good they are. Figure 5.7.5 shows the decision boundaries for different
classifiers. The figure shows that linear models, like linear DT and LR, are not able to properly
discriminate between the False and the True instances efficiently. Additionally, the figure shows
that the accuracy metric is a useless measure as it is not informative for the case of the FDM whose
labels are highly imbalanced. For example, let us take a closer look at the QDA classifier for the
second row, the attributes HDI vs. AAC. The accuracy of the classifier is 0.91, which is consid-
ered high. Having said that, the panel shows that all of the points were classified in the red area,
which ignores the True instances and makes it hard to find a binary threshold to produce binary
results. This behavior indicates that accuracy is not a good measure to use if we have imbalanced
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data. On the other hand, classifiers that use kernels (a method for transferring non-linearly sepa-
rable data into linearly separable data by transforming the data into a higher dimension) showed
good discrimination between the False and the True instances. An example of this is the SVM
with a Gaussian kernel [CV95], the second column in Figure 5.7.5. From the figure, it is clear that
the SVMwith a Gaussian kernel was able to find disjoint areas for the data points, which helps to
produce good classification results. Obviously, no conclusions can bewithdrawn from this figure as
it shows only two dimensions of the FDM.However, it gives insights about how a classifier behaves
under non-linearly data.

Figure 5.7.5: Decision boundaries for different probability-based classifiers. We used a 2-D
scatter plot of the FDM constructed from the aggregated networks of the RG dataset as an
illustration. The leftmost panels are the 2-D features before the classification was performed.
The red points are False instances, and the blue points are True instances. The red “+” markers
and the blue “+” markers are the False and True instances to be classified by the classifier,
i.e., the test samples. The other points, none of which are “+” points, are the training points,
where the training and the testing points were randomly split with a ratio of 60 to 40 for training
and testing, respectively, with Python’s random seed zero. The other panels represent the
classification results with the decision boundaries for the test sample only. The number at the
top left is the accuracy of the classification, and the gradient of the colored areas represents the
probability of the classification. For example, the darker the blue area, the higher the probability
that the points in this area are true instances. The classifiers used are those classifiers that give a
probability as a classification result, namely: SVM with Gaussian kernel [CV95]; DT : decision
trees [Qui86]; NB: Naive Bayes [Zha04]; QDA: the Quadratic Discriminant Analysis [Cov65];
LR: Logistic Regression [WD67]. We used the scikit-learn package [PVG+11] of Python for the
previous algorithms with their default parameter values.
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Another way to compare the performance of different classifiers is to use the area under the
ROC curve for each classifier. Figure 5.7.6 shows the AUC for SVM and LR with different pa-
rameters. For the SVM, we have two kernel parameter values: (1) SVM with Gaussian kernel
and (2) linearSVM. For theLR, we have different parameters: (1) gradient descentwithL1 regu-
larization; (2) gradient descent with L2 regularization; (3) and stochastic gradient descent without
regularization. Figure 5.7.6a again shows that the linear models are not robust and are not able to
provide a good classification.

(a) Co-Author (b) Leisure (c) Lunch

(d) Work (e) RG aggregated (f) Advice

(g) Coworker (h) LF aggregated

Figure 5.7.6: The area under the ROC curve for SVM with Linear and Gaussian kernels and
LR with L1 and L2 regularization and with a stochastic gradient descent optimization algorithm.
The training dataset used in this figure are the corresponding GDMgi , and the testing dataset is
the FDMSN of the corresponding gi.
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5.7.4 Identification of noisy edges

The SNs used in this chapter are assumed to be very close to the real-life friendship (as discussed
in Section 5.6). This does not allow proper validation for noise (false-positives) identification only
because the networks used do not contain any. To overcome this issue, we injected additional k
edges into the SN that are assumed to be noise. Then, we test the method to find out how good it is
in finding only these k noisy edges.

Claim4: Theperformance of the link assessmentmethod is robust under randomly injected
noisy edges.

To test how well the method performs for identifying noisy edges, we conducted experiments
with the following general steps:

1. Adding noisy edges: We add k =
⌊
(
(n
2

)
− m)× r

⌋
edges to the SN, where m is the

number of edges in the SN and r is the fraction of edges to be added. We make sure that
each added edge is not in the set ESN. The resulted network is called SNdisguised. For exam-
ple, if r = 1 then SNdisguised is a complete network.

2. Training: For training, we used the FDMgi to train a classifier. The FDMgi is constructed
using Algorithm 5.1. Additionally, we train also on an aggregated network G to see how
the aggregated version of the exogenous networks is able to identify noise.

3. Testing: For testing, we used the test set FDMSNdisguised which is constructed using Algo-
rithm 5.1.

4. Success rate: We only check whether the learned classifier identifies the added k edges
as false-positive or not. I.e., we restrict our assessment performance to these k edges to
see how good themethod is in identifying these edges as noise. Based on that, we defined
the success rate as the number of edges that were predicted as false-positives divided by k,
the whole number of added edges.

We repeat the previous steps for different values of r ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. For each value,
we performed 100 different runs, each with a different random seed, and for each run, we calculate
the success rate. Figure 5.7.7 shows the results of this method. In general, the results are not com-
parable to a random binary classifier as a baseline (which will have 0.5 success rate on average). In
some cases, such as the networks of LF dataset in Figure 5.7.7 Panels 5.7.7f, 5.7.7g and 5.7.7h, the
success rate is very high. On the other hand, the success rate is not that high for the RG dataset
networks when comparing to the LF dataset. However, it is still very good except for the network
co-author (cf. Figure 5.7.7c) which is comparable to a random binary classifier. The poor perfor-
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mance for the co-author network is due to it being a very small network; it hardly captures a good
structure for the relationships among its members. The noise identification success rate in the LF
dataset was higher than in the RG dataset, seemingly because the networks of the LF dataset are
nearly 10 times denser than the RG. Noticeably, the success rate for the aggregated networks of the
RG and the LF dataset was better than the best network, the work network and coworker network,
respectively. We think the reason is that the aggregated version contains more information that
helped the classifier to learnmore patterns to distinguish real and noisy edges in the SN network. It
is also noticeable that the method is robust under different values of r. There is almost no variation
in the results (the success rate) when comparing the results for different values of r for the same
network. I.e., the mean of the success rate r values for one network are very close.
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(a) Work (b) Leisure (c) Co-author

(d) Lunch (e) Aggregated RG (f) Advice

(g) Coworker (h) Aggregated LF

Figure 5.7.7: The figure shows the success rate of identifying the added edges to the SN using
different networks. Each panel in the figure shows the success rate when training using the
corresponding network, e.g., work network from RG dataset, and testing on SNdisguised. We used
different values of r, and for each value, we performed 100 runs. Each run has different random
seed value (from zero to 99) and added randomly different k edges. As we have 4 thousands
experiments to generate the results in this figure, we used for training a linear SVM classifier
because it is faster than the SVM with Gaussian kernel. We used the implementation from the
scikit-learn Python package [PVG+11] with its default parameters.

5.7.5 From binary classification to tie strength ranking

In some scenarios, the links of a social network need to be ranked by the tie strength between the
members. The proposed method can also give a continuous range of values between 0 and 1 ( in-
stead of having two classes), using probabilistic classifiers, i.e., classifiers that produce a probability
value instead of a binary class, then find a threshold for binarizing the resulted probabilities. These
probabilities are used here as the tie strength rank of the edges in the social network being assessed.
Figure 5.7.8 shows the ranking results of the SN in theRG andLF datasets using different classifiers.
Our assumption here is that the best ranking for the edges of the SN is a step function that changes
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its value from zero to one on the number of true-negative edges in the ground-truth network (see
the red line in Figure 5.7.8). This means that for undirected SN with n nodes and m edges, we have
m edges with a tie strength of one and

(n
2

)
−m edges with a tie strength of zero. Then, the predicted

tie strength for all edges, including the true-negatives in the ground truth, is compared to the best
ranking using the following error measure:∑

e={u,v},∀u,v ∈VSN

|epredicted − ereal|, (5.1)

whereVSN is the set of nodes of the network SN, epredicted ∈ [0, 1] is the probability of having an edge
e in the SN according to probability classifier, and ereal ∈ {1, 0}, which indicateswhether e is an edge
in ESN or not. The closer the results to the step function, the better the ranking (cf. Figure 5.7.8).

Figure 5.7.8 shows the results of the ranking using the proposed method. NB and KN pro-
vided the best ranking among all of the classifiers we used. For theRGdataset, the best link ranking,
in terms of error ranking as explained earlier, was achieved using the Lunch network with an error
of 20% and theWork networkwith an error of 21% using theDT andNB, respectively. For the LF
dataset, the best ranking was achieved using any of the networks in the dataset with an error of 12%
using theNB. As in the assessment results presented in the previous section, the ranking results of
the SN of the LF is better than the ranking of the RG’s SN.
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(a) Co-Author (b) Leisure (c) Lunch

(d) Work (e) RG aggregated (f) Advice

(g) Coworker (h) LF aggregated

Figure 5.7.8: Tie strength ranking for the social network using the exogenous networks. The
x-axis represents the edges in the SN ranked by their strength according to the ranking results;
the y-axis is the tie strength rank. The best ranker, in bold red, is simply the step function on
the number of edges in the social network. The best ranker is used to compare the goodness of
the ranking using the proposed method. In the legend, different classifiers are used to estimate
the probabilities. The numbers beside the names of the classifiers represent the errors in the
ranking. This error is calculated as defined in Equation 5.1.

5.8 Discussion

The proposed method showed a good potential regarding both link classification and tie strength
ranking. It seems that machine learning can be used effectively for the network-based features.
In this section, we will offer our final thoughts about the problem addressed in this chapter, our
method, and its limitations.

5.8.1 The importance of link assessment and tie ranking

Addressing the link assessment problem is crucial today, where online social media contain a lot
of spam, ads-intensive websites, and fake news. We strongly believe that identifying noisy links in
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social networks contributes to eliminating these problems and reducing their impact. Tie strength
ranking, on the other hand, can also improve the quality of the information spread via online social
networks. For example, an automatic ranking of the friends list on Facebook might lead to bet-
ter news feeds, more reliable friend recommendations, and better-targeted ads, to name but a few.
Thus, the work presented in this chapter has actionable insights on online social networks.
It seems that the tie strength problem explicitly includes link assessment. However, the two prob-
lems should be handled separately because the cost of link assessment may be lower than the cost
of tie strength ranking. One reason for that is the difficulty of getting the ground truth of the real
tie strength between the nodes of a network. This reason has caused some researchers to focus only
on the strong ties, like the work presented in the related work section. Moreover, link classification
can be a preprocessing step for many network-based analysis tasks, such as community detection,
where eliminating noisy edges may provide more meaningful communities. Thus, we emphasize
the distinction between the two problems.

5.8.2 Classification methods for network-based features

Feature correlation: The major network-based features for link proximity are based on common
neighbors CN , which makes most of the features highly correlated with each other. Having said
that, highly correlated features might be a problem in classification, especially with a small amount
of training data. Thus, devising new link proximity measures that are not based on the number of
common neighbors is important.
Classifier selection: Decision boundaries help select a good classifier for the dataset used. Learn-
ing and optimization processes are computationally expensive, and experimenting with different
classifiers with different parameters is always a laborious task. Thus, experimenting on a sample
of the data to select the best classifier is crucial. To handle this, decision boundaries, like those
presented in Figure 5.7.5, are very helpful for understanding the data that we have as well as to se-
lecting the best classifier for subsequent optimization. Linear classifiers showed poor performance
as the constructed FDM is not linearly separable, whereas classifiers with kernels showed better
performance than the others. Additionally,KN andDT showed promising results for the ranking
problem. It turned out that these two classifiers provided good probabilities for approximating the
tie strength in the SN, but bad thresholds for the binary classification.

5.8.3 Baseline comparison

Toprovidemore confidence for the results, the experiments were conducted on randomgraphs as a
null model. We generated 50 random graphs of the same number of nodes and edges in each gi ∈ G
using Algorithm 2.1. Then, for each of these random graphs, we performed the assessment. The
averaged results, e.g., the average accuracy, of the randomgraphswere incomparable to the results of
the real datasets used. Additionally, we tested themodel against a classifier that uses one simple rule
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(like a threshold over one of the used features’ values) as a baseline assessment. The results of the
presented method using the classifiers presented in Section 5.3 were significantly better than those
using the baseline classifier. Finally, a random classifier was used as another baseline classifier (cf.
Figure 5.7.6). The results of the classifiers used were significantly better than those of the random
classifier. Thus, we strongly believe that the results provided in this chapter are significant and are
not due to any random chances.

5.8.4 Limitation

The presented method used data from a social network itself in addition to external information.
The external (offline) information may not always be available, which represents a challenge. That
is why we restricted the datasets to those with friendship networks that are as close to the real life
friendship as possible. Moreover, the existence of the ground truth data for the tie strength ranking
is hard to attain. Thus, we resort to the binary ranker as the best possible option to evaluate the tie
strength ranking provided by the method.

5.9 Conclusion

In this chapter, wepresented amethod for link assessment and tie strength rankingof the links of on-
line social networks using exogenous social interaction networks. The proposed method employs
machine learning classification techniques to perform the link assessment via label classification
based on edge-proximity measures. We conducted experiments on two different datasets that con-
tain a friendship social network in addition to exogenous social interactions. The link assessment
results, in terms of the F1-score and the accuracy, were satisfactory compared to baseline predictors.
The results show that it is possible to assess the links in a social networkusing exogenous social inter-
actions. Additionally, we also performed tie strength ranking using probabilistic binary classifiers.
The intensive study of the features used in this chapter and the conducted experiments revealed
insights about the use of machine learning for network-based features. These insights concern (1)
feature correlation and its effect on the classification; (2) goodness of the decision boundaries of
the classifiers used; (3) classifier selection for both link assessment and tie strength ranking.

From a network perspective, the results of the datasets used suggest that directed networks
embrace more building structures that enable better link assessment and tie strength ranking than
undirected networks. Also, the results suggest that a single exogenous interaction network contain
enough information to assess or rank the links in a social network. It seems that for a set of persons,
their social interaction outside the social network provides enough information to predict their real
social relationships.

From a machine learning perspective, the results achieved in this work, regarding both link as-
sessment and tie strength ranking, show that network-based features can be used for analyzing net-
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works and building predictionmodels. Additionally, we discovered that some classifiers are good at
providing a binary classification for link assessment, while others are good at providing a probability
range for tie strength ranking.
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Part III

DecayDynamics
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6
Stochasticmodel for network decay dynamics

6.1 Synopsis

In this chapter¹, a theoretical stochastic model for capturing the mechanics of the decay dynamics
in a social interaction setting will be presented. The main equations of the model are proven to be
submodular and monotone. A simulation of the model was performed using a temporally decayed
dataset of the StackExchange website, and results will be presented.

Figure 6.1.1: The goal of this chapter is to provide a theoretical model for capturing the
inactivity dynamics in a network.

¹This chapter is based on the work [AZ17, AZ18a].
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6.2 Introduction

Today’s online social networks represent a major source of communication and information
exchange among people all over the world. Many online social networks, such as Facebook,

Twitter, andLinkedIn, haveproven their usefulness in connectingpeople and facilitating anexquisite
newmedium for sharing news, forming groups of people with same interests, and gathering knowl-
edge. The growth of these online social networks in terms of user activity shows that they have
become a vital part of today’s human activities.

Growth dynamics

One well-studied aspect of online social networks dynamics is the growth dynamics of a network.
TheworkbyBarabási andAlbert [BA99]haspresenteda simplemodel forunderstanding thegrowth
dynamics of a network, namely the Preferential Attachment Model (PAM), which is a the-rich-get-
richer model. Jin et al. [JGN01] noticed that the model by Barabási and Albert [BA99] and other
similarmodels, like thework byDorogovtsev andMendes [DM00] formodeling the growth of ran-
dom networks, are not suitable for understanding the growth dynamics of social networks. Thus,
they developed amodel that considers the particularities of social networks without any power law
distribution and with a large clustering coefficient [JGN01]. When online datasets became avail-
able, Newman [New01] empirically studied the growth of social networks using scientific collab-
oration networks against the PAM model. Bala and Goyal [BG00] developed a non-cooperative
game-based model for understanding network formation from the perspective of game theory.
Later, Jackson [Jac03] surveyed the models and methods that were being used to capture the net-
work formationprocess andcompared them in termsof stability andefficiency. Leskovec et al. [LKF05]
first showed on dynamic network data that networks densify and their diameter shrinks over time.
They also provided another growth dynamics model that was able to produce networks with these
properties. The prior work and the availability of rich datasets motivated researchers to perform
an in-depth investigation of the properties of networks over time. Kumar et al. [KNT06] stud-
ied the growth of a large social network in terms of network component analysis; Kossinets and
Watts [KW06] studied the tie formationprocesswithin social networks, andCapocci et al. [CSC+06]
studied the statistical properties of the growth characteristics ofWikipedia collaboration social net-
works. Likewise, Backstromet al. [BHKL06] empirically studiedhowgroups are formedandevolve
over time in theMySpace social network, whileMislove et al. [MKG+08] presented a study on the
growth of the Flicker social network.

Decay dynamics

Even though there aremany successful social networks, the evolution of a social network also incor-
porates decay. In the last decade, some online social networks were shut down after suffering from
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colossal loss or inactivity of their members. Online social networks, such as Friendsfeed, Friend-
ster, MySpace, Orkut, and many websites of the StackExchange platform are now out of service.
Even though some of these online social networks, e.g., Orkut and MySpace, showed tremendous
growth [AHK+07] just a decade ago. The decay of these networks posesmany questions about the
reasons for their downfall. Garcia et al. [GMS13] and Chhabra et al. [CBS14] studied the static
properties of Friendster and MySpace, respectively, in order to understand the network-related
properties of these networks as an example of a decayed network. Recent studies by Malliaros and
Vazirgiannis [MV13] and Bhawalkar et al. [BKL+15] provided theoretical models for understand-
ing social engagement in online social networks with the potential to predict social inactivity. Tork-
jazi et al. [TRW09] performed an analysis of theMySpace online social network and examined the
activity and inactivity of its users, offering some insights into the reasons behind the decline ofMyS-
pace. Similarly, Ribeiro [Rib14] studied the activity and inactivity of users by providing a model
that uses the number of daily active users as a proxy of the dynamics on membership-based web-
sites. Kairam et al. [KWL12] developedmachine learning predictionmodels to predict community
longevity, i.e., how long a community in an online social network will survive. In the same context,
Asur et al. [AHSW11] discuss the persistence and decay of Twitter tweets. While investigating the
reasons behind the inactivity of members of an online social network is not within the scope of this
chapter, some recent studies have proposed some answers [SBBV13, KLSS+15], suggesting that
the main reason behind this decay is the inactivity of the members of an online social network.

What is missing?

Todevelop a soundunderstanding of the decay dynamics of networks, not only the static properties
of these networks need to be studied, but their dynamics and properties must also be investigated
over time – this is precisely what we are interested in. As a scenario, we consider the StackExchange
sub-websites, which were shut down after some time as there was not enough activity to keep the
sub-website alive. The closed sub-websites are an example of social network decay, where wemodel
themembers of a sub-website as the nodes of the network and an edge exists between any twonodes
if they post, comment, or answer to the same question on the sub-website. While we cannot offer
an answer to why a person starts losing interest in a social network, we can try to analyze andmodel
the effect of this behavior on other members of the network. Such a model might, in turn, hint at
the causes of social decay or at least explain part of it.

6.3 Contribution

In this chapter, we provide a probabilistic model for understanding the social decay phenomenon
in online social networks. The model we will present provides insights regarding the effect that a
departing node has on its neighboring nodes. Our contribution to this chapter is threefold:
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1. A longitudinal network analysis of the StackExchange sub-websites showing their decay.

2. A probabilistic model for social network decay, which is a step-by-step mechanistic model for a
departing node and the effect of its depart

6.4 Model and notations

As we are considering a dynamic system, the notation Gt represents a network at time t, and G0 is
the initial network. The model assumes that each node has three time references: (1) at t, which is
the current status (now), (2) t+ 1, which is one step in future, and (3) t− 1, which is one steps in the
past. We assume that every node w ∈ V has an initial Depart Probability πt=0

w , which denotes the
probability of node w departing the network at time point 1 (which means that w is not connected
at any other nodes at time point 1), and generally at t + 1. If a node w did not depart at t + 1, i.e., if
w ∈ V(Gt+1), then its current depart probability, πt

w, will increase depending on its neighbors who
departed at t− 1. The tie strength at time t− 1, representing some possibly dynamic measure of the
relationship strength, is denoted by δt−1

v,w and assumed to be∈ (0, 1].
The tie strength can be any measure that reflects the intensity of the interaction between two

nodes, e.g., the frequency of the interactions between these two nodes over time or the number of
common neighbors over time. We think incorporating tie strength is a necessary design decision.
That is because social influence among the members of any social network is undoubtedly affected
by the tie strength (interaction intensity) between any two members².

Definition 6.4.1. A dynamic network G is called a “Decaying Network” if |E(G)t−1| ≥ |E(G)t|,
|V(G)t−1| ≥ |V(G)t|, and V(G)t ⊆ V(G)t−1, ∀t > 0.

²This design decision will not add any complexity beyond necessity for the model because it is not an additional
parameter if the tie strength is inferred from the network structure itself.
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t = 0 t = 1

t = 2 t = 3

t = 4 t = 5

t = 6
Figure 6.4.1: An illustration of the model. The color of the nodes represents how likely a node
is to depart in the future, where white nodes are very unlikely to depart, and the level of grayness
correlates with the probability departing. Whenever a node departs the network, it is marked as
black, all its incident edges are removed, and all of its neighbors get affected by its departure by
increasing their depart probability. The dotted edges are the removed edges. The color of the
labels of the nodes is irrelevant; it is just for readability issue.

We assume the model starts with a Decaying Network, i.e, no further nodes or edges are added
to the network. The main idea of the model is shown in Figure 6.4.1.

6.4.1 Probability Gain

At any point of time t where t > 0, the depart probability of a node w, that did not depart, changes
from πt−1

w to πt+1
w , by adding Probability Gain Δπt

w. Thus, a node w will depart at time t + 1 with a
probability πt+1

w such that:

πt+1
w = min{1, πt−1

w + Δπt
w} (6.1)

If a node w did not depart the network at time, then we have two sets: Γt−1
w and Γt−1

w , which are
the sets of w’s neighbors who departed and did not depart the network at t − 1, respectively.
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Probability gain due to one node departure:

Wefirst define theprobability gaindue to thedeparture of a single neighbor vof nodew at timepoint
t − 1, and then generalize it to w’s neighbors that departed the network: Γt−1

w . Now, the probability
gain that node w will get due to the departure of its neighbor node v at t − 1 is defined as:

Δπt
w(v) = 1 − (1 − πt−1

v )(1 − δt−1
v,w ) (6.2)

where the edge e = {v,w} ∈ E(Gt−2) and e = {v,w} /∈ E(Gt−1) as v ∈ Γt−1
w andw ∈ V(Gt−1).

We define the total probability gain produced by the departure of node v for all of its neighbors that
did not depart (see Figure 6.4.2 for an illustration) is given by:

Δπt(v) =
∑

w∈Γt−1
v

1 − (1 − πt−1
v )(1 − δt−1

v,w ) (6.3)

t − 2 t − 1

t

Figure 6.4.2: This figure shows how a node v affects all of its neighbors when it departs. At t−2,
the node v has a depart probability of πt−2

v which was gained by v’s initial depart probability π0
v

and possible probability gains caused earlier by departing neighbors, i.e., πt−2
v = π0

v +
∑t=t−3

t=1 Δπt
v.

At time t − 1, node v departs the network, which affects its neighbors by increasing the depart
probability of nodes 1, 2, 4, 5. Here we assume that the tie strength between v and nodes 1, 2, 5
is greater than the tie strength between v and 4. That is why the nodes 1, 2, 5 gain more depart
probability than node 4, which is represented by the darker color of nodes 1, 2, 5.
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t − 2 t − 1

t

Figure 6.4.3: This figure shows how a node w is affected by the departure of its neighbors. At
t − 2, nodes 1, 4 have the depart probabilities πt−2

1 and πt−2
4 , respectively, which were gained by

the nodes’ initial depart probabilities π0
1 and π0

4 and possible earlier probability gains. At time
t− 1, nodes 1, 4 departed the network, affecting their neighbors. Here we are interested in node w.
The departure of nodes 1, 4 left node w with an increased depart probability at time t. Note that
nodes 2, 3, 5, 6 are also affected also by the departure of nodes 1, 4, but for the sake of simplicity
and visualization traceability, we focus on node w.

Probability gain due to multiple nodes departure:

We now generalize the probability gain induced by the departure of a single node to capture the
impact of all the neighbors that have departed, i.e., Γt−1

w .

Δπt
w = 1 − [ (1 − ξt−1

w )︸ ︷︷ ︸
Assures depart

(
∏

u∈Γt−1
w

(1 − πt−1
u ))

︸ ︷︷ ︸
Depart probabilities effect

(
∏

u∈Γt−1
w

(1 − δt−1
u,w))︸ ︷︷ ︸

Tie strength effect

]

= 1 − [(1 − ξt−1
w )(

∏
u∈Γt−1

w

(1 − πt−1
u )(1 − δt−1

u,w))]

(6.4)

where ξt−1
w = |Γt−1

w |
|Γt−1

w | and the quantity 1 − ξt−1
w assures that when all of the neighbors of the node

w departs, node w will (be forced to) depart, too, as it will be disconnected. Thus, Equation 6.1
becomes:

πt+1
w = min{1, πt−1

w + 1 − [(1 − ξt−1
w )(

∏
u∈Γt−1

w

(1 − πt−1
u )(1 − δt−1

u,w))]} (6.5)
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6.5 Monotonicity and submodularity

In this section, we will show the monotonicity and submodularity properties of the model’s equa-
tions.

Observation 6.5.1 (Monotonicity of the probability gain sum). The probability gain is always at
least zero as all the parameters of Equation 6.3 are between zero and one. It follows that the probability
sum is a monotone function.

Observation6.5.2 (Monotonicity of the probability gain products). For Equation 6.4, it is clear that
the product of the probabiltiy gain is also a monotone function. That is because the probability gains and
the parameters of the equation are between zero and one.

Theorem 6.1. The depart probability gain function, Equation 6.3, is submodular.

Proof. Assume that a node w departed the network and the set Γt−1
w is the set of w’s neighbors who

did not depart. Using the Definition 3.2.5 and Equation 6.3, we prove the theorem by proving the
following inequality:∑

u∈S∗
1− (1− πt−1

w )(1− δt−1
u,w)−

∑
u∈S

1− (1− πt−1
w )(1− δt−1

u,w) ≥
∑

u∈T∗
1− (1− πt−1

w )(1− δt−1
u,w)−∑

u∈T
1 − (1 − πt−1

w )(1 − δt−1
u,w)

where S∗ = S ∪ {v}, T∗ = T ∪ {v}, and S ⊆ T ⊂ Γt−1
w . For S = T, the equality holds.

Now we need to show that the inequality is correct for the case where S ⊂ T. Simplifying the pre-
vious equation, we get:

|S∗| −
∑
u∈S∗

(1 − πt−1
w )(1 − δt−1

u,w)− |S|+
∑
u∈S

(1 − πt−1
w )(1 − δt−1

u,w) ≥ |T∗| −
∑

u∈T∗
(1 − πt−1

w )(1 −

δt−1
u,w)− |T|+

∑
u∈T

(1 − πt−1
w )(1 − δt−1

u,w)

Simplifying the previous inequality we obtain:
1+

∑
u∈S

(1− πt−1
w )(1− δt−1

u,w)−
∑

u∈S∪{v}
(1− πt−1

w )(1− δt−1
u,w) ≥ 1+

∑
u∈T

(1− πt−1
w )(1− δt−1

u,w)−
∑

u∈T∪{v}
(1−

πt−1
w )(1 − δt−1

u,w)

Using the fact that the sets S ∪ {v} and T ∪ {v} are larger than the sets S and T, respectively,
which have one additional item, namely v, we can further simplify the previous inequality to:

Δπt−1
v (w)+

∑
u∈S

(1− πt−1
w )(1− δt−1

u,w)−
∑
u∈S

(1− πt−1
w )(1− δt−1

u,w) ≥ Δπt−1
v (w)+

∑
u∈T

(1− πt−1
w )(1−

δt−1
u,w)−

∑
u∈T

(1 − πt−1
w )(1 − δt−1

u,w)

which always holds. Therefore, the original inequality for S ⊂ T holds.

Lemma 1. The depart probability gain function, Equation 6.4, is monotone, i.e., for a node w we
have πt

w ≤ πt+1
w if node w did not depart the network at t + 1.
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The second theorem in the technical paper [AZ18a] is not included here because its proof is
flawed.

6.6 Analysis and simulation results

In this section, we will provide the analysis of the decayed StackExchange sub-websites and the
results of the simulation of the model. The goal of this section is to show the potential of the model
in capturing few major properties of interaction decay over time.

6.6.1 Dataset description

The StackExchange³ is a network of question & answer website that contains sub-websites for spe-
cific topics, such as Computer Science, German Language, orWorkplace, to name but a few. Before
being available to the public permanently, each of these sub-websites must go through a beta ver-
sion, where these beta versions become permanent for the public if they sustain a certain level of
activity. If the sub-website does not meet the activity requirement, it is shut down. Some of these
sub-websites go back and forth between being beta and closed. As a result, all of the users’ accounts
and their interactions (such as adding a new comment on a post and up-voting) are saved. This
information is the dataset used for this chapter. For the analysis, we used the alive websites: (1)
Statistics⁴, (2) Latex⁵, (3) German⁶, (4) Apple⁷ and (5) Music⁸. We used also the decayed web-
sites: (1) Literature, (2) Theoretical physics and (3) Astronomy⁹.

Business Startups decayed sub-website

We constructed undirected networks from this dataset for Business Startups closed sub-website
as follows. Nodes are the users of the sub-website and an edge (interaction) between two nodes
(users) A and B appears if user A commented on a question (or comment) posted by user B. Each
edge has a timestamp that reflects its creation time (and generally the last time A and B interacted
with each other in case of multiple interactions between A and B). This network is called G0. The
temporal networks are then extracted from the network G0 such that each network at time t (Gt)
contains the edges (with their incidentnodes) that have timestamps≥ t. As theoriginal timestamps
were continuous, we discretized on every 45 days. This number was chosen based on different ex-

³https://StackExchange.com/
⁴https://stats.stackexchange.com/
⁵https://tex.stackexchange.com/
⁶https://german.stackexchange.com/
⁷https://apple.stackexchange.com/
⁸https://music.stackexchange.com/
⁹A list of the closed sub-websites can be found here: https://archive.org/details/stackexchange and here

https://area51.stackexchange.com/.
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periments such that we get temporal networks that are not empty and are neither sparse nor very
dense.

6.6.2 Users activity properties

Figure 6.6.1a shows the probability distribution function (PDF) of the number of user comments
for alive and decayed sub-websites. The figure shows that the decayed sub-websites clearly have dif-
ferent distribution characteristics with a lowmean and low standard deviation. A similar difference
is found in Figure 6.6.1b and Figure 6.6.1c, which represent the PDF of the users’ total received
Reputation score and Upvotes score, respectively. These two properties reflect the level of knowl-
edge and experience that the members of a website have. For the decayed websites, it is clear that,
on average, the members have a much lower reputation score and fewer upvotes than those in the
alive sub-websites. The three figures 6.6.1 (Panel a), 6.6.1b, and 6.6.1c show that there is less social
activity on the decayed sub-websites, which may be used as an indication for studying the future
of the alive sub-websites and decay patterns found in the decayed sub-websites, which will be the
topic of Chapter 8 and Chapter 7.

Model simulation

Algorithm 6.1 describes the steps we followed in our experiments for simulating the model de-
scribed in this chapter. We simulated the model using Equation 6.5, which is the probability gain
due to multiple nodes departure. Line 2 initializes the initial depart probability π0

v . We selected
values from 0.0005 to 0.045 in 0.0005 increments. For each of these values, the model was run and
simulated the probability gain as described in Equation 6.4. The update step in line 13 simulated
Equation 6.5. The result of the algorithm was a set of graphs that are used for the analysis. The out-
put of this algorithm resulted in a large number of graphs. For example, in the case of the Startup
Business sub-website, we analyzed more than 200k graphs for 250 runs for each probability to get
higher confidence in the results. The tie strength was a normalized edge weight, with the weight
being the frequency of the interaction between two nodes before the departure of one.

In Figure 6.6.2, we show themacro properties of the real networks of the Startup Business web-
site over time. The network evolution shows a clear decay, which is represented as a decrease in the
number of nodes. This decrease was associated with a decrease in the average degrees of the nodes
over time and also with a decrease in the nodes’ coreness [BZ03]. Anothermacromeasure we used
was network density. Figure 6.6.2c shows an increase in density over time. This increase is due to
the early departure of nodes with fewer degrees, i.e., nodes that are part of dense subgraphs appear
to depart the network later than others (this property will be further investigated in Chapter 7).
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Figure 6.6.1: Characteristics of the interaction decay on the decayed and alive sub-websites
of different StackExchange sub-websites. The figures show the probability distributions function
(PDF) of different types of interactions on different sub-websites. Markers with bold borders are
decayed sub-websites, μ is the mean, and σ is the standard deviation. The figures clearly show
that the decayed networks have different distribution properties than the alive networks.
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(b) Network coreness over time for Startups sub-website
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(c) Network density over time for Startups sub-website

Figure 6.6.2: Macro properties of the real networks under decay for the Startup business site.
Figures 6.6.2.a, 6.6.2.b, and 6.6.2.c show the degrees of the nodes, the node coreness, and the
network density over time.
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Algorithm 6.1:Model simulation.
Input: Graph G0

1 forall v ∈ VG0 do
2 initialize π0

v // assign initial depart probability to each node

3 t = 0,
4 Gt = G0

5 G = {Gt}
6 whileGt is not empty do
7 Dt = ∅ // Dt contains the nodes that departed at time t

8 t = t + 1
9 forall v ∈ VGt do

// decide randomly whether v will depart or not based on πt
v

10 if Depart(v, πt
v) is True then

11 Dt = Dt ∪ {v}

12 forall u ∈ VGt & u /∈ Dt & Γt−1
u ̸= ∅ do

13 Update(πt
u, Γt−1

u )// update the depart probability for the remaining nodes (using

Equation 6.5)

14 VGt = VGt \Dt // remove the departed nodes and their incident edges from Gt

15 G = G ∪ {Gt}
Output: G = {G0,G1, · · · ,Gn−1}where Gn is an empty graph

Next, we will show the results of the model simulation. Figure 6.6.3a shows the number of com-
ponents in the network over time for different values of π0

v . The number of components starts to
increase to a maximum value before starting to decrease. The reason is that at the beginning, the
model starts with a one-connected component graph and after each step, some nodes are removed
due to the depart probability. The departure of some nodes results in a disconnected graph with
more disconnected components. The number of these disconnected components increases until
they are composed only of triples or simple edges. As a result, a node that departs from these triples
or these edges will no longer increase the number of components.

Figure 6.6.3b and Figure 6.6.3c show similar behavior for the average degree and the average
coreness over time, respectively. The more nodes that are being removed from the network, the
fewer edges remain, and thus the average degree and the average coreness decrease uniformly over
time. This behavior of the model is similar to the real data presented in Figure 6.6.2. The last global
measure we used is the network density, as shown in Figure 6.6.3d. The density of the simulated
networks increases over time for the same reason stated for the real networks in Figure 6.6.2. These
results show that the model exhibits a behavior that is close to the real behavior of networks under
decay.
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(d) Density over time.

Figure 6.6.3: The results of multiple global measures of the simulation of the model. Fig-
ures 6.6.3a, 6.6.3b, 6.6.3c, and 6.6.3d show the number of components, the average degree,
the average coreness, and the density of the network over time for different values of the initial
depart probability π0

v , respectively. The model started with G0 of the business startups as the
input network and simulates the decay over time.
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6.7 Applications of the model

There are different applications in which the model can be utilized.

• Social network resilience: Resilience against huge disruptions in social networks is not a well-
studied subject. We think that the model provides a first step towards engineering a resilient
social network by understanding the decay dynamics of a network.

• Depart cascade detection: The departure of one member is not as harmful to networks that
seek growth as a cascade of members departing. Themodel captures the dynamics of depart
cascades by observing the depart probabilities of the nodes and their increase.

6.8 Conclusion

In this chapter, we presented a preliminary empirical analysis of the social decay dynamics of the
closed (decayed) StackExchange sub-websites. The closed sub-websites showed inactivity of in-
teractions among the members of these sub-websites, which might have caused their decay. We
modeled these interactions among themembers of these sub-websites as a network, which enabled
us to build a model for understanding the decay dynamics. Then, we presented a model for captur-
ing the decay dynamics in social networks. The model is a probabilistic model that assumes that
the departure of a member in a social network affects the depart of its neighbors. In this chapter,
we also presented some mathematical properties and proved them. Also, we presented the macro
network properties of real networks under decay and compared these results with the results of the
model simulation. The comparison of the model and the real networks under decay showed simi-
lar behavior for four macro properties, which demonstrates the potential of the model for different
usage purposes.
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7
Pattern and cascade analysis of decayed

communities

7.1 Synopsis

In this chapter¹, an extensive analysis andmodeling of the inactivity cascades in the StackExchange
websites will be presented. Thework in this chapter includes defining a cascade’s size, virality, dura-
tion, coreness, and similarity. The analysis will reveal valuable insights regarding the patterns found
in inactivity cascades and a comparison between these patterns in decayed and alive websites. In
addition, a prediction model will be presented that aims at predicting cascade size and virality of
inactivity cascades.

Figure 7.1.1: The goal of this chapter is to model and analyze the inactivity cascades that
occur in social networks.

¹This chapter is based on the work [Abu18b].
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7.2 Introduction

In recent years, online social networks (OSNs) have proven their suitability as a new medium
for sharing news and knowledge, expressing opinions, finding jobs, and many other things. In

the literature, there are many studies that focus on the growth dynamics of a network, starting with
the seminal works of Barabási and Albert [BA99] and Watts and Strogatz [WS98], which formed
the basis for the field of network science, viamany studies examining the growth dynamics of social
networks [JGN01, KW06, CSC+06,MKG+08] to communitymembership evolution [BHKL06].
All of these works providemethods andmodels for analyzing and understanding growth dynamics
in social networks. However, thedynamics ofmembers’ interactions in social networks is not always
growth dynamics; many online social platforms have gone through decay dynamics in terms of low
activity among their members and/or members leaving or deleting their accounts. Online social
platforms such as MySpace and Orkut are now out of service after being very active for years, and
they are now examples of decayed online social networks. This phenomenon has not been studied
well in the literature; the causes and mechanics of decay, as well as the prevention of decay, are still
open questions that need to be answered.

In this chapter, we approach thedecaydynamics problem fromanetworkperspective bymodel-
ing themembers as network nodes and their social interactions as temporal edges. We aim to better
understand the patterns that occur during the decay process by investigating what we call inactivity
cascades, whichwere extracted fromdecayedStackExchange sub-websites. These inactivity cascades
are mainly constructed from the structure of the used social networks. The network structure has
already been shown to be crucial for understanding the dynamics of any process that takes place on
top of a network such as the structure of theWorldWideWeb networks [Kle98, HA99], and social
network analysis [Mor53, Mil67, KJB+90, DYB03]. Moreover, network structure is used in many
studies for understanding the dynamics of the processes that take place over networks, such as epi-
demic dynamics [Kee05, ZLZ+18], knowledge spread [CJ04], and knowledge transfer [RM03].
The information produced and evolved on the StackExchange website as an information exchange
platform also connects this chapter to the area of information dynamics [HA04, LPP11, ZLZ+18];
thus, the work in this chapter can be seen from the perspective of the decay of the information pro-
duction process on the StackExchange website as a medium of knowledge production and sharing.

7.3 Relatedwork

This chapter is related to studies and works that are concerned with decay or inactivity dynamics in
social networks. In this section, we present the related work and show how this chapter compares
these related work.
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7.3.1 Theoretical models for interaction decay

Due to limitations on existing data about interaction decay, researchers have focused on the the-
oretical aspects of the decay process based on random networks. For example, Dorogovtsev and
Mendes [DM00] presented a model for understanding the properties of random networks if edges
are removed, signaling that the dynamics of a network is not limited to adding nodes and/or edges.
Fenner et al. [FLL06] contributed a theoretical model for generalizing the the-rich-get-richer model
of network evolution, which focuses mainly on growth dynamics, with an extension to link dele-
tion in the Web network. Their model implicitly assumes that dynamics is not limited to growth
dynamics, but may include link removal. Decay dynamics modeling also raised some computa-
tional aspects of the decay dynamics problem. Bhawalkar [BKL+15] and Zhang et al. [ZZQ+17]
provided a theoretical model andmathematical framework for finding the set of nodes whose dele-
tion generates the smallest k-core sub-graph of a network. Both studies focus on the computational
challenge of the decay dynamics modeling. Their works assure that the node removal problem is
relevant in social and other networks.

7.3.2 Interaction decay as a common phenomenon in social networks dynamics

Burt [Bur00] was among the first to analyze the decay of the interactions and used a financial net-
work for among bank members. The author modeled a decay function that captures the decay rate
of social interactions over four years. Later, with the rise of many social networks and social plat-
forms, research primarily focused on growth dynamics, with very few works dealing with decay
dynamics. Torkjazi et al. [TRW09] studied users’ migration from MySpace to Facebook when the
latter was getting more attention from users. Their study suggests that OSNs have a life cycle that
may end with service decay. Dev et al. [DGH+18] studied the reasons behind the failure of what
they call Knowledge Markets, such as StackExchange. They utilized economic production models
in order to understand the dynamics of knowledge generated in these knowledge markets. Asur et
al. [AHSW11] approached the activity of users from a trend analysis perspective on Twitter, shed-
ding light on what causes some tweets to be trendy. They also found that the decay dynamics of a
trend follows a linear function. Wu et al. [WDSF+13] predicted the activity and inactivity of mem-
bers of the DBLP co-authorship dataset by modeling the dynamics of the social engagement of the
members of DBLP. They also provide insights regarding the characteristics of the members who
left the networks using network measures. Community activity has also been studied by Kairam et
al. [KWL12], who developedmachine learning predictionmodels to predict community longevity.
The authors also provide insights into the factors that contribute to keeping online communities ac-
tive. Similarly, Patil et al. [PLG13] provided a machine learning framework for investigating group
stability in online social networks. Cannarella and Spechler built an epidemic model for predicting
the dynamics of the members of Facebook [CS14]. The results showed that Facebook would lose
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80% of its users between 2015 and 2017².
Ribeiro [Rib14] studied user activity and inactivity by providing amodel that uses the number

of daily active users as an indicator of the dynamics in membership-based websites. This author
also presented a prediction model for predicting whether a community will continue to grow or
not, similar to the work by Kairam et al. [KWL12]. Malliaros and Vazirgiannis [MV13] and Bauck-
hage et al. [BK14] contributed models for social engagement describing the activity and inactivity
of members of social networks based on game theory. Similar to the work in [MV13], Garcia et
al. [GMS13] investigated the decay of the Friendster social network using game theory. As one of
the results of their work, Garcia et al. argue that decay has a direction, which starts from nodes with
less coreness; this was later refuted by Seki and Nakamura [SN17], who developed a model that
shows that decay starts from nodes with higher coreness.

7.4 Contribution

The previous works fall into two categories: (1) studies that consider both growth and decay pro-
cesses as typical behavior of online social networks, and (2) studies that approach the decay process
in a social context only via models, which were not validated with real decayed inactivity data using
temporal snapshots. Although the first category seems to bemore realistic, none of the relatedwork
in this category provides any thorough analysis of the mechanics of the decay process compared to
the rich analysis of growth dynamics. This means there is little insight into the decay process of
online social interaction that would serve to better understand online behavior. As a result, the au-
thors of the work in the second category of the related work realized that decay dynamics needs
to be considered as a separate process and requires further thorough investigation, particularly af-
ter the decline of many online social networks such as MySpace and Friendster. However, these
works used either synthesized data or did not consider the temporal aspect of the problem. The use
of synthesized data led to contradictory conclusions on the same research question (see the work
by Garcia et al. [GMS13] and an opposing argument by Seki and Nakamura [SN17] regarding the
decay direction and our attempt to resolve this issue in Section 7.7).

This contributionof this chapter fills the gapby focusingonly ondecaydynamics using real tem-
poral data from decayed online social communities. Furthermore, we enhance our analysis using
inactivity cascades, which, to the best of our knowledge, have not been covered before. This enables
us to better understand the characteristics of real inactivity cascades and, hence, helps us gain more
insights into the online behavior of humans.

Based on that, the contributions of this chapter are summarized as follows:

²The same model was used by Facebook researchers and predicted that Princeton University would
lose half of its students by 2018. See: https://www.Facebook.com/notes/mike-develin/debunking-
princeton/10151947421191849/
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• Extracting and analyzing inactivity cascades from the decayed and alive sub-websites of StackEx-
change.

• Devising measures for understanding the decay process and the decay patterns in both decayed
and alive sub-websites.

• Identifying different inactivity patterns in alive and decayed sub-websites.

• Finding empirical evidence that an inactivity cascade cannot be described by only one network
measure.

• Building a machine learning framework for predicting the size and virality of inactivity cascades.

The previous contributions can be seen as two parts: (1) analysis of the decay process via cas-
cade modeling, and (2) prediction of cascade’s properties. These two parts are complementary be-
cause analysis without prediction limits our control over these platforms, and because predicting
the properties of decay requires a better understanding of the decay process itself so that we can
provide a good prediction model.

7.5 Definitions andmethods

7.5.1 Networks and measures

Considering temporal graphs, a graph G that is observed at a specific point of time t is denoted as
Gt = (VGt , EGt), whereVGt and EGt are the set of nodes and edges, respectively, that are observed at
time point t in the graphGt. Thus, the set of graphsG = {Gt0 ,Gt1 , · · · ,Gtk} is a temporal structure
of a graph at equally separated discrete time points {t = 0, t = 1, · · · , t = k}. We call Gt0 the
initial network and its vertices core nodes. The last observed time of a node v is denoted by τ(v),
where v has a degree of zero in the graph Gτ(v)+1. The edges of the graph Gt0 have timestamps that
refer to the last time an edge is activated between the incident nodes, that is because an edge can
appear multiple times at different time points. We define ϕ(e) = t ∈ {0, 1, · · · , k} as a mapping
function thatmaps the real creation time of an edge e ∈ EGt0

to one of the time points{0, 1, · · · , k},
such that the creation time of the edge e appears in the smallest possible time interval [t, k] (i.e., the
largest possible t). Now, givenGt0 (whose edges are associatedwith timestamps), we construct a set
of graphsG = {Gt0 ,Gt1 , · · · ,Gtk} as follows. For each time point t there is an associated network
Gt such that:

• V(Gt) ⊆ V(Gt−1),

• E(Gt) ⊆ E(Gt−1), and

• ∀e ∈ E(Gt), ϕ(e) ≥ t
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7.5.2 Inactivity cascades

An Inactivity cascade tree I , a cascade for short, is a rooted tree where each directed edge e = (u, v)
contains twonodes such that the last observed timepoints of nodes v anduwere τ(v) = t′ and τ(u) =
t′′, respectively, such that t′ ≥ t′′ and e = {u, v} ∈ EG0 . The construction of an inactivity cascade
is an iterative process that generates only trees. The specific steps for constructing the inactivity
cascades is described in Algorithm 7.1. The root of a cascade I is called cascade initiator, which
is any node that becomes inactive first. The notation Iv is a cascade I that was initiated by the
node v and VI and EI are the set of nodes and the set of edges in a cascade I , respectively. We
could havemultiple initiators, and thusmultiple cascades, and it could happen that two of them are
connected in G0. The number of nodes in a cascade is called cascade size. Algorithm 7.1 describes
the steps we followed for extracting inactivity cascades, and Figure 7.5.1 shows a toy example on
how the algorithm works. For the set of graphs G, a set of inactivity cascade trees I is extracted.
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Algorithm 7.1: The steps for extracting inactivity cascades, I, from the set of temporal
networks networksG.
Input :G0,G1, · · · ,Gk // The set of temporal networks

Init : I = ∅, S = (L0, L1, · · · , Lk)

// Li ∈ S is defined as: {v | τ(v) = i, ∀v ∈ VG0}. L0 contains the initiators of the cascades

1 foreach v ∈ L0 do
2 I = (VI = (v), EI = ∅) // Start a new cascade I. VI is a temporally ordered sequence

3 foreach q ∈ L0 do
// Check if the initiator v is connected to another initiator q

4 if e = {v, q} ∈ EG0 then
5 VI = VI ⊕ q // Append the node q to VI

6 EI = EI ∪ {e = (v, q)} // Add a directed edge (v,q) to the cascade

// Check if the initiator v is connected to any non-initiator node

7 foreach L ∈ (L1, · · · , Lk) do
8 foreach u ∈ L do

// Check if u is connected to any other nodes in the cascade I

9 foreach w ∈ VI do
10 if e = {u,w} ∈ EG0 then
11 VI = VI ⊕ u
12 EI = EI ∪ {e = (w, u)}

// The break prevents cycles from being formed in I

13 break

// Add the extracted cascade I to the set of all cascades I

14 I =I∪{I}
Output: I
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Figure 7.5.1: An example on how Algorithm 7.1 works. Network G0 is the initial network from
which we construct the temporal networks G1 to G3. The network G0 includes all nodes and
edges we are observing. The network G0 also contains edge creation time, which refers to the
last time an edge is activated. The white nodes are nodes that are not inactive, and the label
color of nodes is irrelevant. In the network G1 nodes 1, 4, and 5 were not observed because
all of their incident edges were not observed, i.e., nodes 1,4, and 5 were observed lastly in G0
because all of their incident edges have timestamp zero in the network G0. Thus, L0 = {1, 4, 5}
(black nodes) is the set of the initiators for the cascades to be extracted. Later in the network
G2, more nodes become inactive; thus, we have L1 = {2, 3, 8} (gray nodes). Likewise, we have
L2 = {6, 7, 9} (light gray nodes). The three trees in the bottom are the cascades I1, I4, and I5
initiated by nodes 1, 4, 5, respectively. Note that nodes in a sequence VIi are ordered according
to their leave time ascendingly such that all nodes in Lj appear before the nodes in Lj+1 in any
VIi . This affects which source we are using when adding a new node (edge) to the tree. For
example, in cascade I1, node 2 is connected to node 1 and not node 4; that is because node 1
appears first in the set VI1 . Though nodes 1 and 4 became inactive at the same time. For the
same reason, node 2 is connected to node 4, not to node 1, in cascade I4.

7.5.3 cascade duration

Edge formation period for an edge e = (u, v), where e ∈ EI (the set of the edges in a cascade I), is
defined as τ(v)−τ(u). Based on that, wemeasure the normalized cascade duration, which is defined
as:

CDI =
1

k · |EI |
∑

e=(u,v)∈EI

τ(v)− τ(u), (7.1)

It is clear that the term τ(v)− τ(u) can be larger than 1 as we havemultiple time steps, thus we need
to normalize by dividing by k.
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7.5.4 cascade virality (Wiener Index)

The virality of a cascadeI measures how far the effect of the initiator of a cascade goes [GAHW15].
The measure³ is defined as:

vI =
1

n(n − 1)

∑
v,u∈VI

d(u, v), (7.2)

where d(u, v) is the length of the shortest path between nodes u and v, and n is the number of nodes
in a cascade. Throughout this chapter, the termsWiener Index and virality are used interchangeably.

7.5.5 cascade similarity

Although the node inactivity time is fixed, the extracted cascades based on Algorithm 7.1 are dif-
ferent mainly because each cascade has different initiator. We think that having multiple cascades
is more realistic than having only one cascade per network because the inactivity process can be
initiated by any node and possibly by multiple nodes at the same time. For example, the extracted
cascades in Figure 7.5.1 are clearly not identical, though, there is some structural similarity between
them. Thus, we can find the similarity between any two cascades so that we get more insights re-
garding the extracted cascades. We propose a Jaccard-like similarity measure of two cascades. To
get more structural similarity, we consider the structural properties of a cascade by considering the
neighborhood of nodes in cascades. That is, if a node is shared between two cascades and hasmany
shared neighbors in the two cascades, then the two cascades are assumed to be more similar. Thus,
we define:

sim(I1, I2) =
1

|VI1 ∩ VI2|
∑

z∈VI1∩VI2

|N(zI1) ∩ N(zI2|)
|N(zI1) ∪ N(zI2)|

(7.3)

7.5.6 Statistical divergence

In this section, we introduce statistical measures that will be used later in the experiments. We will
use the following measures to get statistical significance of the results in Section 7.7.

Definition 7.5.1. The cumulative distribution function (CDF) for a discrete random variable X is
defined as:

FX(x) = P(X ≤ x) =
∑
t≤x

f(t). (7.4)

If X is continuous, then the CDF is defined as: FX(x) =
∫ x
−∞ fX(t)dt. Similarly, the Comple-

mentary CDF is defined as FX(x) = P(X > x) =
∑
t>x

f(t).

Definition7.5.2. TheKolmogorov-SmirnovTest (KS-Test) is a statistical test⁴ that tells whether two
different samples were drawn from the same distribution or not. The test is used to compare two

³This measure was originally proposed as Wiener Index [Wie47].
⁴Throughout this chapter the term statistical test refers to KS-Test.
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patterns in order to determinewhether they are the same or different. Informally, it is themaximum
absolute distance between the two CDFs of the two samples. More formally, for two CDFs, F1 and
F2, the KS-Test statistics D is defined as:

DKS = sup
−∞<x<∞

|F1(x)− F2(x)|, (7.5)

where sup
−∞<x<∞

is the supremum of a set.

Definition 7.5.3. Entropic similarity of patterns: Shannon Entropy [Sha01] quantifies the informa-
tion in a discrete random variable x ∼ p(x) as follows:

H(P) = −
n∑

i=1

p(xi) · log p(xi). (7.6)

Given two probability distributionsP andQ, theKullback-Leibler divergence [KL51] (DKL) is amea-
sure that finds how similar these two distributions are; it is defined as:

DKL(P||Q) =
n∑

i=1

p(xi) · log
p(xi)

q(xi)
. (7.7)

Definition 7.5.4. The Jensen-Shannon divergence [Lin91] is then defined as:

DJS(P,Q) =
1
2
[DKL(P||R) + DKL(Q||R)], (7.8)

where R = 1
2(P + Q), which is a symmetric distance variation of DKL.

7.6 Dataset

The StackExchange⁵ is a network of question & answer website that contains sub-websites for spe-
cific topics, such as Computer Science, German Language, orWorkplace, to name but a few. Before
being available to the public permanently, each of these sub-websites must go through a beta ver-
sion, where these beta versions become permanent for the public if they sustain a certain level of
activity. If the sub-website does not meet the activity requirement, it is shut down. Some of these
sub-websites go back and forth between being beta and closed. As a result, all of the users’ accounts
and their interactions (such as adding a new comment on a post and up-voting) are saved. This
information is the dataset used for this chapter⁶.

⁵https://StackExchange.com/
⁶A list of the closed sub-websites can be found here: https://archive.org/details/stackexchange and here

https://area51.stackexchange.com/.
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7.6.1 Network construction

We parsed, structured, and analyzed a set of closed (decayed) sub-websites as an example of com-
munities that underwent decay dynamics and alive sub-websites. Thedecayed sub-websiteswe con-
sidered in this chapter are Business Startups and Economics. In addition to that, we also have data for
alive websites, such as Statistics, Latex, and Music. We used both types in order to make a compari-
son, if possible, between the patterns and cascades found in the alive and the decayed communities.
One advantage of this dataset is that it contains all the temporal information needed to construct
temporal social networks based on the interactions among the users. So, we constructed the net-
works based on the following steps:
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• Network nodes: Thenodes are the members of the StackExchange. Eachmember could
have multiple user accounts, each on a different sub-website.

• Network edges: The edges are the interactions among the users in one sub-website. All
members participated in one question page are connected, i.e., the user who wrote the
question, users who wrote answers, users who commented on the question or on the an-
swers are all connected to eachother. We thinkof that as a small groupof peoplediscussing
a topic together. Thus, we see all of the members interacting with each other. We chose
to make it undirected because we assumed if a user wrote something on a question page
(e.g., an answer or a comment), then it is an indication that this user is interested in this
question and all of the discussion around it as a whole. Hence, this user is interacting with
the whole users participating in this question for either knowledge sharing or acquisition.

• Edge timestamps: Whenever we add an edge to the network, we associate a timestamp
with it. This timestamp is simply the time at which the interaction took place. For ex-
ample, If user A wrote an answer to a question posted by user B at time t1, then the edge
e = {A,B} has timestamp t1, e.g., ϕ(e) = t1. If another interaction between A and B ap-
peared again at t2 for the same question (some users first comment on a question to clarify
it then they write an answer to the question) or for another question, then the timestamp
between A and B is updated to t2, i.e., ϕ(e) = t2. Thus we have the most recent interac-
tion timestamp on each edge. The resulted network is G0, which is a dense network that
includes all nodes and edges that we are interested in.

• Temporal networks: Now, we divide the observation period T (the time between
launching a sub-website until its closure for the decayed sub-websites, or until Decem-
ber 2015 for the alive sub-websites) into equal k windows of equal length l, where l is
a certain number of days. So, we divide T, which is virtually a continuous period of
time because users can interact at any time without restriction, into discrete time points
0, t1 = l, t2 = 2l, · · · , tk = kl. For each time point t there is an associated network Gt

that is constructed as described in Section 7.5.1.

Any node with no edges in any Gt is considered inactive, thus, it is removed.

The choice of each k is a design decision that is based on the longevity of the observation period
for the dataset we have. For example, the Economics decayed sub-website has k = 10, as longer val-
ues of k than 10 resulted in very sparse disconnected graphs. Table 7.6.1 shows a summary of the
datasets used, the observation period for the interactions, the number of networks constructed,
information about the first and the last network, and the number of extracted cascades. The ob-
servation period for the datasets differed according to their active periods; e.g., for the decayed

119



sub-websites (the first two rows in Table 7.6.1), the last observation day was the last day these sub-
websites were active. Conversely, the last three sub-websites are still alive, so the last observation
day was the same. Note that the set of nodes VG0 refers to the core nodes used for constructing the
networks, whichmeansother nodes emerging in-betweenwere ignored. Thecorenodesweremem-
bers with a reputation score of at least 500; we tried smaller values than 500, e.g., 100, 200, 300, and
400, for the reputation score and the resulting temporal networks were too sparse, with too many
disconnected components, which impedes any subsequent analysis. The reason for this in the con-
text of the StackExchange websites is that there are many users who come only for one question or
make only one comment and then do not appear again on the platform. We consider these users as
outliers regarding the platform’s core activity, e.g., information production; thus, the chosen value,
i.e., reputation score≥ 500, is justified from the lower bound side. On the other side, we did not se-
lect larger values because there are few users in some communities who have reputation score larger
than 500. Thus, the chosen value is justified from the upper bound side.

If a node from the core nodes becomes inactive at some point of time t′ and then becomes
active again at t′′ where t′′ > t′, then we ignore that, i.e., we assumed that the inactivity of a node is
permanent once occurred.

It is evident in Table 7.6.1 that the alive sub-websites Latex and Statistics, which are considered
very active, succeeded in keeping nearly 10% of the core nodes in the last network, whereas this
percentage is almost zero in the other sub-websites. We found this 10% of the members to be users
with a very high overall reputation score. For instance, user number 5001⁷ was active in all of the
networks used overtime for the Latex sub-website, and he/she is in the top 0.09% among all the
users of StackExchange and has reputation score 303 thousand. The same behavior was found on
the Statistics sub-website for user 805⁸ who is in the top 0.02% among the StackExchange users
and has reputation score 222 thousand. We noticed that these two users were active mainly on the
corresponding sub-website, i.e., Latex and Statistics, respectively. For the Music sub-website, the
situation is different. The number of members retained from by core nodes was only two users,
which is very similar to the decayed sub-websites. Moreover, those two users weremainly active on
other sub-websites; for example, user 932⁹ was found in all of the networks of theMusic dataset, but
hismain activitywas on theStackOverflow sub-websites. For the decayedwebsites, it was hard to get
information about the users retained by the core users because no user information was available.

⁷https://tex.stackexchange.com/users/5001/mico
⁸https://stats.stackexchange.com/users/805/glen-b
⁹https://music.stackexchange.com/users/932/leftaroundabout
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Dataset Observation period k |VG0| |EG0 | |VGk−1| |EGk−1 | |I|
Startups(Decayed) 10.2009 - 09.2013 32 702 9080 2 1 309
Economics(Decayed) 10.2011 - 03.2012 10 33 67 3 2 17
Latex (Alive) 07.2010 - 12.2015 33 498 4823 53 87 169
Statistics (Alive) 07.2010 - 12.2015 32 419 4795 36 37 141
Music (Alive) 04.2011 - 12.2015 38 293 1303 2 1 48

Table 7.6.1: Description of the datasets used and the k networks constructed over the given
period. The initial network is G0 and the last observed network is Gk−1. The set VG0 contains
the core nodes. The number of extracted cascades is |I|.

7.7 Results andDiscussions

7.7.1 Analysis and modeling results

Here, we will first present the results of the analysis by providing information about the largest cas-
cades extracted from the datasets. Figure 7.7.1 shows an arbitrary cascade of the largest cascades
(those with the largest number of nodes) of the sub-websites Startups, Economics, Statistics, Latex,
and Music. We observe that the cascades of the decayed sub-websites, such as Startups and Eco-
nomics, contain a larger fraction of nodes from the initial network G0 than what we observe in the
alive sub-websites. The fraction of nodes in the shown cascades, considering the initial network, are
0.44, 0.45, 0.15, 0.21 and 0.09 for the sub-websites Startups, Economics, Statistics, Latex, and Music,
respectively.
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(a) Startups

(b) Economics
(c) Statistics

(d) Latex (e) Music

Figure 7.7.1: The largest cascades extracted from the datasets. The color of the node is
inversely proportional to the time at which the node became inactive (i.e., the darker the node,
the earlier it became inactive), and the size of a node is directly proportional to its degree in the
cascade.
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The figure also shows that for the decayed sub-websites, the color of the nodes is very close
to each other. This suggests that the duration of the decayed sub-websites was short compared to
the duration of the alive sub-websites because the colors of the nodes in the alive sub-websites are
lighter at the nodes close to the leaves. This will be statistically supported in Section 7.7.1.

The goal of the following sections is to investigate the cascade properties (cascade size, viral-
ity, maximum degree, duration, coreness, and similarity) of the decay cascades we extracted. We
want to see whether there are universal decay patterns (using CDFs and statistics divergence tests
described in 7.5.6) that exist in decayed sub-websites. Also, we want to compare the patterns found
in both decayed and alive sub-websites so that we understand how the decay of these sub-websites
took place, and which of the studied properties are a good explainer of the decay patterns.

Cascade size

In this section, we investigate the size of a cascade (which is the number of nodes in a cascade)
as cascade measure. Figure 7.7.2 shows the results obtained from different sub-websites. We can
observe in the figure that all datasets contain cascades that have at least 28% of the nodes from the
nodes of the initial network G0. This percentage is even higher in decayed communities; it reaches
55% on the Startups sub-website and nearly 45% in the Economics sub-website.
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(a) 100% of the cascades. (b) Largest 50% of the cascades.

(c) 100% of the cascades. (d) Largest 50% of the cascades.

Figure 7.7.2: The figure shows the fraction of nodes (of the initial network G0) in the extracted
cascades as CDF (Panels 7.7.2a and 7.7.2b) and as box-plots (Panels 7.7.2c and 7.7.2d).

Claim 1: Different inactivity cascade size patterns exist in alive and decayed sub-websites.

Figure 7.7.2 shows that the cascade size patterns appear visually different. The difference is
more explicit in Figures 7.7.2b and 7.7.2d, where the cascades in the decayed communities contain
a lot more nodes. To get statistical significance concerning this phenomenon, we used the KS-test
described in Section 7.5.6. We found that there is a statistically significant difference between the
decayed and the alive sub-websites. We found that the probability distributions of cascade size are
the same (e.g., appears to be drawn from the samedistribution) in the alive sub-websites (p ≈ 0.12),
are the same for the decayed sub-websites (p ≈ 0.7), and are different when testing an alive and a
decayed website (p ≪ 10−6).

The only exception to this occurred when testing the statistical significance between the Statis-
tics and the Latex sub-websites; although both are still alive, the cascade sizes were statistically dif-
ferent (p ≪ 10−6).

The size of the cascades extracted from different sub-websites shows that inactivity dynamics is
common in both alive and decayed sub-websites of StackExchange. However, the size of the cas-
cades in the decayed sub-websites was significantly larger than the size of the inactivity cascades
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found in the alive ones. Based on Figure 7.7.2, the smallest cascade in the largest 50% of the cas-
cades contains more than 20% of the nodes from the initial network of the decayed sub-websites
(for Startups), compared to nearly 5% for the alive ones (for Music). Our interpretation of this is
that there are members of the alive sub-websites who are maintaining the aliveness of these com-
munities and continuously provide content (in terms of, for example, answers to questions), which
keeps the platform active. This can be seen in Table 7.6.1, where the number of nodes found in the
last observed network of the alive sub-websites is very much higher than that of the nodes found
in the decayed sub-websites (except for the Music sub-website). It seems that these members are
experts whose existence is vital for sustaining these communities. An investigation of the profiles
of some of these members (see Section 7.6) supports our interpretation.

Cascade virality

Here, we want to investigate the decay patterns by looking into the virality of the cascades in both
decayed and alive sub-websites. First, let us see what the relation between cascade virality and cas-
cade size is. Figure 7.7.3 shows sorted values of theWiener Index for the cascades extracted from the
used datasets (the whole set of cascades is in Panel 7.7.3a and the largest 50% of these cascades are
in Panel 7.7.3b). From this figure, Figure 7.7.3, we see that the largest cascades are not necessarily
the most viral ones. For example, we see that the most viral Latex cascade (cascade with the largest
Wiener Index) in Figure 7.7.3b is less viral than the most viral cascade in Figure 7.7.3a. This behav-
ior is also evident for the Music and Economics cascades as well. Additionally, we investigated the
correlation between the virality and the size of the cascades. In Figure 7.7.3c, we see that there are
many cascades with a very close number of nodes, yet with very different virality values. Also, there
are some cascades of the same virality but with different cascade size. So, it is not evident that there
is a correlation between cascade size and cascade virality values. Thus, we have the following claim.

Claim2: The virality of decay cascades is indistinguishable in alive anddecayed sub-website.

To further understand the virality decay patterns, we performed statistical tests to see if these
virality patterns are different in decayed and alive sub-websites. Figure 7.7.4 shows the Wiener In-
dex of the cascades extracted from different sub-websites as CDF plots. Generally, the patterns of
virality across different sub-websites are statistically the same (p > 0.1). The only exception is the
Economics sub-website, where the virality patterns are statistically different with p ≪ 3× 10−5. This
peculiar behavior of theEconomics sub-website is ascribed to it being a small datasetwith only 17 cas-
cades. Surprisingly, the figure shows that the decayed sub-website Startups has fewer viral cascades,
with a mean of 0.29.

Having the same virality patterns for the decayed and the alive sub-websites suggests that there
should be another cascade property affecting the decay of decayed sub-websites. In the following
section, we will discuss this in more detail.

125



(a) 100% of the cascades. (b) Largest 50% of the cascades.

(c) Cascade Size vs Wiener Index.

Figure 7.7.3: The figure shows the real values of Wiener Index of the extracted cascades for the
whole cascade set (in Panel a) and the largest 50% of the cascades in Panel b. Panel c shows
the correlation between cascade size and virality.
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(a) 100% of the cascades. (b) Largest 50% of the cascades.

(c) 100% of the cascades. (d) Largest 50% of the cascades.

Figure 7.7.4: The figure shows the Wiener Index of the extracted cascades as CDF (Panels 7.7.4a
and 7.7.4b) and as box-plots (Panels 7.7.4c and 7.7.4d).

Maximum degree of cascade

Another pattern that we looked at is the maximum degree in a cascade. Figure 7.7.5 shows the
normalized maximum degree in a cascade for different sub-websites. The normalization is done by
dividing the maximum degree of a node in a cascade by n = |VG0| of the corresponding dataset.
The normalization is required because the networks used to extract the cascades have a different
number of nodes. Thus, a normalization is required to compare the patterns for all datasets. The
visualization suggests that the decayed sub-websites Startups and Economics, contain cascades of
nodes with larger degrees than the alive sub-websites.

Claim 3: Inactivity decay is well-described by cascade’s node degrees.

The statistical analysis shows that the decayed sub-websites have a very similar distribution of
the maximum degree in a cascade with p > 0.13. The decayed and the alive sub-websites are sta-
tistically different with p ≪ 10−8. Once again, the Statistics sub-website shows a different pattern:
It is neither similar to any of the decayed sub-websites nor to any of the alive sub-websites, with
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(a) (b)

Figure 7.7.5: The figure shows the normalized maximum degree of a node in the extracted
cascades as CDF (Panels 7.7.5a) and as box-plots (Panels 7.7.5b ).

p ≪ 10−8. Unexpectedly, the decayed sub-websites we examined had fewer viral cascades than
the alive sub-websites. This led us to investigate the micro-properties of the cascades rather than
relying only on the macro-properties. We found that the cascades in the decayed sub-websites are
less viral, but their nodes have larger degrees compared to those in the alive sub-websites. Addi-
tionally, we discovered that cascade initiators in decayed sub-websites have larger degrees in the
cascade trees than non-initiators. This indicates that the expert members (who have larger degrees
due to their activity and contribution) started the inactivity process, followed by non-expert mem-
bers. One possible reason for the closure of decayed sub-websites is the lack of activity from those
members who should have sustained the community and kept it going until it reached the public
version. On the other hand, the more viral cascades in the alive sub-websites, which also have a
smaller number of nodes and contain nodes with smaller degrees than the decayed sub-websites,
indicate that the effect of inactivity is limited. The reason for this is that the size of the cascades
in the alive sub-websites is small, with initiators having smaller degrees, compared to the decayed
sub-websites. We conclude that expert members in the alive sub-websites act as obstruction points
in the cascade trees, stopping the effect of inactivity cascades from being very disruptive.

Cascade duration

Here, we provide the results for the analysis of cascade duration defined earlier in Section 7.5.1,
Equation 7.1. Figure 7.7.6 shows the cascade duration of different sub-websites. The x-axis reflects
how long the cascade takes to be completed, i.e., until the formation of the cascade is finished. The
figure shows that the cascades in the decayed sub-website Startups took noticeably less time to be
completed, i.e., it had faster cascades. This is also clearly visible in Figure 7.7.6a. The statistical
analysis of cascade duration shows that the other sub-website have their own characteristics, with
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(a) (b)

Figure 7.7.6: The figure shows cascade duration as CDF (Panel 7.7.6a) and as box-plots
(Panel 7.7.6b). Cascade duration is normalized based on the number of networks available for
each sub-website.

no common pattern identified (p < 5−10).

Claim 4: Statistics alive sub-website may go to decay process.

Although theStatistics sub-website is alive and falls into the category of alive sub-websites, based
on the results described in Section 7.7.1, we discovered that the Statistics sub-website inactivity pat-
terns are closer to thepatterns found in thedecayed sub-websites than to thoseof theother alive sub-
websites. UsingDJS described in Equation 7.8, we found, strangely, that the Statistics sub-website is
closer to the decayed sub-websites in terms of cascade size, virality, maximum degree in a cascade,
and cascade duration. We investigated this behavior and found that the Statistics sub-website is
the second least active sub-website among all StackExchange sub-websites with the fewest answered
questions. I.e., only 63% of the questions were answered¹⁰, whereas, on other sub-websites, the an-
swer rate is much higher, for example reaching 93% and 97% on the Latex and Music sub-websites,
respectively. We think that as Statistics is a very interdisciplinary field, many questions are domain-
specific that require particular statistics background to be answered. For example, Statistics ques-
tions arenot likeLatexquestions, where anymemberof a certain level of latex experience cananswer
latex related questions. This behavior, which was caught by our result, supports the effectiveness of
the method we used. We think that the Statistics sub-website may fall into a decay process if its
activity level remains as low as it is.

¹⁰https://stackexchange.com/sites, last check was in May-2018
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Cascade coreness

Here, wewill examine the coreness of the nodes in a cascade as amicroscopic property of a cascade.
We start by examining the coreness of an initiator. Figure 7.7.7a shows a comparison between the
coreness of all non-initiator nodes in network G0 and the coreness of the initiators from all sub-
websites as CCDF. The figure shows that the probability of having a coreness of, say x, in the ini-
tiators is a bit larger than what is found for all nodes (that is why we used CCDF not CDF). This
suggests that the coreness of the initiators is larger than that of the other nodes in the initial network
G0. This was also statistically confirmed with p ≪ 10−6. However, further examination provided
different insights and patterns. We performed the same analysis for each of the sub-websites. For
example, in Figure 7.7.7b, there was no different pattern for the sub-website Startups, where the
initiators have higher coreness for the coreness values in the interval [1, 12], but less coreness for
the coreness values in the interval [13, 29]. For the other sub-websites in Figures 7.7.7c, 7.7.7e, and
7.7.7d, the initiators have a clear pattern: They have more coreness than the other nodes in the
corresponding G0. An opposite pattern was found in the sub-website Music (cf. Figure 7.7.7f).

(a) (b) (c)

(d) (e) (f)

Figure 7.7.7: The figure shows the CCDF of the probability distribution of the coreness of all
nodes in the network G0 compared to the coreness of the cascade initiators for all sub-websites
combined (Figure 7.7.7a). Besides, the other panels 7.7.7b to 7.7.7f show the CCDF for each
sub-website alone. Note that the x-axis scale in panel 7.7.7a is scaled to allow for a proper
comparison, as network sizes are different across different sub-websites.

Theprevious analysis only refers to the initiators. To understand coreness in the temporal con-
text, we define the following: A cascade path P is a connected directed subgraph of a cascade I ,
where themaximumdegree for each node of P is 2, obviously, with no cycles. The corenessmono-
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Figure 7.7.8: The coreness monotonicity of all cascade paths extracted from all cascade trees
originating from the cascade initiators. On the x-axis, the different sub-websites are shown, and
on the y-axis, the fraction of paths that are monotonically increasing, monotonically decreasing,
or non-monotone.

tonicity of a cascade path P is defined as follows ∀ e = (u, v) ∈ EP:

1 Non-monotone if all nodes in a cascade path have the same coreness

2 Otherwise, we have case distinction:

(a) increasing if core(v) ≥ core(u)

(b) decreasing if core(v) ≤ core(u)

(c) non-monotone otherwise

All coreness values are calculated in the initial network G0. Based on that, we extracted cas-
cade paths from all cascade trees where the first node in a path is the initiator of this cascade tree.
Then we examined the coreness monotonicity of these paths. The results are shown in Figure 7.7.8
and indicate that the coreness of the cascade paths is clearly different across different sub-websites.
Moreover, the fraction of monotonically increasing andmonotonically decreasing paths was nearly
identical in some cases (see, for example, the Statistics and Music sub-websites). Also, in the case
of decayed sub-websites (see the Startups sub-website), the fraction of non-monotone paths was
larger than for any of the other two types.

Claim 5: Coreness (and generally speaking, any single measure) alone does not describe
sufficiently well inactivity cascades.
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In their work, Garcia et al. [GMS13] posed the question of whether the decay starts from the
interiors (nodes with high coreness) or from exteriors (nodes with low coreness). In their work, they
argued that the decay of the Friendster social network started from exterior nodes. Later, Seki and
Nakamura [SN17] presented a counter-argument, showing that the decay started from the interi-
ors, and provided a model for understanding the decay process. Here, we argue that the answer to
the question Does the decay start from the interior or the exterior nodes? is: Neither. The results of this
chapter show no uniform pattern across different sub-websites that would correlate with the direc-
tion and coreness of the decay (cf. Figure 7.7.8). Furthermore, we argue that the question contains
an implicit unsupported assumption, namely that it is only the coreness that controls the decay. We
strongly believe that coreness alone can not be used to understand the direction of decay dynamics
if the direction matters. In Section 7.7.1, we provided a formal framework defining the direction
of the decay considering temporal decay, so that we can explicitly tell whether coreness alone can
be used as an indicator for the direction of the decay. We found that the initiators of cascades ex-
hibit opposing patterns in terms of whether their coreness is higher or smaller than the coreness of
non-initiators. Additionally, we analyzed the coreness of the nodes in the cascade paths (coreness
monotonicity) and found evidence that coreness is not correlated with the direction of the decay.
Moreover, we performed an analysis using differentmeasures, such as degree and betweenness. We
conclude that it is tough to describe the decay process using only one measure. This is also clearly
visible in the prediction results (as we will see in the next Section, Figure 7.7.12) where the impor-
tance of the features used for predicting cascade size and virality was close. To further support our
argument, we predicted cascade size and virality using only one feature. In no case were the results
better than when we predicted them using multiple features. We found the results of prediction
using one feature to be very close to the baseline predictor; for example, the MAE (Mean Abso-
lute Error) was 0.23, 0.23, 0.22, and 0.22 for predicting cascade virality using betweenness, degree,
coreness, and min. cut, respectively. To sum up this point, we think that inactivity decay may be
caused by network-independent factors, such as privacy issues, variation in competence between
social network providers, and/or content quality. If any of these factors manifest itself, it renders
the network measures unusable for describing inactivity decay.

Cascade similarity

Using the similarity measure defined in Equation 7.3, we calculated the similarity of each pair of
cascades. Figure 7.7.9 shows a heat map for the similarity of the cascades for different sub-websites.
Figure 7.7.9a clearly shows less similarity between the cascades of the Startups sub-website, unlike
theother panels inFigure 7.7.9. It can alsobeobserved that cascadeswith a smaller numberof nodes
seem to be more similar than those with a large number of nodes. An exception is the Economics
sub-website, where cascades with larger nodes aremore similar than those with fewer nodes. To get
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(a) Startups (b) Economics (c) Statistics

(d) Latex (e) Music

Figure 7.7.9: The figure shows the similarity of each pair of cascades for different sub-websites.
The cascades were ranked in ascending order based on the number of nodes they have. The
darkness of the color is directly proportional to the similarity.

statistical confidence regarding the comparison, we used the statistics described in Section 7.5.6.
We found that although all of the sub-websites exhibit different similarity patterns (p ≪ 10−8),
the decayed sub-website Startups has the smallest average similarity with a value of 0.03, compared
to 0.21, 0.16, 0.17, and 0.11 for the other sub-websites. This difference can easily be seen in Fig-
ure 7.7.10.

Claim 6: Cascade similarity reflects how resilient a network was while it evolved.

The method we described for the extracted cascades in Section 7.5.1 allows for extracting cas-
cades with the same nodes and/or edges. This means that we can measure the similarity of two
cascades. Basically, if there are many similar cascades in a sub-website, this means that there are
fewer paths on which the inactivity cascade took place than if there are fewer similar cascades. This
means that, for cascades with less similarity, many decay propagation paths are susceptible to inac-
tivity, and conversely, for cascades with high similarity, there exist fewer decay propagation paths
that are susceptible to inactivity. Thus, cascade similarity can be seen as ameasure for the resilience
(or vulnerability) of a community for any future model or simulation of inactivity decay. Based
on the results described in Section 7.7.1, it is apparent that the decayed sub-websites contain more
nodes that are susceptible to inactivity than the alive sub-websites. The similarity of the cascades in
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(a) (b)

Figure 7.7.10: The figure shows the similarity of each pair of cascades as CDF (Panels 7.7.10a)
and as box plots (Panels 7.7.10b ). The similarity is defined as described in Equation 7.3.

the alive sub-websites is high, suggesting a lower number of cascade paths.

7.7.2 Prediction results

In this section,wepresent a prediction frameworkwedesigned for predicting somecascade features.
We formalize the prediction problem as follows. Given a training set Z = {(X1, y1), · · · , (Xn, yn)},
whereXi = {x1, · · · , xm} is the set of input features of lengthm, yi is the target value tobepredicted,
andn is thenumberof datapoints in the training set. Thepredictionproblem isdefinedas estimating
a function f(X) = y, where y is the predicted target value that is being compared to the real target
value y. Thus, the optimization problem is generally defined as minimize

∑
L(f(X), y), whereL is

an arbitrary cost function. In this chapter, we used the Mean Absolute Error cost function which is
defined as MAE = 1

n

∑n
i=1 |yi − yi|.

Features for predicting cascades properties

Here, we describe the data preparation used for predicting cascade size and virality. Algorithm 7.2
shows how the features are used to construct a features data model (FDM) for training and test-
ing. The target values that we will predict, the cascade size and virality, are added to the features
data model as well. That is because we do not want to recalculate the whole FDM again. The algo-
rithm used the set of features f that are described in Table 7.7.1, and the algorithm constructs the
features data model for one data set at a time. Thus, we constructed multiple FDMs, one for each
sub-website, and then we combine them into one data set. Therefor, the results in this section are
based on the combined FDM. From now on, FDM refers to the combined FDM. It is clear that we
used only features from the network G0 and did not use any of the temporal features to make the
predictionmore realistic, as temporal features of a network exhibit proxies for the predicted values,
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which weakens the applicability of the method.
Algorithm 7.2: Node-based transformation algorithm of a graph G0 using the set of
node-related f. The Algorithm is used to generate the features data model for predicting
cascade size and virality.
Input: G0 = (V, E), f = (D(v),B(v), C(v),Core(v), E(v),MC(v), Evce(v),B(e),D(Γ(v)))

Init: FDM = ∅
1 for v∈ V do
2 values = ()

3 for f∈ f do
4 values = values ⊕ f(v) // add the value of each f ∈ f to the vector features

5 if v ∈ L0 then
// if v is an initiator, add cascade virality and cascade size of the cascade I

initiated by v

6 values = values ⊕ (|Iv|, vI)

7 else
// else, add zero for both size and virality

8 values = values ⊕ (0, 0)

9 FDM = FDM ∪ {values}
Output: FDM

Measure Description
D(v) The degree of a node v, D(v) = |Γ(v)|, is the cardinality of the set of neighbors Γ(v).
B(v) The betweennessof a node v is defined as: B(v) =

∑
s∈V(G)

∑
t∈V(G)

σst(v)
σst

, where σst(v) is the number
of the shortest paths between nodes s and t that include the node v and σst is the number of all the
shortest paths between nodes s and t.

C(v) The closeness of a node v is defined as: C(v) = (
∑

w∈V(G) d(v,w))
−1, where d(v,w) is the distance

between nodes v and w.
Core(v) A k-core subgraph of a graph G is the maximal subgraph such that each node has a degree at least

k. The coreness [BZ11] of a node Core(v) = k if node v is in the k-core subgraph and not in the
k + 1-core subgraph.

E(v) The eccentricity of a node v, E(v), is the maximum distance between node v and node u.
MC(v) Theminimum cut of two nodes u, v,MinCut(u, v) is theminimumnumber of edges that are required

to be removed in order to separate the two nodes. The averagedminimum cut of a node v is defined
as: MC(v) = 1

n

∑
u∈E,u ̸=v MinCut(u, v), where n is the number of nodes in a graph.

Evce(v) The eigenvector centrality of a node is defined as Evec(xi) =
1
λ

∑
j∈VG

aijxj, where λ is a constant and
aij is a location defined by i, j in the adjacency matrix . The measure can be written in matrix form
as λx = A · x.

B(e) Edge betweenness measures the number of times an edge e appears in the shortest path between any
two nodes in a graph. It is defined as: B′(e) =

∑
v,u∈VG

σuv(e)
σu,v

. The incident edge betweenness of a node
is defined as the average edge betweenness for all edges incident to a node v.

D(Γ(v)) The average degree of the neighbors of a node v.

Table 7.7.1: Definitions of the network-based measures used in this chapter.
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training and testing

We split the data points of the FDM into two disjoint sets one for training and the other for testing
with percentages 75% and 25%, respectively. We shuffled the data before the split so that training
and testing will not be biased to one data set. As the FDM contains two target values, the size and
virality of a cascade, we used only one target value in the training and testing depending on what
we are predicting. I.e., if the experiment is about predicting cascade size, then the used features are
those in the set f of Algorithm 7.2 and the target is cascade size; thus, we ignore cascade virality.
The same logic is applied for predicting cascade virality. To evaluate the performance of the model,
we used data points that had not been used during training and then evaluated them using the cost
function with the true values of the target. The regression algorithm used was Gradient Boosting
Regression (GBR) [Fri02], which is basically a decision tree with simple rules that are used for M
iterations, where in each iteration a new decision tree is used to predict the previous prediction
residual¹¹. We used the scikit-learn [PVG+11] Python library implementation of theGBR, version
0.20.0. We used the default parameters of the algorithm except for loss we used huber parameter.
The features described in Table 7.7.1 have different effects on the prediction; thus, we performed
feature ranking in order to get insights regarding which features aremore important during the pre-
diction. Figure 7.7.11 shows the feature ranking for predicting cascade size and cascade virality.
Panels 7.7.11a and 7.7.11b shows that the importance of the features is different; for predicting cas-
cade size, the average ofNeighborsDegreeswas themost important one, whereas the featureCoreness
was the most important one for predicting cascade virality. In both cases, the features Degree and
Eccentricity were the least important ones in the set of features. Based on that, we used the five best
features from each ranked set. Other combinations of features resulted in lower, but very close, pre-
diction performance. We used the MAE as a prediction accuracy measure. As splitting the dataset
into training was done randomly, we ran the prediction experiment 100 times to get statistical sig-
nificance regarding the results, each run with a different random seed. Additionally, we compared
the results to a baseline predictor that uses naive rules, such as taking the mean, the median, or a
constant value for the predicted target. We compared the prediction results to the best baseline we
got, whichwas themean baseline. The prediction accuracy ofCascade Size in terms of theMAEwas
9.9, which is 35% better than the baseline predictor. The prediction results mean that, on average,
the predicted cascade size contains±10 nodes. The prediction accuracy ofCascade Virality in terms
of the MAE was 0.194, which is more than 25% better than the baseline predictor. Figure 7.7.12
shows the results of the prediction for the 100 runs we performed for predicting both cascade size
and cascade virality in panels 7.7.12a and 7.7.12b, respectively. The figure shows that there is a clear
significance in favor of the GBR algorithm over the baseline predictor.

¹¹TheGBR outperformed other algorithms and techniques that we tested, such as Logistic Regression and classical
Decision Trees. The technical details of the GBR algorithm can be found in [Fri02].
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(a) Feature ranking for Cascade Size (b) Feature ranking for Cascade Virality

Figure 7.7.11: The figure shows feature ranking such that
∑

i w(i) = 1, where w(i) is the feature
rank for the feature i. The method used for generating the importance is Random Forests, where
the importance of a feature increases whenever a split in the tree using that feature minimizes the
prediction error [LWSG13]. We used the scikit-learn [PVG+11] Python library implementation of
the Random Forests regressor, version 0.20.0. We used the default parameters of the algorithm
except for the number of estimators; we used 300 estimators.

(a) Results for predicting Cascade Size (b) Results for predicting Cascade Virality

Figure 7.7.12: The figure shows the prediction performance results for 100 runs for the prediction
of cascade size (Panel 7.7.12a) and cascade virality (Panel 7.7.12b). The figure compares the
results of the GBR prediction algorithm and the results obtained from a baseline predictor.

Claim 7: For temporal networks, the structure of the early network encompasses sufficient
information to predict the properties of its potential decay cascades.

It was surprising that using only network features from the networkG0 resulted in a satisfactory
prediction of a cascade’s virality and size. These results suggest that the early structure of an evolving
network dictates its future. The prediction model described and evaluated in Section 7.7.2, which
used no temporal information at all, indicates that the (in)activity dynamics of social networks is
governed by the topological structure of the network itself.
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7.8 Closing thoughts

Although the method used in this chapter is reliable and the results have been validated, the work
in this chapter is subject to certain limitations, which will be discussed in the following. In order
to make sure that the networks we used represent real temporal interaction among the users, we
used different time frames to take a snapshot of each sub-website. The reason for this is that each
sub-website has a different timespan; for example, the alive sub-websites are still active, unlike the
decayed sub-websites, which have a significantly shorter lifespan. We do not believe that our design
decisions for selecting the time frames had a significant effect on the results and the conclusions.
Also, the results and conclusions in this chapter are valid for the StackExchange sub-websites. We
did not check other types of social networks or aimed at generalizing the results to any type of social
network.
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8
Predicting InteractionDecay Patterns inOnline

Social Communities

8.1 Synopsis

In this chapter¹, a model and a machine-learning-based framework will be presented in order to
identify the inactivity patterns that accompany decay processes in online social networks. The
model and the framework use the topological network structure as features for learning these pat-
terns. Predictions and analyses performed on the decayed and alive StackExchange sub-websites
reveal insights into the correlation between decay dynamics and network-based features.

Figure 8.1.1: The goal of this chapter is to predict the members who become inactive.

¹This chapter is based on the work [Abu18a].
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8.2 Introduction

Since the seminal works by Barabási and Albert [BA99] and byWatts and Strogatz [WS98], the
field of network science has witnessed a tremendous amount of research being performed on

the dynamics of systems represented as networks. Social networks have been studied as an exam-
ple of networks that contain a lot of dynamics overtime. While a lot of social networks have been
successful in sustaining their aliveness and growth dynamics, many others have experienced decay
dynamics. Online social platforms such as MySpace and Friendster are now out of service due to
the huge decay they have experienced, causing a massive decrease in their market value.

In this chapter, we are interested in understanding the decay dynamics of Online Social Com-
munities (OSCs) and the interaction patterns that accompany, or possibly cause, community de-
cay². Gaining insights into the patterns of the interaction decay among members of OSCs will en-
able us to better understand the decay process and hence help to suggest possible actions for pro-
longing the life of these communities and supporting their resilience against disruption due to inac-
tivity. More precisely, we can predict which members will depart a network (or become inactive)
by using the contributed Simple Threshold Model (STM) and by using a contributed supervised
binary classification framework employing network-based and exogenous features.

8.3 RelatedWork

With the rise of network science, researchers were mainly interested in growth dynamics. For ex-
ample, Newman et al. [JGN01] studied the growth dynamics of social networks between mutual
friends and developed a model that shows similar characteristics as those of these real networks.
Growth dynamics was then studied extensively by many researchers for different domains. For ex-
ample, Newman [New01] studied the growth dynamics, namely clustering and preferential attach-
ment, of scientific collaborationnetworks inphysics andbiology. Similarly, Bornholdt et al. [EDB02]
presented another model for simulating the growth dynamics of social networks. When online
datasets became available, Barabási et al. [BJN+02] conducted an empirical study on the evolution
of the collaboration patterns of scientific collaboration networks. Leskovec et al. [LKF05] stud-
ied the growth dynamics of networks by observing some repeated patterns, namely densification
laws and shrinking diameters. Backstrom et al. [BHKL06] investigated the growth dynamics of
group formation and community memberships in online social networks. They provided a model
for predicting when a member would join a community in a social network. A preferential attach-
ment growth model was presented by Capocci et al. [CSC+06] to study the growth dynamics of
theWikipedia online encyclopedia. Similarly, Kossinets andWatts [KW06] studied the growth dy-
namics of a social network of students, faculty, and staff members of a university. They found that

²We use the term community as a reference for a social network of members of the same interest, e.g., a network
extracted from a StackExchange sub-website.
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the evolution of the network was mainly affected by the network structure itself and by some other
external organizational structures. Kumar et al. [KNT06] provided a large-scale analysis of the evo-
lution of a social network with fivemillionmembers andmore than tenmillion relationships. Their
analysis revealed some structural properties of the growth process in online social networks. Ahn
et al. [AHK+07] studied the growth of MySpace and Orkut before they were permanently closed,
as real examples of networks with growth dynamics. They studied the scaling behavior of degree
distribution over time for these networks and found that they had different exponents. Mislove et
al. [MKG+08] extensively studied the growth of the Flicker online social network and found link
formation patterns.

The aforementioned works focused on growth dynamics. However, the dynamics of social net-
works is not limited to growth dynamics, but also includes decaydynamics, whichmay occur in a so-
cial network, leading to an inactive (decayed) social network. Social network platforms like Orkut,
MySpace, Friendster, andFriendfeed are nowout of service after being active and growing for a long
time. Dorogovtsev and Mendes [DM00] were among the first who studied the decay dynamics in
networked data. They mathematically studied the decay properties of networks and found similar
characteristics of preferential attachment as reported earlier by Barabási and Albert [BA99]. Since
then, however, there is little research that addresses the problemof inactivity in social networks. For
example, Garcia et al. [GMS13] studied the properties of different networks (decayed and active
ones) in terms of k-core analysis. Later,Malliaros andVazirgiannis [MV13] presented amethod for
quantifying and measuring the engagement of the members. Their measures enabled assessing the
robustness of a network over time. In a related vein,Wu et al. [WDSF+13] developed amethod for
understanding the dynamics of the social engagement of the members of the co-authorship social
network of theDBLP.They showed that therewas a correlation between the actions of the departed
members in the studied datasets. They also provided some insights regarding the properties of the
members who departed the networks. Cannarella and Spechler provided an epidemic model for
predicting the dynamics of the members of Facebook [CS14]. The results indicated that Facebook
would lose 80%of its users between 2015 and 2017, whichhasnot happeneduntil now(2018). Karn-
stedt et al. [KRC+11], Kawale et al. [KPS09], andWang et al. [WGC16] in a recent work provided
prediction models for a user’s lifespan in online social settings, which they also called user churn.

8.4 Contribution

Compared to the previous related work, our work differs with regards to two perspectives. First,
users churnnormallyhas aone-to-many relationshipbetween themembers and the serviceprovider.
In this scenario, the social interaction among the members, which is our main concern, is very lim-
ited. In this chapter, the social interaction between the users is the main focus of our models. Sec-
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ond, our main concern is the decay of the social interaction between humans in online social net-
works, as we want to better understand the decay dynamics in online social networks³. The contri-
butions of this chapter can be described as follows:

1. An exploratory data analysis of the decayed StackExchange communities and a comparisonwith
the ones that are alive supported by a ground truth decayed networks.

2. ASimpleThresholdModel (STM) for predicting social inactivity usingnetwork-basedmeasures
or members’ exogenous information.

3. A machine learning framework for predicting social departure using network-based measures
and members’ exogenous information

4. Guidelines for feature selection in predicting a member’s inactivity.

The results provide insights regarding network-based properties as well as the exogenous fea-
tures of inactive members that are correlated with social inactivity. These insights may help to pre-
vent decay dynamics, to engineer resilient social networks, and express the aliveness of OSCs.

8.5 Dataset

8.5.1 The StackExchange dataset

StackExchange⁴ is a portal that includesmany question& answer sub-websites for different specific
topics. Any of these sub-websites starts out as a beta community until it shows potential for per-
manent public access. However, not all of these beta communities succeed in having the required
activity and attracting enough experts to sustain growth. In such cases, these beta communities are
shut down. There aremany examples of closed StackExchange beta communities. The content gen-
erated by the users during their beta versions is still available, however. We downloaded, parsed,
structured, and analyzed a list of the closed communities in order to understand what is going on
during the decay (inactivity) dynamics in social networks.

8.5.2 Network construction

We constructed undirected networks from this dataset as follows for the closed business startups
sub-website. Nodes are the users of the sub-websites and an edge (interaction) between two nodes
(users) A and B appears if user A commented on a question (or comment) posted by user B. Each
edge has a timestamp that reflects its creation time (and generally the last time A and B interacted

³More information about our view of social decay is provided in the previous two chapters.
⁴The dataset used in this chapter is the same as the one used in the previous chapter. The description here is a

summarization of the details provided in Section 7.6.1.
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with each other). This network is called G0. The temporal networks are then extracted from the
network G0 such that each network at time t (Gt) contains the edges (with their incident nodes)
that have timestamps≥ t. We constructed networks from the alive sub-websites and decayed sub-
websites exactly as defined in Chapter 7.
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8.5.3 Preliminary analysis of activity indicators

In this section, we present some analysis of the activity of the members of the sub-websites of the
StackExchange. Figure 8.5.1 shows the activity, in terms of the number of comments ( 8.5.1a) and
the number of posts (8.5.1b), of different sub-websites of the StackExchange over time. The figure
illustrates that the activity of themembers is almost stable in the alive communities, Statistics,Apple,
Computer Science, German, and Latex, while the activity of the members is decaying in the closed
communities, Economics, Literature, and Astronomy.

(a) The number of comments as an indication
of activity.

(b) The number of posts as an indication of
activity.

Figure 8.5.1: The activity of members of some communities of the StackExchange sub-websites
in terms of comments and posts counted over time. The x-axis represents the number of months
since the launch of a website. Communities with bold markers (Literature, Astronomy, and
Economics) were closed after the failure of their beta versions.

Figure 8.5.2 depicts the difference between the decayed and the alive communities in terms of
active weeks. The decayed communities exhibit significantly fewer active weeks compared to alive
communities.

144



Figure 8.5.2: The figure shows the Cumulative Distribution Function (CDF) of members’ active
weeks. The number of active weeks is calculated as the difference between the last log-in date
and the registration date of a member. The CDF is then calculated as F(x) = P(X ≤ x). Note
that the x-axis is log-scaled.

8.6 FDMconstruction for training and testing

An observed (real) network and a predicted network are defined as G = (V, E) and G′ = (V′, E′),
respectively. As we are interested in predicting the departure of nodes, we define false-negative
nodes as the nodes in the set V \ V′, i.e., the set of nodes that exist in the observed network, but
whose existence the prediction model missed. Likewise, the set V′ \ V is the set of false-positive
nodes, i.e., the set of nodes that the prediction model predicted, although they are not present in
the observed data. Additionally, the set V ∩ V′ contains the true-positive nodes.

We define the Members inactivity problem as follows: Given a network Gtw = (Vtw , Etw) that
represents the network at time point tw, and likewise we define networks Gtx and Gty , where tw <

tx < ty. The goal is to predict the departure of the nodes in networkGty using the information from
the networks Gtw and Gtx⁵. For training, we use the networks Gtw and Gtx , where tw < tx and tw and
tx are consecutive, to build an FDM. The FDM captures:

• the properties of the nodes in network Gtw .

• whether they depart or not (using Gtx).

The inactive members (members who departed) are the set of nodes Vtw \ Vtx . This FDM is used
to teach a classifier to identify the depart patterns. The set of nodes Vtw is called the core nodes, and

⁵Intuitively, we need two networks so that we know the set of nodes that departed.
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any node u such that u ∈ Vtj and u /∈ Vtw is ignored for all tw < tj.
For testing, we construct the FDM in a similar way for any two networks at two consecutive

time points such that the network Gtw is not one of them. Otherwise, the training and the testing
FDMs will be identical. The requirement here is that the two networks used for constructing the
training FDM must be consecutive and the two networks used for constructing testing FDM must
be consecutive as well. This restriction will make it challenging to learn the depart patterns because
the temporal networks we used are decaying networks, which means most nodes will eventually
depart. When we say we test on time point t, then we mean that the training was performed on
the period t − 1, and t. Thus, the networks Gt−1 and Gt were used to build the FDM for the test
set. Figure 8.6.1 shows an example of constructing the training and testing FDMs on exemplar
networks. The training and testing in Figure 8.6.1 are performed on three consecutive networks
over three consecutive time points. I.e., the middle network is used for training to get the depart
label, and it is used as well for testing to capture the properties of the nodes that we are predicting
their departure in the network Gt3 . However, the training and testing can be performed on any
four networks such that the first two are consecutive and the last two are consecutive as well. For
example, we can construct the training FDMonnetworksGt1 andGt2 and then construct the testing
FDM on networks Gt5 and Gt6 for any t1 < t2 < t5 < t6.
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(a) Gt1 (b) Gt2 (c) Gt3

Algorithm 8.1Algorithm 8.1

(d) Training and testing using Algorithm 8.1

Figure 8.6.1: A schematic illustration shows the different networks, Gt1 , Gt2 , and Gt3 , over time
where t1 < t2 < t3. The nodes in network Gt1 are core nodes. The training is performed during
the period t1 to t2, where the black nodes in the network Gt2 are the observed nodes that have
departed the network. Then we test on network Gt3 where we can predict the inactivity of other
nodes, e.g., the gray nodes in Gt3 , using the properties of the nodes in Gt2 . Note that nodes
that emerge in the network Gt′ and are not found in the core node set, e.g., nodes 14 and 15,
are ignored. Panel d shows which networks are used for constructing the training set and which
networks are used for constructing the testing set.

In the following section, we will give detailed information about the features of the FDM and
how exactly it is constructed.

8.7 Method

In this section, we will describe our method, which contains the feature data model we built and
used in the prediction in addition to two models for predicting members departure.

8.7.1 Features data model (FDM)

We provide the following two types of features for the core nodes along with the depart label:

• Network-based measures: These are the values of a node’s attributes that are based on the net-
work measures presented in Section 2.3. These measures reflect how a node is connected within
the network. For each node v ∈ Gt1 , we calculate a set of measures that represents this node’s
network-based attribute values. Thesemeasures, f, are: the betweenness centrality (B), the close-
ness centrality (C), the degree (deg), the minimum cut (MC), and the eccentricity (ecc). Those
measures are defined in 2.3.1.
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Algorithm 8.1: Node-based transformation of graphs for predicting nodes departure.
The network G1 is observed temporally before network G2.
Input: G1,G2,︸ ︷︷ ︸

two consecutive networks

f = (B, C,Core, deg,MC, ecc︸ ︷︷ ︸
node network-based mesures

,Reputation,Views,Upvotes︸ ︷︷ ︸
Exogenous attributes

)

Init: FDM = ∅
1 for v ∈ VG1 do
2 values = ()
3 for f∈ f do

// the features are calculated for G1

4 values = values ⊕ f(v)

// G2 is used only to check whether v departed or not

5 if v ∈ VG2 then
6 values = values ⊕ False

7 else
8 values = values ⊕ True

9 FDM = FDM ∪ {values}
Output: FDM

• Exogenous attributes: These are the values of a node’s non-network attributes of themembers. For
each v ∈ Gt1 , we calculate a set of non-network measures. For the StackExchange dataset, these
measures are the Upvotes a member received, the profile View count (views for short), and the
Reputation score.

• Depart label :In addition to the above two types, we have the Departure label, which indicates
whether a node v ∈ Gt1 left the network G2 or not.

We constructed an FDMusing using the network-basedmeasures and the exogenous attributes
as described in Algorithm 8.1. Later, we will see that the same algorithm is used to construct the
FDMusing one single feature from features fwhen we compare the STM (which is a single-feature
model by design) and the machine learning framework using a single feature. Based on that, we
formulate our research questions as follows:

RQ1: How efficient is it to predict members departing a social community using network-based
measures?

By answering this question, we aim at understanding howefficient it is to use the network topol-
ogy to understand network decay dynamics.

RQ2: What are the network-based properties of the members who departed or about to depart a
community?
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By answering this question, wewant to get insights regarding the properties of the nodes before
they depart the network. Thus, networks and community maintainers can initiate counter-actions
when a decay process starts to emerge, which makes it possible to sustain resilient networks.

RQ3: How helpful are exogenous attributes in predicting members departure?

Obtaining additional information other than the network representation is not always possible.
Thus, answering this question will give us more insights into whether the network-based attributes
contain sufficient information topredict thedepartureofmembers. Wewill also compare the results
of the prediction performed using only the network-based attributes with those of the prediction
using only the exogenous attributes.

RQ4: Do decayed communities embrace inactivity patterns that can be used to study the inactivity
of communities that are alive?

The alive communities of the StackExchangemay suffer frommember inactivity; however, this
inactivity is mitigated by the activity of new members and new discussions that support the alive-
ness of these communities and make them active until today. Answering this question will give
us insights regarding whether or not there are community-independent decay patterns that can be
used to track the potential decay of alive communities.

8.7.2 Simple Threshold Model (STM)

We present a simple model for predicting users departure using only one attribute i (either from
network-basedmeasures or exogenous attributes). The idea is to find the value for this i for all nodes
and sort these values. Afterwards, we find the best threshold value λ that splits the nodes into two
disjoint sets such that each element in each set has the same label, eitherTrueorFalse. The threshold
value is chosen such that it maximizes one of the prediction measures provided in Section 4.6. Fig-
ure 8.7.1 shows a schematic diagramof thismodel. More formally, it is a sorted array of the values of
an attribute i defined as values(i) and the corresponding departure label array (where the departure
label is again taken from the subsequent network). Let f be a function defined as f : λ → s, where s
is one of the prediction metrics, then the STM is defined as:

argmax
λ

f(λ) = {λ | λ ∈ values(i)} (8.1)
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Figure 8.7.1: The diagram shows an example of how the value of λ is computed during the
training phase. The set X represents a sorted vector of the values of one attribute, say the
Betweenness of a node in a network Gt1 . For the vector X, green cells mean that the node
departed at t2 and red cells mean that the node did not depart at t2. The goal is to find a vector
Y that is composed of two vectors, each of them having the same value for all of its elements:
either True or False (in the figure: green or red). The model aims at finding the best value λ or
Betweenness such that it maximizes the prediction performance, e.g., the F1-score. That is, the
X vector is the actual labels, and the Y vector is the predicted labels. The chosen λ = λ5 because
the values of the F1-score are 0.3, 0.29, 0.5, 0.4, and 0.6 for λ1,λ2,λ3,λ4, and λ5, respectively. Later
values for λ, i.e., λq for q > 5, have F1-scores below 0.6.

8.7.3 Machine learning classification

With the STM, we can only benefit from the information provided by one attribute at a time. To
incorporate more attributes, we used the whole feature data model (FDM) for training and testing
a supervised machine learning binary classifier to predict the departure label. For the evaluation,
we used the evaluation metrics presented in Section 4.6. For the classification algorithms (and
for the entire work in this chapter), we used Support Vector Machines’ implementation of scikit-
learn [PVG+11] with Gaussian kernel and with the default parameters.

8.8 Empirical results

8.8.1 Prediction using one attribute

In this section, we present the results of the community decay prediction using one attribute. We
also report the results of the machine learning binary classification using one attribute only. Thus,
we can compare the performance of the STMwith themachine learningmodel. Figure 8.8.1 shows
the training results of the STM. The STM performs reasonably well for most of the attributes. For
example, attributes likeBetweenness,Coreness,Degree, andViews show an acceptable F1-score. Some
other attributes like Upvotes and Eccentricity contain no significant information that could be used
for good prediction as their λ was almost zero.
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Figure 8.8.1: The figure shows the results of the STM in the training phase. We used the
networks of the Business Startups decayed dataset. The training period was from Nov-2009 to
Jan-2010 to estimate the best λ, which was then used in the test period from Jan-2010 to Mar-2010.
The best value of the threshold λ is shown in the figure for each attribute associated with the
value of the F1-score of the testing phase. The green and red markers indicate whether the node
did or did not depart, respectively. The x-axis represents the nodes ranked according to their
attribute value.

STM vs. machine learning classifier with one feature

Having trained the STMand obtained the corresponding λ for each attribute, we then predict using
the attribute value at λ for different future time points. Figure 8.8.2 shows the prediction results of
the STMcompared tomachine learningmodelwith one attribute. Algorithm8.1 is used also for con-
structing the training and testing FDMs using one attribute; hence, instead of using the whole set
of features, we restricted the algorithm to use only one feature. To our surprise, the performance of
the STMwas satisfactory. For the attributeCloseness, the STMoutperformed themachine learning
model slightly with an advantage of 0.02 and 0.03 for accuracy and F1-score, respectively, averaged
over prediction periods of 2, 4, 12, and 24months. A similar advantage was found for the attributes
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MinCut and Eccentricity. On the other hand, there was a slight advantage for the machine learning
model over the STM for the attributes Reputation score, Degree, Betweenness, and Upvotes. For ex-
ample, regarding the attribute Betweenness, the machine learning model outperformed the STM by
only 0.05 and 0.07 in terms of accuracy and F1-score, respectively, averaged over prediction periods
of 2, 4, 12, and 24 months. Other attributes such as Coreness and Views show no difference in the
prediction performance when comparing the STM and the machine learning.

Figure 8.8.2: The figure shows the prediction performance in terms of F1-score and accuracy for
the prediction using only one attribute. The figure shows the results for the prediction using the
STM and the machine learning classification presented in Sections 8.7.2 and 8.7.3, respectively.
We used the networks of the Business Startups decayed dataset. The training period was Nov-
2009 to Jan-2010 to estimate the best λ, which was then used in the test periods of 2, 4, 12, and
24 months to get more insights regarding prediction performance. The same period, Nov-2009 to
Jan-2010, was used for constructing the training FDM using one attribute. The testing FDM for
machine learning using one attribute as constructed for the test periods 2, 4, 12, and 24 months,
as well. Thus, the x-axis represents the prediction time in months, and the y-axis represents the
prediction measure values.

It is worthmentioning that the best prediction result of the STMwas for theCoreness attribute,
with prediction performance at 0.83 and 0.7 for F1-score and accuracy, respectively, for the 24-
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month prediction period. Themachine learningmodel’s best accuracy and F1-score were found for
the attribute Reputation score, with values of 0.85 and 0.73, respectively.
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8.8.2 Prediction using multiple attributes

In this section, we present the prediction results of our machine learning framework. We used ma-
chine learning because we may lose much information when limiting our prediction to only one
attribute. We emphasize here that all of the experiments performed in this section were performed
on two different datasets: one for the training phase, and the other for the testing phase, which
supports the validity of our results and conclusions as it eliminates overfitting.

Feature properties

Ranking features, based on their importance, is crucial for selecting the best attributes. Figure 8.8.3
shows the importance of the features used in this chapter.

Figure 8.8.3: The figure shows the feature importance such that
∑

i w(i) = 1, where w(i) is
the feature importance of feature i. The method used for generating the importance is Random
Forests, where the importance of a feature increases whenever the split in the tree using that
feature minimizes the prediction error [LWSG13].

The figure shows that Coreness and Closeness are the most important network-based features
and that Views and Reputation score are the most important exogenous information features. The
information provided in this figure is valuable for selecting the best set of features. Thus, we report
on different training and testing variations of the FDM as follows:

• FDM(all), which uses all features.

• FDM(Best4), which uses the best 4 features based on Figure 8.8.3.

• FDM(Best1), which uses the best one of the network-based features and the best one of the ex-
ogenous attributes, together.
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Figure 8.8.4: The figure shows Pearson’s correlation coefficient values for the features used,
which are defined as: ρ(f1, f2) =

Covariance(f1,f2)√
Variance(f1)·Variance(f2)

, where f1, f2 ∈ f and ρ(f1, f2) ∈ [−1, 1]. The
FDM used to generate this figure is the Business Startups dataset for the period between Jan-2010
and Mar-2010.

• FDM(Best2), which uses the best two of the network-based features and the best two of the ex-
ogenous attributes, together

Using the set of all features is not always the best choice due to some properties of the machine
learning classifiers. For example, some classifiers are sensitive to correlated attributes and many
classifiers perform poorly with low variance attributes. Thus, we provide additional analysis of the
attributes in order to better understand the features. Figure 8.8.4 shows Pearson’s correlation coef-
ficient matrix of the attributes. Values close to−1 indicate a negative correlation, while values near
1 indicate a positive correlation. It is preferable to feed machine learning classifiers with as many
uncorrelated features as possible. We can see in Figure 8.8.4 that the exogenous features are more
correlated to each other. Also, the network-based attributes are more correlated to each other. To
see this, Figure 8.8.5 provides more information about the distribution of the attributes along with
a one-to-one scatter plot. For example, there is a high correlation between Coreness and Degree and
between Closeness and MinCut.

Figure 8.8.5 also shows also the distribution of each attribute along the diagonal. The features
Closeness, Coreness, Degree, and MinCut have more variance than the others, which explains why
these attributes have a higher importance in Figure 8.8.3. The data shown in Figure 8.8.1 is clearly
non-linearly separable, i.e., there exists no possible threshold that could separate the green and the
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Figure 8.8.5: The figure shows the distribution of each feature (in the diagonal plots) of our
model as well as the correlation plot between each pair of two attributes. The green points are
nodes that departed the network, and the red ones are nodes that did not depart. The data
used to generate this figure is the Business Startups dataset for the period between Jan-2010 and
Mar-2010.

red points. The separation of the data becomes even harderwhenwe incorporatemore features, like
the data points in Figure 8.8.5. In Figure 8.8.6, we show an exemplary prediction on the 2-D data
of the attributes used. The figure illustrates how classifiers such as Support Vector Machines can
provide smooth probabilistic areas for separating points. For example, the blue and the red points
of Coreness vs. Closeness strongly interweave, and the SVM managed to find good separation areas
compared to Logistic Regression and Decision Trees. This is why we will basically resort to the
SVM in the following results⁶.

⁶The technical details of the SVM can be found here [CV95] and are explained in Chapter 2.
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Figure 8.8.6: The figure shows the ability of the machine learning classifiers to segregate non-
linearly separable data. We show a 2-D representation of the attributes of the Business Startups
for the period between Jan-2010 and Mar-2010. The leftmost panels are the 2-D features before
the classification was performed. The red points are False instances, and the blue points are True
instances. The red “+” markers and the blue “+” markers are the False and True instances to be
classified by the classifier, i.e., the test samples. The other points, none of which are “+” points,
are the training points, where the training and the testing points were randomly split with a ratio
of 60 to 40 for training and testing, respectively, with Python’s random seed zero. The color
gradient in the prediction plots is the probability of the prediction, i.e., the darker the color, the
closer the probability to 1 or 0 (where 1 means the node departed and 0 means it did not depart).
The classifiers used are those classifiers that give a probability as a classification result, namely:
SVM with Gaussian kernel [CV95]; DT : decision trees [Qui86]; NB: Naive Bayes [Zha04];
QDA: the Quadratic Discriminant Analysis [Cov65]; LR: Logistic Regression [WD67]. We
used the scikit-learn package [PVG+11] of Python for the previous algorithms with their default
parameter values.
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Prediction results

In this section, we present the prediction results of the machine learning prediction framework.
Before presenting the results, we will show the baseline results for a sound comparison.

Baseline classifier

There is always the possibility that the classification result is due to chance. To make sure that the
results we have are significant, we performed multiple experiments with a baseline classifier. These
classifiers are stratified classification (which is classification that respects the distribution of the la-
bel) and one class classification (which is to predict always one class). The first baseline classifier
performed better than the other one; thus, we used it as our baseline. In no case were the results of
the baseline classifier better than the classifier results of our method. In most cases, the prediction
results of the baseline classifier were of accuracy 50%.

Table 8.8.1 shows the prediction results of the Business Startups decayed dataset using the four
variations of the framework and four time periods. The overall prediction results are satisfactory.
The variation Best2 yielded the best prediction results over the other variations for all prediction
periods. One thing to note is that, when the prediction time grew during the prediction period, the
prediction performance increased. One interpretation for this is that the machine learning classi-
fiers were able to learn the depart patterns much better than the stay patterns, given that the de-
cayed communities networks ended with a disconnected network, i.e., all of its nodes had already
departed the network. Similar results were found for the Literature dataset in Table 8.8.2. The pre-
diction results of the Literature dataset are higher than those of the Business Startups dataset. After
investigating the two datasets, we found that the Business Startups community went through two
phases of decay. After the first decay of the community website, there was another relaunch, which
was not successful either and ended with a second phase of decay. This explains its long time span
compared to other decayed communities. Thus, there was a fluctuation in the activity of that com-
munity, which made it harder for the classifiers to identify the real depart patterns in this commu-
nity. Table 8.8.2 shows no significant difference between the four variations of the model, except
for the variation Best1, which shows a slight advantage over the other variations in the 2-months
prediction period.

Itwas tempting to test the alive communities aswell. Hence, weused theLatex alive community
to also predict the departure of their members. The prediction performance for this community
was also satisfactory. Again, the variation Best1 showed a slight advantage over the other variations,
except for the 36-months period prediction, which is considered a long time span to predict, as
shown in Table 8.8.3.
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Attributes 2 Months 4 Months 12 Months 24 Months
A F1 A F1 A F1 A F1

FDM(All) 0.72 0.74 0.68 0.79 0.69 0.79 0.76 0.85
FDM(Best4) 0.73 0.74 0.81 0.72 0.68 0.77 0.72 0.82
FDM(Best1) 0.74 0.73 0.66 0.73 0.66 0.76 0.7 0.81
FDM(Best2) 0.72 0.75 0.80 0.87 0.81 0.88 0.78 0.87

Baseline 0.48 0.44 0.46 0.57 0.45 0.53 0.44 0.56

Table 8.8.1: The table shows the prediction results of the machine learning classifier for the
networks constructed from the decayed Business Startups community dataset. The training
period was from Nov-2009 to Jan-2010. The table shows the prediction for different testing sets,
namely after 2, 4, 12, and 24 months. The prediction was done using different variations of the
attributes model FDM as presented in Section 8.7.1. The table also shows the baseline results
obtained as described in Section 8.8.2.

Attributes 2 Months 4 Months 8 Months 12 Months
A F1 A F1 A F1 A F1

FDM(All) 0.68 0.77 0.83 0.91 0.82 0.9 0.88 0.94
FDM(Best4) 0.7 0.76 0.83 0.91 0.82 0.9 0.88 0.94
FDM(Best1) 0.82 0.85 0.83 0.91 0.82 0.9 0.88 0.94
FDM(Best2) 0.68 0.72 0.83 0.91 0.82 0.9 0.88 0.94

Baseline 0.62 0.75 0.50 0.63 0.72 0.83 0.69 0.81

Table 8.8.2: The table shows the prediction results of the machine learning classifier for the
networks constructed from the decayed Literature community dataset. The training period was
from Aug-2011 to Sep-2011. The table shows the prediction for different testing sets, namely
after 2, 4, 12, and 24 months for different variations of the attributes model FDM presented in
Section 8.7.1. The table also shows the baseline results obtained as described in Section 8.8.2.

Attributes 2 Months 4 Months 12 Months 24 Months 36 Months
A F1 A F1 A F1 A F1 A F1

FDM(All) 0.71 0.7 0.7 0.71 0.73 0.79 0.65 0.74 0.6 0.73
FDM(Best4) 0.73 0.73 0.74 0.78 0.75 0.82 0.83 0.9 0.83 0.9
FDM(Best1) 0.73 0.71 0.74 0.77 0.75 0.82 0.82 0.89 0.81 0.89
FDM(Best2) 0.71 0.67 0.72 0.80 0.74 0.82 0.81 0.88 0.88 0.94

Baseline 0.52 0.44 0.52 0.51 0.51 0.52 0.47 0.55 0.48 0.58

Table 8.8.3: The table shows the prediction results of the machine learning classifier for the
networks constructed from the alive “Latex” community dataset. The training period was from
Jun-2010 to Sep-2010. The table shows the prediction for different testing sets, namely after
2, 4, 12, 24, and 36 months, for different variations of the attributes model FDM presented in
Section 8.7.1. Being alive, the Latex community made it possible to make a prediction using 36
months. The table also shows the baseline results obtained as described in Section 8.8.2.
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Datasets 4 Months 8 Months
Train on (Decayed) Test on (Alive) A F1 A F1

Business Startups Latex 0.83 0.89 0.88 0.94
Statistics 0.79 0.84 0.79 0.81

Literature Latex 0.72 0.74 0.80 0.89
Statistics 0.77 0.80 0.72 0.78

Table 8.8.4: Results of cross-dataset prediction where the training was performed on decayed
communities and the testing was performed on alive communities. We trained the machine
learning classifier on the FDM(Best2), which provided the best results.
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Then, we predicted the future activity of the members of active communities such as the Latex
and the Statistics communities using the inactivity patterns found in decayed communities such as
Business Startups and Literature. Table 8.8.4 shows the prediction results when the classifiers were
trained on the datasets of decayed communities and tested the classifier on the datasets of alive
communities. The results suggest better prediction performance than the prediction on the same
communities, such as the results in Table 8.8.3. For instance, the F1-score for the time period of 4
months was 0.89 when trained on a decayed dataset compared to 0.80 when trained on the Latex
dataset itself. Theprediction also shows satisfactory results for predicting the departure ofmembers
of the Statistics community when learning from the decayed communities.

8.9 Discussion

8.9.1 Answering the research questions

Discussion onRQ1,How efficient is it to predict members departing a social community using network-
based measures?: Based on the previous presentation of the models and the results presented in
Section 8.8, it is clear that using network-based attributes provides good prediction performance in
terms of F1-score and accuracy. The simple predictionmodel showed acceptable prediction results
when only one network-based measure was used. The results were even better and more robust
when multiple network-based attributes were used for the machine learning model. However, not
all of the attributes were of equal quality for decay prediction. For example, theEccentricitymeasure
was rather useless as it showed bad prediction performance when using the STM. Even worse, this
measure is misleading as it showed very high prediction for 24months when using the STM, which
was only the case because its initial λ was calculated as zero.
Discussion onRQ2, What are the network-based properties of the members who departed or are about
to depart a community?: Based on Figure 8.8.2, members with less Betweenness, lessMinCut, lessDe-
gree, less Closeness, or less Coreness are more susceptible to becoming inactive. This conclusion is
also supported by Figure 8.8.5 and by the prediction usingmachine learning with one attribute and
using the STM as shown in Figure 8.8.2. The STM can be utilized as a decay indicator when these
attributes reach the corresponding λ of the members of a community.
Discussion onRQ3, How helpful are the exogenous member attributes in predicting members leaving?:
The attributes used, which are based on exogenous information, also showed the potential for pro-
viding good prediction results. However, not all of these attributes were helpful. Figure 8.8.3 sug-
gests that the network-based measures were more important than the exogenous attributes when
predicting using the machine learning framework.
Discussion on RQ4, Do decayed communities embrace departure patterns that can be used to study
the inactivity of communities that are alive?: Interestingly, the cross-community prediction results
shown in Table 8.8.4 suggest that the departure patterns are independent of the community, as we

161



were able to predict the inactivity of a community from the information of another one. Appar-
ently, the departure patterns are universal across communities when we abstract the interaction as
a network.

8.9.2 Threats to validity

Network Quality

The networks used in the experiments were constructed from interactions between the members
of the StackExchange sub-website as described in Section 8.5.2. To guarantee good quality of the
network, we took the following steps: For each of the communities we used, a link was considered
if it appeared at least once during the training period. Other values for link persistence over time
yielded sparse networks. The training period was selected depending on the number of months
a community survived; for example, for the Business Startups community, the training period for
constructing the network Gt0 was δ = 45 days. We tried different values for δ. For values of δ =

45± 5 days, there was no significant difference in the results. For larger values, e.g., δ = 90 days, we
got a few networks that were very dense andwere hardly able to capture anymeaningful interaction
patterns; for smaller values, e.g., δ = 5 days, we got too many very-sparse networks. The same
argument was applied to the other communities. We do not expect these design decisions to affect
the internal validity of the results.

Training Quality

Thenetworkswe usedwere decaying networks, whichmeans that the nearer the networkwas to the
time atwhich the community closed, themore inactivemember it had. Thismakes prediction easier
for themost recent networks. However, prediction at early timepoints (e.g., 2Months inTable 8.8.1
and Table 8.8.2 ) showed satisfactory results, too, with the ratio between active (did not depart)
and inactive (departed)members being 55:45. Additionally, we did not need any validationmethod
(such as percentage split or k-fold cross-validation) as the training and testing sets are disjoint by
design.

8.10 Conclusion

Network-based attributes are a good representative of activity behavior in online communities. The
STM, which uses only one attribute, can effectively predict users’ inactivity. The method we pre-
sented for predicting the decay of the members of online social communities provides informa-
tion about the attributes of members who became inactive. These attributes, the network-based
attributes, and some other community-dependent attributes can be used as indicators for the alive-
ness of an online community. In addition, these attributes can be used to take counteractions when
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inactivity behavior is detected. In the context of StackExchange communities, such actions may in-
clude new questions and good answer recommendations as well as additional rewards (like badges
and points) for the members. One aspect of the methods contributed to this chapter is compu-
tational complexity. Some network-based attributes are computationally expensive, especially for
large and sparse networks. However, we found that the best results were obtained from attributes
that are easy to compute, like Degree and Coreness [BZ03, BZ11]. We recommend starting with the
STM before using the machine learning classifiers, as the machine learning classifiers are computa-
tionally expensive for large datasets. TheSTMprovides good indications regardingwhich attributes
to use. The optimization of the STM is computationally cheap for a sorted list; it isO(n), where n
is the number of nodes in the graph.

Overall, the prediction performance of the presented model and framework is satisfactory. For
2-month prediction, the upper bounds are 0.85 and 0.82 for F1-score and accuracy, respectively.
For the 4 months, the upper bounds are 0.91 and 0.83 for the F1-score and the accuracy, respec-
tively. The prediction results obtained from time periods that are closer to the shutdown time of a
community cannot be generalized as the life times of the decayed communities are not equal.
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9
Summary

It is well known that people nowadays resort to online social platforms as a basic daily activity
for various reasons. This huge, unprecedented step of partly digitalizing our thoughts, actions,

and behaviors, has contributed to the noticeable expansion of dozens of online social platforms in
many terms, such as their market value, the impact they leave on our lives, the societal change they
drive, and many others. Having said that, new challenges and problems have emerged as a result of
this change in our daily life that need to be addressed on different levels to keep these changes on
the right path.

This thesis has been written in line with this purpose, as its main concern is the dynamics of
the interactions between people in online social networks. In this thesis, these interactions are seen
from the perspective of both network science and data science, where methods and models have
beendeveloped tobetterunderstandhowpeople interact inonline social networks andalsohowthis
interaction decays overtime. In the following sections, a summary of the contributions of this thesis
will be presented, followed by our conclusions, the limitations of our work, and future research
directions.

9.1 Summary of contributions

During the course of this thesis, a set of contributions has been made to the body of the research
and literature. These contributions are mainly related to (1) the dynamics of link formation and tie
strength ranking using external information, and (2) the decay of the interaction between people
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in online social networks. In the following, the contributions of this thesis will be summarized.

9.1.1 Link prediction, assessment, and ranking

In the first part of this thesis, external information, i.e., external interaction networks, were used to
better understand the dynamics of link formation and tie strength ranking in online social networks.
Below, we present a list of the contributions related to this part.

• In Chapter 4, a framework for predicting all the links of a social network was presented. The
framework utilizes any possible external information about the members of the social net-
work that can be represented as networks. The results of the work presented in Chapter 4
support the claim that the link formation process in social networks is driven not only by the
internal structure of the social network but also by the external interactions among the social
network’s members.

• In Chapter 5, a framework for assessing the links of a social network as well as for ranking
the tie strength of these edges was presented. Like the framework presented in Chapter 4,
this framework utilize external information about the members of a social network to better
assess and rank the links in a social network. The framework uses machine learning classifi-
cation techniques to assess and rank the edges of a social network. The results of this chapter
show that it is possible to satisfactorily assess and rank the links of a social network. The
results are supported by a ground truth datasets.

9.1.2 Interaction decay dynamics

In the second part of this thesis, the decay dynamics of the members of a social network as a result
of their inactivity was studied. Below, we present a list of the contributions related to this part.

• InChapter 6, a theoreticalmodel for capturing themechanics of the decay dynamics in social
networks was presented. Additionally, a simulation of the model was provided using data
from decayed social networks.

• In Chapter 7, a model for inactivity cascades was defined, and the corresponding cascades
were extracted from decayed social networks. Then, an extensive analysis was performed on
these cascades, and useful decay patterns and insights into the decay process were identified.
The chapter also includes a prediction model for predicting the virality and size of cascades.

• In Chapter 8, a framework and a model for predicting user inactivity in social networks was
presented. The framework and the model were tested using decayed and alive social net-
works. The results of the prediction are satisfactory in terms of the prediction performance
measures used. The results also reveal insights into the decay patterns that occur duringdecay
processes in social networks.
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9.2 Benefits of the contributions

Thecontributions discussed above can be beneficial regarding different aspects. Below, we list some
of the expected benefits of these contributions, dividing them into two categories: (1) technical-
based benefits and (2) application-based benefits.

9.2.1 Technical-based benefits

The contributions provided in Chapters 4 and 5 could not have been realized without the Network
Vectorizing technique contributed in this thesis (cf. Section 2.4). This transformation is very use-
ful and significantly expands the way we can employ networked data. This transformation with its
two types (node-based and edge-based) bridges the gap between the networks with their classical
representation and the vector space that is used heavily in machine learning. With the features data
model (FDM) built from the networks, link-related problems, such as link prediction, assessment,
and ranking, can be handled effectively and powerfully. Additionally, with this FDM, dealing with
node-related problems, such as predicting a node’s inactivity, becomes viable. Thus, this transfor-
mation is provided in this thesis as a tool for the audience that can also be used in contexts other
than the topic of this thesis (online social networks).

Another technical contribution is the model presented in Chapter 6. Themodel and its proven
viable optimization guarantees can be used in different directions in social contexts. For example,
the model can be used to maximize and accelerate the decay process of unwanted interactions in
malicious networks, such as terrorist networks. Conversely, the model can be used to minimize,
respectively decelerate, the decay process of interactions that need to be prolonged, such as the
decay of customer engagement in an online shop.

9.2.2 Application-based benefits

The contributions of this thesis enable direct applications that can be used in different directions. In
the following, we present a list of some of the applications based on the contributions of this thesis.

• Generally speaking, the ultimate goal of a social network is to keep growing with meaning-
ful and purposeful interaction among its members. Link prediction typically contributes
directly to the achievement of this goal. In particular, the link prediction contribution pre-
sented inChapter 4 can be useful for betterfriend recommendations on online social platforms
because the classical friend recommendations are normally based on the social network it-
self, without taking into account other information that drives the link formation process in a
social network. By utilizing this capability, the quality of the social network can be increased
as latent links canbe identified that are hard to findwithout utilizing external information. As
a result of havingmore true links between themembers of a social network, all of the services
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provided for the members, including better update feeds and targeted ads, can be improved
as a result.

• The link assessment and tie strength ranking provided inChapter 5 have various applications.
For example, fake accounts can be found through the false-positive links in a social network,
and privacy circles in online social networks can be created by using the link ranking method
provided in the same chapter. The method also allows increasing the quality of the links in
a network, which make any subsequent network analysis more reliable. For instance, ruling
out the very low-intensity links from a network makes community detection more robust.

• The applications of the work related to interaction decay dynamics presented in Chapters 6,
7, and 8 aremanifold. For instance, knowing whenmembers’ activity is about to decline (cf.
Chapter 8) is valuable information for service providers, enabling them to initiate counter-
actions and provide incentives for members to prolong their activity. Additionally, the cas-
cade analysis andpredictionpresented inChapter 7provide valuable information about influ-
entialmemberswhose departuremay trigger a leave cascade of othermembers. Moreover, the
patterns of member inactivity found in decayed communities in the work provided in Chap-
ters 7 and 8 can be used as an activity reference model to alive social networks in the sense of
regularly comparing the activity of alive social networks to the reference activitymodel. This
will provide an online indicator about the activity of the social network being monitored.

9.3 Limitations

Throughout the course of this thesis, various challenges arose. Many of themwere solved, but some
remain as limitations of this work. In the following, some of the limitations of this work will be
presented.

Ourmethod for link prediction, assessment, and ranking (cf. Chapters 4 and 5) used data from
a social network in addition to external information. Such external informationmight not always be
available, which represents a challenge regarding the application of the method. Having said that,
this challenge may not be evident when we talk about the interoperability of systems and services
provided online. For example, it is not difficult for a social network platform to gain this exter-
nal information. For example, location, preferences stored in some browsers’ cookies, and sharing
information among different kind of accounts from different services are rich sources of external
information that can be utilized.

Another issue regards the ground truth used for the tie strength ranking contribution provided
in Chapter 5. Ground truth data for tie strength ranking is hard to obtain. Thus, we resorted to a bi-
nary ranker as a gold standardmeasure to evaluate the tie strength ranking provided by themethod.

Finally, from the network perspective, decay dynamics can be seen in terms of node inactivity
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and/or link removal dynamics. In this thesis, we considered only node inactivity as an indication of
a network undergoing a decay process. Although this sounds reasonable, the decay process might
not be limited to node inactivity. For example, link removal can also be seen as a form of decay
dynamics, but this was beyond the scope of this thesis.

9.4 Future outlook

Over the courseof this thesis, a lot of interesting researchquestions emergedmainly fromchallenges
faced during the work. In the following, we present a list of future directions.

9.4.1 Handling the imbalanced nature of sparse networks

Social networks are naturally sparse. This makes the transformed features data model imbalanced,
i.e., the number of vectors representing an edge is much smaller than the number of vectors repre-
senting a non-edge. Thus, any edge proximity-based model is inherently imbalanced. Many tech-
niques exist in the literature to avoid the classification limitation in the case of imbalanced datasets
[KKP06]. In this thesis, weusedSMOTE(SyntheticMinorityOver-samplingTechnique) [CBHK02],
which did not provide any improvement in the prediction performance due to the small datasets we
had. The literature contains a lot of techniques that can be used with larger datasets to handle the
imbalanced nature of some datasets [KKP06]. Thus, an interesting question in this context is:

How can we handle the imbalanced nature of sparse networks in the underlying features data
model?

One idea that we tried, but did not investigate sufficiently, is the use of random graphs with a
fixed degree sequence as data augmentation. The very preliminary results were promising, though
the method needs a lot of work and investigation.

9.4.2 Feature selection of networked-data models

The work presented in this thesis builds mainly on calculating topological measures for both edges
and nodes. Many of thesemeasures are computationally expensive. Thus, feature selection is one of
the challenges we faced during the course of this thesis. To overcome this challenge, we eliminated
features that are highly correlated with other features that can be easily computed, such as degree
and coreness. An interesting research question in this context is:

What are the features that are computationally inexpensive and can be used such that an edge or
a node is represented well in the features data model?
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9.4.3 Network Noisification

Inmanynetwork analysis applications, the robustness of the contributedmethodneeds tobe tested.
For example, the work in Chapter 5 contributes a framework for identifying noisy edges. In order
to test this framework, we injected a random number of edges into the network in an attempt to
find out whether the framework would be able to find these links or not. Now the injected edges
are not necessarily noise; an injected edge may be a latent edge that was simply not observed in
the dataset. Thus, a robust method for adding noisy edges into a network is needed. Hence, an
interesting research question in this context is:

How can a network be efficiently noisified?

9.5 Finalwords

In this thesis, we presented our work on understanding how links are formed in social networks
and how these links can be assessed and ranked using external information. In addition to that, we
investigated the decay dynamics of the interaction among the members of a social network. These
two categories are intended as a step towards understanding how people behave in online social
networks. They are also meant as a step towards coping with the changes imposed by these online
social networks on our lives. Understanding the dynamics of the members of online social net-
works remains an active research area, and this work constitutes as an attempt to answer some of
the questions in that respect.
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