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Abstract

3D hand pose and shape estimation from a single depth image is a challeng-
ing computer vision and graphics problem with many applications such as
human computer interaction and animation of a personalized hand shape in
augmented reality (AR). This problem is challenging due to several factors
for instance high degrees of freedom, view-point variations and varying hand
shapes. Hybrid approaches based on deep learning followed by model fitting
preserve the structure of hand. However, a pre-calibrated hand model limits
the generalization of these approaches. To address this limitation, we pro-
posed a novel hybrid algorithm for simultaneous estimation of 3D hand pose
and bone-lengths of a hand model which allows training on datasets that con-
tain varying hand shapes. On the other hand, direct joint regression methods
achieve high accuracy but they do not incorporate the structure of hand in
the learning process. Therefore, we introduced a novel structure-aware algo-
rithm which learns to estimate 3D hand pose jointly with new structural con-
straints. These constraints include fingers lengths, distances of joints along
the kinematic chain and fingers inter-distances. Learning these constraints
help to maintain a structural relation between the estimated joint keypoints.
Previous methods addressed the problem of 3D hand pose estimation. We
open a new research topic and proposed the first deep network which jointly
estimates 3D hand shape and pose from a single depth image. Manually an-
notating real data for shape is laborious and sub-optimal. Hence, we created a
million-scale synthetic dataset with accurate joint annotations and mesh files
of depth maps. However, the performance of this deep network is restricted by
limited representation capacity of the hand model. Therefore, we proposed a
novel regression-based approach in which the 3D dense hand mesh is recovered
from sparse 3D hand pose, and weak-supervision is provided by a depth im-
age synthesizer. The above mentioned approaches regressed 3D hand meshes
from 2D depth images via 2D convolutional neural networks, which leads to
artefacts in the estimations due to perspective distortions in the images. To
overcome this limitation, we proposed a novel voxel-based deep network with
3D convolutions trained in a weakly-supervised manner. Finally, an interesting
application is presented which is in-air signature acquisition and verification
based on deep hand pose estimation. Experiments showed that depth itself is
an important feature, which is sufficient for verification.
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1.1. Problem Statement

Vision-based markerless 3D hand pose estimation is an essential requirement
for many applications of Human-Computer Interaction (HCI), Virtual Reality
(VR), and Augmented Reality (AR). Whereas, the dense 3D hand mesh is
a richer representation of human hand which is more useful than the sparse
3D hand pose. This dense representation finds many applications in com-
puter vision and graphics, such as immersive interaction in VR and AR,
handling and manipulating with virtual objects, as well as modern gaming
environments. Some interesting applications of hand pose and shape esti-
mation are shown in Figure 1.1. These applications require the estimation
methods to be robust to occlusions, hand shape and size, background clutter,
and camera noise. Further, they require a high accuracy and high speed
for interactive applications. Hand pose estimation has been widely stud-
ied by the Computer Vision (CV) community, especially, in the last decade
[keskin2012hand; oikonomidis2011full; tang2013real; sridhar2013interactive;
mueller2018ganerated; moon2017v2v]. Vision-based simultaneous 3D hand
mesh and pose estimation is a newly emerging research problem which has re-
cently attracted an attention of the CV community [ge20193d; Adnane20193d;
mueller2019real].

Estimating 3D hand pose from a single RGB image is a very challenging
and ill-posed problem mainly, due to the ambiguity of monocular 2D images.
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Chapter 1: Introduction

Figure 1.1.: Some applications of hand shape and pose estimation. (a) Mi-
crosoft HoloLens 2 (b) Hands interaction [mueller2019real] (c) Leap
Motion (d) Action recognition [garcia2018first] (e) In-Air Signature
[fang2017novel] (f) Typing in VR [taylor2016efficient].

With the arrival of low-cost and commercially available depth sensors (e.g.
Microsoft Kinect and Intel RealSense cameras), inferring 3D joint locations
became feasible. Industries such as Leap Motion and Oculus also developed
VR headsets, however, their systems still lack in accuracy and robustness
which is essential for many real-world applications. In the past few years,
huge progress has been achieved in deep learning that demonstrates the power
of learning knowledge from fully or partially annotated data. The success of
depth cameras and deep learning has led to the rapid progress of 3D hand pose
estimation in the recent years. On the other hand, progress in the essential
task such as estimation of 3D hand mesh is hampered, as manual supervision
for such a problem at large scale is extremely expensive. More specifically,
annotating real images for full shape is highly time consuming, laborious and
sub-optimal.

In this work, we aim to solve the unique challenges of hand shape and pose
estimation, by establishing a deep learning based mapping from an input depth
image to the 3D hand mesh vertices and 3D joint positions. For kinematic
stability of the estimated pose and an improved generalized performance, we
also estimate certain intermediate parametric representations of a hand model
such as joint angles, bone vectors, bone-lengths and the structural constraints.
Provided that there is no ground truth 3D hand mesh information available
in public benchmarks, we create the first million-scale synthetic datasets (for
both 1st person and 3rd person viewpoints) that contain depth images with
accurate annotations of 3D hand joint positions, joint angles, 3D mesh vertices
and hand parts segmentation. Our datasets open up new possibilities for
advanced hand analysis.

The input to our hand pose and shape estimation algorithm is a single
depth map acquired from a Time-of-Flight (ToF) camera. A depth map is es-
sentially the projection of 3D points on the hand surface projected to a camera
plane where each pixel value is the distance of the point to the camera plane.

2



1.2. Challenges

Figure 1.2.: (a) Illustration of a hand skeleton which contains 22 3D joints and
a total of 26 DOF. (b) shows a hand mesh which contains 1193 3D
vertices.

The quality of the depth map changes with the characteristics of the sensor
noise (Section 1.2). The outputs of our algorithm are 3D joint locations of
a hand skeleton (i.e. 3D Pose) and 3D vertex locations of a hand mesh (i.e.
3D Shape) as shown in Figure 1.2. In a typical human hand representation
[lin2000modeling], each finger consists of three joints: the MetaCarpoPha-
langeal (MCP), Proximal InterPhalangeal (PIP), and Distal InterPhalangeal
(DIP) joint. A specific Degrees of Freedom (DOF) is assigned to each joint
(Figure 1.2(a)). The root joint has 6 DOF for global rotation and global trans-
lation. The MCP joints have two DOF whereas, DIP and PIP joints have one
DOF. By summation, this hand skeleton contains a total of 26 DOF.

1.2. Challenges

Markerless 3D hand pose and shape estimation is a difficult problem due to
several challenging factors such as many degrees of freedom, severe occlusions,
varying hand shapes and sizes and noisy data.

Many Degrees of Freedom: The hand is a complex and highly articulated
object that exhibits large number of possible DOF. For global viewpoint and
global translation, the hand root (palm center or wrist position) has 6 DOF
(i.e. 3 DOF for global translation and the other 3 DOF for global orientation).
For the articulation of fingers, several DOF for the joints are required to
cover a huge range of complex hand poses. This large pose space coverage is
especially hard for learning-based pose estimation methods, since they need a
large amount of representative training data that ideally covers a full range of
complex hand poses. The variations in viewpoints and articulations together
make the hand pose estimation challenging and complex than that of rigid

3



Chapter 1: Introduction

objects.

Occlusions: Occlusion of hand parts while making variations in the viewpoint
and articulations can pose significant problems in accurate hand pose and
shape estimation. The pose of the occluded parts can not directly obtained
using the other visible parts of hand because of many DOF and independent
movements of the parts. Therefore, the joint locations of the occluded parts
are normally inferred by exploiting the kinematic hierarchy or a statistical
prior on the pose and shape space. Specially, egocentric viewpoints are highly
challenging due to severe occlusion of fingers. These occlusions not only make
the estimations hard, but also annotating real images for both pose and shape
becomes extremely difficult.

Varying Hand Shapes and Sizes: Human hands differ in shapes and sizes
with respect to age, gender, ethnicity, etc. According to the anthropometric
surveys [gordon20142012; mclain2010use], hand lengths vary from 145mm to
215mm for women and 144mm to 231mm for men. Also, the shape of hand
can also vary significantly, for example the length of middle finger can show
variation in ranges 64mm to 77mm for women and 56mm to 68mm for men.
Other factors which can influence the shape are hand mass, palm width and
fingers inter-distances. This high variation requires the training and testing
datasets to cover wide range of hand shapes and sizes for robustness and
generalized performance. Moreover, there is a need to explicitly consider such
differences in the learning-based estimation methods so that they are trained
to be invariant to the different shapes.

Noisy Data: 3D hand pose and shape estimation methods need to be ro-
bust to noisy data. The images acquired from camera contain noise which
is characterised according to the sensor type. The acquired depth images
contain noisy edges, missing depth measurements and hanging pixels [tomp-
son2014real; yuan2017bighand2]. In case of RGB images, shadows can appear
and there can be artifacts due to different lighting conditions. Synthetic coun-
terparts of real data show clear differences due to noise. This discrepancy
between real and synthetic data causes difficulty in learning accurate pose
and shape using from real images. Moreover, it is very hard to accurately
annotate such a noisy real data. Thereby, this causes the annotations to be
noisy or erroneous which can lead to convergence problems during training.

1.3. Thesis Outline

This thesis is structured into three parts.

Part I: CNN-Based Structured Hand Pose Estimation. In the first part
we present CNN-based methods which explicitly incorporate the kinematic
structure of hand skeleton to accurately predict 3D hand pose from a single
depth image (Chapter 3).

In a hybrid approach where the forward kinematics layer is embedded inside
a deep network, we show that simultaneous learning of pose and bone-lengths
parameters is essential for generalized performance over varying hand shapes
and sizes. Prediction of both the parameters allows to automatically adapt

4



1.3. Thesis Outline

the pose and shape of the hand skeleton thereby, leading to accurate 3D pose
estimation.

Further, we propose a structure-aware CNN-based algorithm which learns
to automatically segment the hand from a raw depth image and estimates 3D
hand pose jointly with new structural constraints. The constraints include
fingers lengths, distances of joints along the kinematic chain and fingers inter-
distances. Learning these constraints help to maintain a structural relation
between the estimated joint keypoints. Also, we convert sparse representation
of hand skeleton to dense by performing n-points interpolation between the
pairs of parent and child joints. The structural constraints and the interpola-
tion can be easily used to improve the hand pose estimation accuracy of any
CNN-based discriminative approach.

Part II: Deep Learning-based Hand Shape and Pose Estimation.
In the second part we present 2D and 3D convolutions based approaches to
accurately estimate 3D hand shape and pose from a single depth image.

In Chapter 4 we present the first real-time model-based method to accu-
rately estimate the 3D hand shape and pose from a single depth image. We
propose a new hand pose and shape layer (HPSL) which is embedded inside
our deep network. This layer takes the estimated hand pose, bone scales and
complex shape parameters as inputs, and outputs 3D joint positions and hand
mesh. Moreover, we propose the first million-scale synthetic hand pose and
shape dataset (i.e., SynHand5M) which provides accurate joint annotations,
segmentation masks and mesh files of 5 million depth maps.

However, the performance of the model-based method could be restricted
by the limited shape representation capacity of the statistical deformable hand
model. Therefore, in Chapter 5, we introduce two different real-time struc-
tured approaches for accurate 3D hand shape and pose estimation by using
2D convolutional networks. The first is a weakly-supervised approach which
consists of three novel components: (i)- Convolutional Neural Network (CNN)
based deep network which produces 3D joints positions from learned 3D bone
vectors using a new layer, (ii)- a novel shape decoder that recovers dense
3D hand mesh from sparse joints, (iii)- a novel depth synthesizer which re-
constructs 2D depth image from 3D hand mesh. The second is a simple and
effective direct regression approach to simultaneously estimate 3D hand shape,
pose and structure constraints for both egocentric and 3rd person viewpoints.
In this regard, we propose the first million-scale egocentric synthetic dataset,
called SynHandEgo, which contains 1 million egocentric depth images with
accurate shape and pose annotations, and color segmentation of hand parts.

The above mentioned 2D convolutions based approaches treat depth map
as 2D data. Consequently, the deep network is likely to produce perspective
distortions in the shape and pose estimations. To address this limitation,
in Chapter 6, we propose the first 3D convolutions based architecture which
establishes a one-to-one mapping between the voxelized depth map and the
voxelized hand shape. This one-to-one mapping allows to more accurately
reconstruct the hand shapes. For shape estimation, our architecture produces
two different hand shape representations. The first is the 3D voxelized grid of
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Chapter 1: Introduction

the shape which is accurate but does not preserve the mesh topology and the
number of mesh vertices. The second representation is the 3D hand surface
which is less accurate but does not suffer from the limitations of the first
representation. To combine the advantages of these two representations, we
register the hand surface to the voxelized hand shape. Moreover, our 3D data
augmentation on voxelized depth maps allows to further improve the accuracy
of 3D hand pose estimation.
Part III: In-Air Signature Verification. This part presents an interesting
practical application of 3D hand pose estimation for In-Air signature verifica-
tion (Chapter 7). We are the first to propose a 3D hand pose estimation based
approach to accurately record signatures by making free hand movements in
the air. Further, we explore the potential in the hidden depth feature of in-air
signature trajectory and show that this feature itself is sufficient for in-air sig-
nature verification. In this regard, we propose a new dataset which consists
of 600 signatures recorded from 15 different subjects. This dataset specifically
includes explicit variations in the depth patterns of the collected signatures
from the subjects (persons).

1.4. List of Publications
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Articulated hand pose estimation from a monocular RGB image or a single
depth image has been actively studied in the past few years, especially due to
the recent progress in deep learning. In this chapter, we discuss the state-of-
the-art works related to hand pose estimation and simultaneous hand shape
and pose estimation. Also, we discuss the state-of-the-art methods related
to an interesting practical application of 3D hand pose estimation i.e., In-Air
signature verification.

2.1. Hand Pose Estimation from Depth Images

In general, hand pose estimation methods can be divided into three categories,
namely, generative methods, discriminative methods, and hybrid methods.
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Figure 2.1.: Hand Models. (a) Cylinder model [oikonomidis2011efficient] (b)
Sphere model [qian2014realtime] (c) Cylinder model [tagliasac-
chi2015robust] (d) MANO model [romero2017embodied] (e) Smooth
surface model [taylor2016efficient] (f) Mesh model [ge20193d].

2.1.1. Generative Methods

Hand model-based approaches such as [oikonomidis2011efficient; oikono-
midis2011full; oikonomidis2012tracking; stenger2006model; qian2014realtime;
de2011model; makris2015hierarchical; tagliasacchi2015robust] belong to the
class of generative methods. These methods tend to find the best hand model
configuration that minimizes the discrepancy between the hand hypothesis
and the actual observation. These methods have introduced several different
hand models, kinematics constraints, cost functions and optimization tech-
niques. Oikonomidis et al. [oikonomidis2011efficient] propose a polygonal
hand mesh model. In their hand model, palm is modeled as a cylinder and
two ellipsoids, while fingers are modeled using cones for bones and spheres for
joints. The hand model proposed in [qian2014realtime] used 48 spheres. Gorce
et al. [de2011model] build their mesh model using 1000 facets. [tagliasac-
chi2015robust] used a cylindrical hand model. Figure 2.1 shows several hand
models that have been proposed in the literature. Various optimization tech-
niques have been proposed to find the optimal hand configuration. Some of the
methods introduced stochastic optimization algorithms such as Kalman filter
[stenger2006model] and particle filter [maccormick2000partitioned]. Oikono-
midis et al. [oikonomidis2011efficient] use Particle Swarm Optimization (PSO)
algorithm [kennedy1995particle] to reach the best hand configuration. Andrea
et al. [tagliasacchi2015robust] use Articulated-Iterated Closest Point (ICP) for
the optimization. Generative methods achieve good performance at the cost
of complex energy functions optimizations. While these methods can cover a
wide range of hand poses, they do not explicitly optimize for the hand shape.
Thus, for optimal performance, these methods require a carefully calibrated
initial hand geometry. In addition, generative methods are suitable for con-
tinuous tracking through consecutive frames with predictable and small hand
movements.

2.1.2. Discriminative Methods

Discriminative methods directly regress hand pose from an RGB, depth or
RGB-D image. These methods can be further categorised into two classes,
namely, random forest and deep learning based methods.
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Random Decision Forest (RDF): 3D hand pose estimation methods
such as [tang2014latent; tompson2014real; sun2015cascaded] trained random
forests on image datasets and they have shown good performance. Keskin et al.
[keskin2012hand] estimate hand pose using a multi-layered random decision
forest and also, they perform the shape classification using depth images.
Rogez et al. [rogez20143d] propose a tracking-by-detection framework which
eliminates a need for manual initialization. They considered hand detection
and pose estimation as classification problems, where the classifiers are used
to classify K different discrete hand poses and the background. Tang et al.
[tang2014latent] propose an Latent Regression Forest (LRF) approach for real-
time 3D hand pose estimation from a single depth image. They recursively
divide the input depth image into sub-regions, until each sub-region contains
one joint. Tang el al. [tang2015opening] use separate random forests to predict
partial hand poses in the kinematic hierarchy. [ji2018hierarchical] consider the
hierarchical topology of the hand and use a separate random forest for each
finger to predict 3D joint coordinates.

Deep Learning: With the recent advancement in deep learning, significant
progress has been achieved in 3D hand pose estimation over the past few years.
Tompson et al. [tompson2014real] are the first to use a CNN for hand pose
estimation. They directly regress a separate 2D heatmap for each of the hand
joint positions from the single CNN. They use these predicted heatmaps to
estimate 3D hand pose using inverse kinematics. However, they estimate only
the 2D joint positions, and the third coordinate is acquired from the depth
map, which is problematic for occluded joints. Moreover, the performance of
their method is restricted by the heatmap resolution. Ge et al. [ge2016robust]
extend this work and employed multiple CNNs to estimate heatmaps using
different projections of the depth image. However, their approach requires
a multi-view fusion of the estimated heatmaps as a complex post-processing
step. In a similar way, Wan et al. [wan2018dense] estimate 2D heatmaps but,
in addition, they predict heatmaps which encode the proximity of the input
3D points and 3D vector offsets that point towards the 3D joint locations.
Finally, to obtain the 3D joint positions, their method requires a complex
post-processing step.

Deng et al. [deng2017hand3d] convert the input depth image into a
3D volumne and employ 3D CNN to estimate the 3D pose. Ge el al.
[ge2017robust] generate the 3D volumetric representation of the hand pix-
els with projective D-TSDF from the 3D point cloud. They use a single 3D
CNN which directly produces 3D hand positions from the 3D volumetric rep-
resentations. Ge et al. [ge2018hand] propose Hand PointNet which directly
processes the 3D point cloud of the depth map. Thereby, modeling the visible
surface of the hand for pose regression. To further improve the accuracy of
fingertips, they introduced a fingertip refinement network that directly takes
the neighboring points of already estimated fingertip location as input to re-
fine the fingertip location. Ge et al. [ge2018point] propose a point-to-point
regression network which takes normalized 3D hand points as network input
and outputs a set of heat-maps as well as unit vector fields on the input point
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cloud. In the post processing step, they infer point-wise offsets to hand joints
and estimate the 3D hand pose. Moon et al. [moon2017v2v] propose an
effective and powerful voxel-to-voxel network which establishes a one-to-one
relation between the depth map and 3D pose. They transformed the input
depth image into a fixed resolution voxelized form and employ a 3D CNN to
estimated 3D heatmaps of 3D joint positions. They demonstrate that the one-
to-one mapping between the depth map and 3D pose is important for highly
accurate 3D hand pose estimation. However, extending this work for shape
estimation by directly regressing 3D heatmaps of mesh vertices is not feasible.
Therefore, we will address this problem in this thesis and propose the first
voxelized grid based approach to estimate hand shape and pose from a single
depth image.

Wan et al. [wan2016hand] uses surface normals instead of depth map. How-
ever, surface normals are not directly accessible from current depth sensors
and hence introduce an additional computational overhead. Neverova et al.
[neverova2017hand] combine a CNN-based hand segmentation of the hand
parts with regression of joint locations, but the segmentation is sensitive to
the depth camera noise. Wan et al. [wan2017crossing] use Generative Adver-
sarial Networks (GANs) and Variational Autoencoders (VAEs) to effectively
learn a shared latent space for 3D hand pose estimation. However, the train-
ings of these several networks are performed in a complex procedure. Chen
et al. [chen2018shpr] an effective end-to-end approach to estimate 3D hand
pose directly from point sets. They propose a strategy that fuses information
from semantic segmentation network and regression network to achieve more
representative features for hand pose estimation. All these methods addressed
only the problem of 3D hand pose estimation and also, they do not explicitly
incorporate the kinematic constraints of the hand skeleton.

2.1.3. Hybrid Methods

These approaches tend to combine the advantages of discriminative and gener-
ative methods thereby, considering the kinematic constraints and making the
hand tracking more robust. Sridhar et al. [sridhar2013interactive] propose
a hybrid approach for hand tracking which combines a discriminative, part-
based pose retrieval method with a generative pose estimation method. How-
ever, their method needs a complex multiview RGB camera system. Sharp et
al. [sharp2015accurate] improve the robustness of the hand model fitting pro-
cess with per-frame re-initializations, which are obtained by a discriminative
predictor. Xu et al. [xu2017lie] exploit the kinematic hierarchy of the hand
skeleton. They update and correct an initial pose along the kinematic chain
using Lie-algebra. Sun et al. [sun2015cascaded] iteratively update an initial
hand pose using six stages thereby, approaching the ground truth. The palm
is updated in the first three stages with fingers fixed, and fingers are updated
in the last three stages keeping the palm fixed. [sinha2016deephand] employ
a separate regressor for each finger and estimated the spatial and temporal
features which are combined in a nearest-neighbour formulation. Ye et al.
[ye2016spatial] propose a spatial attention mechanism based approach which
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specializes on each joint, and an additional optimization step to enforce the
kinematic constraints. All these methods need multiple predictors for hand
parts, and often require additional estimators for different iterations of their
algorithms. Hence, a large number of regression models have to be trained
and evaluated. This becomes infeasible with increasing number of joints to
estimate. Particularly, Zhou et al. [zhou2016model] are the first to embed a
hand model layer inside their deep network to enforce kinematics constraints
on the estimated 3D pose. They learn hand joint angles from a single CNN
which are further converted into 3D hand joint positions by the model layer.
However, a big limitation of this work is an assumption of a fixed bone-lengths
hand model geometry during the end-to-end training of their deep network.
Clearly, this limitation restricts the generalization of this approach over dif-
ferent hand shapes and sizes. We will address this problem and come up
with a new method that can be trained to estimate both the hand pose and
bone-lengths of the hand skeleton.

2.2. Depth-Based Hand Pose Datasets

Here we briefly discuss several publicly available hand pose datasets which
we use for training and evaluating our methods, and comparisons with the
state-of-the-art works.

2.2.1. NYU Dataset

One of the most famous datasets for 3D hand pose estimation task is the
NYU hand pose dataset [tompson2014real]. It contains 72,757 training and
8252 test frames of multi-view RGB-D data. The images are captured from
three different viewpoints and annotated with the 3D joint locations. The
dataset was captured using the structured-light-based Primesense Carmine
1.09 sensor. Thus, the depth images show missing information as well as noisy
edges, which makes the dataset very challenging. In our experiments, we use
only the depth data from a single camera (i.e. frontal camera viewpoint).
The dataset has accurate annotations and exhibits a high complexity of hand
poses. One major shortcoming of this dataset is that the training set contains
samples from a single user and the test set samples from two different users.
Hence, this dataset does not contain variation in hand shapes and sizes. The
ground truth contains 36 annotated joints however, the evaluation protocol
for this dataset follows a subset of 14 joints for calculating the metrics.

2.2.2. ICVL Dataset

ICVL dataset [tang2014latent] contains 22K original depth frames including
10 subjects and two test sets with 800 frames each. However, by applying
rotations, the total size of dataset exceeds 300K images along-with the ground
truth. Intel creative gesture camera was used to acquire the depth images.
The depth images have a high quality with hardly any missing depth values
and sharp outlines with little noise. The dataset has good number of complex
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hand poses but, not as complex as NYU dataset [barsoum2016articulated].
Ground truth is created using a search method, guided by a binary Latent
Tree Model (LTM) [choi2011learning]. However, ground truth is not accurate
and the variation in hand shapes and sizes is low. Moreover, their hand
skeleton does not match the actual joint locations of a real hand skeleton
[yuan2017bighand2].

2.2.3. MSRA-2015 Dataset

MSRA-2015 dataset [sun2015cascaded] contains 76,500 depth frames cap-
tured from Creative gesture camera. Images are captured from 9 different
subjects, each performing 17 hand gestures. Ground truth is annotated us-
ing a semi-automatic and iterative process followed by manual corrections
[qian2014realtime]. Training is usually performed on 8 subjects and the se-
quences from 1st subject are used for testing.

2.2.4. BigHand2.2M Dataset

The BigHand2.2M dataset [yuan2017bighand2] is the largest hand pose
dataset so far. It contains over 580K training frames and over 295K test
frames for the pose estimation task. It was captured using an Intel RealSense
SR300, a structured-light sensor. The dataset was automatically annotated
by using six 6D magnetic sensors and inverse kinematics that results in 21 3D
joint locations. However, the labels are rather inaccurate due to the employed
annotation process. The depth images have a good quality, and sharp outlines
with little noise. The dataset is considered very challenging, as it has a large
pose variability, and contains 10 different users, whereas five of them are only
available for testing. The annotations of this dataset match the joint locations
of a real hand skeleton.

There are some other existing real depth-based hand pose datasets from
frontal camera view i.e. Dexter [sridhar2013interactive], SHREC-20171,
MSRA-2014 [qian2014realtime], ASTAR [xu2016estimate]. However, these
datasets either contain small number of original images, missing depth infor-
mation, a few ground truth joint positions or many outliers in the annotations.
Therefore, they are not considered in our works.

2.3. Hand Pose Estimation from RGB Images

3D Hand pose estimation from a single RGB image is particularly a difficult
problem, specifically due to the inherent ambiguities of monocular color im-
ages. In the past few years, hand pose estimation from RGB images has been
actively studied [simon2017hand; mueller2018ganerated; panteleris2017using].
However, due to the lack of RGB datasets, current state-of-the-art meth-
ods create synthetic datasets ([zimmermann2017learning]), or use GANs to

1http://www-rech.telecom-lille.fr/shrec2017-hand/
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generate training data [shrivastava2017learning; mueller2018ganerated]. [si-
mon2017hand] propose a multiview bootstrapping approach to estimate 2D
hand pose by iteratively fine-tuning the estimation results. They propose
an automatic method to generate an annotated RGB dataset using a panop-
tic studio camera setup. Mueller et al. [mueller2017ganerated] propose to
use RGB-D input to estimate 3D hand pose from an egocentric viewpoint,
where the hand is interacting with objects. Zimmermann et al. [zimmer-
mann2017learning] estimate 3D hand pose from single RGB image in three
steps: hand segmentation, 2D hand pose estimation and 3D hand pose esti-
mation. They also created a perfectly annotated synthetic dataset however,
it lacks realism. Paschalis et al. [panteleris2017using] estimate an absolute
3D hand pose using a two step pipeline. The first step is to estimate the 2D
hand pose using a CNN. The second is to estimate 3D hand pose by opti-
mizing the hand model in 3D space with inverse kinematics. Mueller et al.
[mueller2017ganerated] perform 3D hand tracking from rgb images by com-
bining a CNN with a kinematic 3D hand model. To train their model they
use an image-to-image translation network to create large amount of semi-real
(GANerated) images that have perfect annotation and also have the same
statistical distributions as real images. However, their method requires a pre-
defined hand model for each subject and the hand model is obtained by a
per-user skeleton adaptation process.

2.4. Simultaneous Hand Shape and Pose Estimation

Deep learning based simultaneous estimation of 3D hand shape and pose is
a novel and challenging problem which has many applications. We propose
the first novel framework to estimate 3D shape and pose from a single depth
image. Thereafter, a few more works from us, Ge et al. [ge20193d], Adane et
al. [Adnane20193d] are proposed. Ge et al. [ge20193d] regress 3D hand mesh
and pose using a weakly-supervised approach from a monocular RGB input.
They estimate 2D heatmaps of hand joints as intermediate representations
which are combined with RGB image features to estimate hand shape via a
Graph CNN. Thereafter, they regress the 3D pose from the estimated hand
shape. However, their approach greatly relies on the pseudo-ground truth of
real data, which is obtained using a pre-trained model with labeled synthetic
RGB dataset. Moreover, their 3D pose estimation accuracy directly depends
on the quality of real hand shape estimation. We will address these problems
in this thesis and propose several solutions for an accurate 3D hand shape and
pose estimation from a single depth map.

2.5. Signature Verification

Signature-based verification methods can be classified into three categories,
namely, offline, online and in-air signature verification. In offline methods, the
signature is taken on paper and verification is performed using it’s camera-
captured or scanned image in 2D [robert2015offline; chandra2016offline; bhat-
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tacharya2013offline]. For 2D signature verification, these methods have used
support vector machine (SVM), pixel matching (PM) and artificial neural
network (ANN). Online methods use a tablet or a pad to acquire a digital sig-
nature using e-pen or fingertip movement on a digital display screen. This way
of capturing the signature allows to record dynamic features of the signature
trajectory such as pen pressure and acceleration. Verification in online meth-
ods has been performed using hidden markov model (HMM) [van2007using] ,
SVM [gruber2010online] and dynamic time warping (DTW) [martens1996line;
feng2003online]. Among these verification techniques, DTW has been the most
effective and widely-used algorithm due to its ability to well align the temporal
signals [bailador2011analysis]. In-air signatures have been acquired using the
camera of a Google Glass (i.e., egocentric view) or by placing camera in front of
the subject (i.e., 3rd person view), or using a movement sensor in a cell phone
[fang2017novel; jeon2012system; sajid2015vsig; bailador2011analysis]. For in-
air signature verification, [jeon2012system; sajid2015vsig; malik20183dairsig]
employed DTW algorithm whereas, Fang et al. [fang2017novel] developed a
fusion algorithm based on fast fourier transform (FFT) and DTW.

2.5.1. In-Air Signature Verification

Comprehensive reviews on off-line and on-line signature verification have
been reported in [kumar2016survey; yadav2013survey; dalal2016performance].
Keeping in view the relevance with our work, here we discuss the published lit-
erature on in-air signature verification. Katagiri et al. [katagiri2002personal]
propose the first free space personal authentication system. They adopt a
high speed video camera to acquire in-air signature trajectory. For verifi-
cation, they employ a commercial signature verification engine provided by
CyberSIGN JAPAN Inc 2. In [takeuchi2013multimodal], Takeuchi et al. com-
bine hand shape features with RGB camera to capture handwriting motion
in the air. Keeping in view the extended use of smartphones in various ap-
plications, Diep et al. [diep2015sigver3d] use motion sensor in a smartphone
to record signature data. They use SVM for verification. Matsuo et al. [mat-
suo2007arm] introduce an adaptive template update method in order to im-
prove long term stability in arm swing motion. Jeon et al. [jeon2012system]
adopt a low cost depth camera to capture in-air signature trajectory. In or-
der to record the signature trajectory, they introduced a heuristic approach
to detect the palm center position. Bailador et al. [bailador2011analysis] in-
vestigate various pattern recognition techniques, i.e., HMM, Bayes classifier
and DTW, for authentication. The best performance was shown by the DTW
algorithm. In order to capture in-air signature trajectory, the authors used
an embedded 3D accelerometer in a mobile phone. With the recent trend
towards wearable technology, Sajid et al. [sajid2015vsig] propose a new in-
air signature acquisition method using the Google Glass. They use a motion
based video segmentation algorithm along-with a skin color based hand seg-
mentation in order to acquire signature data. A video based in-air signature

2http://www.cybersign.com
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verification system using a high speed RGB camera has been introduced by
Fang et al. [fang2017novel]. They trace fingertip using an improved track-
ing learning detection (TLD) algorithm. For verification phase, the authors
develop a fusion algorithm based on an improved DTW and the Fast Fourier
Transform (FFT). Recently, Khoh et al. [khoh2018air] propose a predictive
palm segmentation algorithm to create a motion history image (MHI) using
a depth sensor. Afterwards, they produce a two-dimensional representation
of hand gesture signature based on the MHI. All of the methods mentioned
above, treat and process in-air signature trajectory in the conventional on-line
form. However, we emphasize that in-air signature encloses a unique hidden
depth feature which should not be ignored in the acquisition and the verifica-
tion. In this thesis, we also investigate the potential in this important feature.
On the other hand, the reported methods for fingertip tracking are based on
heuristics which are not feasible for practical applications. Inspired by the re-
cent progress in deep learning based hand pose estimation using a depth sensor
[yuan2018depth], we propose a new real-time algorithm for in-air acquisition
which regresses the 3D hand pose rather than detecting only fingertip or palm
center. Therefore, the proposed method is not restricted to any specific hand
pose and has the ability to perform well in cases of occlusion.
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3.1. Introduction

Current hybrid approaches based on deep learning followed by model fitting
preserve the structure of hand during the training process. However, an indi-
vidualized hand model hinders the generalization of these methods over vary-
ing hand shapes and sizes. Particularly, Zhou et al. [zhou2016model] propose
an efficient model based deep learning approach as an alternative to genera-
tive post-processing step in hybrid methods. However, a big limitation of this
work is an assumption of a fixed bone-lengths hand model geometry during
end-to-end training. Our idea is to estimate not only the 3D hand pose but
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also the bone-lengths of hand skeleton at the same time. Thus, we introduce a
novel hybrid algorithm which simultaneously estimates the 3D hand pose and
bone-lengths of hand skeleton (Section 3.2). To this end, hand scale param-
eters are learned to facilitate the end-to-end training process of model based
deep learning approach thereby, leading to promising results for 3D hand pose
estimation. In order to show the validity of our approach, a hand pose dataset
with large variation in hand shapes and sizes is necessary. Several real hand
pose datasets are publicly available, but individually, these datasets lack in
varying hand shapes and sizes of subjects, number of original depth images
and complexity of hand poses [barsoum2016articulated]. Therefore, we com-
bine most commonly used real hand pose datasets and convert them into a
single unified format, we call HandSet.

On the other hand, deep learning-based direct regression methods achieved
highest accuracies on public benchmarks (see Chapter 2). Despite of the
fact that these methods achieve higher accuracy, they do not well exploit the
structural information of hands during the learning process [zhou2016model;
yuan2018depth; malik2017simultaneous]. Specifically, independent learning of
sparse joint positions with no consideration to joint connection structure and
hand skeleton constraints leads to coarse predictions. This is the main reason
these methods still generalize poorly on unseen hand shapes [yuan2018depth]
and consequently, not directly usable in practical VR applications. Therefore,
in Section 3.3, we introduce a novel structure-aware CNN-based discriminative
approach which incorporates the structural constraints of hand skeleton and
enhances the loss function for better learning of 3D hand pose. Our main idea
is to jointly learn the 3D joint keypoints and the hand structure parameters.
Thereby, facilitating the CNN to maintain a structural relation between the
estimated joint keypoints. Our method is simple, efficient and effective. It
optimizes a combined loss function of 3D joint positions and simple structural
constraints of the hand skeleton. The constraints comprise of fingers lengths,
fingers inter-distances and distances of joints in the kinematic chain of the
hand skeleton (kinematic distances). These constraints are easy to learn and
guide the optimization process to estimate more refined and accurate 3D hand
pose. Another contribution which helps to improve the accuracy is to convert
the sparse joints keypoints to dense representation. To this end, we perform
n-points interpolation between the pairs of parent and child ground truth joint
positions along the kinematic chain of hand skeleton. These simple strategies
can be easily used to improve the accuracy of any CNN-based discriminative
method without additional cost.

In addition, existing hand pose estimation methods assume already seg-
mented hand region from a raw depth image as input to their algorithms.
The hand segmentation approaches are mainly based on heuristics or ground
truth annotation which make them difficult to use in practical applications.
The problem of hand segmentation is not well addressed in the existing
works. Hence, our second contribution is a new CNN-based hand segmentation
method to extract the hand region from a raw depth frame. For training over
images with varying backgrounds and camera noise, we combine several exist-

20



3.2. Model-based Approach with Bonelengths Adaption

ing hand pose datasets including a new dataset which we capture to include
more variation in hand shapes. The combined dataset will be public.

By performing exhaustive evaluation of our algorithm, we show the effec-
tiveness of our hand segmentation algorithm, n-points interpolation strategy
and learning the structural constraints jointly with the 3D hand pose. Ex-
periments show that our method performs better than several state-of-the-art
hand pose estimation on the NYU public benchmark.

3.2. Model-based Approach with Bonelengths Adaption

In this section, we explain our proposed model-based approach for simulta-
neous hand pose and skeleton bone-lengths estimation from a single depth
image.

3.2.1. Combined Dataset and Pre-Processing

First step to merge different datasets is to select the number of common joint
positions present in all datasets. ICVL dataset has least number of joints. We
consider corresponding 16 joints in the NYU and MSRA-2015 datasets and
remove additional joints for consistency. Since, each dataset uses different
depth camera to acquire images, we need to pre-process the depth frames
according to their respective camera intrinsics, frame resolutions and depth
range. Inspired by the method in [zhou2016model], for depth invariance, the
images are cropped around palm center in all three dimensions (u, v and
depth) using a fixed size bounding box. Then, depth values are normalized
to [−1, 1]. The 3D joint locations are also normalized in range [−1, 1] using
the bounding box. The final pre-processed image is of 128 x 128 dimension
and has 16 ground truth annotations which include 12 internal joints as shown
in Figure 3.1 and four finger-tips. The HandSet contains 450K pre-processed
training depth images, 18K test images and 20 different subjects.

3.2.2. Hand Pose and Bone-Lengths Estimation

In this subsection, we explain our approach for simultaneous estimation of
hand pose and bone-lengths of the hand skeleton using a hybrid forward kine-
matics layer and deep architectures.

Hybrid Forward Kinematics Layer: Figure 3.1 shows our hand skeleton.
We assume a zero pose vector (i.e. pose with all parameters set to zero) as the
reference hand pose. All other poses are defined relative to this reference pose.
We initialize the hand skeleton by the averages of individual bone-lengths from
ground truth annotations of each dataset. Given the hand pose and scale
parameters, the hybrid forward kinematic layer (see Figure 3.3) implements a
forward kinematic function Fk defined as:

Fk(Θ, S) = J (3.1)
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Figure 3.1.: Illustration of our hand skeleton with 21DOF.
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Figure 3.2.: Illustration of 3D joint transformations of four adjacent joints
of initial hand skeleton using forward kinematics process. As-
suming 1DoF for each joint and considering three rotations
at j0, j1, j2 among z axis, the relative position of joint j3
with respect to reference joint position j0 can be calulated as
(x3, y3, z3,1)

T = [Transx(S1L1)] × [Rotz(θ1)] × [Transx(S2L2)] ×

[Rotz(θ2)] × [Transx(S3L3)] × [Rotz(θ3)] × [0,0,0,1]T .

Where Θ = {θp}, p = {1,2,⋯,21} is a vector of pose parameters, S = {sl}, l =
{1,2,⋯,15} defines the hand scale factors associated with bone-lengths and J =

{jn}, n = {1,2,⋯,16} is a vector of the predicted joint positions.

The 3D transformation of each of the 16 joints in J is derived from its joint
angles for rotation and scaled bone-lengths for translation. The global 3D
position (xn, yn, zn) of a joint is obtained by applying series of transformations
(rotational and translational) along the path starting from hand root joint to
this joint as shown in Figure 3.2.

Cost function is obtained by using Euclidean 3D joint location loss given
as:

1

2
∥Fk(Θ, S) − JGT ∥

2 (3.2)

Where JGT is a vector of 3D ground truth joint positions.

Since, Equation 3.1 is differentiable with respect to both pose parameters Θ
and hand scales S, hence, it can be used in deep network to compute gradients
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3.2. Model-based Approach with Bonelengths Adaption

Figure 3.3.: Illustration of our model for simultaneous hand pose and skeleton
estimation. The algorithm starts from three convolutional layers and
two fully connected layers. The last fully connected layer outputs hand
pose parameters (Θ) and scale parameters (S) associated with the
bone-lengths of the skeleton. In the end, a hybrid forward kinematic
function is applied that outputs 3D joint positions using the hand
scale and pose parameters.

for back-propagation. The Jacobian of Fk with respect to Θ is defined as:

∂Fk
∂Θ

=

⎡
⎢
⎢
⎢
⎢
⎢
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⎣

∂j1
∂θ1

∂j1
∂θ2

⋯
∂j1
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⋯
∂j2
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⋮ ⋮ ⋱ ⋮
∂j16
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⋯
∂j16
∂θ21

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3.3)

The Jacobian of Fk with respect to S can be defined in a similar way. Par-
tial derivative of a joint jn in J with respect to a pose parameter θp can be
calculated as:

∂jn
∂θp

= (∏
c∈Pc

[Rotφ(θ)] × [Transφc(ScLc)])[0,0,0,1]
T (3.4)

where,

Rotφ(θ) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Rotφc(θc) if c ≠ p

Rotφ
′
c(θc) if c = p

Pc is the set of joints along kinematic chain from jn to the root joint and φ is
the rotation axis.

Similarly, we compute partial derivative of a joint jn in J with respect to a
scale parameter sl as:

∂jn
∂sl

= ∑
k∈Pk

[(∏
c∈Pc

[Rotφc(θc)] × [Transφ(SL)])[0,0,0,1]
T ] (3.5)

where,

Transφ(SL) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Transφc(ScLc) if c ≠ k

Transφ
′
c(ScLc) if c = k

and, Pk is the set of parent joints of jn that share the same scale parameter
sl.
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Deep Architectures with Hand Scales: Human hands differ in individual
fingers and palm sizes. There is a need to explicitly consider such differences
during training. Therefore, we introduce various scales of hand as additional
learning parameters to facilitate CNN training on H andSet as shown in Fig-
ure 3.3. These scales factors are learned by the CNN along-with the pose
parameters.

We propose three implementations of our method explained in the follow-
ing subsections and compare their performances in Section 3.2.4. We build
our CNN architecture based on the baseline architecture proposed in [ober-
weger2015hands], mainly for the sake of fair comparison. The pipeline of our
algorithm is shown in Figure 3.3. The architecture of CNN comprises of 3
convolutional layers using 5, 5, 3 kernel sizes respectively. Max pooling layers
are then connected using strides 4,2,1 with zero padding. The feature maps
from convolutional layers are of size 12 x 12 x 8. Two fully connected layers
consist of 1024 neurons each. Dropout layers are added with dropout ratio of
0.3. All convolutional layers use ReLu as activation.

GlobalScale: In this architecture, we define a global scale for the hand
skeleton such that it can symmetrically vary its size. In Figure 3.3, the last
fully connected layer outputs pose parameters and additional global hand scale
parameter s, shared by all 15 bones of the hand skeleton. Larger scale value
results in bigger hand skeleton and vice versa. The hybrid forward kinematic
layer takes this scale parameter as input along-with pose parameters and com-
putes 3D joint positions according to Equation 3.1. The partial derivative of
a joint with respect to the global scale parameter can be computed using
Equation 3.5.

5Scales: This architecture associates five separate hand scale parameters
from tips of the five fingers to the palm center (root joint). These parameters
allow the individual fingers to vary their lengths according to their respective
scale values, thereby adding a flexibility to both shape and size of the hand
skeleton. These parameters are defined by S as:

S = {sf 1, sf 2, sf 3, sf 4, sf 5} (3.6)

Given the pose parameters Θ and S, forward kinematic function defined by
Equation 3.1 is applied to estimate more accurate 3D joint locations. Using
Equation 3.5, the partial derivative of a joint with respect to its associated
finger scale parameter is calculated.

MultiScale: In this architecture, we assign a separate scale to each bone of
our hand skeleton. Each bone-length can be estimated independently of other
bones. Hence, this architecture provides the maximum flexibility to adapt
shape and size of the hand skeleton.

3.2.3. Network Implementation Details

For end-to-end training of our model, we use Caffe open source framework for
deep networks [jia2014caffe]. The network is trained until convergence with a
fixed learning rate of 0.001 using 0.9 as SGD momentum. We perform data
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Figure 3.4.: Sample results from our 5Scales architecture. The predicted 3D joint
positions are displayed on the depth images. The rows show images
from NYU, MSRA-2015 and ICVL datasets, respectively from top to
bottom.

augmentations i.e. rotations and scalings during training phase. The complete
framework runs on a PC with Nvidia GeForce 1070 GPU. One forward pass
takes 7ms.
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Figure 3.5.: Sample images with overlaid predicted 3D joint positions from
our model with hand scale parameters (top row) and Zhou et al.
[zhou2016model] without hand scale parameters (bottom row), when
trained on HandSet dataset.

3.2.4. Experimental Evaluation

In this subsection, we illustrate the accuracy of our model through both
qualitative and quantitative results and comparisons with the state-of-the-art
hybrid methods. We do not claim to exceed the accuracy of recently pub-
lished discriminative methods [ge2017robust; guo2017region] which neglect
hand model geometry i.e. kinematics and physical constraints. Instead, we
provide a performance comparison with the existing hybrid methods to val-
idate our algorithm that fully exploits a flexible hand model geometry and
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Figure 3.6.: Hand pose inference results on unseen images from our model and
Zhou et al. [zhou2016model]. Our model shows good results while the
compared model fails to converge.

Figure 3.7.: Some failure cases are shown from our GlobalScale architecture (a and
b) and MultiScale architecture (c and d). In (a) and (b), smaller global
scale leads to incorrect poses. In (c) and (d), we see inconsistency in
bone-lengths due to independent scales estimation.

estimates the 3D hand pose and bone-lengths of the hand skeleton simultane-
ously. Notably, famous public datasets such as NYU and ICVL contain low
variation in hand shapes and sizes (see Section 2). However, we demonstrate
our results on these datasets for completeness. We use two common evaluation
metrics. First is the average 3D joint location error on test dataset. Second,
fraction of test frames for which maximum predicted 3D joint error is below
a certain threshold in millimeter.

Qualitative Evaluation: Some challenging hand pose images from three
datasets along-with predicted joint positions from our model are shown in
Figure 3.4. We show some sample images with overlaid hand skeleton from
our 5Scales model and deep model [zhou2016model] in Figure 3.5. Our model
shows very good results whereas, the compared model is unable to converge
successfully leading to inaccurate 3D hand joint positions and bone-lengths.
We tested the 5Scales model with Zhou et al. [zhou2016model] on unseen
images acquired from three different users. Our model is able to infer hand
pose quite accurately whereas, the other model fails to converge (see Figure
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Methods 3D Joint Location Error

Zhou et al. [zhou2016model] 18.7mm
MultiScale [Ours] 15.1mm
GlobalScale [Ours] 15.3mm
5Scales [Ours] 12.7mm

Table 3.1.: Quantitative comparison of our three architectures and Zhou et al.
[zhou2016model] on HandSet test dataset.

Methods 3D Joint Location Error

Oberweger et al. [oberweger2015training] 16.0mm
Zhou et al. [zhou2016model] 17.0mm
Ours 16.2mm

Table 3.2.: Quantitative comparison on NYU test set.

3.6). Some failure cases from our two other architectures (GlobalScale and
MultiScale) are shown in Figure 3.7. Incorrect bone-lengths estimation from
GlobalScale architecture can happen due to a single scale parameter associ-
ated with all bones of the hand skeleton. On the other hand, in MultiScale
architecture, independent learning of each bone-length of the hand skeleton
may result in incorrect bone-lengths estimation.

Quantitative Evaluation: We trained our three architectures (GlobalScale,
MultiScale and 5Scales) as well as publicly available model based deep archi-
tecture [zhou2016model] on H andSet. Notably, [zhou2016model] fails when
trained on H andSet. This is mainly due to the fact that they assume a fixed
hand model geometry during end-to-end training. We summarize the compar-
ison of accuracies in Figure 3.8 and Table 3.1. Our 5scales architecture shows
the best accuracy and proves that our approach works well with large variation
in hand shapes and sizes. On NYU dataset, our accuracy is comparable to
Oberweger et al. [oberweger2015training] on common joints (see Table 3.2).
On ICVL dataset, our method shows improved performance in comparison to
other state-of-the-art hybrid methods (see Table 3.3). Since, NYU dataset
has no variation (one subject) and ICVL has low variation in hand shapes and
sizes, therefore one can see a clear advantage of our method on ICVL dataset
while a comparable performance on NYU dataset. Figure 3.9 shows a more
detailed comparison on individual joints in ICVL dataset.

Methods 3D Joint Location Error

LRF [tang2014latent] 12.6mm
Zhou et al. [zhou2016model] 11.5mm
Ours 10.0mm

Table 3.3.: Quantitative comparison on ICVL test set.
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Figure 3.8.: Qualitative comparison of our proposed architectures (GlobalScale,
MultiScale and 5Scales) vs. Zhou et al. [zhou2016model] on HandSet
test dataset. The upper shows the fraction of frames in error within
thresholds and the lower shows the mean error on individual joints.

Figure 3.9.: comparison with respect to mean error on individual joints with the
state-of-the-art hybrid methods (LRF [tang2014latent], DeepModel
[zhou2016model]) on ICVL dataset.

3.3. Structure-Aware Direct Regression Approach

In this section, we explain our approach for direct hand pose regression which
incorporates new hand structural constraints, and a CNN-based hand segmen-
tation method from a raw depth frame.

3.3.1. Method Overview

The goal of our pipeline is to estimate more stable and accurate 3D joint
positions J , given a raw depth input Do. To this end, we simultaneously
optimize for J , fingers lengths FL, fingers inter-distance FD and kinematics
distances KD to facilitate the learning of 3D joint positions in a structured
manner. Our pipeline is shown in Figure 5.2. Do is resized and then colorized
(using the JET colormap) by a function g. The output RGB image Di is of
size 227 x 227 x 3. Di is passed as input to the PalmCNN to directly regress
hand palm center (u,v) in image coordinates. Then, a cropping function f is
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Figure 3.10.: Our pipeline for hand segmentation and pose estimation. The raw
depth frame Do is given as input to a function g which resizes Do

to 227 x 227 x 3 dimension and colorizes it using the JET colormap.
The output of g (Di) is fed to the PalmCNN to regress 2D hand palm
center (u,v). LPC is the loss for the PalmCNN. The function f crops
the hand region Ds given (u,v). Ds is fed to PoseCNN which outputs
3D joint positions J, fingers lengths FL, fingers inter-distances FD,
and kinematic distances KD.

applied to segment the 3D hand region Ds from the raw depth frame Do. The
colorization step is simple and helps to improve the accuracy; see Section 3.3.6.
Finally, the PoseCNN takes Ds as input and estimates 3D joint positions J ,
fingers lengths FL, fingers inter-distance FD and kinematics distances KD.
The PoseCNN comprises of a CNN and a regressor; see Section 3.3.3 for details.
The PalmCNN and the PoseCNN are trained separately.

3.3.2. CNN-based Hand Segmentation

The function g simply resizes and colorizes Do to be fed as input to the Palm-
CNN. The output Di of g is an RGB image of size 227 x 227 x 3. The task of
the PalmCNN is to estimate the pixel coordinates of the center of the hand re-
gion i.e. palm center (u,v). The CNN architecture of the PalmCNN is similar
to the AlexNet [krizhevsky2012imagenet] except that the final fully connected
layer regresses the palm center. The softmax loss layer is replaced by euclidean
loss layer. The euclidean 2D palm center loss is given as:

LPC =
1

2
∥PC −PCGT ∥

2 (3.7)

Where LPC is the palm center loss and PCGT is the ground truth palm cen-
ter. To train the PalmCNN, we combine four of the publicly available hand
pose datasets (i.e NYU [tompson2014real], ICVL [tang2014latent], MSRA-
2015 [sun2015cascaded] and Dexter-1 [sridhar2013interactive]) with a new
dataset which we captured using creative senz3D camera [camera˙Senz3D].
This additional small scale dataset is captured because the public datasets
lack in hand shape variation [malik2017simultaneous]. To obtain the ground
truth palm center, we employ the generative method proposed by [tagliasac-
chi2015robust]. We captured depth images from five different subjects. Our
dataset contains 8000 original depth images. Notably, the variation in hand
position should cover the whole image space. Therefore, we create around 10

29



Chapter 3: CNN-Based Structured Hand Pose Estimation

Figure 3.11.: The left figure shows the graphical representation of two of the struc-
tural constraints i.e. Fingers lengths and Fingers inter-distances.
The hand skeleton on the right shows the interpolated points (n = 2)
between the sparse ground truth joint positions.

augmented copies of every depth frame in the combined dataset by translating
it around the whole image using the ground truth hand palm center position.
The total number of training and testing frames are 4.55M and 200K respec-
tively. We fine-tune the AlexNet (pre-trained on ImageNet dataset) with the
combined dataset. The crop function f takes the estimated (u,v) and Do as
inputs and segments the 3D hand region; see Section 3.3.6 for details about f.
The resultant image Ds is of size 224 x 224.

3.3.3. Hand Structural Constraints

In our pipeline, the PoseCNN aims to jointly estimate the hand joint keypoints
J and additional constraints (i.e. fingers lengths FL, fingers inter-distance FD,
kinematic distances FD). During training, these constraints help to maintain
a structural relation between the joints positions. The ground truth for the
constraints can easily be obtained from the ground truth joint positions. The
euclidean 3D joint positions loss LJ is given as:

LJ =
1

2
∥J − JGT ∥

2 (3.8)

Where JGT ∈ RPx3 is a vector of 3D ground truth joint positions. P is the
number of joint keypoints. The constraints are explained as follows:
Fingers lengths: We first calculate J-1 hand bone-lengths from the ground
truth joint positions using the standard 3D euclidean distance formula. To
obtain a finger’s length fl, we add the bone-lengths from the base joint (mcp)
to the finger-tip joint (tip) as shown in Figure 3.11. The equation for fl can
be written as:

fl = blmcp−pip + blpip−dip + bldip−tip (3.9)

Where blx−y is the bone-length from a parent joint x to a child joint y. There-
fore, a set FLGT is represented as:

FLGT = {flpinky, f lring, f lmiddle, f lindex, f lthumb} (3.10)
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The euclidean fingers lengths loss LFL is:

LFL =
1

2
∥FL − FLGT ∥

2 (3.11)

Where FL is the vector of estimated fingers lengths.

Fingers inter-distances: The distances between the mcp joints of consecu-
tive fingers for a particular hand mostly remain fixed. However, the distances
between pip, dip and tip joints between fingers can vary depending on the
pose of the hand. The inter-distances between neighboring fingers can easily
be obtained by calculating 3D euclidean distances between respective joints of
the fingers; see Figure 3.11. For example, the inter-distances between index
and middle fingers are evaluated as:

fd(index,middle) = {d(mcpindex,mcpmiddle), d(pipindex, pipmiddle),

d(dipindex, dipmiddle), d(tipindex, tipmiddle)}
(3.12)

Where fd(.) is a set of inter-distances between the joints of two adjacent
fingers and d(.) represents 3D euclidean distance between two joints. Likewise,
inter-distances for remaining finger pairs i.e. (middle, ring), (ring, pinky) and
(thumb, index) can be obtained using Equation 3.12. Hence, a set FDGT can
be expressed as:

FDGT = {fd(index,middle), fd(middle, ring),

fd(ring, pinky), fd(thumb, index)}
(3.13)

The fingers inter-distances loss LFD can be written as:

LFD =
1

2
∥FD − FDGT ∥

2 (3.14)

Where FD is the vector of estimated fingers inter-distances.

Kinematic distances: Hand skeleton bears an inherent kinematic structure
which should not be ignored in the pose estimation task. In this work, we add
a much needed loss function which incorporates kinematic distances of all the
joints in the hand skeleton. Given the set of parents joints Spj of a joint pj
in JGT , the kinematic distance kdj from the root joint to pj can be calculated
as:

kdj =
M−1
∑
i=0

d(JGT i , JGT i+1) (3.15)

Where i ∈ Spj and M is the size of the set Spj . Using Equation 3.15, the
kinematic distances of each joint in JGT can be obtained. Hence, the loss
LKD can be written as:

LKD =
1

2
∥KD −KDGT ∥

2 (3.16)

Where KD and KDGT are the vectors of estimated and ground truth kine-
matic distances.
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Method Implemen-
tations

3D Joint Location Error
J

PoseCNN(J) 15.2mm

PoseCNN(J ∪ FL) 14.7mm

PoseCNN(J ∪ FD) 13.6mm

PoseCNN(J ∪ KD) 13.9mm

PoseCNN(J ∪ FL ∪ FD ∪ KD) 12.9mm

Table 3.4.: We evaluate five different implementations of our PoseCNN on the NYU
hand pose dataset. The PoseCNN(J) is the baseline which is trained
for estimating joint positions only. The PoseCNN(J ∪ FL ∪ FD ∪

KD) performs the best and shows an error improvement of 15.13% on
the estimated J over the baseline.

Total loss: Including the additional constraints (mentioned above) help to
improve the accuracy of hand pose estimation task and maintain the structure
of the hand skeleton; see Section 3.3.6. The final loss equation for the PoseCNN
can be written as:

LT = LJ +LFL +LFD +LKD. (3.17)

3.3.4. Hand Skeleton Interpolation

In order to get a dense representation of hand skeleton, we linearly interpolate
n joints between each pair of parent and child joints in the kinematic hierarchy
of the hand skeleton; see Figure 3.11. We try different number of interpolated
points n and study their effects on the accuracy of the estimated pose; see
Section 3.3.6. As an example, the formulas for interpolating two 3D points
P1 and P2 between two 3D points Pa and Pb are:

P1 = 0.7 ∗ Pa + 0.3 ∗ Pb , P2 = 0.3 ∗ Pa + 0.7 ∗ Pb (3.18)

3.3.5. CNN Architecture and Iterative Regression

The architecture of CNN in the PoseCNN is similar to ResNet-50 [he2016deep]
except that final fully connected (FC) layer which outputs the features ϕ ∈

R1024. The features ϕ are concatenated with an initial estimate of E = {J , FD,
FL and KD} i.e. φ = {ϕ,E}. Initial estimate of E is obtained using the mean
values of {J , FD, FL and KD} from the NYU ground truth annotations.
This estimate is kept fixed during the training and the testing. φ is fed to a
regressor which comprises of two FC layers with 1024 neurons each. Both the
FC layers use dropout layers with ratio of 0.3. The last FC layer contains M
neurons. Where M = 2P (n + 1) + 10n + 21. The regressor aims to refine E in
an iterative feedback manner i.e. Et+1 = Et + δEt. In our implementation, we
use at least three iterations. Directly regressing E is challenging therefore, we
observe that inclusion of the regressor is beneficial.
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n-points Interpola-
tion

3D Joint Location Error
J

PoseCNN(1-point Interp.) 12.80mm

PoseCNN(2-point Interp.) 12.63mm

PoseCNN(3-point Interp.) 12.38mm

PoseCNN(4-point Interp.) 12.17mm

PoseCNN(5-point Interp.) 11.9mm

Table 3.5.: We observe the effects of n-points interpolation between the pairs of
parent and child joints in the kinematic hierarchy of the hand skeleton.
The value of n varies from 1 to 5. 5-point interpolation shows 5.5%
improvement in accuracy. For n > 5, we do not observe notable error
improvement.

3.3.6. Experimental Evaluation

In this subsection, we provide the implementation details, evaluation of our
framework and comparison with the state-of-the-art hand pose estimation
methods. The evaluation metrics are 3D joint location error and number
of frames within certain thresholds. All the error metrics are reported in mm.
Implementation Details: We use Caffe [jia2014caffe], an open-source deep
learning framework, to train the PalmCNN and the PoseCNN in our pipeline
(see Figure 5.2). The networks run on a desktop using Nvidia Geforce GTX
1080 Ti GPU. The PalmCNN is trained on the combined dataset; see Sec-
tion 3.3.2. The learning rate is set to 0.0001 with a batch size of 256 and
0.9 SGD momentum. One forward pass in the PalmCNN takes 4.5ms. We
train the PoseCNN on the NYU hand pose dataset [tompson2014real]. In
order to segment the hand region from the raw depth input Do, we use the
estimated palm center from the PalmCNN. Given (u,v) and Do, the hand re-
gion is cropped in 3D using a bounding box of size 300 and the camera focal
length. The pre-processed image is of size 224 x 224 and the depth values are
normalized to [−1,1]. The 3D joints annotations JGT in camera coordinates
are also normalized to range [−1,1]. We obtain FLGT , FDGT and KDGT

from the normalized JGT . For training the PoseCNN, we use 0.001 learning
rate with 0.9 SGD momentum and a batch size of 128. The forward pass for
the PoseCNN takes 35ms.
Method Evaluation: We comprehensively evaluate the PoseCNN and the
PalmCNN. We first observe the effects of the proposed structural constraints
on the accuracy of the estimated joint positions J . Second is to study the
effects of interpolating n-points between the sparse joint positions.
Structural constraints: To this end, we train the following implementations
of the PoseCNN on the NYU hand pose dataset which learns:

1. Joint positions J only.

2. Fingers lengths FL with J (i.e. J ∪ FL).

3. Fingers inter-distances FD with J (i.e. J ∪ FD).
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Figure 3.12.: Qualitative evaluation of our PoseCNN. The top row shows the pre-
dicted hand joint positions overlaid on the preprocessed NYU depth
images from our baseline implementation The bottom row shows
the corresponding images with corrected joint positions from our
PoseCNN(all) implementation.

Methods 3D Joint Loc. Error 3D Palm Center Loc. Error

CoM 14.83mm 28.1mm
Ours (wo/colorization) 13.05mm 15.1mm
Ours (w/colorization) 11.9mm 10.2mm

Table 3.6.: Influence of hand segmentation: Our hand segmentation method with-
out colorization (wo/colorization) improves the joints prediction error
by more than 1mm over center of hand mass (CoM) calculation method.
Our method with colorization (w/colorization) further improves the ac-
curacy by 19.75% over CoM.

4. Kinematic distances KD with J (i.e. J ∪ KD).

5. KD, FD and FL with J (i.e. J ∪ FL ∪ FD ∪ KD).

Table 3.4 shows the quantitative results of the these implementations. In
simplest form, the PoseCNN is trained to estimate 3D joint keypoints J only,
we call this implementation as our baseline (PoseCNN(J)). On top of the
baseline, we include the structural constraints one by one to observe the effects
on the accuracy of estimated joints J . By including fingers lengths FL with J
(i.e. PoseCNN(J ∪ FL)), we observe a small increase (3.28%) in accuracy of
J . Inclusion of fingers inter-distances FD (PoseCNN(J ∪ FD)) and kinematic
distances KD (PoseCNN(J ∪ KD)) improves the accuracy of the estimated
J by 10.5% and 8.55% over the baseline, respectively. The best accuracy is
achieved by the architecture which includes all the constraints (PoseCNN(J ∪

FL ∪ FD ∪ KD). It shows 15.13% improvement over the baseline.

Dense hand pose representation: We further experiment on the
PoseCNN(J ∪ FL ∪ FD ∪ KD) by interpolating n-points between the pairs
of parent and child joints in the kinematic hierarchy of the hand skeleton.
Thereby, converting the sparse hand skeleton to dense representation. This
leads to increase in number of joint positions depending on the value of n.
Consequently, the size of the vectors FD and KD also increases. The quan-
titative results are summarized in Table 3.5. Our model (PoseCNN(J ∪ FL
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Figure 3.13.: Quantitative comparison on the NYU test set [tompson2014real].
The right figure shows the fraction of frames within thresholds in
mm. The left one shows the mean errors (mm) on individual joints
of the NYU hand pose dataset. Our method PoseCNN(all) shows the
average error of 11.9mm which is better than several state-of-the-art
methods.

∪ FD ∪ KD)) with 5-points interpolation performs the best among the oth-
ers. The results show improvement in accuracy of the estimated J using the
interpolation strategy. Therefore, dense hand skeleton representation is use-
ful for improved hand pose regression. For notational simplicity, we call this
model as PoseCNN(all). This model improves the accuracy over the baseline
by 21.71%.

The qualitative comparison of our baseline and PoseCNN(all) on the NYU
dataset is shown in Figure 3.12. The estimated joint positions J are dis-
played on the sample preprocessed depth images. The predicted hand skele-
ton from our baseline architecture (PoseCNN(J)) can be of incorrect size (i.e.
shorter or longer) due to independent learning of joint keypoints. Whereas,
PoseCNN(all) which incorporates all the constraints along-with interpolated
points produces more stable and reliable results. These results clearly show
the effectiveness of our novel strategies, namely, structural constraints and the
dense hand pose representation.

Hand segmentation: We evaluate our hand segmentation method (see Sec-
tion 3.3.2) on the NYU dataset by studying the impact of colorization and
comparing with the depth-thresholding followed by center of mass (CoM) com-
putation method. The goal is to observe the effects of hand segmentation on
the final 3D pose estimation accuracy. We train two different implementations
of the PalmCNN. First, with colorized depth input (Ours(w/colorization)) and
second, without colorization (Ours(wo/colorization)). Therefore, we get two
different 3D palm centers for cropping the NYU depth images. Also, we obtain
3D palm centers from center of hand mass (CoM) calculation method. Using
these three different palm centers, we obtain three distinct sets of pre-processed
NYU training and testing frames. The PoseCNN(all) is trained for each of the
three training sets. The effects on the accuracy of estimated J from the three
PoseCNN(all) models are reported in Table 3.6. The best results are achieved
by Ours(w/colorization) model. It shows an error improvement of 19.75% and
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Methods 3D Joint Location Error

DeepPrior [oberweger2015hands] 20.75mm
DeepPrior-Refine [oberweger2015hands] 19.72mm
Crossing Nets [wan2017crossing] 15.5mm
Neverova et al. [neverova2017hand] 14.9mm
Feedback [oberweger2015training] 15.9mm
DeepModel [zhou2016model] 17.0mm
Lie-X [xu2017lie] 14.5mm
GuoBaseline [guo2017region] 14.6mm
3DCNN [ge2017robust] 14.11mm
REN [guo2017region] 13.3mm
DeepPrior++ [oberweger2017deepprior++] 12.3mm
PoseCNN(all) [Ours] 11.9mm

Table 3.7.: Comparison with the state-of-the-art on the NYU test set [tomp-
son2014real]: Our proposed model (PoseCNN(all)) exceeds in accuracy
over the state-of-the-art hand pose estimation methods.

Figure 3.14.: Real-time demonstration: We test our complete pipeline in real-time
using the creative Senz3D depth camera. The camera is mounted on
top of the display screen. The predicted hand skeleton (yellow) is
overlaid on the depth image. Our system successfully tracks various
challenging hand poses from frontal camera view.

8.81% over the CoM and Ours(wo/colorization) methods; respectively.

Real-time demonstration: We test our complete framework in real-time
using a single creative Senz3D depth camera [camera˙Senz3D]. The camera
is placed on top of the display screen. Our framework tracks the hand move-
ments with challenging poses as shown in Figure 3.14. For better general-
ization, we train our PoseCNN(all) architecture on the HandSet dataset [ma-
lik2017simultaneous]. This dataset combines several public hand pose datasets
(e.g. ICVL, NYU and MSRA-2015) in a single unified format. The PalmCNN
successfully estimates the hand palm center. Thereafter, the PoseCNN reli-
ably estimates the joint positions. The predicted hand skeleton is displayed
on the input depth frame. The run-time of the pipeline is 42ms.

Comparison with the State-of-the-art: The state-of-the-art methods use
either the ground truth palm center or the CoM localization approach to seg-
ment the hand region from a raw depth image. However, these approaches are

36



3.4. Conclusion

not feasible for practical applications. In contrast, our CNN-based hand seg-
mentation method automatically segments the hand region from a raw depth
image and outperforms the commonly used CoM method (see Table 3.6). We
compare our best performing model, PoseCNN(all), with the state-of-the-
art hand pose estimation methods i.e. DeepModel [zhou2016model], Deep-
PriorRefine [oberweger2015hands], Crossing Nets[wan2017crossing], Feedback
[oberweger2015training], LieX[xu2017lie], 3DCNN [ge2017robust] and REN
[guo2017region]. The quantitative results are shown in Table 4.2 and Figure
3.13. Our algorithm exceeds in accuracy over these methods. The results
clearly indicate the benefits of our hand segmentation approach, the interpo-
lation strategy and simultaneous learning of the hand structural constraints
with the joint positions.

3.4. Conclusion

We present a novel hybrid method that outputs 3D hand pose as well as bone-
lengths of the hand skeleton. We demonstrate the effectiveness of our approach
on depth images captured from unseen subjects. Our method uses one CNN
and a hybrid forward kinematics layer to predict 3D joint positions of the
hand from a single depth image. The CNN estimates hand scale parameters
(associated to bones of the hand skeleton) and pose parameters. In the hybrid
forward kinematics layer, the initial hand skeleton is reshaped according to es-
timated hand scale parameters and a differentiable forward kinematic function
is applied. Three different implementations of our method are introduced that
describe the hand scale parameters in distinct ways. The training process is
simple and efficient and proposed algorithm is well suited for real-time appli-
cations. Qualitative and quantitative results verify that our method achieves
improved performance over the state-of-the-art hybrid methods.

Provided with the fact that the current CNN-based regression approaches do
not explicitly incorporate hand structure, we present a novel structure-aware
3D hand pose regression pipeline from a single raw depth image. We propose
two strategies which can be easily used to improve the hand pose estimation
accuracy of any CNN-based discriminative method. To this end, a novel CNN-
based hand segmentation method regresses the hand palm center which is used
to segment the hand region from a raw depth image. Thereafter, a new CNN-
based regression network simultaneously estimates the 3D hand pose and its
structural constraints. Thereby, enforcing the hand pose structure during
the training process. The proposed constraints help to maintain a structural
relation between the estimated joint positions. Moreover, we study the effects
of n-points interpolation between the pairs of parent and child joints in the
kinematic chain of the hand skeleton. By performing extensive evaluations, we
show the effectiveness of our approach. Experiments demonstrate competitive
performance to the state-of-the-art hand pose estimation methods.
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4.1. Introduction

Large amounts of training data, enriched with all possible variations in each
of the challenging aspects stated above, are a key requirement for deep learn-
ing based methods to generalize well and achieve significant gains in accu-
racy. The recent real dataset [yuan2017bighand2] gathers a sufficient number
of annotated images. However, it is very limited in hand shape variation
(i.e. only 10 subjects). Progress in essential tasks such as estimation of hand
surface and hand-part segmentation is hampered, as manual supervision for
such problems at large scale is extremely expensive. In this paper, we gen-
erate a synthetic dataset that addresses these problems. It not only allows
us to create virtually infinite training data, with large variations in shapes
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Figure 4.1.: Real hand pose and shape recovery: We describe a deep network for
recovering the 3D hand pose and shape of NYU depth images by
learning from synthetic depth. Note that we infer 3D pose and shape
even in cases of missing depth and occluded fingers.

and view-points, but it also produces annotations that are highly accurate
even in the case of occlusions. One weakness of synthetic datasets is their
limited realism. A solution to this problem has been proposed by [shrivas-
tava2017learning; mueller2017ganerated], where a generative adversarial train-
ing network is employed to improve the realism of synthetic images. However,
producing realistic images is not the same problem as improving the recog-
nition rates of a convolutional neural network (CNN) model. In this work,
we address this latter problem, and specifically focus on a wide variation of
hand shapes, including extreme shapes that are not very common (in con-
trast to [MANO:SIGGRAPHASIA:2017]). We present SynHand5M: a new
million scale synthetic dataset with accurate ground truth joints positions, an-
gles, mesh files, and segmentation masks of depth frames; see Figure 4.3. Our
SynHand5M dataset opens up new possibilities for advanced hand analysis.

Previous deep learning-based methods addressed the problem of 3D hand
pose estimation only. In this work, we proposed the first real-time deep net-
work which jointly estimates a full hand mesh representation and 3D hand
pose from a single depth image. We propose to embed a novel hand pose
and shape layer (HPSL) inside the deep network to jointly optimize for 3D
hand pose and shape surface. The proposed CNN architecture simultaneously
estimates the hand pose parameters, bones scales and shape parameters. All
these parameters are fed to the HPSL which implements not only a new for-
ward kinematics function, but also the fitting of a morphable hand model and
linear blend skinning to produce both 3D joint positions and 3D hand surface.
The whole pipeline is trained in an end-to-end manner.

4.2. Method Overview

We aim to jointly estimate the locations of J = 22 3D hand joints , and ϑ = 1193
vertices of hand mesh from a single depth image DI . Our hand skeleton in
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(a) Algorithm pipeline (b) Our hand model

Figure 4.2.: (a) An overview of our method for simultaneous 3D hand pose and
surface estimation. A depth image DI is passed through three CNNs
to estimate pose parameters δθ, bones scales α and shape parameters
β. These parameters are sent to HPSL which generate the hand joints
positions P and hand surface vertices V . (b) Our hand model with 26
DoFs overlaid with the neutral hand shape The bone colors illustrate
6 bone-length scales

rest pose is shown in Figure 4.2(b). It has J hand joints defined on 26 DoFs.
The hand root has 6 DoF; 3 for global orientation and 3 for global translation.
All other DoFs are defined for joints articulations. The 26 dimensional pose
vector is initialized for the rest pose, called θinit. Any other pose Θ can be
constructed by adding change δθ to the rest pose i.e. Θ = θinit + δθ. The
bone-lengths B, are initialized by averaging over all bone-lengths of different
hand shapes in our synthetic dataset. In order to add flexibility to the hand
skeleton, 6 different hand bones scales, α, are associated to bone-lengths. Our
hand mesh has ϑ vertices and 1184 faces. The neutral hand surface is shown
in Figure 4.2(b). We use 7 hand shape parameters β which allow to formulate
the surface geometry of a desired hand shape in reference pose; see Section
4.4.

Our pipeline is shown in Figure 4.2(a). Firstly, a new CNN architecture
estimates δθ, α and β given a depth input DI . This architecture consists of
PoseCNN which estimates δθ and ShapeCNN which estimates α and β. There-
after, a new non-linear hand pose and shape layer (HPSL) performs forward
kinematics, hand shape surface reconstruction and linear blend skinning. The
outputs of the layer are 3D joint positions and hand surface vertices. These
outputs are used to compute the standard euclidean loss for joint positions
and vertices; see Equation A.9. The complete pipeline is trained end-to-end
in a fully supervised manner.

4.3. Joint Hand Shape and Pose Estimation

In this section, we discuss the components of our pipeline which are shown in
Figure 4.2(a). We explain the novel Hand Pose and Shape Layer (HPSL) in
detail because it is the main component which allows to jointly estimate hand
pose and shape surface.
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4.3.1. The CNN Architecture

Our CNN architecture comprises of three parallel CNNs to learn δθ, α and β,
givenDI . The PoseCNN leverages one of the state-of-the-art CNN architecture
[guo2017region] to estimate joint angles δθ. However, the CNN was originally
used to regress 3D hand joint positions. We refer the reader to [guo2017region]
for network details of Region Ensemble (REN). In our implementation, the
final regressor in REN outputs 26 dimensional δθ. The ShapeCNN consists of
two simpler CNNs similar to [oberweger2015hands]; called α-CNN and β-CNN.
Each of them has 3 convolutional layers using kernels sizes 5,5,3 respectively.
First two convolution layers are followed by max pool layers. The pooling
layers use strides of 4 and 2. The convolutional layers generate 8 feature maps
of size 12 x 12. Lastly, the two fully connected (FC) layers have 1024 neurons
each with dropout ratio of 0.3. After the second FC layer, the final FC layers
in α-CNN and β-CNN output 6 dimensional α and 7 dimensional β parameters
respectively. All layers use the ReLu as activation function.

4.3.2. Hand Pose and Shape Layer (HPSL)

HPSL is a non-linear differentiable layer, embedded inside the deep network as
shown in Figure 4.2(a). The task of the layer is to produce 3D joint positions
P ∈ R3xJ and vertices of hand mesh V ∈ R3xϑ given the pose parameters
Θ, hand bones scales α and shape parameters β. The layer function can be
written as:

(P,V) = HPSL(Θ, β,α) (4.1)

We compute the respective gradients in the layer for back-propagation. The
Euclidean 3D joint location and 3D vertex location losses are given as:

LJ =
1

2
∥P −PGT ∥

2 , LV =
1

2
∥V −VGT ∥

2 (4.2)

Where LJ and LV are the 3D joint and vertex losses respectively. PGT and
VGT are vectors of 3D ground truth joint positions and mesh vertices, respec-
tively. Various functions inside the layer are detailed as follows:
Hand Skeleton Bone-lengths Adaptation: In order to adapt bone-lengths
of hand skeleton during training over varying hand shapes in the dataset, [ma-
lik2017simultaneous] propose various bone-length scaling strategies. Following
the similar approach, we assign a separate scale parameter for bone-lengths in
palm sp and 5 different scales for bones as shown in Figure 4.2(b). The HPSL
acquires the scaling parameters α = [sp,s1,s2,s3,s4,s5] from the ShapeCNN
during the training process.
Morphable Hand Model Formulation: Given the shape parameters β
learned by our ShapeCNN, we reconstruct the hand shape surface by imple-
menting a morphable hand model inside our HPSL. A morphable hand model
Ψ ∈ R3xϑ is a set of 3D vertices representing a particular hand shape. Any
morphable hand model can be expressed as a linear combination of principle
hand shape components, called morphable targets bt [lewis2014practice]. Our
principle hand shape components are defined for Length, Mass, Size, Palm
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Length, Fingers Inter-distance, Fingers Length and Fingers Tip-Size. They
represent offsets from a neutral hand shape b0 similar to one shown in Figure
4.2(b). Each learned shape parameter βt defines the amount of contribution
of a principle shape components bt towards formulation of final hand mor-
phable model. Hence, a hand morphable model Ψ can be formulated using
the following Equation:

Ψ(β) = b0 +
7

∑
t=1
βt(bt − b0) (4.3)

Forward Kinematics and Geometric Skinning: To estimate the 3D hand
joints positions and surface vertices, we implement forward kinematics and
geometric skinning functions inside our HPSL. As this layer is part of our
deep network, it is essential to compute and back-propagate the gradients
of these functions. The rest of this section addresses the definition of these
functions and their gradients.

The deformation of the hand skeleton from the reference pose θinit to the
current pose Θ can be obtained by transforming each joint ji along the kine-
matic chain by simple rigid transformations matrices. In our algorithm, these
matrices are updated based on bones scales α and the changes in pose param-
eters δθ which are learned by our ShapeCNN and PoseCNN, respectively. The
kinematics equation of joint ji can be written as:

ji = Fj i(Θ, α) = Mj i[0,0,0,1]
T

= ( ∏
k∈Sji

[Rφk(θk)] × [Tφk(αB)])[0,0,0,1]T (4.4)

where Mj i represents the transformation matrix from the zero pose (i.e. joint
at position [0,0,0,1]) to the current pose. Sj i is the set of joints along kine-
matic chain from ji to the root joint and φk is one of the rotation axes of joint
k.

For animating the 3D hand mesh, we use linear blend skinning
[lewis2000pose] to deform the set of vertices ϑ according to underlying hand
skeleton kinematic transformations. The skinning weights ωi, define the
skeleton-to-skin bindings. Their values represent the influence of joints on
their associated vertices. Normally, the weights of each vertex are assumed to
be convex (i.e. ∑ni=1 ωi = 1) and ωi > 0. The transformation of a vertex vx ∈ Ψ
can be defined as:

vx = Υvx(Θ, β,α) = ∑
i∈Pv(x)

ωiCj ivx(β)

= ∑
i∈Pvx

ωiCj i(b
vx
0 +

7

∑
t=1
βt(b

vx
t − bvx0 ))

(4.5)

where Pvx is the set of joints influencing the vertex vx and Cj i is the transfor-
mation matrix of each joint ji from its reference pose θinit to its actual position
in the current animated posture. Cj i can be represented as:

Cj i = Mj iMj
∗
i
−1

(4.6)
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where Mj
∗
i
−1 defines the inverse of reference pose transformation matrix.

4.3.3. HPSL Gradients Computation

For backward-pass in the HPSL, we compute gradients of the following equa-
tion with respect to the layer inputs:

HPSL(Θ, β,α) = ( F(Θ, α) ,Υ(Θ, β,α) ). (4.7)

Each vertex vx = HPSLvx(Θ, β,α) in the reconstructed hand morphable model
Ψ is deformed using Equation 4.5. Hence, its gradients with respect to a shape
parameter βt can be computed as:

∂(HPSLvx)

∂βt
=∑

i

ωiCj i(b
vx
t − bvx0 ) for t = 1,2, . . . ,7

According to Equation A.1, bones scales influence the joints positions and
vertices positions. Hence, the resultant gradient with respect to a hand scale
parameter αs, can be calculated as:

∂(HPSL)

∂αs
=
∂F

∂αs
+
∂Υ

∂αs
for s = 1,2, . . . ,6

To compute the partial derivative of F with respect to αs, we need to derivate
each joint with respect to its associated scale parameter. The gradient of a
joint with respect to αs, can be computed by replacing the scaled translational
matrix containing αs by its derivative and keep all other matrices same; see
Appendix A.1. In a similar way, the gradient of a vertex vx with respect to
αs can be computed by:

∂Υvx

∂αs
=∑

i

ωi
∂Cj i
∂αs

vx

=∑
i

ωi[Mj i(Mj
∗
i
−1

)
′
+ (Mj i)

′Mj
∗
i
−1

]vx

Likewise, for the pose parameters Θ, we compute the following equation:

∂(HPSL)

∂θp
=
∂F

∂θp
+
∂Υ

∂θp
for p = 1,2, . . . ,26

Accordingly, the derivative of a joint with respect to a pose parameter θp,
is simply to replace the rotation matrix of θp by its derivation. And, the
derivative of a vertex vx with respect to θp is computed by:

∂Υvx

∂θp
=∑

i

ωi
∂Cj i
∂θp

vx

=∑
i

ωi[(Mj i)
′Mj

∗
i
−1

]vx for p = 1,2, . . . ,26

More details about the gradients computation can be found in the Appendix
A.1.
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Figure 4.3.: The SynHand5M dataset contains 5 million images. (a) The dataset
ground truth components: hand poses (joints angles and 3D posi-
tions), depth maps, mesh files, and hand parts segmentation. (b)
Samples illustrating the big variation in shape.

4.4. Synthetic Dataset

There are two main objectives of creating our synthetic dataset. First is to
jointly recover full hand shape surface and pose provided that there is no
ground truth hand surface information available in public benchmarks; see
Section 4.5.2. Second objective is to provide a training data with sufficient
variation in hand shapes and poses such that a CNN model can be pre-trained
to improve the recognition rates on real benchmarks; see Section 4.5.3. This
problem is different from generating very realistic hand-shape, where a real-
world statistical hand model [MANO:SIGGRAPHASIA:2017] can be applied.
However, the variation in shape is more challenging for real-world databases
e.g. BigHand2.2M [yuan2017bighand2] database was captured from only 10
users, and the MANO [MANO:SIGGRAPHASIA:2017] database was built
from the contribution of 31 users. Instead, we generate a bigger hand shape
variation which may not be present in a given cohort of human users.

Our SynHand5M dataset offers 4.5M train and 500K test images; see Fig-
ure 4.3(a) for SynHand5M components. SynHand5M uses the hand model
generated by ManuelBastionLAB [ManuelBastionLAB] which is a procedural
full-body generator distributed as add-on of the Blender [blender] 3D author-
ing software. Our virtual camera simulates a Creative Senz3D Interactive
Gesture Camera [camera˙Senz3D]. It renders images of resolution 320x240
using diagonal field of view of 74 degrees. In the default position, the hand
palm faces the camera orthogonally and the fingers point up. We procedurally
modulate many parameters controlling the hand and generate images by ren-
dering the view from the virtual camera. The parameters characterizing the
hand model belong to three categories: hand shape, pose and view point.

Without constraints the hand generator can easily lead to impossible hand
shapes. So, in order to define realistic range limits for modulating hand shapes,
we relied on the DINED [molenbroek04dined] anthropometric database. It is
a repository collecting the results of several anthropometric databases, includ-
ing the CAESAR surface anthropometry survey [robinette˙caesar˙1999]. We
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manually tuned the ranges of the 7 hand shape parameters (see Section 4.3.2)
in order to cover 99% of the measured population in this dataset; see the
Appendix A.2 for more details.

To modulate the hand pose, we manipulate the 26 DoFs of our hand model;
see Figure 4.2(b). For each finger, rotations are applied to flexion of all pha-
langes plus the abduction of the proximal phalanx. Additionally, in order to
increase the realism of the closed fist configuration, the roll of middle, ring,
and pinky fingers is derived from the abduction angle of the same phalanx.
The rotation limits are set to bring the hand from a closed fist to an over-
extended aperture, respecting anatomical constraints and avoiding the fingers
to enter the palm.

The hand can rotate about three DoFs to generate different view points:
roll around its longitudinal axis (i.e. along the fingers), rotate around the
palm orthogonal axis (i.e. rolling in front of the camera), and rotate around
its transversal axis (i.e. flexion/extension of the wrist).

4.5. Experimental Evaluation

In this section, we provide the implementation details, quantitative and qual-
itative evaluations of the proposed algorithm and the proposed dataset. We
use three evaluation metrics; mean 3D joint location error (JLE), 3D vertex
location error (VLE) and percentage of images within certain thresholds in
mm.

As mentioned earlier (Chapter 2), discriminative methods neither explicitly
account for the hand shapes nor consider kinematics constraints. Moreover,
in contrast to hybrid methods, discriminative methods generalize poorly to
unseen hand shapes; see [yuan2018depth]. Our proposed hybrid method does
not exceed in accuracy over recent discriminative works but, it does not suffer
from such limitations. Therefore, it is not fair to compare with these meth-
ods. However, we compare with the state-of-the-art hybrid methods and show
improved performance. Notably, we propose the first algorithm that jointly
regresses hand pose, bone-lengths and shape surface in a single network.

4.5.1. Implementation Details

For training, we pre-process the raw depth data for standardization and depth
invariance. We start by computing the centroid of the hand region in the depth
image. The obtained 3D hand center location (i.e. palm center) is used to crop
the depth frame. The camera intrinsics (i.e. focal length) and a bounding box
of size 150, are used during the crop. The pre-processed depth image is of size
96× 96 and in depth range of [−1, 1]. The annotations in camera coordinates
are simply normalized by the bounding box size and clipped in range [−1, 1].

We use Caffe [jia2014caffe] which is an open-source training framework for
deep networks. The complete pipeline is trained end-to-end until convergence.
The learning rate was set to 0.00001 with 0.9 SGD momentum. A batch
size of 256 was used during the training. The framework is executed on a
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(a) ICVL (b) NYU

Figure 4.4.: Quantitative evaluation. (a) show the results of our algorithm
(DeepHPS) on ICVL test set, when trained on ICVL and fine-tuned
on ICVL. (b) is the same but with NYU. To fine-tune, we pretrain
DeepHPS on our SynHand5M. Our results on ICVL and NYU show
improved accuracy over the state-of-the-art hybrid methods. The
curves show the number of frames in error within certain thresholds.

desktop equipped with Nvidia Geforce GTX 1080 Ti GPU with 16GB RAM.
One forward pass takes 3.7ms to generate 3D hand joint positions and shape
surface. For simplicity, we name our method as DeepHPS.

4.5.2. Algorithm Evaluation

In this subsection, we evaluate our complete pipeline using the SynHand5M.
Moreover, we devise a joint training strategy for both real and synthetic
datasets to show qualitative hand surface reconstruction of real images.
Evaluation on the synthetic dataset: The complete pipeline is
trained end-to-end using SynHand5M for pose and shape recovery. For
fair comparison, we train the state-of-the-art model based learning
methods [zhou2016model; malik2017simultaneous] on SynHand5M. [ma-
lik2017simultaneous] works for varying hand shapes in contrast to the closely
related method [zhou2016model]. The quantitative results are shown in Table
4.1. Our method clearly exceeds in accuracy over the compared method and
additionally reconstructs full hand surface. The qualitative results are shown
in Figure 4.6. The estimated 22 joint positions are overlaid on the depth im-
ages while the reconstructed hand surface is shown using two different views
named as 3D View1 and 3D View2 . For better visualization, view2 is sim-
ilar to ground truth view. The results demonstrate that our DeepHPS model
infers correct hand shape surface even in cases of occlusion of fingers and large
variation in view points.
Evaluation on the NYU real dataset: In order to jointly train our whole
pipeline on both real and synthetic data, we found 16 closely matching common
joint positions in SynHand5M and the NYU dataset. These common joints are
different from the 14 joints used for the public comparisons [tompson2014real].
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Figure 4.5.: Real hand pose and shape recovery: More results on hand pose and
surface reconstruction of NYU[tompson2014real] images. Despite of
unavailability of ground truth hand mesh vertices, our algorithm pro-
duces plausible hand shape.

The loss equation is;
L = LJ + 1LV (4.8)

where 1 is an indicator function which specifies whether the ground truth for
mesh vertices is available or not. In our setup, it is 1 for synthetic images and 0
for real images. For real images, backpropagation from surface reconstruction
part is disabled.

The qualitative pose and surface shape results on sample NYU real images
are shown in Figure 4.1 and 4.5. Despite of the missing ground truth surface
information and presence of high camera noise in NYU images, the resulting
hand surface is plausible and the algorithm performs well in case of missing
depth information and occluded hand parts.

Method \Error(mm) 3D Joint Loc. 3D Vertex Loc.

DeepModel [zhou2016model] 11.36 –

HandScales [malik2017simultaneous] 9.67 –

DeepHPS [Ours] 6.3 11.8

Table 4.1.: Quantitative Evaluation on SynHand5M: We show the 3D joint and ver-
tex locations errors(mm). Our method additionally outputs mesh ver-
tices and outperforms model based learning methods [zhou2016model;
malik2017simultaneous].

4.5.3. Comparison on Public Benchmarks

The public benchmarks do not provide ground truth hand mesh files. There-
fore, we provide quantitative results for pose inference on two of the real hand
pose datasets (i.e. NYU and ICVL). For comparisons, NYU dataset use 14
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Figure 4.6.: Synthetic hand pose and shape recovery: We show example estimated
hand poses overlaid with the preprocessed depth images from our Syn-
Hand5M. We show the reconstructed surface from two different views
(yellow) and the ground truth surface (gray). 3D View2 is similar to
the ground truth view. Our algorithm infers correct 3D pose and shape
even in very challenging condition, like occlusion of several fingers and
large variation in view points.

joint positions [tompson2014real] whereas ICVL dataset [tang2014latent] use
16 joint positions.

Our DeepHPS algorithm is trained on NYU and ICVL individually, called
DeepHPS:NYU and DeepHPS:ICVL models. Then, we fine-tune the pre-
trained DeepHPS (on SynHand5M dataset) with the NYU and ICVL, we
call DeepHPS:fine-tuned models. The 3D joint location errors of the trained
models are calculated on 8252 NYU and 1596 ICVL test images respec-
tively. The quantitative results are shown in Figure 4.4 and Tables 4.2 and
4.3. DeepHPS:fine-tuned models achieve an error improvement of 13.3% and
10.12% over DeepHPS:ICVL and DeepHPS:NYU models respectively.

On the ICVL and NYU datasets, we achieve improvement in the joint loca-
tion accuracy over the state-of-the-art hybrid methods.

Failure case: Our framework works well in case of missing depth information
and occlusions. However, under severe occlusions and a lot of missing depth
information, it may fail to detect the correct pose and shape; see Figure 4.7.
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(a) (b)

Figure 4.7.: Failure case:(a) incorrect pose due to highly occluded hand parts. (b)
incorrect pose and shape due to significant missing depth information.

Methods 3D Joint Location Error

DeepPrior [oberweger2015hands] 20.75mm
DeepPrior-Refine [oberweger2015hands] 19.72mm
Crossing Nets [wan2017crossing] 15.5mm
Feedback [oberweger2015training] 15.9mm
DeepModel [zhou2016model] 17.0mm
Lie-X [xu2017lie] 14.5mm
DeepHPS:NYU [Ours] 15.8mm
DeepHPS:fine-tuned [Ours] 14.2mm

Table 4.2.: Quantitative comparison on NYU [tompson2014real]: Our fine-tuned
DeepHPS model on the NYU dataset shows the state-of-the-art perfor-
mance among hybrid methods.

4.6. Conclusion

We demonstrate the simultaneous reconstruction of hand pose and shape sur-
face from a single depth image. For training, we synthetically generate a
large scale dataset with accurate joint positions, segmentation masks and
hand meshes of depth images. Our dataset will be a valuable addition for
training and testing CNN-based models for 3D hand pose and shape analysis.
Furthermore, it improves the recognition rate of CNN models on hand pose
datasets. In our algorithm, intermediate parametric representations are esti-
mated from a CNN architecture. Then, a novel hand pose and shape layer
is embedded inside the deep network to produce 3D hand joint positions and
shape surface. Experiments show improved accuracy over the state-of-the-art
hybrid methods. Furthermore, we demonstrate plausible results for the re-

Methods 3D Joint Location Error

LRF [tang2014latent] 12.57mm
DeepModel [zhou2016model] 11.56mm
Crossing Nets [wan2017crossing] 10.2mm
DeepHPS:ICVL [Ours] 10.5mm
DeepHPS:fine-tuned [Ours] 9.1mm

Table 4.3.: Quantitative comparison on ICVL [tang2014latent]: The DeepHPS
model fine-tuned on the ICVL dataset outperforms the state-of-the-art
hybrid methods.
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4.6. Conclusion

covery of hand shape surface on real images. Improving the performance of
CNN-based hybrid methods is a potential research direction. These methods
bear a lot of potential due to their inherent stability and scalability. In fu-
ture, we wish to extend our dataset with wider view points coverage, object
interactions and RGB images. Another aspect for future work is predicting
fine-scale 3D surface detail on the hand, where real-world statistical hand
models [MANO:SIGGRAPHASIA:2017] possibly give better priors.
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5.1. Introduction

Discriminative approaches do not exploit the hand structure well, which
may result in poor estimation of 3D pose on unseen data [yuan2018depth].
On the other hand, structured hand pose estimation methods either im-
plicitly incorporate hand structure [ge2018point; oberweger2017deepprior++]
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or embed a kinematic hand model in a deep network [zhou2016model; ma-
lik2017simultaneous; dibra2017refine]. However, the kinematic model param-
eterization is highly nonlinear, which is difficult to optimize in deep net-
works [sun2017compositional]. In contrast, we propose a simple and effective
structured 3D pose estimation approach that estimates 3D bone vectors using
a CNN, which are converted to 3D hand joint positions by a bone-to-joint
layer. The novel layer allows resolving the limitations of both discriminative
and structured methods as it preserves the hand structure and produces more
accurate 3D hand pose because learning bones representation is easier than
learning angles of kinematic model [sun2017compositional].

On the other hand, deep learning-based simultaneous estimation of 3D hand
shape and pose is a novel problem that has not been well investigated yet. This
task is highly challenging given the fact that ground truth of real hand shapes
is not available. Manual annotation of 3D hand shape is highly time con-
suming, laborious and sub-optimal. Malik et al. [malik2018deephps] employed
the standard linear blend skinning (LBS) function using fixed set of synthetic
blendshape targets for hand shape reconstruction which limits this approach
to incorporate nonlinear and large variations in hand shapes. [Adnane20193d]
proposed a structured hand shape and pose estimation method from monocu-
lar RGB input using the statistical MANO hand model [romero2017embodied].
However, this approach is also limited by a small training data and the LBS
based on linear bases. Recently, Ge et al. [ge20193d] proposed a weakly-
supervised regression based approach that highly depends on a pseudo ground
truth of real hand shapes, which is obtained using a pre-trained model with
labeled synthetic RGB dataset. Moreover, their 3D pose estimation accuracy
directly depends on the quality of real hand shape estimation.

In this chapter, we propose two different hand shape and pose estimation
approaches based on 2D convolutions. The first is a novel weakly-supervised
algorithm that estimates both 3D hand mesh and pose from a single depth
image by learning from unlabeled real data and labeled synthetic data. We
argue that learning dense 3D hand mesh from sparse 3D hand joint posi-
tions along with a depth synthesizer as a source of weak-supervision is very
effective and produces accurate and reasonable hand shapes. The second is
simple and effective real-time approach for regressing the sparse hand joints
and hand structure constraints, as well as a 3D hand mesh for both egocentric
and third person viewpoints. The structure constraints (i.e., bone lengths,
kinematic distances, and inter-finger distances [malik2018structure]) are si-
multaneously optimized to maintain the structural relationships between the
estimated joints [sun2017compositional]. Also, none of the existing hand pose
datasets provide egocentric ground truth shape information. Annotating real
images with shape representations is highly challenging and the results can
be sub-optimal. Therefore, we produced SynHandEgo as the first egocentric
synthetic hand dataset containing accurate ground truth data for 3D meshes,
3D poses, and color segmentations of hand parts. This dataset can facilitate
the reconstruction of egocentric hand shapes using learning-based algorithms
given that the annotation of real depth images with accurate hand shape in-
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Figure 5.1.: Our proposed approach accurately recovers full 3D hand mesh and 3D
pose from a single depth image. We show our results on real dataset
as well as on unseen images from real-time demo.

formation is almost impossible due to severe occlusion issues.

Our joint training strategy with real and synthetic datasets allows shapes
to be reconstructed from real depth images without requiring ground truth
hand shape data. Our approaches successfully recovered plausible hand shapes
from two real benchmarks, i.e., NYU and BigHand2.2M (see Figures 5.1 and
5.12). Experiments demonstrated that our method improved the hand pose
estimation accuracy based on the NYU dataset compared with the existing
methods that produce more than joint positions.

5.2. Weakly-Supervised Approach

In this section, we explain our first approach based on 2D convolutions for
simultaneous hand shape and pose estimation trained in a weakly-supervised
manner.

5.2.1. Method Overview

Figure 5.2 shows an overview of our method. Given a single gray scale cropped
depth image DI , the task is to estimate 3D hand joint positions J ∈R3×P and
3D hand mesh vertices V ∈ R3×N , where P represents the number of joints
and N = 1193 is the number of mesh vertices. DI is passed to a CNN-based
bones regressor, which directly regresses 3D bone vectors B ∈R3×(P−1). A bone
bn ∈ R

3 is the 3D offset of the nth joint (jn) relative to its immediate parent
joint (jparent(n)), and can be calculated as:

bn = jn − jparent(n) (5.1)

The direction of bone vector is from parent joint to child joint in the kine-
matic chain of hand skeleton. as shown in Figure 5.3 (right). B is an in-
termediate parametric representation of joints that is fed to a parameter free
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Figure 5.2.: Illustration of our complete method. A hand center cropped depth
image DI is provided to a CNN-based bones regressor, which esti-
mates the 3D bone vectors B as an intermediate representation. B is
passed to a non-parametric bone-to-joint layer, which converts the 3D
bone vectors to 3D joint positions (J ). Then, a linear hand shape
decoder converts the sparse hand joints positions to dense mesh ver-
tices (V). Finally, a 2D depth image synthesizer reconstructs depth
image DR from reconstructed V. The depth synthesizer acts as a
weak-supervision in training and is excluded during testing.

Figure 5.3.: (left) SynHand5M dataset hand model; and (right) bone vectors and
joints of BigHand2.2M dataset hand model.

bone-to-joint layer. This layer allows preserving the structure of hand skeleton
(see Section 5.2.2). For notation simplicity, CNN-based bones regressor and
bone-to-joint layer are collectively named as Module 1. Thereafter, a linear
3D hand shape decoder (Module 2) decodes dense mesh V from sparse pose
J (see Section 5.2.3). In the final stage, a 2D depth synthesizer (Module 3)
produces a synthesized depth image DR from V (see Section 5.2.4), which
acts as weak-supervision in training. All modules are individually trained
and then collectively fine-tuned using mixed synthetic and real datasets (see
Section 5.2.5). Module 3 is excluded in testing phase.

5.2.2. Structured Hand Pose Estimation

In this section, we discuss Module 1 of our pipeline. For better generalized
performance, it is important to include hand structure while estimating 3D
joint positions [yuan2018depth]. We respect this requirement by introducing a
simple bone-to-joint layer, which is embedded inside deep learning. The CNN-
based bones regressor estimates intermediate parametric representation B.
The CNN architecture is similar to that in [wang2018region], which was origi-
nally used for directly estimating J . We select this architecture because of its
scalability and its highly effective region ensemble (REN) strategy of boosting
the accuracy of positions estimation (we refer the reader to [wang2018region]
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for architecture details). Here, we use an ensemble of nine regions and modify
the last fully connected (FC) layer to output B. The learning of bones is fully
supervised. The bones loss LB is given by the following equation:

LB =
1

2
∥B − BGT ∥

2 (5.2)

where BGT is a vector of ground truth bones.
The proposed bone-to-joint layer is a differentiable and parameter free layer.

The task of this layer is to produce J given the estimated B from CNN-based
bones regressor. The transformation for one joint ji can be represented as:

ji = ( ∏
k∈Pji

Tφk(Bk))[0,0,0,1]
T (5.3)

where Pj i is the set of parent joints of ji in the kinematic chain. T represents
a 4x1 translation matrix. φk represents the translation along k-axis, Bk is
translational value corresponding to φk and [0,0,0,1] is the root joint (i.e.,
palm center) position. Notably, there are no rotation matrices involved in
the transformation since the articulations are represented only by 3D bone
vectors. The Euclidean joint locations loss LJ is given as:

LJ =
1

2
∥J −JGT ∥

2 (5.4)

where JGT is a vector of ground truth joint positions. The gradient compu-
tations for the bone-to-joint layer are provided in the Appendix A.3.

5.2.3. Hand Shape Decoding

As mentioned above, the major bottleneck in 3D hand shape recovery is the
missing shape ground truth of real images because manual annotation of real
images for shape is a highly time consuming and sub-optimal process. Hence,
there is a need to effectively utilize sparse 3D joint annotations in the real
datasets in order to learn a reasonable hand shape. In this respect, we pro-
pose a novel hand shape decoding method, which is inspired by unsupervised
autoencoders [schmidhuber2015deep; baldi2012autoencoders]. The 3D hand
pose can be considered as the sparse representation of dense hand mesh. We
exploit this inherent relationship between pose and mesh and employ only the
decoding part of a linear autoencoder, which maps pose to shape by learning
from synthetic data. The architecture of our hand shape decoder is shown in
Figure 5.4. Given the latent pose representation J , the reconstructed mesh V
can be represented as:

V ∼ Dec(J ) = p(VGT ∣J ) (5.5)

where p(VGT ∣J ) is the decoded distribution. The decoder tries to reconstruct
V as close as possible to the ground truth VGT . Both J and V are in the range
[−1, 1], therefore tanh is used as an activation function after every FC layer.
The reconstruction loss LR can be written as:

LR =
1

2
∥V − VGT ∥

2 (5.6)
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Figure 5.4.: Architecture of the proposed linear 3D hand shape decoder (Module
2), which estimates the dense 3D hand mesh representation (shape)
from the given sparse 3D joint positions (pose).

The training details with mixed real and synthetic data are presented in
Section 5.2.5.

5.2.4. Depth Image Synthesis

As discussed above, weak-supervision is an essential component of our pipeline
due to the missing shape ground truth of real images. We provide a source
of weak-supervision on shape learning by utilizing the input depth image DI
and synthesize DR from the reconstructed V, as shown in Figure 5.2. Inspired
by the approaches proposed in [oberweger2015training; cai2018weakly], which
synthesize a depth map from sparse joint positions, we build the architecture
for our depth image synthesizer to generate depth image from richer dense
mesh representation, as shown in Figure 5.5. It consists of six deconvolution
layers, which use ReLu as activation functions, except the last layer that uses
tanh. The sizes of the 2D feature maps increase gradually but decrease in
number until DR of size 96 × 96 is finally synthesized. The kernel sizes for
the deconvolution layers are 5 × 5, 6 × 6, 9 × 9, 12 × 12, 27 × 27 and 51 × 51,
respectively. We use standard L2 norm to minimize the difference between the
synthesized DR and ground truth DI as:

LD =
1

2
∥DR −DI∥

2 (5.7)

The samples of synthesized depth images of NYU [tompson2014real], Big-
Hand2.2M [yuan2017bighand2] and SynHand5M [malik2018deephps] datasets
are shown in Figure 4 of the Appendix A.5.

5.2.5. Network Training

This section gives details about the data preprocessing and training method-
ology of our complete pipeline. The raw depth images are first hand center
cropped based on center of hand mass (CoM). Following [guo2017region], CoM
is calculated by depth thresholding assuming that hand is the closest object
to the camera. For normalization of depth images, the cropping is done along
both spatial and depth dimensions using a bounding box of fixed size 150.
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Figure 5.5.: Architecture of the proposed 2D depth image synthesizer which is
capable of reconstructing a 2D depth image from the given input 3D
hand mesh representation by expanding the size of feature maps in
both dimensions and finally producing a single gray scale depth frame.
deconv stands for transposed convolutions.

The final preprocessed image size is 96 × 96 and is normalized in range [−1,
1]. Both joint positions and mesh vertices are made relative to palm center
(i.e., CoM) and divided by the bounding box size. After the normalization,
all annotations lie in range [−1, 1]. For generalization of the network, we
augment training data by applying rotation and scaling in ranges [−45○, 45○]
and [0.8, 1.1], respectively.

After the preprocessing, we train each module of our network individually,
and collectively fine-tune them in an end-to-end manner (see Figure 5.2). We
use Caffe [jia2014caffe] for the network training. Module 1 (see Figure 2 in the
Appendix A.4) is trained for jointly optimizing B and J in a fully-supervised
manner, using a learning rate (LR) of 0.01 and a batch size of 128. Module
2 (see Figure 5.4) is jointly trained with real and synthetic datasets, using
ground truth annotations pair (J ,V) in a semi-supervised manner. Since V is
not available for real datasets, we use a simple indicator function layer which
implements the following equation:

L = 1LR (5.8)

where 1 is an indicator function. This layer sends V to the loss layer only for
synthetic images using a binary flag value, which is 1 for synthetic and 0 for
real. The gradients flow in backward pass is disabled for real data. LR is set to
10−4 with a batch size of 128. Module 3 (see Figure 5.5) is individually trained
to synthesize DR using only the synthetic dataset because of unavailability of
V for real data. The training pair is ground truth (V,DI). LR of 10−5 is
used with a batch size of 64. The models run on a desktop PC equipped with
Nvidia GeForce GTX 1070 GPU. All networks are trained until convergence.
Finally, all modules are put together in a complete pipeline (Figure 5.2) and
fine-tuned on mixed real and synthetic datasets. The overall loss equation of
the network can be written as:

LFull = LB +LJ + 1LR +LD (5.9)

A batch size of 128 is used with an LR of 10−7 and the full pipeline is
trained in an end-to-end manner. Module 3 is excluded during the testing.
One forward pass takes only 2.9 ms to produce both 3D hand mesh and pose.
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5.2.6. Datasets, Baselines and Evaluation Metrics

None of the existing real hand pose datasets provide ground truth hand shape
information. Therefore, we qualitatively evaluated the recovered 3D real
hand mesh using two datasets: NYU [tompson2014real] and BigHand2.2M
[yuan2017bighand2].

For notation simplicity, we denote the train set of NYU dataset as TN .
BigHand2.2M is the largest real dataset, which provides 956 K training depth
frames captured from 10 different subjects. The test set for the pose estimation
task contains 296 K images. However, the annotations for the test set are not
available. Hence, for completeness, we first selected 90% of 956 K (i.e., 860 K)
as train set (TB) and the remaining frames (i.e., 96 K) as test set. Joint anno-
tations of BigHand2.2M dataset are shown in Figure 5.3 (right). We manually
calculated the hand palm center by taking the mean of the metacarpal joints
and the wrist joint. On the other hand, SynHand5M [malik2018deephps] is
the largest synthetic hand pose dataset, which contains 5 million depth im-
ages with 21 3D joints (see Figure 5.3, left) and 1193 3D hand mesh vertices
as ground truth annotations. Its train set (TS) and test set distributions are
4.5 M and 500 K, respectively.

To study the impacts of individual modules on the accuracy of 3D hand
pose estimation task, we compared our Full model, which is the complete
pipeline (see Figure 5.2), with three baselines. Baseline 1 directly regresses
J (using Module 1 without the bone-to-joint layer). Baseline 2 is comprised
of complete Module 1 while Baseline 3 constitutes the first two modules of our
pipeline (see Section 5.2.1). We used four error metrics [malik2018deephps] to
evaluate the accuracy of the estimated pose and hand mesh: (i) 3D J Err.,
is the mean 3D joint position error over all test frames; (ii) 3D B Err. is the
average 3D bone location error; (iii) 3D V Err. gives the mean 3D vertex
location error; and (iv) the percentage of success frames within thresholds.
All error metrics are reported in mm.

5.2.7. Evaluation of 3D Hand Shape Estimation

This subsection gives the experimental details on 3D hand mesh estimation
task using SynHand5M [malik2018deephps], NYU [tompson2014real] and Big-
Hand2.2M [yuan2017bighand2] datasets.

Synthetic hand mesh recovery: As SynHand5M [malik2018deephps] is
fully-labeled for pose and shape, we trained Baseline 3 and our Full model in a
fully-supervised manner using the training strategy explained in Section 5.2.5.
Quantitative results are summarized in Table 5.1. Our Baseline 3 (without
using 2D depth image synthesizer) outperforms the state-of-the-art DeepHPS
method [malik2018deephps]. Our Full model further improves the accuracy of
shape estimation over Baseline 3 by 19.6%. Figure 5.6 shows the qualitative
results on some challenging hand poses of SynHand5M dataset.
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Figure 5.6.: Synthetic hand pose and shape recovery: 3D shape and pose estima-
tion results on SynHand5M [malik2018deephps] dataset.

Table 5.1.: Quantitative results on synthetic [malik2018deephps] dataset. We com-
pared with the state-of-the-art approaches that produce more than joint
positions. Notably, our approach outperforms the recent DeepHPS
method, which produces 3D hand pose and 3D shape. All errors are
reported in mm.

Method 3D B Err. 3D J Err. 3D V Err.

DeepModel [zhou2016model] – 11.36 –
HandScales [malik2017simultaneous] 6.5 9.67 –

DeepHPS [malik2018deephps] 5.2 6.3 11.8
Baseline 3 [ours] 4.37 5.24 6.37

Full [ours] 3.71 4.32 5.12

Real hand mesh Recovery: To effectively learn real hand shapes, Module
3 acts as an important source of weak-supervision in training. To recover
the hand shapes of NYU dataset, we combined the train sets of SynHand5M
and NYU datasets i.e., TSN = TS + TN , in one unified format and shuffled
them. NYU contains a larger set of joint annotations (i.e., 36 joints) than
SynHand5M, therefore we selected 16 closely matching joints that are common
to both datasets [malik2018deephps]. Our Full model was end-to-end trained
on TSN with total loss of the network given by Equation (5.9). The mesh loss
of Module 2 was computed by implementing the indicator function (Equation
(5.8)). The qualitative results of hand pose and shape recovery on NYU test set
are shown in Figure 5.7. Our algorithm successfully reconstructs reasonable
hand shapes of complex poses. Clearly, the quality of shape reconstruction
depends on the accuracy of the estimated 3D pose.

Examples of synthesized depth images from Module 3 are shown in the
Appendix A.4. Similarly, we jointly trained real BigHand2.2M and synthetic
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Figure 5.7.: Real hand pose and shape recovery: Our weakly-supervised algorithm
is capable of reconstructing accurate and reasonable hand shapes with-
out using any ground truth of hand shapes of real images. We demon-
strate the 3D shape and pose estimation results from our proposed
method for two real datasets: BigHand2.2M (top) and NYU (bot-
tom).

SynHand5M datasets using a mixed train set, i.e., TBS = TB + TS . Both
datasets have same annotations, as shown in Figure 5.3. Qualitative results of
BigHand2.2M shapes recovery are shown in Figure 5.7 and demonstrate suc-
cessful hand shapes reconstruction even in cases of missing depth information
and high occlusions, such as egocentric viewpoint images. More qualitative
results from the live stream of depth camera are presented in the Appendix
A.7.

For more rigorous evaluation of our approach for real hand shape recovery,
we built a new model, which is inspired by the recent work of [ge20193d]. In
this model, hand mesh is first estimated using the CNN of Module 1, which
directly regresses mesh vertices V from input depth image DI , and then a 3D
hand pose regressor estimates 3D pose J from the reconstructed V. Finally,
the depth image synthesizer synthesizes the depth image DR from J .

For notation simplicity, we call this model as Model 1 and compared its per-
formance with our Full model on NYU dataset (Table 5.2 shows the pipelines
using the notations). Figure 5.8 shows the qualitative comparison on the
sample test images of NYU. Hence, the direct hand shape regression using a
single depth image is cumbersome, which may lead to highly inaccurate shape
estimation. The pipeline of Model 1 is given in the Appendix A.6.

Comparison with the state-of-the-art: To qualitatively compare our
recovered real hand shape with the state-of-the-art DeepHPS method [ma-
lik2018deephps], we implemented this method and trained it on TBS . The re-
sults on the sample test images of BigHand2.2M dataset are shown in Fig-
ure 5.9. Artifacts are clearly visible using DeepHPS method due to fixed
linear bases and difficulty in learning complex hand shape and scale parame-
ters in the deep network. In our case, we learn shape from pose, which results
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Table 5.2.: We compared Model 1 with Full model on NYU dataset, which indi-
cates that directly regressing hand mesh from a single depth image is
cumbersome and leads to highly inaccurate pose estimation. Mean pose
error is in mm.

Method Pipeline 3D J Err.

Full DI → J → V → DR 10.39
Model 1 DI → V → J → DR 23.63
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Figure 5.8.: Qualitative comparisons on 3D shape and pose estimation from Full
model and Model 1, which clearly show that regressing pose from esti-
mated shape may result in highly inaccurate shape and consequently
adverse pose estimation results.

in plausible hand shape recovery. We also observed the effect of our Module 3
in training and compared the results of real shape recovery using our Baseline
3. The last column in Figure 5.9 shows the shape estimation results from
Baseline 3, i.e., without using the depth synthesizer. The inaccurate mesh
reconstruction with Baseline 3 proves that the addition of a weak-supervision
from Module 3 is necessary to get reasonable real hand shape reconstruction.

Discussion: Notably, our algorithm learns to reconstruct hand shapes from
real depth images by learning from synthetic depth. Therefore, the consis-
tency in depth and joint annotations of real and synthetic images is important
to recover the plausible real hand shape and pose. Thus, our approach is
unlikely to produce correct and plausible hand shapes for older real hand
pose datasets such ICVL [tang2014latent] and MSRA2015 [sun2015cascaded],
which are not fully consistent in depth and joint annotations with synthetic
SynHand5M [malik2018deephps] dataset.
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Depth Image Full DeepHPS Baseline 3

Figure 5.9.: Real hand shape estimation from different methods on BigHand2.2M
[yuan2017bighand2]. Our Full model outperforms LBS-based
DeepHPS [malik2018deephps] and Baseline 3 (our method without
depth synthesizer).

Table 5.3.: Self-comparisons on NYU [tompson2014real] dataset: The effectiveness
of different modules of our pipeline. Our Full model shows the effec-
tiveness of jointly fine-tuning the modules altogether. All errors are
reported in mm.

Method 3D B Err. 3D J Err.

Baseline 1 – 11.83
Baseline 2 8.40 10.70
Baseline 3 8.24 10.39

Full 7.80 9.24

5.2.8. Evaluation of 3D Hand Pose Estimation

This subsection provides quantitative and qualitative evaluations of our ap-
proach on the task of 3D hand pose estimation. We provide self-comparisons
and comparisons to the state-of-the-art methods on NYU and SynHand5M
datasets. For the sake of completion, we also provide 3D pose estimation
results on BigHand2.2M dataset.

SynHand5M synthetic dataset: We trained our Baseline 3 and Full
model on SynHand5M dataset. The quantitative results for joint positions
and bone vectors estimations are provided in Table 5.1. Our algorithm outper-
forms the state-of-the-art methods, which shows the effectiveness of our weak-
supervised algorithm and its superior performance compared to the state-of-
the-art LBS method [malik2018deephps].

BigHand2.2M real dataset: We evaluated the accuracy of
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Table 5.4.: NYU [tompson2014real] dataset: ∗ methods that produce more than
3D joints positions; + methods that do not respect hand structure and
produce only 3D hand pose. WHSP-Net outperforms previous methods
that output 3D hand shape and pose, and shows competitive perfor-
mance to the 3D pose estimation approaches.

Method 3D J Err. (mm)

Feedback [oberweger2015training] 15.9
HandPointNet [ge2018point] 10.54
DenseReg [wan2018dense] 10.214
SHPR-Net [chen2018shpr] 10.77

+MURAUER [poier2019murauer] 9.45
+V2V-PoseNet [moon2017v2v] 8.41

+FeatureMapping [rad2017feature] 7.44

∗DeepModel [zhou2016model] 17.0
∗HandScales [malik2017simultaneous] 16.0

∗DeepHPS [malik2018deephps] 14.20
∗WHSP-Net (Ours) 9.24

3D pose estimation on our created test set from BigHand2.2M
dataset [yuan2017bighand2]. We trained our Full model on mixed train set
TBS . Qualitative results are shown in Figure 5.7, which demonstrate successful
3D pose recovery of complex hand poses even in cases of missing depth and
large occlusions. Quantitatively, the 3D joint error on our created test set (see
Section 5.2.6) comes out to be 11.84 mm.

Self-comparisons: To rigorously evaluate our algorithm, we performed
self-comparisons of our baseline architectures and Full model on real NYU
dataset. The networks were jointly trained with combined NYU, BigHand
and synthetic SynHand5M datasets and optimized for the loss given by Equa-
tion (5.9). We used the hand model of [zhou2016model] for implementing the
bone-to-joint layer. Baseline 1 is similar to the CNN architecture proposed
in [wang2018region], which we use to directly regress J . Table 5.3 shows
the joints estimation accuracy of Baseline 1. Baseline 2, which incorporates
hand skeleton structure (see Section 5.2.2), achieves a 9.6% increase in pose
estimation accuracy. Since LB is included in Baseline 2, the 3D bone error
is also reported in Table 5.3. Baseline 3 includes hand mesh learning, which
marginally improves the pose estimation accuracy by 2.8% and bones esti-
mation accuracy by 1.9% over Baseline 2. Our Full model shows the best
accuracy on joint positions and bone vectors estimations by including Module
3 in training. Figure 5.10 (left and middle) illustrate quantitative results of
the self-comparisons. The curves that cover the most area achieve the highest
accuracy. Qualitative comparisons of Baseline 1, Baseline 2 and the Full model
are shown in Figure 5.11. Furthermore, we quantitatively evaluated Model 1
(see Section 5.2.7), which shows lower accuracy of 3D pose estimation due to
inaccurate hand mesh estimation. We compared its performance to our Full
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Figure 5.10.: NYU [tompson2014real] dataset: Quantitative results on 3D pose
and bone vectors estimation (mm). The curves show the percentage
of success frames within certain threshold values: (left) comparison
of the 3D bone vectors estimation accuracy of Full model with two
Baselines; (middle) comparison of three Baselines with Full model on
joint positions estimation; and (right) comparison of our Full model
with the state-of-the-art hand pose estimation methods

F
u

ll
B

as
el

in
e

2
B

a
se

li
n

e
1

Figure 5.11.: The 3D pose improvement achieved by our Full model compared with
the two Baselines on NYU [tompson2014real].

model (see Table 5.2).

Comparison with the state-of-the-arts: We compared the 3D hand
pose estimation accuracy of our Full model (WHSP-Net) with state-of-the-art
approaches. Figure 5.10 (right) and Table 5.4 show the quantitative compar-
isons. Notably, discriminative methods such as V2V-PoseNet [moon2017v2v]
and FeatureMapping [rad2017feature] achieve better accuracy than our
method, but they generalize poorly on unseen data [yuan2018depth]. More-
over, V2V-PoseNet is not real-time because of the time consuming gray scale
depth input to voxel conversion and the complex 3D-CNN architecture. Fur-
thermore, our method is not discriminative, rather it respects the structure of
hand skeleton as well as additionally produces full 3D hand mesh. Therefore,
our approach lies in the category of methods that output more than joints.

In addition to the 3D pose, DeepModel [zhou2016model] outputs joint an-
gles; HandScales [malik2017simultaneous] produces joint angles and bone-
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(a) Egocentric view (b) 3rd person view

Figure 5.12.: 3D hand shape and pose recovery from a real depth image. We de-
veloped a simple and effective real-time convolutional neural network
(CNN)-based direct regression approach for simultaneously recover-
ing the 3D hand shape and pose from a single depth image. (a)
and (b) show the recovery of the real hand pose and shape based on
samples from the BigHand2.2M[yuan2017bighand2] dataset. Feasi-
ble real hand shapes can be recovered when no shape annotations
are available in the real dataset.

lengths; and DeepHPS [malik2018deephps] generates joint angles, bone-
lengths, complex shape parameters and full 3D hand shape. Our method
outperforms these methods, as shown in Table 5.4. Our method shows com-
petitive performance to the state-of-the-art methods that do not explicitly
consider the hand structure and produce only the 3D pose [poier2019murauer;
moon2017v2v; rad2017feature]. Our algorithm is real-time, producing the 3D
pose and shape in 2.9ms per frame.

5.3. Simple and Effective Direct Regression Approach

In this section, we explain our second approach based on 2D convolutions for
simultaneous hand shape and pose estimation.

5.3.1. Proposed Approach

Figure 5.13 presents an overview of our approach. Given a single view and
gray scale depth image ID, the task involves directly regressing the hand joints
J ∈R3xP, mesh vertices V ∈R3xN, and structure constraints S, where P is the
number of joints and N = 1193 is the number of vertices. As mentioned earlier,
direct hand pose regression methods (e.g., [rad2017feature; guo2017region])
may lead to unstable pose estimation because they do not explicitly consider
the hand structure in the learning process. In order to maintain the structural
relationships between the estimated joints, we follow the method proposed
by Malik et al.[malik2018structure] and simultaneously optimize S ∈R(3xP−8),
including the bone lengths, kinematic distances, and inter-finger distances.
The ground truth for S can easily be obtained from J (see [malik2018structure]
for details). The loss equations are given by the Euclidean distances as:

LJ =
1

2
∥J − JGT ∥

2 , LV =
1

2
∥V −VGT ∥

2 ,

LS =
1

2
∥S − SGT ∥

2
(5.10)
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Figure 5.13.: Overview of our approach for hand shape and pose regression. A
depth input (ID) is given to the convolutional neural network (CNN),
which provides a feature map for four distinct regions of ID. After ap-
plying the regions ensemble strategy [guo2017region], the structural
constraints S, joint positions J, and mesh vertices V are directly re-
gressed. The indicator function specifies whether the ground truth
is available for the vertices or not, which allows the network to be
trained using a combination of real and synthetic data. FC: fully
connected layer.

where LJ, LV, and LS represent the joint, vertex, and constraint losses, re-
spectively, and JGT , VGT , and SGT are the ground truths for the pose, shape,
and constraints. The combined loss equation can be written as:

L = LJ + LS + 1LV, (5.11)

where 1 is an indicator function. During the forward pass, 1 selects V only
for synthetic images using a binary flag value. This value is 1 for synthetic
images and 0 for real images. Similarly, back-propagation for V is disabled for
real images.

Network Architecture We employ a state-of-the-art CNN [guo2017region]
used only for pose regression and modify it to simultaneously regress S, J, and
V (see Figure 5.13). A depth input ID with a size of 96x96 is passed through
a shared CNN to produce the feature map measuring 12x12x64. The shared
CNN comprises six convolutional layers using a filter size of 3x3. Three max
pooling layers with a stride of 2 are used after each pair of convolutional layers.
Two residual connections are made between the last two pairs of convolutional
layers (for more details of the CNN architecture, see [guo2017region]). The
feature map is divided into four regions where each measures 6x6x64. These
regions are flattened to produce fully connected (FC) layers where each has a
size of 2048. The FC layers are then ensembled using feature concatenation
to create a high-dimensional feature vector with a size of 8192. Finally, three
lower dimensional regression FC layers are connected to produce S, J, and V
separately (as shown in Figure 5.13). V is semi-supervised (see Equation 5.11)
so we introduce a layer that implements an indicator function 1. This layer
forwards only the valid V to the vertex loss layer. Back-propagation is enabled
only for synthetic images.
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Figure 5.14.: Setup of the Blender scene used to create the SynHandEgo dataset.
The virtual camera was placed between the eyes of the character.

5.3.2. Egocentric Synthetic Dataset

The SynHandEgo dataset was generated with Blender [blender] using a hu-
manoid created with the MB-Lab add-on [mblab]. A virtual character was
created and provided with an inverse kinematics controller for moving and
rotating its right hand, wrist, elbow, shoulder, and clavicle. Rotation lim-
its were set for the whole arm, including the fingers, according to realistic
ergonomic ranges. A virtual camera that simulated a Senz3D depth sensor
[camera˙Senz3D] was mounted between the eyes of the character. Mueller et
al. [Mueller2017RealTimeHT] mounted the camera on a shoulder whereas our
camera position is optimal for VR/AR applications. The hand was set at the
initial position in front of the character (as shown in Figure 5.14). Our custom
code routine generated 1 million hand configurations by uniformly sampling
random values within the allowed ranges for three categories of degrees of
freedom. The first category was hand rotation where the hand was rotated on
three axes in ranges that respected ergonomically realistic positions. The sec-
ond category was finger rotation where all of the fingers were simultaneously
rotated within their rotation limits, which allowed the inclusion of uncomfort-
able or even unrealistic poses in order to provide samples from border-line
conditions in the explored space. A collision detection routine discarded the
poses where the fingers penetrate each other. Figure 5.16 shows samples of the
depth images with overlaid ground truth 3D poses and the respective 3D hand
shapes. The third category was hand shapes where the size and proportions
of the hand were modulated in the following seven dimensions: length, mass,
size, palm length, inter-finger distance, finger length, and fingertip size. The
realism of the resulting hand proportions was ensured by measuring the hand
sizes within the ranges provided in the DINED anthropometry dataset [molen-
broek04dined] (see Figure 5.15(b)). Moreover, we provide accurate color seg-
mentations of the hand parts, as shown in Figure 5.15(a), which may be useful
for hand part segmentation-based methods such as that proposed by Neverova
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Figure 5.15.: Proposed egocentric hands dataset. (a) We provide accurate hand
segmentation and full 3D hand mesh representations in addition to
the 3D pose and depth image. (b) Large hand shape variation. We
used realistic hand size measurements provided in the DINED an-
thropometric database [molenbroek04dined].

et al. [neverova2017hand]. Segmentation was conducted at the polygon level
by manual assignment of the polygon’s color to either a phalanx, the palm,
or forearm. The colors were generated by sequentially assigning the value of
each RGB component to 0.0, 0.5, or 1.0. These colors might seem similar to
the human eye but their values are very different in the RGB color space. We
divided the dataset into a training set TE containing 900K images and a test
set of 100K frames. As proposed by Malik et al. [malik2018deephps], P and
N are the same in SynHand5M.

Figure 5.16.: Sample images from the SynHandEgo egocentric dataset. Prepro-
cessed depth images with overlaid ground truth 3D hand poses and
the respective ground truth 3D hand meshes from two different view-
points. Our dataset includes a wide range of hand poses and shapes.
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Figure 5.17.: Qualitative 3D hand pose and shape inference results based on the
SynHand5M [malik2018deephps] synthetic dataset.

Figure 5.18.: Qualitative results on SynHandEgo dataset: 3D hand shape and pose
recovery from sample egocentric images.

5.3.3. Implementation Details

We used the method described by Guo et al. [guo2017region] for standard
preprocessing of the depth frames and the annotations. All of the images were
normalized using the hand mass centers and a bounding box with a fixed size of
150. The final values for the preprocessed depth images and annotations were
in the range of [−1, 1]. To augment the data, we randomly scaled and rotated
the training data in the ranges of [0.8, 1.1] and [−45○, 45○], respectively.
We trained our network using the Caffe framework [jia2014caffe]. In order
to conduct training based on TS, the learning rate (LR) was set to 0.0005,
SGD momentum to 0.9, and the batch size to 512. For combined real and
synthetic data training, LR was set to 0.00005. Training was performed on a
desktop PC with an Nvidia Geforce GTX 1070 GPU. A single forward pass
required only 2.2ms to generate both the 3D pose and shape. The networks
were trained until they reached convergence.

5.3.4. Synthetic Hand Shape and Pose Recovery

SynHand5M dataset: We trained three different implementations of our
network to determine the effectiveness of simultaneously learning the hand
shape, pose, and structure constraints. In the first implementation, which is
similar to that given by Gue et al. [guo2017region], 22 3D joint key-points
from the SynHand5M dataset (i.e., J ∈ R66) were directly regressed. The
network converged after 1000K iterations using LR = 0.05. The quantitative
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Method \Error(mm) 3D Joint Loc. 3D Vertex Loc.

DeepModel [zhou2016model] 11.36 –
HandScales [malik2017simultaneous] 9.67 –
DeepHPS [malik2018deephps] 6.3 11.8

J [guo2017region] 5.83 –
J ∪ V [Ours] 5.14 7.12
J ∪ V ∪ S [Ours] 4.62 6.61

Table 5.5.: Quantitative results obtained using the SynHand5M test set. The re-
sults show that simultaneously learning the pose, shape, and structural
constraints improved the accuracy of 3D hand pose estimation by 20.7%
compared with the baseline architecture (J) [guo2017region]. All of the
errors are reported in millimeters (mm).

results are shown in Table 5.5. In the second implementation, the shape was
optimized together with the pose (J ∪ V) by adding two additional layers to
the first implementation: an FC layer with a size of 3579 for regressing the
mesh vertices and a non-parametric indicator function layer (as shown in Fig-
ure 5.13). This network implementation required 2000K iterations to converge
with LR = 0.0005. The estimated pose improved by 11.8% compared with the
first implementation. In addition, the shape estimation accuracy improved by
39.6% compared with DeepHPS [malik2018deephps]. In the third implemen-
tation, the structural constraints were learned simultaneously with the pose
and shape (J∪V∪S), where convergence occurred in 2500K iterations with LR
= 0.0005 and the performance was better than the other approaches (Table
5.5). This network implementation contained an additional FC layer with a
size of 58 to regress S (see Section 5.3.1). Figure 5.17 shows the qualitative
3D pose and shape estimation results for some challenging hand poses.

SynHandEgo dataset: We trained our network ( J ∪ V ∪ S ) on TE with
full supervision based on the joint positions, mesh vertices, and structural
constraints. The network required 500K iterations to converge with LR =
0.0005. Figure 5.18 shows the qualitative 3D pose and shape recovery results.
Quantitatively, the joint and vertex location errors with the test set were
5.5mm and 7mm, respectively.

5.3.5. Real Hand Shape and Pose Recovery

The synthetic data provided weak supervision of the mesh vertices for real
hand shape recovery. However, training using both the synthetic and real
data allowed our network to learn the shapes and poses of real hands despite
the lack of ground truth shape information for real images. We aimed to
simultaneously recover both the real hand shape and the pose. However, for
the sake of completeness, we conducted comparisons with the state-of-the-art
hand pose estimation methods using the NYU dataset.

NYU dataset: We trained our network (J ∪ V ∪ S) based on four datasets,
which were combined to form a single training set: TNBSE = TN ∪ TB ∪
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Figure 5.19.: NYU dataset: mean error (left) and fraction of successful frames
(right). Our method achieves improved accuracy compared to the
state-of-the-arts that output more than the joint positions.

Methods 3D Joint Location Error

Crossing Nets [wan2017crossing] 15.5
Feedback [oberweger2015training] 15.9
DeepHPS [malik2018deephps] 14.2
REN-4x6x6 [guo2017region] 13.2
Ours 11.8

Table 5.6.: Quantitative comparison based on the NYU [tompson2014real] test set
using several state-of-the-art methods. Our method improved the ac-
curacy compared with the methods that output more than the joint
positions. In addition, our method improved the accuracy by 10.6%
compared with the baseline method [guo2017region]. All of the errors
are reported in mm.

TS ∪ TE. Not all of the joints in the NYU dataset were consistent with the
other datasets, so we followed the method proposed by Malik et al. [ma-
lik2018deephps] for selecting the 16 closely matching joints present in all of
the datasets. After training based on TNBSE with full supervision for J and
S, and semi-supervision for V (see Equation 5.11), we recovered the plausi-
ble 3D hand shapes from the NYU dataset. Figure 5.20 shows reconstruc-
tions of the 3D shapes obtained from the sample test depth images in the
NYU dataset. The network required 5000K iterations to reach convergence
using LR = 0.00005. We qualitatively compared our reconstructed 3D hand
shapes with those obtained using the state-of-the-art DeepHPS method [ma-
lik2018deephps]. DeepHPS is hindered by the generation of artifacts during
shape reconstruction because of the limited representational capacity of the
hand model as well as difficulties optimizing complex hand shapes, bone scales,
and joint angle parameters inside the deep network. Moreover, all of these pa-
rameters were implicitly learned. To compare the performance of our method
in the 3D pose estimation task, we trained our network using a subset of 14
joints from the NYU dataset and the corresponding closely matching joints
in other datasets. Figure 5.19 shows quantitative comparisons with several
state-of-the-art methods. Figure 5.19 (left) shows the errors based on indi-
vidual joints from the NYU dataset and the mean error. Figure 5.19 (right)
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Figure 5.20.: Qualitative comparison of the 3D hand shapes recovered with
the state-of-the-art DeepHPS method [malik2018deephps] using the
NYU [tompson2014real] dataset. The DeepHPS method produced
artifacts due to the limited representational capacity of their hand
model as well as difficulties optimizing complex hand shapes, bone
scales, and joint angle parameters. By contrast, our algorithm re-
covered more accurate real hand shapes.

shows the fraction of successful frames within various thresholds (in mm). The
joint location errors over all of the test frames are presented in Table 5.6. As
mentioned earlier, DeepHPS [malik2018deephps] is the only existing method
that estimates both 3D the hand shape and pose with the NYU dataset.
Our approach performed significantly better than the DeepHPS method in
the pose estimation task, thereby demonstrating the benefit of directly re-
gressing the dense mesh together with the sparse joints. In addition, our
approach improved the accuracy by 10.6% compared with the baseline REN
architecture [guo2017region], which only regresses the joint positions. Thus,
our method significantly improved the accuracy of hand pose estimation com-
pared with the state-of-the-art methods that produce more than joint posi-
tions, i.e., DeepModel [zhou2016model], HandScales [malik2017simultaneous],
Feedback [oberweger2015training], and DeepHPS [malik2018deephps]. In ad-
dition to 3D pose estimation, DeepModel [zhou2016model] estimates the joint
angle parameters, HandScales [malik2017simultaneous] predicts the joint an-
gles and bone lengths in the hand skeleton, Feedback [oberweger2015training]
synthesizes 2D depth images, and the DeepHPS [malik2018deephps] method
estimates the joint angles, bone lengths, complex hand shape parameters, and
3D hand mesh vertices. We did not conduct comparisons with direct regres-
sion methods [moon2017v2v; rad2017feature] that do not incorporate hand
structure in their pipelines and that only produce 3D hand poses.

BigHand2.2M dataset: We combined the BigHand2.2M, SynHand5M, and
SynHandEgo datasets into one training set: TBSE = TB ∪ TS ∪ TE. The 21
joints in the BigHand2.2M dataset were consistent with the joints in both of
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depth recovered depth recovered
input 3D shape input 3D shape

(a) (b)

Figure 5.21.: Failure case: Our method failed to recover correct hand shapes from
real depth images when large amounts of depth information were
missing (a), or when the hand pose in the real depth image was not
covered by the pose space in the synthetic dataset, which was a rare
occurrence (b).

the synthetic datasets. However, the palm center positions were missing from
the BigHand5M dataset. Thus, we calculated the palm centers by taking the
mean of the centers of the metacarpal joints and the wrist joint. Hence, all
22 joints were used in the combined training process. After simultaneously
training with the real and synthetic data, we recovered 3D hand shapes for
the challenging poses in BigHand2.2M from both egocentric and third person
viewpoints (as shown in Figure 5.12). The network converged within 5000K
iterations using LR = 0.00005. Quantitatively, the 3D joint location error with
the test set was 13.5mm.

Failure Cases: When significant depth information was missing from the real
images, our algorithm failed to recover the plausible hand shapes (as shown
in Figure 5.21(a)). In addition, if the hand pose in the real depth image
differed significantly from the pose space covered by the synthetic dataset,
which occurred rarely, our network could not recover the correct hand shape
(see Figure 5.21(b)).

5.4. Conclusion

In this chapter, we present two different approaches based on 2D convolutions
for simultaneous 3D hands shape and pose estimation from a single depth
image. The first is a novel weakly-supervised method which consists of three
novel components: (i) Structured 3D hand pose estimator; (ii) 3D hand shape
decoder; and (iii) 2D depth image synthesizer. The hand shape decoder learns
to recover 3D hand mesh representation from the estimated 3D pose. To pro-
vide a much needed weak-supervision on shape estimation, we propose a new
depth image synthesizer which reconstructs 2D depth image from learned 3D
hand mesh. Our method is jointly fine-tuned in an end-to-end manner by
using unlabeled real data and labeled synthetic data. Extensive evaluations
show plausible and reasonable hand shapes reconstruction in real-time despite
an unavailability of ground truth for real hand shapes. The proposed approach
outperforms state-of-the-art methods that produce more than joint positions
and shows competitive results compared to 3D pose estimation methods.
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The second is a simple and effective real-time CNN-based approach for
directly regressing the 3D hand shape and pose for both egocentric and third
person viewpoints by learning from synthetic depth. We also create the first
egocentric synthetic hand pose dataset, which provides accurate annotations
for 3D hand shapes and poses. In addition, we provide color segmentation
of the hand parts. This dataset will facilitate future research into full hand
shape and pose estimation from egocentric viewpoints, provided that obtaining
the real hand shape ground truth is a hard and sub-optimal problem. Our
network is trained simultaneously using real and synthetic data, which allows
the successful recovery of plausible real hand shapes. Learning the pose and
the structural constraints is fully supervised, whereas the shape learning is
semi-supervised. Experiments show that our approach performs better than
the state-of-the-art methods with the synthetic SynHand5M dataset in terms
of both hand shape and pose estimation tasks, and it also improves the pose
estimation accuracy based on the real NYU dataset compared with the existing
methods that output more than the joint positions.
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6.1. Introduction

Current approaches treat and process depth maps with 2D CNNs, even though
depth maps are intrinsically a 3D data. Training a 2D CNN to estimate 3D
hand pose or shape given 2D representation of a depth map is highly non-linear
and results in perspective distortions in the estimated outputs [moon2017v2v].
V2V-PoseNet [moon2017v2v] is the first work that uses 3D voxelized grid
of depth map to estimate 3D joints heatmaps and, thus, avoids perspective
distortions. However, extending this work for shape estimation by directly
regressing 3D heatmaps of mesh vertices is not feasible in practice.

In this work, we propose the first 3D convolutions based architecture which
simultaneously estimates 3D shape and 3D pose given a voxelized depth map.
To this end, we introduce novel architectures based on 3D convolutions which
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Figure 6.1.: 3D voxelized depth map and accurately estimated 3D joints heatmaps
(Left block) are used to estimate two hand shape representations (Mid-
dle block). To combine the advantages of these representations, we
accurately register the shape surface to the voxelized shape (Right
block). Our architecture with 3D convolutions establishes a one-to-
one mapping between voxelized depth map, voxelized hand shape and
3D joints heatmaps.

estimate two different representations of hand shape (Secs. 6.2–6.4). The first
representation is the hand shape on a voxelized grid. This representation is
estimated from a new voxel-to-voxel network which establishes a one-to-one
mapping between the voxelized depth map and the voxelized shape. However,
the estimated voxelized shape does not preserve the hand mesh topology and
the number of vertices. For this reason, we also estimate hand surface (the
second representation) with our voxel-to-surface network. Since this network
does not establish the one-to-one mapping, the accuracy of the estimated hand
surface is low. However, the hand topology is preserved. In order to combine
the advantages of both representations, we propose registration methods to
fit the hand surface to the voxelized hand shape. Since real hand shape an-
notations are not available, we employ two 3D CNN-based synthesizers which
act as sources of weak supervision by generating voxelized depth maps from
our shape representations (see Figure 6.2). To increase the robustness and
accuracy of the hand pose estimation, we perform 3D data augmentation on
the voxelized depth maps (Sec. 6.3.2).

We conduct ablation studies and perform extensive evaluations of our pro-
posed method on real and synthetic datasets. Our approach improves the
accuracy of hand shape estimation on SynHand5M dataset by 47.8% and out-
performs the state-of-the-art. Our method produces visually more reasonable
and plausible hand shapes of NYU and BigHand2.2M datasets compared to
the state-of-the-art approaches (Sec. 6.5).

6.2. Method Overview

Given a single input depth image, our goal is to estimate N 3D hand joint loca-
tions J ∈R3×N (i.e. 3D pose) and K = 1193 3D vertex locations V ∈R3×K (i.e.
3D shape). Figure 6.2 shows an overview of the proposed approach. The input
depth image is converted into a voxelized grid (i.e. VD) of size 88×88×88, by
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Figure 6.2.: Overview of our approach for 3D hand shape and pose recovery given
a voxelized depth map. V2V-PoseNet estimates 3D joints heatmaps
(i.e. pose). Hand shape is obtained in two phases. First, V2V-
ShapeNet and V2S-Net estimate the voxelized shape and shape sur-
face, respectively. V2V-SynNet and S2V-SynNet synthesize the vox-
elized depth thereby, act as sources of weak-supervision. They are
excluded during testing. In the second phase, shape registration ac-
curately fits the shape surface to the voxelized shape.

using intrinsic camera parameters and a fixed cube size. For hand pose estima-
tion, VD is provided as an input to the voxel-to-voxel pose regression network
(i.e. V2V-PoseNet) that directly estimates 3D joint heatmaps {Hj}

N
j=1. Each

3D joint heatmap is represented as 44 × 44 × 44 voxelized grid. We resize VD

to 44 × 44 × 44 voxel grid size (i.e. V′
D) and concatenate it with the estimated

Hj , to provide as an input to our shape estimation network. We call this con-
catenated input as IS . The voxelized hand shape (i.e. 64 × 64 × 64 grid size)
is directly regressed via 3D CNN-based voxel-to-voxel shape regression net-
work (i.e. V2V-ShapeNet), by using IS as an input. Notably, V2V-ShapeNet
establishes a one-to-one mapping between the voxelized depth map and the
voxelized shape. Therefore, it produces accurate voxelized shape represen-
tation but does not preserve the topology of hand mesh and the number of
mesh vertices. To regress hand surface, IS is fed to the 3D CNN-based voxel-
to-surface regression network (i.e. V2S-Net). Since the mapping between IS
and hand surface is not one-to-one, it is therefore less accurate. Voxel-to-
voxel and surface-to-voxel synthesizers (i.e. V2V-SynNet and S2V-SynNet)
are connected after V2V-ShapeNet and V2S-Net, respectively. These synthe-
sizers reconstruct V′

D and act as sources of weak supervision during train-
ing. They are excluded during testing. To combine the advantages of the
two shape representations, we register the estimated hand surface to the esti-
mated voxelized hand shape. We employ 3D CNN-based DispVoxNet network
[ShimadaDispVoxNets2019] for synthetic data, and non-rigid gravitational ap-
proach (NRGA) [Ali˙NRGA˙2018] for real data.

6.3. The Proposed HandVoxNet Approach

In this section, we explain our proposed HandVoxNet approach by highlighting
the function and effectiveness of each its component. We develop an effective
solution that produces reasonable hand shapes via 3D CNN-based deep net-
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works. To this end, our approach fully exploits accurately estimated 3D joints
heatmaps as a strong pose prior, as well as voxelized depth maps. Given that
collecting accurate real hand shape ground truth is hard and laborious, we de-
velop a weakly-supervised network for real hand shape estimation by learning
from accurately labeled synthetic data. Moreover, our 3D data augmentation
on voxelized depth maps allows to further improve the accuracy and robustness
of 3D hand pose estimation.

6.3.1. 3D Hand Shape Estimation

As aforementioned, estimating 3D hand shape from a 2D depth map by using
2D CNN is a highly non-linear mapping. It compels the network to perform
perspective distortion-invariant estimation which causes difficulty in learning
the shapes. To address this limitation, we develop a full voxel-based deep
network that effectively utilizes the estimated 3D pose and voxelized depth
map to produce reasonable 3D hand shapes. Our proposed approach for 3D
shape estimation comprises of two main phases. In the first phase, we estimate
the shape surface and the voxelized hand shape. In the second phase, we
register the estimated shape surface to the estimated voxelized hand shape by
employing a 3D CNN-based registration for synthetic data and NRGA-based
fitting process for real data.
Voxelized Shape Estimation. Our idea is to estimate 3D hand shape in the
voxelized form via 3D CNN-based network. It allows the network to estimate
the shape in such a way that minimizes the chances for perspective distor-
tion. Inspired by the approach proposed in the recent work [malik2019whsp],
we consider sparse 3D pose as the latent representation of dense 3D shape.
However, in this work, we combine 3D pose with the depth map which is im-
portant to better represent the shape of hand. Furthermore, here we use more
accurate and useful representations of 3D pose and 2D depth image which are
3D joints heatmaps and voxelized depth map, respectively. V2V-ShapeNet
module is shown in Figure 6.2. It can be considered as the 3D shape decoder:

V̂S ∼ Dec(Hj ⊕V′
D) = p(VS ∣IS) (6.1)

where p(VS ∣IS) is the decoded distribution. The decoder learns to reconstruct
the voxelized hand shape V̂S as close as possible to the ground truth voxelized
hand shape VS . The V2V-ShapeNet is a 3D CNN-based architecture that di-
rectly estimates the probability of each voxel in the voxelized shape indicating
whether it is the background (i.e. 0) or the shape voxel (i.e. 1). The per-voxel
binary cross entropy loss LVS for voxelized shape reconstruction is given as:

LVS = −(VS log(V̂S) + (1 − VS) log(1 − V̂S)) (6.2)

where VS and V̂S are the ground truth and the estimated voxelized hand
shapes, respectively. The architecture of V2V-ShapeNet is provided in the the
Appendix A.8.1.

Since the annotations for real hand shapes are not available, weak-
supervision is therefore essential in order to effectively learn real hand shapes.
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For this reason, we propose a 3D CNN-based V2V-SynNet (see Figure 6.2)
which acts as a source of weak-supervision during training. This module is re-
moved during testing. V2V-SynNet synthesizes the voxelized depth map from
the estimated voxelized shape representation. The per-voxel binary cross en-
tropy loss LVD

for voxelized depth map reconstruction is given as:

LVD
= −(VD log(V̂D) + (1 −VD) log(1 − log(V̂D)) (6.3)

where VD and V̂D are the ground truth and the reconstructed voxelized depth
maps, respectively. The architecture of V2V-SynNet is provided in the Ap-
pendix A.8.3.

Shape Surface Estimation. The hand pose of both the shape surface and
voxelized shape representations needs to be similar for an improved shape
registration. In order to facilitate the registration, we employ V2S-Net deep
network which directly regresses V. Based on the similar concept of hand
shape decoding (as mentioned before), IS is provided as an input to this
network while the decoded output is the reconstructed hand mesh (see Figure
6.2). The hand shape surface reconstruction loss LVT is given by the standard
Euclidean loss as:

LVT =
1

2
∥V̂T − VT ∥

2
(6.4)

where VT and V̂T are the respective ground truth and reconstructed hand
shape surfaces. As explained before, in case of missing real hand shape ground
truth, the weak-supervision on mesh vertices is provided by S2V-SynNet. In
this case, the input to the S2V-SynNet is V̂T which is in 3D coordinates form.
The loss function for the S2V-SynNet is similar to Eq. (6.3). Further details
of S2V-SynNet and V2S-Net can be found in the Appendix A.8.2 and A.8.3.

CNN-based Shape Registration. Thanks to fully connected (FC) layers,
V2S-Net is able to estimate hand shapes while preserving the order and num-
ber of points of the shapes. Losing local spacial information is also known
as a drawback of FC layers. In contrast to FC layers, a lot of works show
fully convolutional networks (FCN) perform well in geometry regression tasks
[golyanik2018hdm; moon2017v2v; shimada2019ismo; wu2016learning]. How-
ever, estimating the voxelized hand shape by 3D convolutional layer results in
an inconsistent number of points and loses a property of point order.

Hence, the ideal architecture is a network which estimates the hand shape
without losing local spacial information while preserving the topology of the
hand shape. To achieve this, we register the estimated shape by V2S-Net
to the probabilistic shape representation estimated by FCN (V2V-ShapeNet)
using DispVoxNets pipeline [ShimadaDispVoxNets2019].

Original DispVoxNets pipeline is comprised of two stages, i.e. global dis-
placement estimation and refinement stage. The refinement stage is used
to remove roughness on the point set surface. In contrast to the origi-
nal approach, we replace the refinement stage with Laplacian Smoothing
[vollmer1999improved]. This is possible because we assume the mesh topology
is already known, and it is preserved by our pipeline.
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In the DispVoxNet pipeline, the hand surface shape V̂T is first converted into
a voxelized grid V̂

′

T (i.e. 64×64×64 voxelized grid size). DispVoxNet estimates

per-voxel displacements of the dimension 643×3 between the reference V̂S and
voxelized hand surface V̂ ′T . The displacement loss LDisp is given as:

LDisp. =
1

Q3
∥d −Dvn(V̂S , V̂

′

T )∥
2
, (6.5)

where Q and d are the voxelized grid size and the ground truth displacement,
respectively. Since it is difficult to obtain d between voxelized shape V̂S and
hand surface V̂T , the displacements are first computed between VT and V̂T , and
are discretised to obtain d. For more details of ground truth voxelized grid
computation, please refer to [ShimadaDispVoxNets2019]. The architectural
details of DispVoxNet are provided in the Appendix A.8.4.

NRGA-Based Shape Registration. In our voxel-based 3D hand shape and
pose estimation pipeline (Fig. 6.2), DispVoxNet [ShimadaDispVoxNets2019]
component requires shape annotations in its source-to-target displacement
field learning phase. These annotations are available only for synthetic data set
which leaves a domain gap on the performance of DispVoxNet when tested on
real data set. To bridge this gap, we apply NRGA [Ali˙NRGA˙2018] to improve
V̂T by registering it with V̂S . NRGA is selected for this deformable alignment
task over other methods [amberg2007optimal; papazov2011deformable], as it
supports local-topology preservation of input hand surface and shown to be
more robust at noise handling. Although NRGA is a point cloud alignment
method, it provides an option to relax deformation magnitude in the neigh-
bouring regions of the hand mesh vertices. To justify our surface-to-voxel
(V̂T Ð→ V̂S) alignment method, NRGA is applied with a modification (M1)
on its nearest neighbour scheme. The method estimates a rigid transformation
for every vertex v ∈ V̂T and diffuses the transformation in a subspace formed
by a set of neighbourhood vertices of v. NRGA builds a k-d tree on tem-
plate, which is V̂T in our case, and neighbourhood vertices are selected as the
k-nearest neighbours (typically 0.1% − 0.2% of the total points in template).
M1: To apply NRGA in our pipeline, we use 4-ring connected vertices instead
of k-nearest neighbours (more details are in the Appendix A.9).

6.3.2. Data Augmentation in 3D

Our method for hand shape estimation relies on the accuracy of the estimated
3D pose. Therefore, the hand pose estimation method has to be accurate and
robust. Training data augmentation helps to improve the performance of a
deep network [oberweger2017deepprior++]. Existing methods of hand pose
estimation have used data augmentation in 2D. This is mainly because these
methods have treated the depth map as 2D data. The representation of depth
map in voxelized form makes it convenient to perform data augmentation in
all three dimensions. In this paper, we propose a new 3D data augmentation
policy which improves the accuracy and robustness of hand pose estimation
(see Section 6.5.3).
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During V2V-PoseNet training, we apply simultaneous rotations in all three
axes (x,y,z) to each 3D coordinate (i, j, k) of VD andHj , by using the following
Euler transformations:

[̂i, ĵ, k̂]T = [Rotx(θx)] × [Roty(θy)] × [Rotz(θz)][i, j, k]
T (6.6)

where (̂i, ĵ, k̂) is the transformed voxel coordinate. Rotx(θx), Roty(θy) and
Rotz(θz) are 3 × 3 rotation matrices around x, y and z axes. The values for
θx, θy and θz are selected randomly in the ranges [−40○, +40○], [−40○, +40○]
and [−120○, +120○], respectively. In addition to rotations in 3D, following
[moon2017v2v], we perform scaling and translation in the respective ranges
[+0.8,+1.2] and [−8,+8].

6.4. The Network Training

VD is generated by projecting the raw depth image pixels into 3D space. Hand
region points are then extracted by using a cube of size 300 that is centered on
hand palm center position. 3D point coordinates of hand region are discretized
in range [1, 88]. Finally, to obtain VD, the voxel value is set to 1 for the 3D
point coordinate of hand region and 0 otherwise. Following [moon2017v2v],
Hj are generated as 3D Gaussians. Similar to the process of generating VD,
VS is obtained by voxelizing the hand mesh. VT is created by normalizing the
mesh vertices in range [−1, +1]. We perform this normalization by subtracting
the vertices from the palm center and then, dividing them by half of the cube
size.

We train V2V-PoseNet [moon2017v2v] on NYU, BigHand2.2M and Syn-
Hand5M datasets separately with the 3D data augmentation technique men-
tioned in Section 6.3.2. For SynHand5M dataset, we train V2S-Net and V2V-
ShapeNet (including the synthesizers S2V-SynNet and V2V-SynNet) sepa-
rately using RMSProp as an optimization method with a batch size of 8 and
a learning rate LR = 2.5 × 10−4. After training the pose and shape networks,
we put these networks together in the pipeline (see Figure 6.2) and fine-tune
them in an end-to-end manner with synthetic, and combined real and synthetic
data. The total loss LT is as follows:

LT = LH + 1LVS + 1LVT +LVD
(6.7)

where LH is heatmaps loss [moon2017v2v] and 1 represents an indicator func-
tion layer. This layer forwards the estimations to the loss layer only for syn-
thetic data using a flag value, which is 1 for synthetic and 0 for real data. It
disables the gradients flow during the backward pass in case of real data. For
fine-tunings, we use RMSProp optimization method with a batch size of 6 and
a learning rate 2.5×10−5. DispVoxNet is trained only on SynHand5M dataset
due to its availability of the ground truth geometry. During the training,
Adam optimizer with a learning rate of 3.0×10−4 was employed. The training
continues until the convergence of LDisp with batch size 12. All models are
trained till convergence on a desktop personal computer (PC) equipped with
Nvidia Titan X GPU.
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Methods 3D V Err. (mm)

V2S-Net (w/o Hj) 8.78
V2S-Net (w/o V′

D) 3.54
V2S-Net (w/ Hj ⊕V′

D) 3.36

Methods 3D S Err.

V2V-ShapeNet (w/o Hj) 0.007
V2V-ShapeNet (w/o V′

D) 0.016
V2V-ShapeNet (w/ Hj ⊕V′

D) 0.005

Table 6.1.: Ablation study on inputs (i.e. Hj and V′

D) to V2S-Net and V2V-
ShapeNet. We observe that combining both inputs is useful for these
two networks. w/ and w/o refer to with and without.

Figure 6.3.: Qualitative results on SynHand5M [malik2018deephps] dataset. Es-
timated hand pose overlay (1st col), voxelized shape (2nd col), hand
surface (3rd col), final shape (4th col), and the overlays of hand surface
and final shapes with ground truth (gray color) are illustrated.

6.5. Experiments

We perform qualitative and quantitative evaluations of our complete pipeline
on the fully labeled SynHand5M [malik2018deephps] dataset. Ablation studies
are performed on the same dataset. We qualitatively evaluated real hand shape
recovery for NYU [tompson2014real] and BigHand2.2M [yuan2017bighand2]
datasets. Furthermore, we study the impact of our 3D data augmentation on
powerful V2V-PoseNet [moon2017v2v].

6.5.1. Datasets and Evaluation Metrics

Although there are many depth-based hand pose datasets [yuan2017bighand2],
only a few of them (i.e. BigHand2.2M [yuan2017bighand2], NYU [tomp-
son2014real], SynHand5M [malik2018deephps]) provide adequate training
data and annotation which resemble the joint locations of a real hand. NYU
real benchmark offers joint annotations for 72757 and 8252 RGBD images of
the training (TN) and test sets, respectively. Their hand model contains 36
joint locations which make it possible to combine this dataset with the recent
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Methods 3D V Err. (mm)

DeepHPS [malik2018deephps] 11.8
WHSP-Net [malik2019whsp] 5.12
Ours (w/o Synthesizers) 2.92
Ours (w/ Synthesizers) 2.67

Table 6.2.: Comparison with the state-of-the-arts on SynHand5M. Our full method,
with V2V-SynNet and S2V-SynNet synthesizers, outperforms the state-
of-the-art method [malik2019whsp] by 47.85%.

Figure 6.4.: Shape reconstruction of NYU [tompson2014real] dataset: (a), (b) and
(c) show the 2D overlays and 3D visualizations of estimated voxelized
hand shape, shape surface, and the final shape after registration, re-
spectively. (d) and (e) show the corresponding results of hand shapes
from DeepHPS [malik2018deephps] and WHSP-Net [malik2019whsp]
methods. Our approach produces visually more accurate hand shapes
than the existing approaches.

benchmarks (e.g., BigHand2.2M). BigHand2.2M is a million-scale real bench-
mark. For pose estimation, it provides accurate joint annotations for 956K
training (TB) depth images acquired from 10 subjects. Their hand model con-
tains 21 joint locations which resemble real hand skeleton. The size of the
BigHand2.2M’s test set is 296K. The annotation of hand palm center is not
given in the BigHand2.2M dataset. Hence, we obtain the hand palm center
position by taking the average of the metacarpal joints and the wrist joint po-
sitions. SynHand5M dataset contains fully annotated 5 million depth images
for both the 3D hand pose and shape. The sizes of it’s train (TS) and test sets
are 4.5M and 500K, respectively. The joint annotations of BigHand2.2M are
fully compatible with SynHand5M.

We use three evaluation metrics: (i) the average 3D joint location error over
all test frames (3D J Err.); (ii) mean vertex location error over all test frames
(3D V Err.); and (iii) mean voxelized shape error (i.e. per-voxel binary cross
entropy) over all test data (3D S Err.).
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(a) (b) (c) (d) (e)

Figure 6.5.: Shape reconstruction of BigHand2.2M dataset: (a) shows the 2D pose
overlay. (b) and (c) show recovered voxelized shape and shape surface,
respectively. (d) shows the overlays of shape surface and registered
shape. (e) shows the final hand shape.

Components Runtime (sec)

V2V-PoseNet 0.011
V2V-ShapeNet 0.0015
V2S-Net 0.0038
DispVoxNet 0.162
∗NRGA 59 - 70

Table 6.3.: Runtime: (first four rows) forward-pass of deep networks on GPU. ∗

shows that the NRGA runs on CPU.

6.5.2. Evaluation of Hand Shape Estimation

In this subsection, we evaluate our method on SynHand5M, NYU and Big-
Hand2.2M benchmarks.

Synthetic Hand Shape Reconstruction. We train our complete pipeline
on the fully labeled SynHand5M dataset by following the training methodol-
ogy explained in Section 6.4. We conduct two ablation studies to show the
effectiveness of our design choice. First is the regression of VT and VS by using
input V′

D (i.e. without (w/o) Hj) and the synthesizers. Similar experiments
are repeated by using Hj (i.e. w/o V′

D) and IS (i.e. with (w/) IS ⊕ V′
D) as

separate inputs to V2V-ShapeNet and V2S-Net. The results are summarized
in Table 6.1, which clearly show the benefit of concatenating voxelized depth
map with 3D heatmaps. The second ablation study is to observe the im-
pacts of V2V-SynNet and S2V-SynNet, given IS as an input to the complete
shape estimation network. We trained V2S-Net and V2V-ShapeNet with and
without using their respective synthesizers (see Figure 6.2). The quantitative
results and comparisons with the state-of-the-art methods on SynHand5M test
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(a) Depth (b) 3D Pose (c) DispVoxNet (d) NRGA

Figure 6.6.: Failure case: Our method is unable to produce plausible shapes in
cases of severe occlusion and missing depth information.

set are summarized in Table 6.2. Our method with synthesizers improves on
ours without synthesizers, and achieves 47.8% improvement in accuracy com-
pared to a very recent approach WHSP-Net [malik2019whsp]. The qualitative
results of synthesized samples of voxelized depth maps are shown in the Ap-
pendix A.8.3. The qualitative results of shape representations and pose are
shown in Figure 6.3. DispVoxNet accurately fits the estimated hand surface
to the estimated voxelized hand shape thereby, improving the hand surface
reconstruction accuracy by 20.5% (i.e. 3.36mm → 2.67mm). Notably, in Ta-
ble 6.1, the accuracy of our hand surface estimation is better than WHSP-Net
method (see Table 6.2), which clearly shows the effectiveness of employing 3D
CNN based network for mesh vertices regression.

Real Hand Shape Reconstruction. To estimate plausible real hand shape
representations, the synthesizers are essential (see Figure 6.2). For NYU hand
surface and voxelized shape recovery, we combine the training sets of NYU and
SynHand5M (i.e. TNS = TN + TS) by selecting closely matching 22 common
joint positions in both the datasets. However, note that the common joint
positions are still not exactly similar in both the datasets. V2S-Net and V2V-
ShapeNet recover plausible hand shape representations while NRGA-based
method performs a successful registration (as shown in Figure 6.4(a),(b) and
(c)). It is observed that the voxelized shape is more accurately estimated than
the hand surface. Thereby, the registration process is able to further refine
the hand surface. Using the similar combined training strategy, we combine
BigHand2.2M and SynHand5M datasets and shuffle them (i.e. TBS = TB+TS).
Samples of estimated hand shape representations for BigHand2.2M dataset
are shown in Figure 6.5.

We qualitatively compare our reconstructed hand shapes of NYU dataset
with state-of-the-art methods. For better illustration of shape reconstruction
accuracy, we show the 2D overlay of hand mesh onto the corresponding depth
image (as shown in Figure 6.4(d) and (e)). Model-based DeepHPS method
[malik2018deephps] suffers from artifacts while regression-based WHSP-Net
approach [malik2019whsp] produces perspective distortions and incorrect sizes
of shapes. Whereas our method (Figure 6.4(c)) recovers visually more accu-
rate and reasonable hand shapes. Table 6.3 shows the runtimes of different
components of our pipeline.

Failure Cases. Our approach fails to estimate plausible hand shapes in cases
of severe occlusion of hand parts and missing information in the depth map
(see Figure 6.6).
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Methods 3D J Err. (mm)

DeepHPS [malik2018deephps] 6.30
WHSP-Net [malik2019whsp] 4.32
V2V-PoseNet 3.81
Ours (Full method) 3.75

Table 6.4.: 3D hand pose estimation results on SynHand5M dataset. We compare
the accuracy of our full method (i.e. HandVoxNet) with state-of-the-art
methods.

Dataset Method 3D J Err. (mm)

NYU
V2V-PoseNet [moon2017v2v] 9.22

V2V-PoseNet (w/ our 3D aug.) 8.72

BigHand2.2M
V2V-PoseNet [moon2017v2v] 9.95

V2V-PoseNet (w/ our 3D aug.) 9.27

Table 6.5.: 3D hand pose estimation results on NYU [tompson2014real] and Big-
Hand2.2M [yuan2017bighand2] datasets using our 3D data augmenta-
tion.

6.5.3. Evaluation of Hand Pose Estimation

In our approach, the accuracy of the estimated hand shape is dependent on
the accuracy of estimated 3D pose (see Section 6.3). Therefore, the hand pose
estimation method needs to be robust and accurate. In this work, we perform
a new 3D data augmentation on voxelized depth maps which further improves
the accuracy of 3D hand pose estimation on real datasets. Notably, our focus
is to develop an effective approach for simultaneous hand pose and shape
estimation. However, for completion, we show our results and comparisons on
hand pose estimation with SynHand5M, NYU and BigHand2.2M datasets.

SynHand5M Dataset: We do not perform training data augmentation on
SynHand5M because this dataset originally contains large viewpoint vari-
ations [malik2018deephps]. We train our full method and V2V-PoseNet
[moon2017v2v] on SynHand5M dataset. The quantitative results on the test
set are presented in Table 6.4. We observed that the backpropagation from the
shape regression pipeline is effective thereby, improves the accuracy of the es-
timated 3D pose. We achieve 13.19% improvement in the accuracy compared
to WHSP-Net approach [malik2019whsp].

NYU and BigHand2.2M Datasets: V2V-PoseNet [moon2017v2v] is a
powerful pose estimation method that exploits the 3D data representations of
hand pose and depth map. By employing the 3D data augmentation strategy
(see Section 6.3.2), we achieve 5.42% and 6.83% improvements in the accuracy
compared to the original V2V-PoseNet models on NYU and BigHand2.2M
datasets, respectively (see Table 6.5). Figure 6.8 shows the average errors on
individual hand joint positions. We observe a noticeable improvement in the
accuracy of the finger-tips. The qualitative results and comparisons with the
state-of-the-art methods for hand pose estimation are shown in Figure 6.7.
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Figure 6.7.: Samples of NYU [tompson2014real] depth images with 2D overlay of
the estimated 3D hand pose. Our method produces more accurate
results compared to WHSP-Net [malik2019whsp] and DeepHPS [ma-
lik2018deephps] methods.

Figure 6.8.: We study the impact of our 3D data augmentation on the pose es-
timation accuracy of V2V-PoseNet [moon2017v2v] on NYU [tomp-
son2014real] dataset. The graph shows mean errors on individual hand
joints.

6.6. Conclusion

We propose a novel voxel-based approach for 3D hand shape and pose esti-
mation from a single depth map. 3D voxelized representation of depth map
and accurately estimated hand joints 3D heatmaps are used to reconstruct
two different hand shape representations (i.e. voxelized shape and shape sur-
face). To combine the pros of the two shape representations, we propose two
different hand shape registration methods for synthetic and real data which
accurately fit the shape surface to the voxelized shape. Furthermore, our 3D
data augmentation policy on voxelized grids enhances the accuracy of 3D hand
pose estimation on real datasets. Our method outperforms the state-of-the-
art for hand shape recovery on synthetic dataset, and produces visually more
accurate and reasonable hand shapes of real images compared to the previous
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methods. These results indicate that the one-to-one mapping between vox-
elized depth map, voxelized shape and 3D joints heatmaps is essential for an
accurate hand shape and pose recovery.
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7.1. Introduction

In-air signature is a new modality which allows a user to sign in the air by
making free hand movements thereby, eliminating the need for a writing sur-
face. Notably, this modality inherently contains important information in the
third dimension (i.e., depth), in addition to the 2D spatial pattern. Existing
methods for in-air signature verification use either an RGB or depth cam-
era, a wearable camera (e.g., Google Glass) or a movement sensor in a cell
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phone [fang2017novel; jeon2012system; sajid2015vsig; bailador2011analysis].
However, these methods address the problem of in-air signature acquisition
and verification in the conventional way. More precisely, the focus of these
approaches has been inclined towards the utilization of the 2D spatial and
temporal features. Lack of consideration towards the hidden depth informa-
tion has restricted the exploration of the full potential in the 3D signature
trajectory. In this work, we investigate the potential of the unique depth
pattern. We show that the depth itself is a strong feature, which is suffi-
cient for in-air signature verification. On the other hand, fingertip tracking
is a challenging problem, especially due to the occlusions of fingers and view-
point changes during signing freely in the air. The acquisition of a correct
in-air signature trajectory is crucial to verification. This problem has not
been well-addressed because the existing approaches try to locate only the
fingertip using heuristics. Some of the approaches rely on palm center point
tracking [jeon2012system; khoh2018air] which does not accurately mimic the
pointing finger movement while signing in the air. Furthermore, due to their
complex in-air signature acquisition systems, they are not suitable for real-time
applications. In principle, the skeleton of a human hand is a kinematic struc-
ture where each child joint is connected to its parent joints [zhou2016model;
malik2017simultaneous]. Therefore, for a stable and reliable tracking of the
position of a fingertip, the complete 3D pose of a hand should be estimated. In
contrast to existing fingertip-tracking approaches, we exploit the huge progress
of the convolutional-neural-network (CNN) based hand pose estimation using
a low cost multimodal depth sensor [yuan2018depth] and trained a CNN to
estimate the hand joints’ keypoints in 3D; see Section 7.3.3. Estimating a full
hand pose is more stable, especially in the case of occluded fingertips, as it
learns to estimate all features of the hand. We create our own database of
in-air signatures for analysis and verification. We perform a detailed ablation
study, which especially reveals the significance of the hidden depth feature in
verification. We propose an improved spatial-features-based verification strat-
egy which incorporates the depth information; see Section 7.5.1. We employed
the most common and effective multidimensional dynamic time warping (MD-
DTW) algorithm for matching, since our focus is to investigate and highlight
the potential in individual features of the in-air signature using the best prac-
tice for verification.

7.2. Framework Overview

The block diagram of our proposed 3D in-air signature acquisition and ver-
ification framework is shown in Figure 7.1. For the signature acquisition,
we propose a CNN-based hand pose estimation method to predict the 3D
hand joint positions from a single depth image. The input depth frame Di

is captured using Intel’s creative senz3D depth camera [camera˙Senz3D]; see
Section 7.3.1 for details of our acquisition setup. The hand region is segmented
from Di using center of hand mass (CoM) followed by a crop function; see Sec-
tion 7.3.2. The output Ds is fed to the PoseCNN, which predicts the 3D hand
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Figure 7.1.: An overview of our method for in-air signature acquisition and veri-
fication. In the acquisition phase, the hand region is first segmented
from a raw depth frame. Then, the estimated 3D position of the in-
dex fingertip is recorded for every frame using a CNN-based hand pose
estimation method. For verification, the test signature is scaled and
filtered. Thereafter, the spatial and depth features are extracted for
matching using the MD-DTW algorithm. Finally, the test signature
is verified by the decision threshold.

pose; see Section 7.3.3. The estimated joint position of the index fingertip in
each depth frame is used to record the 3D signature trajectory. The recorded
in-air signature trajectory is preprocessed for normalization and smoothing;
see Section 7.4.1. Thereafter, spatial and depth features are extracted from
the 3D signature. For matching, MD-DTW is used to obtain a similarity
measure between the selected feature of the preprocessed test signature and
the corresponding precomputed feature template. In the final step, the test
signature is verified by the decision threshold; see Sections 7.4.3 and 7.4.4.

7.3. In-Air Signature Acquisition

In this section, we explain our 3D in-air signature acquisition setup, fingertip-
tracking approach, and the dataset creation.

7.3.1. Data Acquisition Setup

Figure 7.2 shows our in-air signature acquisition setup. A user is allowed to
sign freely in the air within the field of view (FoV) of Intel’s creative senz3D
depth camera mounted on top of the screen. The FoV of the camera is 74○

diagonal. Two position markers are placed on either side of the depth camera
to provide an approximate start and end position for recording the signature.
Our acquisition system allows to easily select between left or right hand before
signing. During the signature acquisition, the user’s hand should be the closest
object to the camera. Notably, our method is not restricted to a specific
hand pose for signing in the air. However, most of the users participating
in our database creation used a natural pointing index finger pose (as shown
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Figure 7.2.: Our setup for in-air signature acquisition. The depth camera is
mounted on top of the screen. The position markers on both sides
of the depth camera allow capturing of in-air signature within the
field of view (FoV) of the camera. Three GoPro cameras are placed
around a user to record the hand motion in 3D space from different
view points. Camera 3 specifically records the depth variation.

in Figure 7.1). Our system allows a user to see a 2D projection of the 3D
signature trajectory in real-time on a signature pad, which is displayed on a
monitor screen. Our acquisition system is robust to variations in ambient light
intensity in indoor environments.

7.3.2. Hand Segmentation

An accurate segmentation of the hand region from a raw depth frame is im-
portant for learning-based hand pose estimation approaches. We used a hand
segmentation method similar to that described in Reference [guo2017region]
(Figure 7.3a). The segmentation process has two steps. The first step is to
find an accurate 3D location of the hand palm center. As mentioned earlier,
the hand is assumed to be the closest object to the camera; therefore, a simple
depth value-based thresholding can be used to separate the human body from
the hand. We used a depth threshold of 600 mm. Then, the 3D location of the
palm center is calculated by averaging all the pixels which belong to the hand
region (i.e., pixel values less than 600 mm). The second step is to preprocess
or crop the hand region in 3D using the obtained palm center. In Figure 7.3a,
the function f crops the hand region around the calculated palm center using
a bounding box. The size of the bounding box is 150 mm. Then, depth values
are normalized to [−1,1]. The resultant image is of a size of 96 × 96. The
runtime of our hand segmentation method is 0.47 ms.

7.3.3. Fingertip Tracking

Stable and reliable fingertip tracking is essential for the correct recording of a
3D in-air signature. For this purpose, we exploited the huge progress of CNN-
based hand pose estimation methods. One of the major advantages associated
with these methods is that they estimate the complete hand pose rather than
detecting only the fingertip or palm center. This is particularly important in
cases of severe occlusions of fingers during signing in the air. An overview of
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(a) Hand Segmentation (b) The PoseCNN

Figure 7.3.: (a) shows our approach for hand segmentation from a raw depth frame.
First, the center of hand mass (CoM) is calculated, provided that the
hand is the closest object to the depth camera. Then, the function
f crops the hand region in 3D. (b) The PoseCNN takes the cropped
hand image as input and regresses 3D sparse joints keypoints.

our method is shown in Figure 7.3b. The PoseCNN is used to estimate the
16 3D joint positions of the hand skeleton from a single depth image. The
first part of the PoseCNN (i.e., Regressor) is adopted from [guo2017region],
which originally regressed 3D hand poses using a single shared CNN for feature
extraction and a powerful yet simple region ensemble (REN) strategy. In our
implementation, the final fully connected (FC) layer of the regressor outputs
features ϕ ∈ R512 instead of joint positions.

Architecture of the Regressor : The architecture of the shared CNN for fea-
ture extraction comprises six convolution layers using 3 × 3 kernel sizes. A
rectified Linear Unit (ReLu) is connected with each of the convolution layers
as an activation function. A max pooling layer with a stride of 2 is connected
after every consecutive pair of convolution layers. Two residual connections
are incorporated between the pooling layers. The output features are of size
12 × 12 × 64. Then, two FC layers of dimension 2048 are connected with a
dropout ratio of 0.5. As shown in Figure 7.3b, the feature maps from different
regions of the input depth image are divided into a 2 × 2 grid. Thereafter, the
features from the FC layers of the grid regions are simply concatenated. The
final FC layer after the concatenation produces ϕ ∈ R512. We refer the reader
to Reference [guo2017region] for further details of the shared CNN architecture
and the REN strategy.

IEF module: We integrate an iterative error feedback (IEF) module to the
end of the regressor for refinement of the estimated hand pose. The output
of the regressor ϕ is concatenated with an initial estimate of hand pose Hp

i.e., φ = {ϕ,Hp}. Hp is obtained by averaging all the joint positions from
the ground truth annotations of the datasets. φ is fed to the IEF module,
which comprises two FC layers with 512 neurons each. Both the FC layers
use dropout layers with a ratio of 0.3. The last FC layer contains 48 neurons,
corresponding to the 16 3D joint positions. The IEF module basically refines
Hp in an iterative feedback manner such that Hp(t + 1) =Hp(t) + δHp(t). We
use three iterations.

Training of the PoseCNN : In order to improve the generic performance of
the PoseCNN, especially for varying hand shapes, we trained on a combined
dataset (i.e., HandSet) proposed in Reference [malik2017simultaneous]. Our
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network runs on a desktop using Nvidia’s Geforce GTX 1080 Ti GPU. We used
a learning rate (LR) of 0.001 with a 0.9 stochastic gradient descent (SGD)
momentum and a batch size of 256. One forward pass through the PoseCNN
takes 3.2 ms.

Accuracy of predicted fingertips positions: We quantitatively evaluated the
accuracy of estimated fingertips positions on the NYU test dataset. The 3D
joint location error on fingertips comes out to be 13.2 mm, which is better
than the lowest reported error (15.6 mm) in Reference [wang2018region]; see
Table 7.1.

Table 7.1.: The table shows the mean 3D joint location error (mm) for fingertips of
various methods on the NYU [tompson2014real] hand pose test dataset.

Method 3D Joint Loc. Err.

DeepModel [zhou2016model] 24.4 mm
Oberweger et al. [oberweger2015training] 23.2 mm

REN [wang2018region] 15.6 mm
Ours 13.2 mm

7.3.4. The Dataset Creation

There are two main motivations for creating our dataset for in-air signature
verification. The first is to study the potential of the hidden depth feature.
The second is to exploit the great progress in CNN-based hand pose estimation
for stable and reliable fingertip tracking. For video recordings of genuine
signatures which are shown to impostors, we used three GoPro cameras in
our capture setup; see Figure 7.2. Two of the cameras (Cameras 1 and 2)
were placed behind and right-front of the subject to record the spatial pattern
of the signature. The third camera (Camera 3) recorded from the side view
to visualize the depth variation in the signature. The users were asked to
practice multiple times before the actual recordings as signing in the air is
generally not a well-familiar modality. We emphasized on making explicit
variations in depth during signing, which allows to fully exploit the hidden
depth feature in the in-air signature trajectory. Our database includes 600
signatures from 15 users. We recorded 15 genuine signatures from each of
the users and obtained 25 forgeries for every original writer from 5 impostors.
Ten out of 15 genuine signatures were used for the testing phase and the
remaining were used for the training phase; see Section 7.4. Samples of genuine
preprocessed signatures with the corresponding 2D spatial views and unique
depth patterns are shown in Figure 7.4. The color variations in the 3D view
of a signature show variation in the depth pattern; see Figure 7.4a. Notably,
each signature has a unique depth pattern (Figure 7.4c) which is challenging
to forge jointly with the spatial pattern; see Section 7.5.
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7.4. In-air Signature Verification

In this section, we explain the preprocessing, extracted features, training,
and testing phases. We adopted a commonly used MD-DTW algorithm for
matching, mainly because it can align temporal signals well even though they
are not consistent in time.

7.4.1. Preprocessing

The recorded in-air signature is preprocessed for normalization and smooth-
ing. An appropriate preprocessing of a signature can affect the results of
signature verification [lee1996reliable; jeon2012system]. First, we removed a
few redundant 3D points from the start and end of a signature trajectory
whose displacement was less than 3 pixels. The removed points corresponded
to a small wait time before starting the actual hand motion and a time to close
the recording after the end of the signature. In order to remove discontinuities
due to fast hand movements, we applied a moving average filter with a window
size of 5, which resulted in a smoother signature trajectory. Thereafter, we
normalized the signatures to compensate for variations in position and scale.
For normalization, the transformation from absolute to relative values in 3D
can be obtained using the following formulas:

X∗
j = (Xj −Xmin)/(Xmax −Xmin) (7.1)

Y ∗
j = (Yj − Ymin)/(Ymax − Ymin) (7.2)

Z∗
j = (Zj −Zmin)/(Zmax −Zmin), (7.3)

where Xj ,Yj , and Zj are the original or absolute values of a signature. X∗
j , Y ∗

j ,
and Z∗

j are the transformed values. Xmin,Xmax,Ymin,Ymax,Zmin, and Zmax are
the minimum and maximum values of Xj ,Yj , and Zj . A test signature before
and after the preprocessing step is shown in Figure 7.5.

7.4.2. Feature Extraction

Figure 7.6 shows all the feature combinations we used in our verification pro-
cess. We studied the impact of the hidden depth feature in different ways. The
spatial (X,Y ) is a commonly used 2D representation of in-air signatures; see
Figure 7.6b. However, we argue that only the spatial (X,Y ) is not a complete
representative of an in-air signature trajectory. Therefore, we extracted two
new types of spatial features, i.e., spatial (X,Z) and spatial (Y ,Z) which im-
plicitly incorporate the depth feature. We also studied the impact of these two
features when combined with the spatial (X,Y ); see Section 7.5. Nevertheless,
the most interesting feature is the hidden depth pattern (Figure 7.6e) which
has not been fully explored in the previous works.
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Figure 7.4.: Samples of genuine in-air signatures from our dataset. Each one of the
rows shows (a) the 3D in-air signature trajectory, (b) the 2D spatial
view, and (c) depth pattern. The depth pattern of each signature is
particularly unique and, therefore, it is an important hidden feature.

7.4.3. Training Phase

In this phase, we computed the feature templates and the respective feature
thresholds using 75 genuine training samples. We used neither forgeries nor
original signatures from the test set. It is worth noting that many pattern
recognition researchers use models, e.g., NN, SVM, while training them on
the positive (genuine) and negative (forgery) samples at the same time [ma-
lik2012terminology; nguyen2007off]. According to forensic handwriting exam-
iners [malik2013signature], this is unrealistic as, in the real world, one can
never limit the forgery set and every signature, other than the concerned gen-
uine signatures, can be considered a forgery. Furthermore, in real forensic
cases, a verification system can only have genuine specimen samples and one
or more questioned signatures. Henceforth, the best approach while using
such models is to train them only on genuine specimen signatures. This can
be done using specialized one class classifiers, like SVM/NN, for one class
classification [guerbai2012one; bergamini2009combining; amer2013enhancing;
manevitz2007one]. As explained earlier, we used five features; see Figure 7.6.
Hence, a total of five feature templates and five respective feature thresholds
for each of the 15 users are computed. A feature template is generated by

98



7.4. In-air Signature Verification

Figure 7.5.: The flow diagram of the testing phase of our in-air signature verifica-
tion system. The test signature is preprocessed for normalization and
smoothing. The extracted features include spatial, depth, and spatial
plus depth. Then, a multiplexer with a control input is used to select
one of the extracted features. The selected feature is matched with
the corresponding feature template using the MD-DTW algorithm.
Finally, the verification result is produced by the decision threshold.

averaging the features of the five training samples. We calculated a feature
threshold value from five training samples of a signee, which are reserved for
the training phase using the 4-fold cross validation strategy (i.e., using lim-
ited signatures for estimating how the system will perform when used to make
predictions on data not used during training.

4-fold cross validation strategy : In this methodology, we randomly shuf-
fled five genuine training signature samples and divided them into two groups.
The first group contained four training samples, which were taken as the train-
ing set. The second group contained only one training sample, which was con-
sidered the dummy test set. More specifically, let S = {St1 , St2 , St3 , St4 , St5}
be the five training samples of a signature, where Sx ∈ R

dxLx . Lx is the length
of the signal Sx and d is the number of dimensions of one point in the signal.
In the first round, we split S into two subsets, Sa = {St2 , St3 , St4 , St5} and
Sb = {St1}. This is simply taking the first sample St1 out of comparison in this
round. For Sa, we make a 4 x 4 confusion matrix C1 using Equations (A.11)
and (A.12). From C1, we manually select a threshold value th1 such that any
compared threshold value greater than th1 will declare the signature as forged.
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(a) Signature (b) Spatial(X,Y ) (c) Spatial(X,Z ) (d) Spatial(Y,Z ) (e) Depth

Figure 7.6.: Illustration of different features which are used for in-air signature
verification. We fully exploited different combinations of the features
inherently present in the in-air signature trajectory to improve the
performance of the verification system. The unique depth feature of
a user especially plays a vital role in verification phase.

In the second round, we eliminate St2 and calculate another 4 x 4 matrix C2

and find th2 . In a similar way, we calculate C3, C4, and C5 and select the
respective thresholds th3, th4, and th5. Finally, we simply take the mean thm
of these five threshold values. The thm is used in the final decision threshold
process.

7.4.4. Testing Phase

Figure 7.5 shows the flow chart of the testing phase. After the preprocess-
ing step and the feature extraction, a feature select input of a 3 x 1 multi-
plexer allows to select one of the features, i.e., spatial, depth, or spatial plus
depth. After the selection of a desired feature, a similarity measure is found
with the corresponding feature template using the MD-DTW algorithm [san-
guansat2012multiple] as follows:

MD-DTW Matching : Let s1 ∈ RdxLs1 and s2 ∈ RdxLs2 be the two time
series signals, where Ls1 and Ls2 are the lengths of s1 and s2, respectively, and
d is the dimension of a single point in the signal. The distance matrix M(i,j)
can be computed using the L2-norm without square root operation as:

M(i,j) =
d

∑
k=1

(s1(k, i) − s2(k, j))
2. (7.4)

After obtaining the matrix M(i,j), the distance or similarity score between
the elements of s1 and s2 on the DTW path can be found using the following
equation:

D(i,j) = M(i,j) +min

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

D(i-1,j)

D(i-1,j-1)

D(i,j-1)

(7.5)

Decision Threshold : In the final step, as shown in Figure 7.5, the ob-
tained similarity score is simply compared with the corresponding feature
threshold thm; see Section 7.4.3. The test signature is verified if the DTW
distance is less than the feature threshold.
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Figure 7.7.: Comparison of spatial and depth patterns of the genuine and the corre-
sponding forged signature. The top row shows a sample of a genuine
signature and its corresponding spatial and depth patterns and the
bottom one shows the respective forged signature. The color change
shows the variation in depth pattern (3D view in the first column).
Clearly, the depth pattern of the forged signature is different than the
original one, although spatially they seem to be close.

7.5. Experiments and Results

In this section, we detail the experiments performed on our dataset. The per-
formances are reported using the false rejection rate (FRR), false acceptance
rate (FAR), and equal error rate (EER) as evaluation metrics.

7.5.1. Ablation Study

In this subsection, we detail the ablation study, which was performed on the
extracted features (Figure 7.6). The impact of every feature on the perfor-
mance of verification was investigated and the results are reported on our
captured dataset. We propose four different implementations of a verification
module based on the extracted features from the in-air signature trajectory.
Depth-based signature verification (DSV) module: To study the effectiveness of
the hidden depth feature in verification, we implemented the verification mod-
ule based on only the 1D depth Z of the signature trajectory. In Figure 7.5,
the feature select input of the multiplexer is set to 1 in order to select the ex-
tracted depth feature from the test signature. The distance measure between
the depth feature of the test signature and the precomputed depth feature
template was calculated using Equations (A.11) and (A.12). The obtained
similarity score was compared with the precomputed depth feature threshold
to verify the test signature. Quantitative results on individual users are shown
in Table 7.2. In Table 7.3, the DSV module shows FAR, FRR, and EER of
1.33%, 2.00%, and 0.51%, respectively. Qualitatively, the depth patterns of the
genuine and forged signatures are shown in Figure 7.7. Despite the fact that
the spatial patterns of the forgeries are closer to the genuine signatures, the
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Figure 7.8.: Our framework for an improved 2D spatial-based signature verification
(ISSV) module. The spatial features (i.e., (X,Y), (Y,Z) and (X,Z)) are
separately matched with the respective precomputed feature templates
using a 2D-DTW algorithm. Thereafter, binary decisions are made by
the decision thresholds. Lastly, the test signature is verified using a
simple majority voting scheme.

depth patterns are distinct. As mentioned ealier, the impostors were shown
the video recordings of the signatures from different camera views. However,
they were either unable to notice exact variations in depth or it was difficult to
forge the depth pattern. These results show the importance of the depth fea-
ture, which alone can provide a reliable verification. We also observed that it
is more challenging for the impostor to forge the depth pattern simultaneously
with the spatial pattern.

2D spatial-based signature verification (SSV) module: We implemented
this verification module using only the 2D spatial (X,Y ) feature; see Fig-
ure 7.6b. The feature select input of the multiplexer was set to 0; see Fig-
ure 7.5. The similarity score between the extracted spatial feature of the test
signature and the spatial (X,Y ) feature template was obtained using Equa-
tions (A.11) and (A.12). Then, the DTW distance was compared to the spatial
feature threshold for the verification. Quantitative results are shown in Ta-
bles 7.2 and 7.3. The performance of this verification module shows that
considering only the spatial feature (X,Y ) of the in-air signature trajectory
results in a larger number of false acceptances and false rejections, thereby
producing higher error rates.

Improved 2D spatial-based signature verification (ISSV) module: We at-
tempted to improve the performance of the SSV module by incorporating ad-
ditional spatial feature combinations (i.e., Spatial (X,Z) and Spatial (Y ,Z)).
The block diagram of the ISSV module is shown in Figure 7.8. The DTW
matching is performed on these additional features in parallel to the traditional
spatial (X,Y ) using precomputed respective feature templates. Thereafter, bi-
nary decisions were obtained for each individual feature using the correspond-
ing feature thresholds. Lastly, the final verification result was produced by
a simple majority voting scheme, which declared the test signature as veri-
fied if no less than 2 features passed the corresponding decision thresholds.
The verification results are reported in Tables 7.2 and 7.3 that clearly show
an improved performance compared to the SSV module. There is a notable
reduction in the number of false acceptances and false rejections. The EER is
reduced by 15.9% compared to the SSV module. However, the performance
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Table 7.2.: The table shows the results of the four verification modules on our
dataset. The number of false rejections (FR), false acceptances (FA),
and total errors are provided for each of the 15 users. The 3D-SV mod-
ule shows the least number of FA, while its number of FR is equivalent
to the DSV module.

Subj. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Err.

DSV
FR 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 3
FA 0 1 0 0 0 0 0 0 0 0 1 0 1 2 0 5

SSV
FR 0 1 0 0 0 0 0 1 0 0 0 1 2 0 3 8
FA 0 2 0 0 0 1 0 2 0 0 2 0 1 3 0 11

ISSV
FR 0 1 0 0 0 0 0 0 0 0 0 1 1 0 2 5
FA 0 1 0 0 0 0 0 1 0 0 1 0 1 2 0 6

3D-SV
FR 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 3
FA 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 3

is still lagging behind the DSV module.
3D signature verification (3D-SV) module: In this verification module, we

exploited the full 3D information (i.e., X,Y,Z) altogether. In Figure 7.5,
the feature select input of the multiplexer was set to 2. The spatial plus
depth feature (See Figure 7.6a) of the test signature was matched with the
feature template and verified using the decision threshold. Quantitatively,
Tables 7.2 and 7.3 show that number of false rejections and FRR of this verifi-
cation module are the same as those for the DSV module, whereas the number
of false acceptances, FAR, and EER are reduced. In summary, Our 3D-SV
module shows the best performance, since it includes complete 3D information
altogether, which is inherently present in the in-air signature trajectory.

7.5.2. Comparison with Other Verification Methods

Since there are no publicly available datasets and codes available for in-air
signatures, Table 7.4 lists the performances of other methods evaluated on
their self-built datasets. Alongside, we show the performance of our two best
implementations on our self-built dataset. Our DSV module shows the com-
petitive performance, whereas the 3D-SV module shows the best results. It
shows that the hidden depth feature in the in-air signature is important for
improved performance.

7.6. Conclusion

We present a real-time automatic in-air signature acquisition and verification
framework using a low cost multi-modal depth camera. This work addresses
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Table 7.3.: The table shows the person independent FAR, FRR, and EER for each
of the four verification modules. There are a total of 150 genuine test
and 375 forged signatures. The 3D-SV module shows the best results,
while the DSV module demonstrates competitive performance.

Verification Module FAR(%) FRR(%) EER(%)

DSV 1.33 2.00 0.51
SSV 2.93 5.33 0.69
ISSV 1.60 3.34 0.58

3D-SV 0.80 2.00 0.46

Table 7.4.: The table shows the performances of the existing in-air signature meth-
ods and our method. Due to unavailability of a public dataset for in-air
signatures, we report results on our dataset. While our 3D-SV module
shows the best results, our DSV module, which is based on only depth
analysis, shows the competitive performance.

Method Acq. Method EER(%)

Nguyen et al. [diep2015sigver3d] Accelerometer EER: 0.8%
Hasan et al. [sajid2015vsig] Google glass Accuracy = 97.5%

Nidal et al. [kamel2008glove] data glove EER: 2.37%
Jeon et al. [jeon2012system] depth camera EER: 0.68%
Moon et al. [moon2017air] Wifi signal EER: 4.31%

DSV [Ours] depth camera EER: 0.51%
3D-SV [Ours] depth camera EER: 0.46%

two major limitations in the existing methods for in-air signature verification.
First, given the fact that the existing approaches use heuristic methods for
fingertip tracking, which are unstable and impractical, we propose a new CNN-
based hand pose estimation method, which reliably tracks fingertips in real-
time. The signature trajectory is recorded using an estimated 3D position of
the index fingertip in each depth frame. Second, to explore the potential of
the hidden depth feature in the in-air signature trajectory, we create our own
dataset, which consists of 600 signatures recorded from 15 different subjects.
We investigate the performance of the verification module by performing an
ablation study on the spatial and depth features and performed extensive
evaluations on our database. Experiments show that the depth feature itself
is sufficient for in-air signature verification.
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Chapter 8
Conclusion and Future Work

In this thesis we present solutions to important issues in CNN-based discrimi-
native and hybrid approaches for 3D hand pose estimation. We introduce sev-
eral approaches for simultaneous 3D hand shape and pose estimation which
is new and challenging computer vision problem. Also, given the fact that
annotating real images for shape is extremely hard and laborious, we propose
million-scale synthetic datasets which provide accurate 3D pose and shape
annotations for both egocentric and frontal camera viewpoints. Further, we
present a practical application of 3D hand pose estimation i.e., In-Air signa-
ture verification, and create a new dataset which contains explicit variations
in the depth patterns of the subjects.

More specifically, in Part I (Chapter 3), we introduce novel deep learning
based structured hand pose estimation methods which explicitly consider the
kinematic structure of hand skeleton during learning. In a model-based deep
3D hand pose estimation, we propose to simultaneously predict hand joint
angles and scales to bone-lengths of a hand skeleton as intermediate repre-
sentations. These representations are further passed to a new hybrid forward
kinematics hand model layer which is embedded inside the deep network. We
show that the simultaneous estimation of bone-lengths and pose parameters is
essential for a generalized performance. Thereby, this allow to effectively train
a hybrid approach on a dataset that contains varying hand shapes and sizes.
Most CNN-based discriminative methods independently learn the sparse 3D
hand joint positions, which may lead to kinematically unstable pose estima-
tion. To address this issue, we propose a novel structure-aware CNN-based
algorithm to jointly estimate 3D hand pose with new structural constraints.
The constraints include fingers lengths, distances of joints along the kinematic
chain and fingers inter-distances. Learning these constraints help to maintain
a structural relation between the estimated joint keypoints.

In Part II, we present several novel methods for simultaneous 3D hand shape
and pose estimation based on 2D and 3D convolutional networks. In Chapter
4, we introduce a novel Hand Pose and Shape Estimation (HPSE) layer which
is embedded and optimised inside the deep network to generate both 3D hand
pose and full hand mesh from learned hand pose, bones scales and shape
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parameters. By employing a joint training strategy with real and synthetic
data, we show plausible hand shape recovery from real depth images. However,
the accuracy of this method is relatively low mainly because the optimization
of complex hand pose and shape parameters inside a deep network is difficult
and the representation capacity of synthetic hand model is limited. To address
this issue, in Chapter 5, we propose structured regression-based approaches
that does not suffer from the limitations of the model-based deep approach.
In a weakly supervised approach, we show that reasonable hand shape can be
learned and estimated by providing weak-supervisions on shape using input
depth image and sparse 3D hand pose. Also, we present a simple and effective
direct regression-based approach which learns to jointly estimate the 3D pose,
the 3D shape and the structural constraints.

In Chapter 6 we present a novel 3D convolutions based architecture which
establishes a one-to-one mapping between voxelized depth map and voxelized
shape and 3D joint heatmaps. For shape estimation, our architecture produces
two different hand shape representations. The first is the 3D voxelized grid of
the shape which is accurate but does not preserve the mesh topology and the
number of mesh vertices. The second representation is the 3D hand surface
which is less accurate but does not suffer from the limitations of the first
representation. To combine the advantages of these two representations, we
register the hand surface to the voxelized hand shape. This method produces
visually more accurate and reasonable hand shapes of real images compared
to the previous methods. Furthermore, our 3D data augmentation policy on
voxelized grids enhances the accuracy of 3D hand pose estimation on real
datasets.

Finally, in Part III (Chapter 7), we present a real-time automatic in-air sig-
nature acquisition and verification framework using a depth camera. We show
that in order to reliably record an In-Air signature trajectory, full 3D hand
pose estimation is important rather than independently predicting only one
fingertip position. Also, we demonstrate that depth is an important feature of
In-Air signature which alone can produce highly reliable signature verification
results.

There are some interesting future research directions which arise from the
work presented in this thesis. One of the major challenges in simultaneous
hand shape and pose estimation is the creation of an accurate real hand
shape ground truth. In this respect, we have proposed synthetic datasets
in herein however, they lack realism. Generating realistic synthetic dataset
[mueller2018ganerated; shrivastava2017learning] is a potential research direc-
tion which can improve the recognition rates of a CNN-based network.

For an accurate 3D hand shape estimation, an efficient registration approach
is important to fit a statistical hand model to an estimated voxelized grid of
hand shape. Developing a new and effective hand shape registration approach
can be a possible research direction. Whereas, we also plan to improve the
runtimes of our registration methods that are proposed for deep voxel-based
approach by realizing parallel computations with GPUs.

Keeping in view the significant progress in deep learning, In-Air signature
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verification can be improved by developing accurate and robust deep learning
based verification frameworks.
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Appendix A
Appendix

A.1. The HPSL Gradient Derivation

Here, we provide the detailed mathematical derivation of the HPSL functions.
For backward-pass in the HPSL, we compute gradients of the following equa-
tion with respect to the layer inputs:

HPSL(Θ, β,α) = ( F(Θ, α) ,Υ(Θ, β,α) ). (A.1)

Each vertex vx in the reconstructed hand morphable model Ψ is deformed
using linear blend skinning [lewis2000pose]. Hence, for every vertex, the gra-
dient of Equation A.1 with respect to a shape parameter βt can be computed
as:

∂(HPSLvx)

∂βt
=∑

i

ωiCj i(b
vx
t − bvx0 ) for t = 1,2, . . . ,7

where, HPSLvx = Υvx(Θ, β,α). According to Equation A.1, bones scales α
influence the joints positions and vertices positions. Hence, the resultant gra-
dient with respect to a hand scale αs, can be calculated as:

∂(HPSL)

∂αs
=
∂F

∂αs
+
∂Υ

∂αs
for s = 1,2, . . . ,6

To compute the partial derivative of F with respect to αs, we need to derivate
Fj i(Θ, α) with respect to its associated scale parameter αs. Hence,

∂Fj i
∂αs

= ∑
k∈Sk

[( ∏
n∈Sji

[Rotφn(θn)] × [Trans(αB)])[0,0,0,1]T ] (A.2)

where,

Trans(αB) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Trans(αnBn) if n ≠ k

Trans(αnBn)
′ if n = k

and, Sk is the set of parent joints of ji that share the same scale parameter
αs. Sj i is the set of joints along kinematic chain from ji to the root joint and
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φ is the rotation axis. In a similar way, the gradient of Υvx with respect to αs
can be computed as:

∂Υvx

∂αs
=∑

i

ωi
∂Cj i
∂αs

vx

=∑
i

ωi[Mj i(Mj
∗
i
−1

)
′
+ (Mj i)

′Mj
∗
i
−1

]vx

The derivative of Mj i(Θ, α) can be calculated by the following equation:

Mj
′
i = ∑

k∈Sk

[( ∏
n∈Sji

[Rotφn(θn)] × [Trans(αB)])] (A.3)

where,

Trans(αB) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Trans(αnBn) if n ≠ k

Trans(αnBn)
′ if n = k

In order to calculate the derivative of Mj
∗
i
−1

(α), we can perform the following
computation:

(Mj
∗
i
−1

)
′
= −Mj

∗
i
−1

Mj
∗
i
′
Mj

∗
i
−1

(A.4)

Likewise, for the pose parameters Θ, we compute the following equation:

∂(HPSL)

∂θp
=
∂F

∂θp
+
∂Υ

∂θp
for p = 1,2, . . . ,26

Accordingly, the derivative of Fj i(Θ, α) with respect to a pose parameter θp,
is simply to replace the rotation matrix of θp by its derivation as given by the
following equation:

∂Fj i
∂θp

= ( ∏
n∈Sji

[Rotφ(θ)] × [Trans(αnBn)])[0,0,0,1]
T (A.5)

where,

Rotφ(θ) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Rotφn(θn) if n ≠ p

Rotφn(θn)
′ if n = p

The derivative of Υvx with respect to θp can be computed as:

∂Υvx

∂θp
=∑

i

ωi
∂Cj i
∂θp

vx

=∑
i

ωi[(Mj i)
′Mj

∗
i
−1

]vx for p = 1,2, . . . ,26

Mj
′
i can be calculated by the following equation as:

Mj
′
i = ( ∏

k∈Sji

[Rotφ(θ)] × [Trans(αkBk)]) (A.6)

where,

Rotφ(θ) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Rotφk(θk) if k ≠ p

Rotφk(θk)
′ if k = p
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Figure A.1.: The virtual desktop setup used to generate the images.

A.2. SynHand5M Dataset

Here, we briefly discuss about the SynHand5M dataset generation. We have
set up a realistic desktop environment (Figure A.1) by sitting the full char-
acter on an ergonomic chair, in front of an office desk on which lies a 27”
monitor. As in most all-in-one PC configurations, the camera is embedded at
the top-center of the monitor frame. In the default position, the hand palm
faces the camera orthogonally and the fingers point up. The hand is positioned
at 45cm from the camera. The center of the palm is aligned with the center of
the camera view. Enforcing an ergonomically plausible posture for the whole
character’s body facilitates the coherent positioning of the elbow, thus lead-
ing to realistic wrist bending and forearm orientation. Our virtual camera
simulates a Creative Senz3D Interactive Gesture Camera [camera˙Senz3D]. It
renders images of resolution 320x240 using diagonal field of view of 74 degrees.
One of the main objectives of our synthetic dataset is to provide training data
with a wide range of variation, both for poses for hand shapes, such that a
neural network model can be trained to accurately estimate average cases as
well as extreme ones. In general, achieving a good range of variation for the
hand poses is not a challenge; for a synthetic database, the image generator
must randomize the fingers rotation of a min/max range of rotation, while for
a real-world database subjects must over-articulate their motion in front of
a camera. However, the variation in shape is more challenging for real-world
databases, where a significant variability may not be present in a given cohort
of human users. For example, the BigHand2.2M [yuan2017bighand2] database
was captured from 10 users, and the MANO [MANO:SIGGRAPHASIA:2017]
database was built from the contribution of 31 users. For this reason, for the
generation SynHand5M hand shapes we rely of an artistic-driven body (and
hand) generator. SynHand5M uses the hand model generated by Manuel-
BastionLAB [ManuelBastionLAB], which is a procedural full-body generator
distributed as add-on of the Blender [blender] 3D authoring software. Without
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constraints the hand generator can easily lead to impossible hand shapes, so
we tune the ranges of the generation parameters using real-world statistical
data from the DINED [molenbroek04dined] anthropometric database. DINED
is a repository collecting the results of several anthropometric databases, in-
cluding the CAESAR surface anthropometry survey [robinette˙caesar˙1999].
In the hand shape generator, the shape of the hand can be modulated on 7
hand shape parameters, namely: Length, Mass, Size, Palm Length, Fingers
Inter-distance, Fingers Length and Fingers Tip-Size. In order to define re-
alistic range limits, we extracted the average and standard deviation (sd) of
the size of the hand of caucasian males from two DINED indices: (43) Hand
Length, mean=183mm, sd=14; and (44) Palm Width, mean=83mm, sd=8.
Then, we manually tuned the ranges of the Hand-Size parameters in order
to cover the measured means ± 3sd (99% of the population). We first man-
ually determined the min/max values of Size, Mass, and InterDist to match
Palm Width (44) ± 3sd. Then, we determined the min/max values for Length,
PalmLength, and FingersLength in order to match Hand Length (43) ± 3sd.
Finally, since precise statistical data are unavailable for the FingersTipSize,
we subjectively limited its range to [0.2,0.8] in order to avoid too unrealistic
aspects. Since the 7 hand generation parameters accumulate in offsetting the
same mesh vertices, in spite of the given constraints some parameters com-
bination can lead to hand shapes beyond any statistical limits. However, in
this context, the relative drop in realism is still acceptable because extreme
hand shapes (although they will never match a real-world input) help the ran-
domization to produce as much variability as possible and cover border-line
cases.

The SynHand5M is generated by randomly sampling from the parameters,
which are divided in three categories: hand pose, shape, and view point, and
rendering the view from a virtual camera. To modulate the hand pose, we
manipulate the 26 DoFs of our hand model; see Figure 3(b) in the main
paper. For each finger, rotations are applied to flexion of all phalanges plus
the abduction of the proximal phalanx. Additionally, in order to increase the
realism of the closed fist configuration, the roll of middle, ring, and pinky
fingers is derived from the abduction angle of the same phalanx. The rotation
limits of the fingers have been set to bring the hand from a closed fist to an
over-extended aperture, respecting anatomical constraints and avoiding the
fingers to enter the palm. However, for some combinations, the rotation angles
lead to inter-penetration between the thumb and one of the other fingers.
Inter-penetrating configurations are automatically discarded from the dataset
if a collision of the fingers’ geometry occurs. In the default position, the hand
palm faces the camera orthogonally and the fingers point up. The hand can
rotate about three DoFs: roll around its longitudinal axis (i.e. along the
forearm), rotate around the palm orthogonal axis (i.e. rolling in front of the
camera), and rotate around its transversal axis (i.e. flexion/extension of the
wrist). The SynHand5M database is divided in chunks of 100,000 images. Each
chunk is stored in a different directory. Each chunk comes with a dataframe
in CSV (Comma-separated values) text format. Each line of the dataframe
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corresponds to a hand configuration (i.e., modulation of finger rotation, hand
size, and hand rotation)

The dataframe columns report:

• The hand root x, y, z position in space.

• The hand root rotation in space, in both Euler-angles and quaternion
format.

• The hand shape parameters.

• For each hand bone: the rotation relative to the parent bone (Euler
angles), the location in space of the two bone extremities.

All of the above information are sufficient to re-generate the dataset images
at different resolution. An additional information file contains details about
the camera transformation and projection matrices, allowing for a conversion
between 3D and pixel spaces.

For each configuration, the dataset contains three additional files:

• The depth image is saved as 16-bit gray-scale PNG file, where the gray
value (in [0,65535]) is the distance in mm from the camera sensor.

• The vertex coordinates are saved as x, y, z float triplets in a binary file.

• The colored segmentation of the hand is produced by performing an RGB
rendering of the hand on which a manually painted texture is applied.
The texture distinguishes between palm and phalanges. Segmentation
images are saved as 24-bit true color PNG images.

A.3. Gradients of the bone-to-joint Layer

Here, we provide the gradient computation details of the bone-to-joint layer
which is embedded in the structured 3D hand pose estimator (i.e., Module 1).
For backward-pass in the layer, we compute gradient of the following function
with respect to the layer inputs B:

ji = ( ∏
k∈Pji

Tφk(Bk))[0,0,0,1]
T (A.7)

For each joint ji, the gradient of Equation A.7 with respect to a translational
value Bk can be computed as:

∂ji
∂Bk

= ( ∏
m∈Pji

Γφm(Bm))[0,0,0,1]T (A.8)

where,

Γφm(Bm) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Tφm(Bm) if m ≠ k

Tφ
′
m(Bm) if m = k

and, Tφ
′
m(Bm) is the derivation of translation matrix with respect to Bm.
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Figure A.2.: Block diagram of Baseline 1 network. The preprocessed depth image
input DI is passed to a CNN-based joints regressor which directly
estimates the 3D joints coordinates J . The CNN architecture is
similar to [wang2018region].

Figure A.3.: Block diagram of Baseline 2 deep network. A CNN-based bones re-
gressor estimates 3D bone vectors B from DI which are sent to a
parameter free bone-to-joint layer that produces 3D joint positions
J . Learning 3D bone vectors helps to preserve the structure of the
hand skeleton in training. The pipeline is trained in an end-to-end
manner.

Figure A.4.: Overview of Baseline 3 deep network for estimating both 3D hand
pose and 3D hand shape. The joint positions J are estimated from
a structured hand pose estimator which consists of the CNN-based
bones regressor and the bone-to-joint layer. 3D hand shape decoder
linearly decodes hand mesh vertices from joint positions. The com-
plete pipeline is trained in an end-to-end manner.
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A.4. Network Details of the Baselines

We provide the network details of our Baseline 1, Baseline 2 and Baseline
3 (described in Section 6.1 in the paper). Figure A.2 shows the block diagram
of Baseline 1. We leverage the CNN architecture proposed in [wang2018region]
to directly regress 3D joint positions J . We select this particular architecture
because of its scalability and its effective region ensemble strategy which boosts
the accuracy of estimated joint positions. The loss equation for Baseline 1 is
given as:

LBaseline 1 = LJ (A.9)

In Baseline 2, a novel bone-to-joint layer is added to the network of Baseline 1.
This addition allows to respect the structure of the hand; see Figure A.3. The
main advantage of Baseline 3 over other model-based hand pose estimation
methods is that the bone vectors are easier to learn than joint angles of kine-
matic hand model [sun2017compositional]. Therefore, we estimate 3D bone
vectors as intermediate representation which are learned by the CNN-based
bones regressor. These bone vectors are converted to joint coordinates using
Equation A.7 by the bone-to-joint layer. The total loss of Baseline 2 is given
as:

LBaseline 2 = LB +LJ (A.10)

Where LB and LJ are the loss terms for bones vectors and joints positions,
respectively. Figure A.4 illustrates the pipeline of Baseline3 which estimates
both 3D pose and 3D hand shape from a single depth image. The ground truth
of hand shapes for real images is not available primarily because annotating
such images for shape is time consuming and sub-optimal. Thus, the network
of Baseline 3 is trained with mixed real and synthetic data. The total loss can
be represented as:

LBaseline 3 = LB +LJ + 1LR (A.11)

where LR is the reconstruction loss for 3D hand mesh vertices and 1 is an
indicator function. The implementation of 1 was achieved by adding a another
new layer to our network. This layer forwards mesh vertices V to the euclidean
loss layer only for synthetic images using a binary flag value which is 1 for
synthetic and 0 for real. The gradients flow in backward pass is disabled for
real data. However, mixed learning with labeled synthetic and unlabeled real
data is not an optimal solution for learning accurate shapes. Therefore in
our Full model, we provide a much needed weak-supervision using a 2D depth
image synthesizer which learns to reconstructs depth images from estimated
shapes.

A.5. Depth Image Synthesizer Evaluation

We provide the qualitative results of the proposed 2D depth image synthe-
sizer. We train our Full model on combined NYU [tompson2014real] and
SynHand5M [malik2018deephps] datasets by employing the network training
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Figure A.5.: Samples of synthesized 2D depth images of NYU [tomp-
son2014real](Left), BigHand2.2M [yuan2017bighand2](Middle) and
SynHand5M [malik2018deephps](Right) datasets. Top: Ground
truth depth frames. Bottom: Synthesized depth images from the
learned 3D hand shape. The proposed 2D depth image synthesizer
reconstructs reasonable depth images and acts as an important source
of weak supervision in training.

Figure A.6.: Block diagram of Model 1 network. The preprocessed depth image
DI is passed to the CNN-based hand shape regressor which directly
regresses hand mesh vertices V. Then, the 3D hand pose regressor
estimates the joints coordinates from the reconstructed V. Finally,
the depth image DR is synthesized from the 3D pose J by the 2D
depth image synthesizer.

strategy (please refer to Section 5 in the paper). The qualitative results of sam-
ples of reconstructed NYU depth images are shown in Figure A.5(Left). We
also train our Full model on combined BigHand2.2M [yuan2017bighand2] and
SynHand5M datasets. The sample reconstructed images from BigHand2.2M
dataset are shown in Figure A.5(Middle). The qualitative results of synthe-
sized depth images of SynHand5M dataset are shown in Figure A.5(Right).
Our depth synthesizer is able to reconstruct reasonable depth images from
estimated hand mesh vertices during end-to-end training with mixed real and
synthetic datasets. As the resulting depth images are just an estimate of the
input images, they are not useful. However, accurately reconstructing them is
an indication that the image synthesizer is doing its job correctly.

A.6. Network Architecture of Model 1

In order to show the effectiveness of our approach, we build a new pipeline
(i.e., Model 1) which is inspired by the recent work [ge20193d]. The block
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Figure A.7.: 3D hand mesh and 3D pose recovery from a single depth image. We
show our estimation results on unseen images from real-time demo
using Creative Senz3D camera.

diagram of Model 1 is shown in Figure A.6. 3D hand mesh vertices V are
directly regressed from a single depth image DI using a CNN-based shape
regressor. The architecture of the CNN is similar to [wang2018region] which
uses an ensemble of 9 different regions. However, we modify the last fully
connected regression layer to output dense mesh V instead of joint positions.
Then, 3D joint positions J are regressed from the estimated V using a linear
3D hand pose regressor. Finally, a 2D depth image synthesizer reconstructs
2D depth image from the estimated J . The architecture of the synthesizer is
similar to the one shown in Figure 5 of the paper except the first layer takes
J instead of V. The total loss equation of Model 1 is given as:

LModel 1 = 1LR +LJ +LD (A.12)

Where LD is the reconstruction loss for 2D depth image synthesizer. The
qualitative and quantitative comparisons of Model 1 with our Full model are
shown in Figure 8 and Table 2 in the paper. The results clearly show that
directly regressing real hand mesh vertices from a single depth image is hard
and it can lead to inaccurate shape estimation which consequently affects
the accuracy of the estimated 3D pose. This fact is explicitly reported in
[ge20193d] where they have used a pseudo ground truth of hand shapes of
real images during fine-tuning with real data, in order to recover reasonable
real hand shape using monocular RGB image. Whereas, our approach (Full
model) is capable of recovering accurate and reasonable hand shapes without
using any pseudo ground truth of real hand shapes.
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A.7. Shape and Pose Estimation Results from Live
Demo

We train our Full model on mixed real BigHand2.2M [yuan2017bighand2] and
synthetic SynHand5M [malik2018deephps] datasets using the network training
strategy explained in Section 5 of the paper. The network is trained till
convergence. The system runs in real-time as it completes the forward pass in
2.9ms. From live stream of Creative Senz3D depth camera [camera˙Senz3D],
we preprocess a raw depth frame using a depth threshold value of 500mm and
center of hand mass (CoM). Figure A.7 shows the 2D overlay of reconstructed
pose and mesh from unseen depth images, and two different viewpoints of the
reconstructed shape in 3D. These results show that our approach is capable
of successfully recovering reasonable hand shapes and poses in real-time from
unseen real world images. This illustrates that the proposed system is perfect
for virtual reality application as it allows the user to see the animation of his
hand in the virtual environment.

A.8. HandVoxNet Architecture

Here, we provide details about the network architectures of the V2V-ShapeNet,
V2S-Net, V2V-SynNet, S2V-SynNet, and DispVoxNet.

A.8.1. Network Design of V2V-ShapeNet

V2V-ShapeNet regresses V̂S which is 64 × 64 × 64 voxelized representation
of hand shape, from input IS (i.e. (N + 1) 44 × 44 × 44 voxelized grids).
Since V2V-ShapeNet learns to estimate a dense 3D hand shape representa-
tion from sparse 3D hand joints and depth map, therefore it can be consid-
ered as a decoder which tries to reconstruct voxelized hand shape as close as
possible to ground truth VS . V2V-ShapeNet establishes a one-to-one map-
ping between the voxelized hand shape, voxelized depth map, and 3D joints
heatmaps. Table A.1 shows the architectural details of the 3D convolutions
based V2V-ShapeNet. For weak-supervision, V2V-SynNet reconstructs the
voxelized depth map from the estimated voxelized hand shape representation.
The samples of reconstructed voxelized depth maps of NYU [tompson2014real]
and BigHand2.2M [yuan2017bighand2] real benchmarks are shown in Fig-
ure A.8(a).

A.8.2. Network Design of V2S-Net

V2S-Net regresses K number of 3D hand mesh vertices V̂T from the input
IS . The architecture of V2S-Net also consists of 3D convolutions except the
last two layers that are fully connected (FC) layers. Table A.2 shows the
architectural details of V2S-Net. Since V2S-Net regresses the shape in coor-
dinates form, therefore it does not establish a one-to-one mapping between
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ID Layer Output Sz Kernel Sz Stride/Padding +

1 Input (N+1) 44x44x44 - -/- -

2 3D Conv, BN, ReLU (22) 44x44x44 7x7x7 1/3 -

3 3D Conv, BN, ReLU (24) 38x38x38 7x7x7 1/0 -

4 3D Conv, BN, ReLU (26) 32x32x32 7x7x7 1/0 -

5 3D Conv, BN, ReLU (26) 32x32x32 3x3x3 1/1 -

6 3D Conv, BN (26) 32x32x32 3x3x3 1/1 4

7 ReLU (26) 32x32x32 - -/- -

8 3D DeConv, BN, ReLU (8) 64x64x64 2x2x2 2/0 -

9 3D Conv, BN, ReLU (8) 64x64x64 3x3x3 1/1 -

10 3D Conv, BN (8) 64x64x64 3x3x3 1/1 8

11 ReLU (8) 64x64x64 - -/- -

12 3D Conv, Sigmoid (1) 64x64x64 1x1x1 1/0 -

Table A.1.: V2V-ShapeNet architecture details: Output Sz consists of the number
of channels and their spatial size. In + column, the output of layer ID
is added with the current layer’s output in a voxel-wise manner.

the voxelized depth map and 3D joint heatmaps. For weak-supervision, S2V-
SynNet reconstructs voxelized depth maps from the estimated hand mesh
representation. The samples of reconstructed voxelized depth maps are shown
in Figure A.8(b).

ID Layer Output Sz Kernel Sz Stride/Padding +

1 Input (N+1) 44x44x44 - -/- -

2 3D Conv, BN, ReLU (22) 44x44x44 7x7x7 1/3 -

3 3D MaxPooling (22) 22x22x22 2x2x2 2/0 -

4 3D Conv, BN, ReLU (22) 22x22x22 3x3x3 1/1 -

5 3D Conv, BN (22) 22x22x22 3x3x3 1/1 3

6 ReLU (22) 22x22x22 - -/- -

7 3D Conv, BN (16) 22x22x22 1x1x1 1/0 -

8 3D Conv, BN, ReLU (16) 22x22x22 3x3x3 1/1 -

9 3D Conv, BN (16) 22x22x22 3x3x3 1/1 7

10 ReLU (16) 22x22x22 - -/- -

11 3D Conv, BN, ReLU (8) 22x22x22 1x1x1 1/0 -

12 3D MaxPooling (8) 11x11x11 2x2x2 2/0 -

13 3D Conv, BN, ReLU (1) 11x11x11 1x1x1 1/0 -

14 Flatten 11*11*11 - -/- -

15 FC, ReLU 400 - -/- -

16 FC K*3 - -/- -

Table A.2.: V2S-Net architecture details.

A.8.3. Network Designs of V2V-SynNet and S2V-SynNet

V2V-SynNet and S2V-SynNet act as sources of weak-supervisions during the
training phase. They are not included in the testing phase. These synthesizers
reconstruct voxelized depth maps V̂D from the hand shape representations.
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The details of the architectures of V2V-SynNet and S2V-SynNet are provided
by Tables A.3 and A.4.

ID Layer Output Sz Kernel Sz Stride/Padding +

1 Input (1) 64x64x64 - -/- -

2 3D Conv, BN, ReLU (8) 64x64x64 7x7x7 1/3 -

3 3D MaxPooling (8) 32x32x32 2x2x2 2/0 -

4 3D Conv, BN (16) 32x32x32 1x1x1 1/0 -

5 3D Conv, BN, ReLU (16) 32x32x32 3x3x3 1/1 -

6 3D Conv, BN (16) 32x32x32 3x3x3 1/1 4

7 ReLU (16) 32x32x32 - -/- -

8 3D DeConv, BN, ReLU (12) 38x38x38 7x7x7 1/0 -

9 3D Conv, BN, ReLU (12) 38x38x38 3x3x3 1/1 -

10 3D Conv, BN (12) 38x38x38 3x3x3 1/1 8

11 ReLU (12) 38x38x38 - -/- -

12 3D DeConv, BN, ReLU (8) 44x44x44 7x7x7 1/0 -

13 3D Conv, BN, ReLU (8) 44x44x44 3x3x3 1/1 -

14 3D Conv, BN (8) 44x44x44 3x3x3 1/1 12

15 ReLU (8) 44x44x44 - -/- -

16 3D Conv, BN, ReLU (8) 44x44x44 1x1x1 1/0 -

17 3D Conv, BN, ReLU (8) 44x44x44 1x1x1 1/0 -

18 3D Conv, Sigmoid (1) 44x44x44 1x1x1 1/0 -

Table A.3.: V2V-SynNet architecture details.

ID Layer Output Sz Kernel Sz Stride/Padding +

1 Input K*3 - -/- -

2 FC, ReLU 400 - -/- -

3 Reshape (400) 1x1x1 - -/- -

4 3D DeConv, BN, ReLU (128) 3x3x3 3x3x3 1/0 -

5 3D DeConv, BN, ReLU (64) 6x6x6 3x3x3 2/1 -

6 3D DeConv, BN, ReLU (32) 11x11x11 6x6x6 1/0 -

7 3D DeConv, BN, ReLU (16) 22x22x22 3x3x3 2/1 -

8 3D Conv, BN, ReLU (8) 44x44x44 1x1x1 1/0 -

9 3D Conv, BN, ReLU (8) 44x44x44 1x1x1 1/0 -

10 3D Conv, Sigmoid (1) 44x44x44 1x1x1 1/0 -

Table A.4.: S2V-SynNet architecture details.

A.8.4. Network Design of DispVoxNet

In contrast to the original DispVoxNets [ShimadaDispVoxNets2019] composed
of the displacement estimation and refinement stages, we replace the refine-
ment stage with Laplacian smoothing [vollmer1999improved]. By this, we sim-
plify the pipeline and avoid the training of another instance of DispVoxNet
in the refinement stage. We follow the original network architecture in [Shi-
madaDispVoxNets2019] (see Table A.5). DispVoxNet accepts two voxel grids
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A.9. NRGA-Based Registration Details

(a) (b)

Figure A.8.: Samples of synthesized voxelized depth maps of NYU [tomp-
son2014real] and BigHand2.2M [yuan2017bighand2] datasets from
V2V-SynNet (a) and S2V-SynNet (b). The first and second rows
show the ground truth and the reconstructions, respectively.

(V̂S and V̂
′

T )), and then returns the voxel displacements to register one shape
to another. After applying the estimated displacements on the surface shape,
we also apply Laplacian smoothing on it to reduce the roughness on the shape,
and obtain the final hand shape. We train the DispVoxNet to register the sur-
face shape to the voxelized shape in a supervised manner. However, since the
corresponding information is unknown, collecting ground truth displacements
between the voxel and surface shapes is difficult. To circumvent this problem,
we obtain the displacements between the shape surface and the correspond-
ing ground truth shape in SynHand5M dataset. This is possible because the
shape surface generated by V2S-Net preserves the topology and number of
mesh vertices during the training.

A.9. NRGA-Based Registration Details

We provide more details related to the modification M1. To highlight the role
of applying M1, we summarize the shape deformation and the optimization
scheme of NRGA.
Optimization Method. Given the estimated hand shape surface V̂T and
the voxelized shape V̂S , NRGA defines total Gravitational Potential Energy
(GPE) of the system as:

E(R, t) = −
K

∑
k=1

∑

j∈Γ
V̂S
k

ωk

(∥RkV̂
k
T + tk − V̂

j
S∥ + ε)

, (A.13)

which is the weighted (ωk) sum of the inverse of the euclidean distances (∥.∥
denotes `2 norm) between the mesh vertices V̂T = [V̂1T , V̂

2
T ,⋯, V̂

K
T ] and their

neighbouring lattice vertices from the voxelized hand V̂S = [V̂1S , V̂
2
S ,⋯, V̂

M
S ].
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ID Layer Output Sz Kernel Sz Stride/Padding ⊕

1 Input (2) 64x64x64 - -/- -

2 3D Conv (8) 64x64x64 7x7x7 1/3 -

3 LeakyReLU (8) 64x64x64 - -/- -

4 3D MaxPooling (8) 32x32x32 2x2x2 2/0 -

5 3D Conv (16) 32x32x32 5x5x5 1/2 -

6 LeakyReLU (16) 32x32x32 - - -

7 3D MaxPooling (16) 16x16x16 2x2x2 2/0 -

8 3D Conv (32) 16x16x16 3x3x3 1/1 -

9 LeakyReLU (32) 16x16x16 - -/- -

10 3D MaxPooling (32) 8x8x8 2x2x2 2/0 -

11 3D Conv (64) 8x8x8 3x3x3 1/1 -

12 LeakyReLU (64) 8x8x8 - -/- -

13 3D Deconv (64) 16x16x16 2x2x2 2/0 10

14 3D Deconv (64) 16x16x16 3x3x3 1/1 -

15 LeakyReLU (64) 16x16x16 - -/- -

16 3D Deconv (32) 32x32x32 2x2x2 2/0 7

17 3D Deconv (32 )32x32x32 5x5x5 1/2 -

18 LeakyReLU (32) 32x32x32 - -/- -

19 3D Deconv (16) 64x64x64 2x2x2 2/0 4

20 3D Deconv (16) 64x64x64 7x7x7 1/3 -

21 LeakyReLU (16) 64x64x64 - -/- -

22 3D Deconv (3) 64x64x64 3x3x3 1/1 -

Table A.5.: DispVoxNet architecture details. ⊕ column contains the layer IDs
whose outputs are concatenated and used as an input to the current
layer. The negative slope for LeakyReLU is set to 0.01.

From the definition of GPE, the weight ωk stands as the product of the grav-
itational constant G and the masses of interacting vertex pair (V̂kT , V̂

j
S). The

number of vertices in the template hand shape is fixed to K = 1193. On the
other hand, only the lattice points with output probabilities ≥ 0.8 are selected
to represent V̂S . This results in varying number of total vertices M in V̂S for
different input samples. The above energy in eq. (A.13) is minimized to esti-
mate the optimum transformation parameters, K rotations R = [R1,⋯,RK]

and translations t = [t1,⋯, tK] for the hand shape vertices. By applying the
rigid transformations, V̂T is deformed to match with the underlying shape of
V̂S . The GPE residuals in Eq. (A.13) are expressed with NRGA-alike nota-
tions. The method requires k-d trees to be built independently on source V̂T
and target V̂S which help to obtain the nearest neighbours of every source
vertex V̂KT . The number of nearest neighbours are fetched from V̂kT and V̂S
as a proportion ρ (typically 0.02 − 0.1%) of total points. These neighbours

form local regions ΓV̂Tk , ΓV̂Sk respectively. The vertices under the region ΓV̂Sk

appear in the form of multiple lattice corners, whereas vertices under ΓV̂Tk are
not selected as percentage of nearest neighbours, rather as a set of distinct
vertices appearing inside 4-path distance from V̂kT as shown in Figure A.9.
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Figure A.9.: A vertex V̂k
T (in red) selects either 4-ring, 3-ring or 2-ring neigh-

bourhood vertices to define a local subspace of our deformable tem-

plate V̂T . The vertices (black color) enclosed inside the region ΓV̂T

k

are reachable from V̂k
T with the shortest-path-length ≤ n for n − ring

neighbours.

Optimization Parameters. We set the parameters of NRGA algorithm
used in our HandVoxNet as - (i) gravitational constant G = 0.667, (ii) masses
m(V̂T ) = 1.0 , m(V̂S) = 1.0 of all the point vertices in V̂T , V̂S , (iii) gravita-
tional force softening value ε = 0.2, (iv) energy dissipation rate η = 0.2, (v)
neighbourhood proportion ρ = 0.02, (vi) time integration step ∆t = 0.006.
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