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Foreword

This text constitutes a faithful transcript of the lecture Modular Representation Theory held at the TUKaiserslautern during the Winter Semester 2019/20 together with Niamh Farrell (14 Weeks, 4SWSLecture + 2SWS Exercises).
Together with the necessary theoretical foundations the main aims of this lecture are to:
‚ provide students with a modern approach to finite group theory;
‚ learn about the representation theory of finite-dimensional algebras and in particular of the

group algebra of a finite group;
‚ establish connections between the representation theory of a finite group over a field of positivecharacteristic and that over a field of characteristic zero;
‚ consistently work with universal properties and get acquainted with the language of category

theory.We assume as pre-requisites bachelor-level algebra courses dealing with linear algebra and elementary
group theory, such as the standard lectures Grundlagen der Mathematik, Algebraische Strukturen, and
Einführung in die Algebra. The lecture is built, so that you don’t need to have attended Commutative
Algebra and Character Theory of Finite Groups prior to this lecture. However, both these lectures sharecommon ideas with Representation Theory. Therefore, in order to complement these pre-requisites, butavoid repetitions, the first chapter will deal formally with some background material on module theory,but some proofs will be omitted.
Sections marked with a star symbol (*) are presented in this Skript, for the sake of completeness, undera much more detailed version than in the lecture. The two main reasons are the following. Firstly, thesenotions are dealt with in details in the Commutative Algebra lecture, where the the commutativity ofrings is most of the time indeed not needed. Secondly these notions are partly well-known from eithergroup theory or linear algebra and easily pass over to modules with the same arguments.The proofs of the results in these sections are not subject to direct exam questions.
Acknowledgement: We are grateful to Gunter Malle who provided us with the Skript of his lecture"Darstellungstheorie" hold at the TU Kaiserslautern in the WS 12/13, 13/14, 15/16 and 16/17, which weused as a basis for the development of this lecture. We are also grateful to the students who mentionnedtypos in the preliminary versions of these notes. Further comments, corrections and suggestions are ofcourse more than welcome.



Conventions

Unless otherwise stated, throughout these notes we make the following general assumptions:
¨ all groups considered are finite;
¨ all rings considered are associative and unital (i.e. possess a neutral element for themultiplication, denoted 1);
¨ all modules considered are left modules.
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Chapter 0. Background Material: Module Theory

The aim of this preliminary chapter is to introduce (resp. recall) the basics of the theory of modulesover finite dimensional algebras, which we will use throughout. We review elementary definitions andconstructions such as quotients, direct sum, direct products, tensor products and exact sequences, wherewe emphasise the approach via universal properties.
The main aim of this lecture is to study the so-called representation theory of finite groups, whichamounts to studying modules over a specific ring, called the group ring (or group algebra), which is builtfrom the group itself as a vector space with a basis given by the group elements. Hence we already geta first feeling that "juggling with algebraic structures" will be one of the recurrent feature of this lecture.
Notation: throughout this chapter we let R and S denote rings, and unless otherwise specified, allrings are assumed to be unital and associative.
Most results are stated without proof, as they have been / will be studied in the B.Sc. lecture Commu-
tative Algebra. As further reference we recommend for example:
References:

[Rot10] J. J. Rotman. Advanced modern algebra. 2nd ed. Providence, RI: American MathematicalSociety (AMS), 2010.
1 Modules, submodules, morphisms*
Definition 1.1 (Left R-module, right R-module, pR,Sq-bimodule)

(a) A left R-module is an ordered triple pM,`, ¨q, where pM,`q an abelian group and ¨ : R ˆ
M ÝÑ M, pr, mq ÞÑ r ¨ m is a scalar multiplication (or external composition law) such thatthe map

λ : R ÝÑ EndpMq
r ÞÑ λprq :“ λr : M ÝÑ M,m ÞÑ r ¨m ,

is a ring homomorphism.
7
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(b) A right R-module is defined analogously using a scalar multiplication ¨ : M ˆ R ÝÑ M,

pm, rq ÞÑ m ¨ r on the right-hand side.
(c) An pR, Sq-bimodule is an abelian group pM,`q which is both a left R-module and a right

S-module, and which satisfies the axiom
r ¨ pm ¨ sq “ pr ¨mq ¨ s @ r P R,@ s P S,@m P M .

Convention: Unless otherwise stated, in this lecture we always work with left modules. When noconfusion is to be made, we will simply write "R-module" to mean "left R-module", denote R-modulesby their underlying sets and write rm instead of r ¨m. Definitions for right modules and bimodules aresimilar to those for left modules, hence in the sequel we omit them.
Definition 1.2 (R-submodule)An R-submodule of an R-module M is a subgroup U ď M such that r ¨ u P U @ r P R , @ u P U .
Definition 1.3 (Morphisms)A (homo)morphism of R-modules (or an R-linear map, or an R-homomorphism) is a map of R-modules φ : M ÝÑ N such that:

(i) φ is a group homomorphism; and
(ii) φpr ¨mq “ r ¨ φpmq @ r P R , @ m P M .

An injective (resp. surjective) morphism of R-modules is sometimes called a monomorphism (resp.an epimorphism) and we often denote it with a hook arrow "ãÑ" (resp. a two-head arrow "�").A bijective morphism of R-modules is called an isomorphism (or an R-isomorphism), and we write
M – N if there exists an R-isomorphism between M and N .A morphism from an R-module to itself is called an endomorphism and a bijective endomorphism iscalled an automorphism .

Notation: We let RMod denote the category of left R-modules (with R-linear maps as morphisms), welet ModR denote the category of right R-modules (with R-linear maps as morphisms), and we let RModSdenote the category of pR, Sq-bimodules (with pR, Sq-linear maps as morphisms). For the language ofcategory theory, see the Appendix.
Example 1

(a) Exercise: Prove that Definition 1.1(a) is equivalent to requiring that pM,`, ¨q satisfies thefollowing axioms:
(M1) pM,`q is an abelian group;
(M2) pr1 ` r2q ¨m “ r1 ¨m` r2 ¨m for each r1, r2 P R and each m P M;
(M3) r ¨ pm1 `m2q “ r ¨m1 ` r ¨m2 for each r P R and all m1, m2 P M;
(M4) prsq ¨m “ r ¨ ps ¨mq for each r, s P R and all m P M .
(M5) 1R ¨m “ m for each m P M .
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In other words, modules over rings satisfy the same axioms as vector spaces over fields. Hence:Vector spaces over a field K are K -modules, and conversely.

(b) Abelian groups are Z-modules, and conversely.Exercise: check it! What is the external composition law?
(c) If the ring R is commutative, then any right module can be made into a left module, andconversely.Exercise: check it! Where does the commutativity come into play?
(d) If φ : M ÝÑ N is a morphism of R-modules, then the kernel kerpφq :“ tm P M | φpmq “ 0Nuof φ is an R-submodule of M and the image Impφq :“ φpMq “ tφpmq | m P Mu of φ is an

R-submodule of N .If M “ N and φ is invertible, then the inverse is the usual set-theoretic inverse map φ´1 andis also an R-homomorphism.Exercise: check it!
(e) Change of the base ring: if φ : S ÝÑ R is a ring homomorphism, then every R-module Mcan be endowed with the structure of an S-module with external composition law given by

¨ : S ˆM ÝÑ M, ps,mq ÞÑ s ¨m :“ φpsq ¨m .

Exercise: check it!
Notation 1.4Given R-modules M and N , we set HomRpM,Nq :“ tφ : M ÝÑ N | φ is an R-homomorphismu.This is an abelian group for the pointwise addition of maps:

` : HomRpM,Nq ˆHomRpM,Nq ÝÑ HomRpM,Nq
pφ, ψq ÞÑ φ ` ψ : M ÝÑ N,m ÞÑ φpmq ` ψpmq .In case N “ M , we write EndRpMq :“ HomRpM,Mq for the set of endomorphisms of M andAutRpMq for the set of automorphisms of M , i.e. the set of invertible endomorphisms of M .

Lemma-Definition 1.5 (Quotients of modules)Let U be an R-submodule of an R-module M . The quotient group M{U can be endowed with thestructure of an R-module in a natural way via the external composition law
R ˆM{U ÝÑ M{U
`

r, m` U
˘

ÞÝÑ r ¨m` U

The canonical map π : M ÝÑ M{U,m ÞÑ m ` U is R-linear and we call it the canonical (or
natural) homomorphism.

Proof : We assume known from the "Algebraische Strukturen" that π is a group homomorphism.Exercise: check that π preserves the scalar multiplication.
Definition 1.6 (Cokernel, coimage)Let φ P HomRpM,Nq. The cokernel of φ is the quotient R-module cokerpφq :“ N{ Imφ, and the

coimage of φ is the quotient R-module M{ kerφ.
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Theorem 1.7 (The universal property of the quotient and the isomorphism theorems)(a) Universal property of the quotient: Let φ : M ÝÑ N be a homomorphism of R-modules.If U is an R-submodule of M such that U Ď kerpφq, then there exists a unique R-modulehomomorphism φ : M{U ÝÑ N such that φ ˝π “ φ, or in other words such that the followingdiagram commutes:

M N

M{U

π

φ

ö

D!φ

Concretely, φpm` Uq “ φpmq @ m` U P M{U .
(b) 1st isomorphism theorem: With the notation of (a), if U “ kerpφq, then

φ : M{ kerpφq ÝÑ Impφq
is an isomorphism of R-modules.

(c) 2nd isomorphism theorem: If U1, U2 are R-submodules of M , then so are U1XU2 and U1`U2,and there is an isomorphism of R-modules
pU1 ` U2q{U2 – U1{pU1 X U2q .

(d) 3rd isomorphism theorem: If U1 Ď U2 are R-submodules of M , then there is an isomorphismof R-modules
pM{U1q {pU2{U1q – M{U2 .

(e) Correspondence theorem: If U is an R-submodule of M , then there is a bijection
tR-submodules X of M | U Ď Xu ÐÑ tR-submodules of M{Uu

X ÞÑ X{U
π´1pZ q Ð[ Z .

Proof : We assume it is known (e.g. from the "Einführung in die Algebra") that these results hold for abeliangroups and morphisms of abelian groups.Exercise: check that they carry over to the R-module structure.
Definition 1.8 (Generating set / R-basis / finitely generated/free R-module)Let M be an R-module and let X Ď M be a subset. Then:(a) M is said to be generated by X if every element m P M may be written as an R-linearcombination m “

ř

xPX λxx , i.e. where λx P R is almost everywhere 0. In this case we write
M “ xXyR or M “

ř

xPX Rx .(b) M is said to be finitely generated if it admits a finite set of generators.(c) X is an R-basis (or simply a basis) if X generates M and if every element of M can be written
in a unique way as an R-linear combination ř

xPX λxX (i.e. with λx P R almost everywhere 0).
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(d) M is called free if it admits an R-basis X , and |X | is called R-rank of M .

Notation: In this case we write M “
À

xPX Rx .
Warning: If the ring R is not commutative, then it is not true in general that two different bases of afree R-module have the same number of elements.
Proposition 1.9 (Universal property of free modules)Let M be a free R-module with R-basis X . If N is an R-module and f : X ÝÑ N is a map (ofsets), then there exists a unique R-homomorphism pf : M ÝÑ N such that the following diagramcommutes:

X N

M
inc

f

ö

D!pf
We say that pf is obtained by extending f by R-linearity.

Proof : Given an R-linear combination ř

xPX λxx P M , set pfpřxPX λxxq :“ ř

xPX λxfpxq. The claim follows.

2 Algebras
In this lecture we aim at studying modules over specific rings, which are in particular algebras.
Definition 2.1 (Algebra)Let R be a commutative ring.

(a) An R-algebra is an ordered quadruple pA,`, ¨, ˚q such that the following axioms hold:
(A1) pA,`, ¨q is a ring;
(A2) pA,`, ˚q is a left R-module; and
(A3) r ˚ pa ¨ bq “ pr ˚ aq ¨ b “ a ¨ pr ˚ bq @ a, b P A, @ r P R .

(b) A map f : AÑ B between two R-algebras is called an algebra homomorphism iff:
(i) f is a homomorphism of R-modules;(ii) f is a ring homomorphism.

Example 2 (Algebras)(a) The ring R itself is an R-algebra.[The internal composition law "¨" and the external composition law "˚" coincide in this case.](b) For each n P Zě1 the set MnpRq of nˆ n-matrices with coefficients in R is an R-algebra forits usual R-module and ring structures.[Note: in particular R-algebras need not be commutative rings in general!]
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(c) Let K be a field. Then for each n P Zě1 the polynom ring K rX1, . . . , Xns is a K -algebra forits usual K -vector space and ring structure.
(d) R and C are Q-algebras, C is an R-algebra, . . .
(e) Rings are Z-algebras.Exercise: Check it!

Example 3 (Modules over algebras)

(a) A “ MnpRq ñ Rn is an A-module for the external composition law given by left matrixmultiplication Aˆ Rn ÝÑ Rn, pB, xq ÞÑ Bx .
(b) If K is a field and V a K -vector space, then V becomes an A-algebra for A :“ EndK pV qtogether with the external composition law

Aˆ V ÝÑ V , pφ, vq ÞÑ φpvq .

Exercise: Check it!
(c) An arbitrary A-module M can be seen as an R-module via a change of the base ring since

R ÝÑ A, r ÞÑ r ˚ 1A is a homomorphism of rings by the algebra axioms.
Exercise 2.2Let R be a commutative ring.

(a) Let M,N be R-modules. Prove that:
(1) EndRpMq, endowed with the pointwise addition of maps and the usual composition ofmaps, is a ring.(2) The abelian group HomRpM,Nq is a left R-module for the external composition lawdefined by

prfqpmq :“ fprmq “ rfpmq @ r P R, @f P HomRpM,Nq, @m P M .

(b) Let now A be an R-algebra and M be an A-module. Prove that EndRpMq and EndApMq are
R-algebras.

3 Direct products and direct sums*
Let tMiuiPI be a family of R-modules. Then the abelian group ś

iPIMi, that is the direct product of
tMiuiPI seen as a family of abelian groups, becomes an R-module via the following external compositionlaw:

R ˆ
ź

iPI
Mi ÝÑ

ź

iPI
Mi

`

r, pmiqiPI
˘

ÞÝÑ
`

r ¨mi
˘

iPIExercise: check it!
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Proposition 3.1 (Universal property of the direct product)For each j P I , we let πj : śiPIMi ÝÑ Mj denotes the j-th projection from the direct product tothe module Mj . If  φi : L ÝÑ MiuiPI is a collection of R-linear maps, then there exists a uniquemorphism of R-modules φ : L ÝÑś

iPIMi such that πj ˝ φ “ φj for every j P I .
Mk

L
ś

iPIMi

Mj

D!φ
φk

φj

πj

πk
ö

ö

In other words, the map
HomR

´

L,
ś

iPIMi

¯

ÝÑ
ś

iPI HomRpL,Miq

φ ÞÑ
`

πi ˝ φ
˘

iis an isomorphism of abelian groups.
Proof : Exercise!
Let now À

iPIMi be the subgroup of śiPIMi consisting of the elements pmiqiPI such that mi “ 0 almosteverywhere (i.e. mi “ 0 except for a finite subset of indices i P I). This subgroup is called the direct
sum of the family tMiuiPI and is in fact an R-submodule of the product. Exercise: check it!
Proposition 3.2 (Universal property of the direct sum)For each j P I , we let ηj : Mj ÝÑ

À

iPIMi denote the canonical injection of Mj in the direct sum.If  

fi : Mi ÝÑ LuiPI is a collection of R-linear maps, then there exists a unique morphism of
R-modules φ : ÀiPIMi ÝÑ L such that f ˝ ηj “ fj for every j P I .

Mj

À

iPIMi L

Mk

ηj

fj

D! fö

ö
ηk

fk

In other words, the map
HomR

´

À

iPIMi, L
¯

ÝÑ
ś

iPI HomRpMi, Lq
f ÞÑ

`

f ˝ ηi
˘

iis an isomorphism of abelian groups.
Proof : Exercise!
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Remark 3.3It is clear that if |I| ă 8, then À

iPIMi “
ś

iPIMi.
The direct sum as defined above is often called an external direct sum. This relates as follows with theusual notion of internal direct sum:
Definition 3.4 (“Internal” direct sums)Let M be an R-module and N1, N2 be two R-submodules of M . We write M “ N1 ‘ N2 if every

m P M can be written in a unique way as m “ n1 ` n2, where n1 P N1 and n2 P N2.
In fact M “ N1 ‘N2 (internal direct sum) if and only if M “ N1 `N2 and N1 XN2 “ t0u.
Proposition 3.5If N1, N2 and M are as in Definition 3.4 and M “ N1 ‘N2 then the map

φ : M ÝÑ N1 ˆN2 “ N1 ‘N2 (external direct sum)
m “ n1 ` n2 ÞÑ pn1, n2qdefines an R-isomorphism.Moreover, the above generalises to arbitrary internal direct sums M “

À

iPI Ni.
Proof : Exercise!
4 Exact sequences*
Exact sequences constitute a very useful tool for the study of modules. Often we obtain valuable infor-mation about modules by plugging them in short exact sequences, where the other terms are known.
Definition 4.1 (Exact sequence)

A sequence L φ
ÝÑ M ψ

ÝÑ N of R-modules and R-linear maps is called exact (at M) if Imφ “ kerψ.
Remark 4.2 (Injectivity/surjectivity/short exact sequences)

(a) L φ
ÝÑ M is injective ðñ 0 ÝÑ L φ

ÝÑ M is exact at L.
(b) M ψ

ÝÑ N is surjective ðñ M ψ
ÝÑ N ÝÑ 0 is exact at N .

(c) 0 ÝÑ L φ
ÝÑ M ψ

ÝÑ N ÝÑ 0 is exact (i.e. at L, M and N) if and only if φ is injective, ψ issurjective and ψ induces an R-isomorphism ψ : M{ Imφ ÝÑ N,m` Imφ ÞÑ ψpmq.Such a sequence is called a short exact sequence (s.e.s. for short).
(d) If φ P HomRpL,Mq is an injective morphism, then there is a s.e.s.

0 ÝÑ L φ
ÝÑ M π

ÝÑ cokerpφq ÝÑ 0
where π is the canonical projection.
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(e) If ψ P HomRpM,Nq is a surjective morphism, then there is a s.e.s.

0 ÝÑ kerpψq i
ÝÑ M ψ

ÝÑ N ÝÑ 0 ,
where i is the canonical injection.

Proposition 4.3Let Q be an R-module. Then the following holds:
(a) HomRpQ,´q : RMod ÝÑ Ab is a left exact covariant functor. In other words, if0 ÝÑ L φ

ÝÑ M ψ
ÝÑ N ÝÑ 0 is a s.e.s of R-modules, then the induced sequence

0 // HomRpQ, Lq
φ˚ // HomRpQ,Mq

ψ˚ // HomRpQ,Nq

is an exact sequence of abelian groups. Here φ˚ :“ HomRpQ,φq, that is φ˚pαq “ φ ˝ α forevery α P HomRpQ, Lq and similarly for ψ˚.(b) HomRp´, Qq : RMod ÝÑ Ab is a left exact contravariant functor. In other words, if0 ÝÑ L φ
ÝÑ M ψ

ÝÑ N ÝÑ 0 is a s.e.s of R-modules, then the induced sequence
0 // HomRpN,Qq

ψ˚ // HomRpM,Qq
φ˚ // HomRpL,Qq

is an exact sequence of abelian groups. Here φ˚ :“ HomRpφ,Qq, that is φ˚pαq “ α ˝ φ forevery α P HomRpM,Qq and similarly for ψ˚.
Notice that HomRpQ,´q and HomRp´, Qq are not right exact in general. Exercise: find counter-examples!
Proof : One easily checks that HomRpQ,´q and HomRp´, Qq are functors. Exercise!(a) ¨ Exactness at HomRpQ, Lq: Clear.

¨ Exactness at HomRpQ,Mq: We have
β P kerψ˚ ðñ ψ ˝ β “ 0 ðñ Imβ Ă kerψ “ Imφ

ðñ @q P Q, D! lq P L such that βpqq “ φplqq
ðñ D a map λ : Q ÝÑ L which sends q to lq and such that φ ˝ λ “ β
φ inj
ðñ D λ P HomRpQ, Lq which send q to lq and such that φ ˝ λ “ β
ðñ β P Imφ˚.(b) Similar. Exercise!

Lemma-Definition 4.4 (Split short exact sequence)

A s.e.s. 0 ÝÑ L φ
ÝÑ M ψ

ÝÑ N ÝÑ 0 of R-modules is called split if it satisfies one of the followingequivalent conditions:
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(a) ψ admits an R-linear section, i.e. if D σ P HomRpN,Mq such that ψ ˝ σ “ IdN ;
(b) φ admits an R-linear retraction, i.e. if D ρ P HomRpM, Lq such that ρ ˝ φ “ IdL;(c) D an R-isomorphism α : M ÝÑ L‘N such that the following diagram commutes:

0 // L
φ //

IdL
��

ö

M
ψ //

α
��

ö

N //

IdN
��

0
0 // L i // L‘N

p // N // 0 ,
where i, resp. p, are the canonical inclusion, resp. projection.

Proof : Exercise!
Remark 4.5If the sequence splits and σ is a section, then M “ φpLq ‘ σpNq. If the sequence splits and ρ is aretraction, then M “ φpLq ‘ kerpρq.
Example 4The sequence 0 // Z{2Z

φ // Z{2Z‘ Z{2Z π // Z{2Z // 0defined by φpr1sq “ pr1s, r0sq and where π is the canonical projection onto the cokernel of φ issplit but the sequence
0 // Z{2Z

φ // Z{4Z π // Z{2Z // 0
defined by φpr1sq “ pr2sq and π is the canonical projection onto the cokernel of φ is not split.Exercise: justify this fact using a straightforward argument.

5 Tensor products*
Definition 5.1 (Tensor product of R-modules)Let M be a right R-module and let N be a left R-module. Let F be the free abelian group (= free

Z-module) with basis M ˆN . Let G be the subgroup of F generated by all the elements
pm1 `m2, nq ´ pm1, nq ´ pm2, nq, @m1, m2 P M,@n P N,
pm,n1 ` n2q ´ pm,n1q ´ pm,n2q, @m P M,@n1, n2 P N, and
pmr, nq ´ pm, rnq, @m P M,@n P N,@r P R.

The tensor product of M and N (balanced over R ), is the abelian group M bR N :“ F{G . Theclass of pm,nq P F in M bR N is denoted by mb n.



17
Remark 5.2

(a) M bR N “ xmb n | m P M,n P NyZ.
(b) In M bR N , we have the relations

pm1 `m2q b n “ m1 b n`m2 b n, @m1, m2 P M,@n P N,
mb pn1 ` n2q “ mb n1 `mb n2, @m P M,@n1, n2 P N, and
mr b n “ mb rn, @m P M,@n P N,@r P R.

In particular, mb 0 “ 0 “ 0b n @ m P M , @ n P N and p´mq b n “ ´pmb nq “ mb p´nq
@ m P M , @ n P N .

Definition 5.3 (R-balanced map)Let M and N be as above and let A be an abelian group. A map f : M ˆ N ÝÑ A is called
R-balanced if

fpm1 `m2, nq “ fpm1, nq ` fpm2, nq, @m1, m2 P M,@n P N,
fpm,n1 ` n2q “ fpm,n1q ` fpm,n2q, @m P M,@n1, n2 P N,
fpmr, nq “ fpm, rnq, @m P M,@n P N,@r P R.

Remark 5.4The canonical map t : M ˆN ÝÑ M bR N, pm,nq ÞÑ mb n is R-balanced.
Proposition 5.5 (Universal property of the tensor product)Let M be a right R-module and let N be a left R-module. For every abelian group A and every

R-balanced map f : M ˆN ÝÑ A there exists a unique Z-linear map f : M bR N ÝÑ A such thatthe following diagram commutes: M ˆN f //

t
��

A

M bR N
f

ö

;;

Proof : Let ı : M ˆ N ÝÑ F denote the canonical inclusion, and let π : F ÝÑ F{G denote the canonicalprojection. By the universal property of the free Z-module, there exists a unique Z-linear map f̃ : F ÝÑ Asuch that f̃ ˝ ı “ f . Since f is R-balanced, we have that G Ď kerpf̃q. Therefore, the universal property ofthe quotient yields the existence of a unique homomorphism of abelian groups f : F{G ÝÑ A such that
f ˝ π “ f̃ :

M ˆN f //

ı
��

t

  

A

F

f̃

::

π
��

M bR N – F{G
f

JJ

Clearly t “ π ˝ ı, and hence f ˝ t “ f ˝ π ˝ ı “ f̃ ˝ ı “ f .
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Remark 5.6Let M and N be as in Definition 5.1.

(a) Let tMiuiPI be a collection of right R-modules, M be a right R-module, N be a left R-moduleand tNjuiPJ be a collection of left R-modules. Then, we have
à

iPI
Mi bR N –

à

iPI
pMi bR Nq

M bR
à

jPJ
Nj –

à

jPJ
pM bR Njq.

(This is easily proved using both the universal property of the direct sum and of the tensorproduct.)
(b) There are natural isomorphisms of abelian groups given by R bR N – N via rbn ÞÑ rn, and

M bR R – M via mb r ÞÑ mr.
(c) It follows from (b), that if P is a free left R-module with R-basis X , then N bR P –À

xPX N ,and if P is a free right R-module with R-basis X , then P bR M –
À

xPX M .
(d) Let Q be a third ring. Then we obtain module structures on the tensor product as follows:

(i) If M is a pQ,Rq-bimodule and N a left R-module, then M bR N can be endowed withthe structure of a left Q-module via
q ¨ pmb nq “ q ¨mb n @q P Q,@m P M,@n P N.

(ii) If M is a right R-module and N an pR, Sq-bimodule, then MbR N can be endowed withthe structure of a right S-module via
pmb nq ¨ s “ qmb n ¨ s @s P S,@m P M,@n P N.

(iii) If M is a pQ,Rq-bimodule and N an pR, Sq-bimodule. Then M bR N can be endowedwith the structure of a pQ,Sq-bimodule via the external composition laws defined in (i)and (ii).
(e) Assume R is commutative. Then any R-module can be viewed as an pR,Rq-bimodule. Then,in particular, M bR N becomes an R-module (both on the left and on the right).
(f ) For instance, it follows from (e) that if K is a field and M and N are K -vector spaces with

K -bases txiuiPI and tyjujPJ resp., then M bK N is a K -vector space with a K -basis given by
txi b yjupi,jqPIˆJ .

(g) Tensor product of morphisms: Let f : M ÝÑ M 1 be a morphism of right R-modules and
g : N ÝÑ N 1 be a morphism of left R-modules. Then, by the universal property of thetensor product, there exists a unique Z-linear map f b g : M bR N ÝÑ M 1 bR N 1 such that
pf b gqpmb nq “ fpmq b gpnq.

Proof : Exercise!
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Exercise 5.7

(a) Assume R is a commutative ring and I is an ideal of R . Let M be a left R-module. Prove thatthere is an isomorphism of left R-modules R{I bR M – M{IM .
(b) Let m,n be coprime positive integers. Compute Z{nZbZ Z{mZ, QbZ Q, and Q{ZbZ Q.
(c) Let K be a field and let U,V be finite-dimensional K -vector spaces. Prove that there is anatural isomorphism of K -vector spaces:

HomK pU,V q – U˚ bK V .

Proposition 5.8 (Right exactness of the tensor product)

(a) Let N be a left R-module. Then ´bR N : ModR ÝÑ Ab is a right exact covariant functor.
(b) Let M be a right R-module. Then M bR ´ :R Mod ÝÑ Ab is a right exact covariant functor.

Remark 5.9The functors ´bR N and M bR ´ are not left exact in general.



Chapter 1. Foundations of Representation Theory

In this chapter we review four important module-theoretic theorems, which lie at the foundations of
representation theory of finite groups:1. Schur’s Lemma: about homomorphisms between simple modules.2. The Jordan-Hölder Theorem: about "uniqueness" properties of composition series.3. Nakayama’s Lemma: about an essential property of the Jacobson radical.4. The Krull-Schmidt Theorem: about direct sum decompositions into indecomposable submodules.
Notation: throughout this chapter, unless otherwise specified, we let R denote an arbitrary unital andassociative ring.
Again results which intersect the Commutative Algebra lecture are stated without proof.
References:
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6 (Ir)Reducibility and (in)decomposability
Submodules and direct sums of modules allow us to introduce the two main notions that will enable usto break modules in elementary pieces in order to simplify their study.
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Definition 6.1 (simple/irreducible module / indecomposable module)

(a) An R-module M is called reducible if it admits an R-submodule U such that 0 ň U ň M .An R-module M is called simple (or irreducible) if it is non-zero and not reducible.
(b) An R-module M is called decomposable if M possesses two non-zero proper submodules

M1,M2 such that M “ M1 ‘M2. An R-module M is called indecomposable if it is non-zeroand not decomposable.
Remark 6.2Clearly any simple module is also indecomposable. However, the converse does not hold in general.Exercise: find a counter-example!
Exercise 6.3Prove that if pR,`, ¨q is a ring, then R˝ :“ R itself maybe seen as an R-module via left multiplicationin R , i.e. where the external composition law is given by

R ˆ R˝ ÝÑ R˝, pr, mq ÞÑ r ¨m .

We call R˝ the regular R-module.Prove that the R-submodules of R˝ are precisely the left ideals of R . Moreover, I ŸR is a maximalleft ideal of R ô R˝{I is a simple R-module, and I Ÿ R is a minimal left ideal of R ô I is simplewhen regarded as an R-submodule of R˝.
7 Schur’s Lemma
Schur’s Lemma is a basic result, which lets us understand homomorphisms between simple modules,and, more importantly, endomorphisms of such modules.
Theorem 7.1 (Schur’s Lemma)

(a) Let V ,W be simple R-modules. Then:
(i) EndRpV q is a skew-field, and(ii) if V fl W , then HomRpV ,W q “ 0.

(b) If K is an algebraically closed field, A is a K -algebra, and V is a simple A-module such thatdimK V ă 8, then EndApV q “ tλ IdV | λ P K u – K .

Proof :(a) First, we claim that every f P HomRpV ,W qzt0u admits an inverse in HomRpV ,W q.Indeed, f ‰ 0 ùñ ker f Ĺ V is a proper R-submodule of V and t0u ‰ Im f is a non-zero R-submodule of W . But then, on the one hand, ker f “ t0u, because V is simple, hence f is injective,and on the other hand, Im f “ W because W is simple. It follows that f is also surjective, hence



22
bijective. Therefore, by Example 1(d), f is invertible with inverse f´1 P HomRpW,V q.Now, (ii) is straightforward from the above. For (i), recall that EndRpV q is a ring, which is obviouslynon-zero as EndRpV q Q IdV and IdV ‰ 0 because V ‰ 0 since it is simple. Thus, as any f PEndRpV qzt0u is invertible, EndRpV q is a skew-field.(b) Let f P EndApV q. By the assumptions on K , f has an eigenvalue λ P K . Let v P V zt0u be aneigenvector of f for λ. Then pf ´ λ IdV qpvq “ 0. Therefore, f ´ λ IdV is not invertible and

f ´ λ IdV P EndApV q paq
ùñ f ´ λ IdV “ 0 ùñ f “ λ IdV .

Hence EndApV q Ď tλ IdV | λ P K u, but the reverse inclusion also obviously holds, so that
EndApV q “ tλ IdV u – K .

8 Composition series and the Jordan-Hölder Theorem*
From Chapter 2 on, we will assume that all modules we work with can be broken into simple modulesin the sense of the following definition.
Definition 8.1 (Composition series / composition factors / composition length)Let M be an R-module.

(a) A series (or filtration) of M is a finite chain of submodules
0 “ M0 Ď M1 Ď . . . Ď Mn “ M pn P Zě0q .

(b) A composition series of M is a series
0 “ M0 Ď M1 Ď . . . Ď Mn “ M pn P Zě0q

where Mi{Mi´1 is simple for each 1 ď i ď n. The quotient modules Mi{Mi´1 are called the
composition factors (or the constituents) of M and the integer n is called the composition
length of M .

Notice that, clearly, in a composition series all inclusions are in fact strict because the quotient modulesare required to be simple, hence non-zero.
Next we see that the existence of a composition series implies that the module is finitely generated.However, the converse does not hold in general. This is explained through the fact that the existenceof a composition series is equivalent to the fact that the module is both Noetherian and Artinian.
Definition 8.2 (Chain conditions / Artinian and Noetherian rings and modules)

(a) An R-module M is said to satisfy the descending chain condition (D.C.C.) on submodules(or to be Artinian) if every descending chain M “ M0 Ě M1 Ě . . . Ě Mr Ě . . . Ě t0u of
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submodules eventually becomes stationary, i.e. D m0 such that Mm “ Mm0 for every m ě m0.

(b) An R-module M is said to satisfy the ascending chain condition (A.C.C.) on submodules (or tobe Noetherian) if every ascending chain 0 “ M0 Ď M1 Ď . . . Ď Mr Ď . . . Ď M of submoduleseventually becomes stationary, i.e. D m0 such that Mm “ Mm0 for every m ě m0.
(c) The ring R is called left Artinian (resp. left Noetherian) if the regular module R˝ is Artinian(resp. Noetherian).

Theorem 8.3 (Jordan-Hölder )Any series of R-submodules 0 “ M0 Ď M1 Ď . . . Ď Mr “ M (r P Zě0) of an R-module M may berefined to a composition series of M . In addition, if
0 “ M0 Ĺ M1 Ĺ . . . Ĺ Mn “ M pn P Zě0q

and 0 “ M 10 Ĺ M 11 Ĺ . . . Ĺ M 1
m “ M pm P Zě0qare two composition series of M , then m “ n and there exists a permutation π P Sn such that

M 1
i{M 1

i´1 – Mπpiq{Mπpiq´1 for every 1 ď i ď n. In particular, the composition length is well-defined.
Proof : See Commutative Algebra.
Corollary 8.4If M is an R-module, then TFAE:

(a) M has a composition series;
(b) M satisfies D.C.C. and A.C.C. on submodules;
(c) M satisfies D.C.C. on submodules and every submodule of M is finitely generated.

Proof : See Commutative Algebra.
Theorem 8.5 (Hopkins’ Theorem)If M is a module over a left Artinian ring, then TFAE:

(a) M has a composition series;
(b) M satisfies D.C.C. on submodules;
(c) M satisfies A.C.C. on submodules;
(d) M is finitely generated.

Proof : See Commutative Algebra. (Or Exercise: deduce it from the properties of the Jacobson radical andsemisimplicity, which we are going to develop in the next sections.)
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9 The Jacobson radical and Nakayama’s Lemma*
The Jacobson radical is one of the most important two-sided ideals of a ring. As we will see in the nextsections and Chapter 2, this ideal carries a lot of information about the structure of a ring and that ofits modules.
Proposition-Definition 9.1 (Annihilator / Jacobson radical)

(a) Let M be an R-module. Then annRpMq :“ tr P R | rm “ 0 @ m P Mu is a two-sided idealof R , called annihilator of M .
(b) The Jacobson radical of R is the two-sided ideal

JpRq :“ č

V simple
R-module

annRpV q “ tx P R | 1´ axb P Rˆ @ a, b P Ru .

(c) If V is a simple R-module, then there exists a maximal left ideal I Ÿ R such that V – R˝{I(as R-modules) and
JpRq “

č

IŸR,
I maximalleft ideal

I .

Proof : See Commutative Algebra.
Exercise 9.2

(a) Prove that any simple R-module may be seen as a simple R{JpRq-module.
(b) Conversely, prove that any simple R{JpRq-module may be seen as a simple R-module.[Hint: use a change of the base ring via the canonical morphism R ÝÑ R{JpRq.]
(c) Deduce that R and R{JpRq have the same simple modules.

Theorem 9.3 (Nakayama’s Lemma)If M is a finitely generated R-module and JpRqM “ M , then M “ 0.
Proof : See Commutative Algebra.
Remark 9.4One often needs to apply Nakayama’s Lemma to a finitely generated quotient module M{U , where

U is an R-submodule of M . In that case the result may be restated as follows:
M “ U ` JpRqM ùñ U “ M
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10 Indecomposability and the Krull-Schmidt Theorem
We now consider the notion of indecomposability in more details. Our first aim is to prove that inde-composability can be recognised at the endomorphism algebra of a module.
Definition 10.1A ring R is said to be local :ðñ RzRˆ is a two-sided ideal of R .
Example 5

(a) Any field K is local because K zKˆ “ t0u by definition.
(b) Exercise: Let p be a prime number and R :“ tab P Q | p­ |bu. Prove that RzRˆ “ tab P R | p|auand deduce that R is local.
(c) Exercise: Let K be a field and let R :“ !

A “

¨

˝

a1 a2 ... an0 a1 ... an´1... . . . ...0 0 ... a1

˛

‚ P MnpK q
). Prove that

RzRˆ “ tA P R | a1 “ 0u and deduce that R is local.
Proposition 10.2Let R be a ring. Then TFAE:

(a) R is local;
(b) RzRˆ “ JpRq, i.e. JpRq is the unique maximal left ideal of R ;
(c) R{JpRq is a skew-field.

Proof : Set N :“ RzRˆ.(a)ñ(b): Clear: I Ÿ R proper left ideal ñ I Ď N . Hence, by Proposition-Definition 9.1(c),
JpRq “

č

IŸR,
I maximalleft ideal

I Ď N .

Now, by (a) N is an ideal of R , hence N must be a maximal left ideal, even the unique one. Itfollows that N “ JpRq.(b)ñ(c): If JpRq is the unique maximal left ideal of R , then in particular R ‰ 0 and R{JpRq ‰ 0. So let
r P RzJpRq pbq“ Rˆ. Then obviously r ` JpRq P pR{JpRqqˆ. It follows that R{JpRq is a skew-field.(c)ñ(a): Since R{JpRq is a skew-field by (c), R{JpRq ‰ 0, so that R ‰ 0 and there exists a P RzJpRq.Moreover, again by (c), a` JpRq P pR{JpRqqˆ, so that Db P RzJpRq such that

ab` JpRq “ 1` JpRq P R{JpRq
Therefore, D c P JpRq such that ab “ 1´c, which is invertible in R by Proposition-Definition 9.1(b).Hence Dd P R such that abd “ p1´ cqd “ 1 ñ a P Rˆ. Therefore RzJpRq “ Rˆ, and it followsthat RzRˆ “ JpRq which is a two-sided ideal of R .
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Proposition 10.3 (Fitting’s Lemma)Let M be an R-module which has a composition series and let φ P EndRpMq be an endomorphismof M . Then there exists n P Zą0 such that

(i) φnpMq “ φn`ipMq for every i ě 1;
(ii) kerpφnq “ kerpφn`iq or every i ě 1; and

(iii) M “ φnpMq ‘ kerpφnq .
Proof : By Corollary 8.4 the module M satisfies both A.C.C. and D.C.C. on submodules. Hence the two chainsof submodules

φpMq Ě φ2pMq Ě . . . ,kerpφq Ď kerpφ2q Ď . . .eventually become stationary. Therefore we can find an index n satisfying both (i) and (ii).Exercise: Prove that M “ φnpMq ‘ kerpφnq.
Proposition 10.4Let M be an R-module which has a composition series. Then:

M is indecomposable ðñ EndRpMq is a local ring.
Proof : “ñ”: Assume that M is indecomposable. Let φ P EndRpMq. Then by Fitting’s Lemma there exists

n P Zą0 such that M “ φnpMq ‘ kerpφnq. As M is indecomposable either φnpMq “ M andkerpφnq “ 0 or φnpMq “ 0 and kerpφnq “ M .
¨ In the first case φ is bijective, hence invertible.
¨ In the second case φ is nilpotent.Therefore, N :“ EndRpMqzEndRpMqˆ “ tnilpotent elements of EndRpMqu.

Claim: N is a two-sided ideal of EndRpMq.Let φ P N and m P Zą0 minimal such that φm “ 0. Then
φm´1pφρq “ 0 “ pρφqφm´1 @ ρ P EndRpMq .

As φm´1 ‰ 0, φρ and ρφ cannot be invertible, hence φρ, ρφ P N .Next let φ, ρ P N . If φ ` ρ “: ψ were invertible in EndRpMq, then by the previous argument wewould have ψ´1ρ, ψ´1φ P N , which would be nilpotent. Hence
ψ´1φ “ IdM ´ψ´1ρ

would be invertible.(Indeed, ψ´1ρ nilpotent ñ pIdM ´ψ´1ρqpIdM `ψ´1ρ` pψ´1ρq2 ` ¨ ¨ ¨ ` pψ´1ρqa´1q “ IdM , where
a is minimal such that pψ´1ρqa “ 0.)This is a contradiction. Therefore φ ` ρ P N , which proves that N is an ideal.Finally, it follows from the Claim and the definition that EndRpMq is local.“ð”: Assume M is decomposable and let M1,M2 be proper submodules such that M “ M1 ‘M2. Thenconsider the two projections

π1 : M1 ‘M2 ÝÑ M1 ‘M2, pm1, m2q ÞÑ pm1, 0q
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onto M1 along M2 and

π2 : M1 ‘M2 ÝÑ M1 ‘M2, pm1, m2q ÞÑ p0, m2q
onto M2 along M1. Clearly π1, π2 P EndRpMq but π1, π2 R EndRpMqˆ since they are not surjectiveby construction. Now, as π2 “ IdM ´π1 is not invertible it follows from the characterisation of theJacobson radical of Proposition-Definition 9.1(b) that π1 R JpEndRpMqq. Therefore

EndRpMqzEndRpMqˆ ‰ J pEndRpMqq
and it follows from Proposition 10.2 that EndRpMq is not a local ring.

Next, we want to be able to decompose R-modules into direct sums of indecomposable submodules. TheKrull-Schmidt Theorem will then provide us with certain uniqueness properties of such decompositions.
Proposition 10.5Let M be an R-module. If M satisfies either A.C.C. or D.C.C., then M admits a decomposition intoa direct sum of finitely many indecomposable R-submodules.
Proof : Let us assume that M is not expressible as a finite direct sum of indecomposable submodules. Thenin particular M is decomposable, so that we may write M “ M1 ‘W1 as a direct sum of two propersubmodules. W.l.o.g. we may assume that the statement is also false for W1. Then we also have adecomposition W1 “ M2‘W2, where M2 and W2 are proper sumbodules of W1 with the statement beingfalse for W2. Iterating this argument yields the following infinite chains of submodules:

W1 Ľ W2 Ľ W3 Ľ ¨ ¨ ¨ ,
M1 Ĺ M1 ‘M2 Ĺ M1 ‘M2 ‘M3 Ĺ ¨ ¨ ¨ .The first chain contradicts D.C.C. and the second chain contradicts A.C.C.. The claim follows.

Theorem 10.6 (Krull–Schmidt)Let M be an R-module which has a composition series. If
M “ M1 ‘ ¨ ¨ ¨ ‘Mn “ M 11 ‘ ¨ ¨ ¨ ‘M 1

n1 pn, n1 P Zą0q
are two decomposition of M into direct sums of finitely many indecomposable R-submodules, then
n “ n1, and there exists a permutation π P Sn such that Mi – M 1

πpiq for each 1 ď i ď n and
M “ M 1

πp1q ‘ ¨ ¨ ¨ ‘M 1
πprq ‘

n
à

j“r`1Mj for every 1 ď r ď n.

Proof : For each 1 ď i ď n let
πi : M “ M1 ‘ ¨ ¨ ¨ ‘Mn Ñ Mi, m1 ` . . .`mn ÞÑ mi

be the projection on the i-th factor of first decomposition, and for each 1 ď j ď n1 let
ψj : M “ M 11 ‘ ¨ ¨ ¨ ‘M 1

n1 Ñ M 1
j , m11 ` . . .`m1n1 ÞÑ m1jbe the projection on the j-th factor of second decomposition.
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Claim: if ψ P EndRpMq is such that π1 ˝ ψ|M1 : M1 Ñ M1 is an isomorphism, then

M “ ψpM1q ‘M2 ‘ ¨ ¨ ¨ ‘Mn and ψpM1q – M1 .
Indeed : By the assumption of the claim, both ψ|M1 : M1 Ñ ψpM1q and π1|ψpM1q : ψpM1q Ñ M1 must beisomorphisms. Therefore ψpM1q X kerpπ1q “ 0, and for every m P M there exists m11 P ψpM1q such that
π1pmq “ π1pm11q, hence m´m11 P kerpπ1q. It follows that

M “ ψpM1q ` kerpπ1q “ ψpM1q ‘ kerpπ1q “ ψpM1q ‘M2 ‘ ¨ ¨ ¨ ‘Mn .

Hence the Claim holds.Now, we have IdM “ řn1
j“1 ψj , and so IdM1 “ řn1

j“1 π1 ˝ ψj |M1 P EndRpM1q. But as M has a compositionseries, so has M1, and therefore EndRpM1q is local by Proposition 10.4. Thus if all the π1 ˝ ψj |M1 PEndRpM1q are not invertible, they are all nilpotent and then so is IdM1 , which is in turn not invertible.This is not possible, hence it follows that there exists an index j such that
π1 ˝ ψj |M1 : M1 Ñ M1

is an isomorphism and the Claim implies that M “ ψjpM1q ‘M2 ‘ ¨ ¨ ¨ ‘Mn and ψjpM1q – M1.We then set πp1q :“ j . By definition ψjpM1q Ď M 1
j as M 1

j is indecomposbale, so that
ψjpM1q – M 1

j “ M 1
πp1q .Finally, an induction argument (Exercise!) yields:

M “ M 1
πp1q ‘ ¨ ¨ ¨ ‘M 1

πprq ‘
n
à

j“r`1Mj ,

mit M 1
πpiq – Mi (1 ď i ď r). In particular, the case r “ n implies the equality n “ n1.



Chapter 2. The Structure of Semisimple Algebras

In this chapter we study an important class of rings: the class of rings R which are such that any R-module can be expressed as a direct sum of simple R-submodules. We study the structure of such ringsthrough a series of results essentially due to Artin and Wedderburn. At the end of the chapter we willassume that the ring is a finite dimension algebra over a field and start the study of its representationtheory.
Notation: throughout this chapter, unless otherwise specified, we let R denote a unital and associativering.
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11 Semisimplicity of rings and modules
Proposition-Definition 11.1 (Completely reducible module / semisimple module)An R-module M satisfying the following equivalent conditions is called completely reducible or

semisimple:
(a) M “ ‘iPISi for some family tSiuiPI of simple submodules of M;
(b) M “

ř

iPI Si for some family tSiuiPI of simple submodules of M;
(c) every R-submodule M1 Ď M admits a complement in M , i.e. D an R-submodule M2 Ď Msuch that M “ M1 ‘M2.
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Proof :(a)ñ(b): is trivial.(b)ñ(c): Write M “

ř

iPI Si, where Si is a simple R-submodule of M for each i P I . Let N Ď M be an
R-submodule of M . Then consider the family, partially ordered by inclusion, of all subsets J Ď Isuch that(1) ř

iPJ Si is a direct sum; and(2) N Xř

iPJ Si “ 0.Clearly this family is non-empty since it contains the empty set. Thus Zorn’s Lemma yields theexistence of a maximal element J0. Now, set
M 1 :“ N `

ÿ

iPJ0
Si “ N ‘

ÿ

iPJ0
Si ,

where the second equality holds by (1) and (2). Therefore, it suffice to prove that M “ M 1, i.e.that Si Ď M 1 for every i P I . But if j P I is such that Sj Ę M 1, the simplicity of Sj implies that
Sj XM 1 “ 0 and it follows that

M 1 ` Sj “ N ‘
˜

ÿ

iPJ0
Si

¸

‘ Sj

in contradiction with the maximality of J0. The claim follows.(b)ñ(a): follows from the argument above with N “ 0.(c)ñ(b): Let M1 be the sum of all simple submodules in M . By (c) there exists a complement M2 Ď M to
M1, i.e. such that M “ M1 ‘M2. If M2 “ 0, we are done. If M2 ‰ 0, then M2 must contain asimple R-submodule (Exercise: prove this fact), say N . But then N Ď M1, a contradiction. Thus
M2 “ 0 and so M “ M1.

Example 6

(a) The zero module is completely reducible, but neither reducible nor irreducible!
(b) If S1, . . . , Sn are simple R-modules, then their direct sum S1‘ . . .‘Sn is completely reducibleby definition.
(c) The following exercise shows that there exists modules which are not completely reducible.Exercise: Let K be a field and let A be the K -algebra  ` a1 a0 a1

˘

| a1, a P K(. Consider the
A-module V :“ K 2, where A acts by left matrix multiplication. Prove that:
(1) tp x0 q | x P K u is a simple A-submodule of V ; but(2) V is not semisimple.

(d) Exercise: Prove that any submodule and any quotient of a completely reducible module isagain completely reducible.
Theorem-Definition 11.2 (Semisimple ring)A ring R satisfying the following equivalent conditions is called semisimple:(a) All short exact sequences of R-modules split.
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(b) All R-modules are semisimple.
(c) All finitely generated R-modules are semisimple.
(d) The regular left module R˝ is semisimple, and is a direct sum of a finite number of minimalleft ideals.

Proof : First, (a) and (b) are equivalent as a consequence of Lemma 4.4. The implication (b) ñ (c) is trivial,and it is also trivial that (c) implies the first claim of (d), which in turn implies the second claim of (d).Indeed, if R˝ “À

iPI Li for some family tLiuiPI of minimal left ideals. Then there exists a finite numberof indices i1, . . . , in P I such that 1R “ xi1 ` . . . ` xin with xij P Lij for each 1 ď j ď n. Therefore each
a P R may be expressed in the form

a “ a ¨ 1R “ axi1 ` . . .` axinand hence R˝ “ Li1 ` . . .` Lin . Therefore, it remains to prove that (d) ñ (b). So, assume that R satisfies(d) and let M be an arbitrary non-zero R-module. Then write M “
ř

mPM R ¨ m. Now, each cyclicsubmodule R ¨ m of M is isomorphic to a submodule of R˝, which is semisimple by (d). Thus R ¨ mis semisimple as well by Example 6(d). Finally, it follows from Proposition-Definition 11.1 that M issemisimple.
Example 7Fields are semisimple. Indeed, if V is a finite-dimensional vector space over a field K of dimension n,then choosing a basis te1, ¨ ¨ ¨ , enu of V yields V “ Ke1 ‘ . . . ‘ Ken, where dimK pKeiq “ 1,hence Kei is a simple K -module for each 1 ď i ď n. Hence, the claim follows from Theorem-Definition 11.2(c).
Corollary 11.3Let R be a semisimple ring. Then:

(a) R˝ has a composition series;
(b) R is both left Artinian and left Noetherian.

Proof :(a) By Theorem-Definition 11.2(d) the regular module R˝ admits a direct sum decomposition into afinite number of minimal left ideals. Removing one ideal at a time, we obtain a composition seriesfor R˝.(b) Since R˝ has a composition series, it satisfies both D.C.C. and A.C.C. on submodules by Corol-lary 8.4. In other words, R is both left Artinian and left Noetherian.
Next, we show that semisimplicity is detected by the Jacobson radical.
Definition 11.4A ring R is said to be J-semisimple if JpRq “ 0.
Proposition 11.5Any left Artinian ring R is J-semisimple if and only if it is semisimple.
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Proof : “ñ”: Assume R ‰ 0 and R is not semisimple. Pick a minimal left ideal I0 Ĳ R (e.g. a minimalelement of the family of non-zero principal left ideals of R ). Then 0 ‰ I0 ‰ R since I0 seen as an

R-module is simple.
Claim: I0 is a direct summand of R˝.
Indeed: since

I0 ‰ 0 “ JpRq “
č

IŸR,
I maximalleft ideal

I

there exists a maximal left ideal m0 Ÿ R which does not contain I0. Thus I0 Xm0 “ t0u and so wemust have R˝ “ I0 ‘m0, as R{m0 is simple. Hence the Claim.Notice that then m0 ‰ 0, and pick a minimal left ideal I1 of m0. Then 0 ‰ I1 ‰ m0, else R wouldbe semisimple. The Claim applied to I1 yields that I1 is a direct summand of R˝, hence also in m0.Therefore, there exists a non-zero left ideal m1 such that m0 “ I1 ‘m1. Iterating this process, weobtain an infinite descending chain of ideals
m0 Ľ m1 Ľ m2 Ľ ¨ ¨ ¨

contradicting D.C.C.“ð”: Conversely, if R is semisimple, then R˝ – R{JpRq ‘ JpRq by Theorem-Definition 11.2 and so as
R-modules,

JpRq “ JpRq ¨ pR{JpRq ‘ JpRqq “ JpRq ¨ JpRqso that by Nakayama’s Lemma JpRq “ 0.
Exercise 11.6Let R “ Z. Prove that JpZq “ 0, but not all Z-modules are semisimple. In other words, Z is

J-semisimple but not semisimple.
Proposition 11.7The quotient ring R{JpRq is J-semisimple.
Proof : Since by Exercise 9.2 the rings R and R :“ R{JpRq have the same simple modules (seen as abeliangroups), Proposition-Definition 9.1(a) yields:

JpRq “
č

V simple
R´module

annRpV q “ č

V simple
R´module

annRpV q ` JpRq “ JpRq{JpRq “ 0

12 The Artin-Wedderburn structure theorem
The next step in analysing semisimple rings and modules is to sort simple modules into isomorphismclasses. We aim at proving that each isomorphism type of simple modules actually occur as directsummand of the regular module. The first key result in this direction is the following proposition:
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Proposition 12.1Let M be a semisimple R-module. Let tMiuiPI be a set of representatives of the isomorphism classesof simple R-submodules of M and for each i P I set

Hi :“ ÿ

VĎM
V–Mi

V .

Then the following statements hold:
(i) M –

À

iPI Hi ;(ii) every simple R-submodule of Hi is isomorphic to Mi ;(iii) HomRpHi, Hi1q “ t0u if i ‰ i1; and
(iv) if M “

À

jPJ Vj is an arbitrary decomposition of M into a direct sum of simple submodules,then
rHi :“ ÿ

jPJ
Vj–Mi

Vj “
à

jPJ
Vj–Mi

Vj “ Hi .

Proof : We shall prove several statements which, taken together, will establish the theorem.
Claim 1: If M “

À

jPJ Vj as in (iv) and W is an arbitrary simple R-submodule of M , then D j P J suchthat W – Vj .Indeed: if tπj : M “
À

jPJ Vj ÝÑ VjujPJ denote the canonical projections on the j-th summand, then
D j P J such that πjpW q ‰ 0. Hence πj |W ÝÑ Vj is an R-isomorphism as both W and Vj are simple.
Claim 2: if M “

À

jPJ Vj as in (iv), then M “
À

iPI
rHi and for each i P I , every simple R-submodule of

rHi is isomorphic to Mi.Indeed: the 1st statement of the claim is obvious and the 2nd statement follows from Claim 1 appliedto rHi.
Claim 3: If W is an arbitrary simple R-submodule of M , then there is a unique i P I such that W Ď rHi.Indeed: it is clear that there is a unique i P I such that W – Mi. Now consider w P W zt0u and write
w “

ř

jPJ wj P
À

jPJ Vj with wj P Vj . The proof of Claim 1 shows that if any summand wj ‰ 0, then
πjpW q ‰ 0, and hence W – Vj . Therefore wj “ 0 unless Vj – Mi, and hence w P rHi, so that W Ď rHi.
Claim 4: HomRprHi, rHi1q “ t0u if i ‰ i1.Indeed: if 0 ‰ f P HomRprHi, rHi1q and i ‰ i1, then there must exist a simple R-submodule W of rHi suchthat fpW q ‰ 0, hence as W is simple, f |W : W ÝÑ fpW q is an R-isomorphism. It follows from Claim 2,that fpW q is a simple R-submodule of rHi1 isomorphic to Mi. This contradicts Claim 2 saying that everysimple R-submodule of rHi1 is isomorphic to Mi1 fl Mi.Now, it is clear that rHi Ď Hi by definition. On the other hand it follows from Claim 3, that Hi Ď rHi.Hence Hi “ rHi for each i P I , hence (iv). Then Claim 2 yields (i) and (ii), and Claim 4 yields (iii).

We give a name to the submodules tHiuiPI defined in Propostion 12.1:
Definition 12.2

(b) We let MpRq denote a set of representatives of the isomorphism classes of simple R-modules.
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(a) If M is a semisimple R-module and S is a simple module, then the S-homogeneous componentof M , denoted SpMq, is the sum of all simple R-submodules of M isomorphic to S.

Exercise 12.3Let R be a semisimple ring. Prove the following statements.
(a) Every non-zero left ideal I is generated by an idempotent of R , in other words D e P R suchthat e2 “ e and I “ Re. (Hint: choose a complement I 1 for I , so that R˝ “ I ‘ I 1 and write1 “ e` e1 with e P I and e1 P I 1. Prove that I “ Re.)
(b) If I is a non-zero left ideal of R , then every morphism in HomRpI, R˝q is given by rightmultiplication with an element of R .
(c) If e P R is an idempotent, then EndRpReq – peReqop (the opposite ring) as rings via the map

f ÞÑ efpeqe. In particular EndRpR˝q – Rop via f ÞÑ fp1q.
(d) A left ideal Re generated by an idempotent e of R is minimal (i.e. simple as an R-module) ifand only if eRe is a division ring. (Hint: Use Schur’s Lemma.)
(e) Every simple left R-module is isomorphic to a minimal left ideal in R .

We recall that:
Definition 12.4The centre of a ring pR,`, ¨q is Z pRq :“ ta P R | a ¨ x “ x ¨ a @ x P Ru.
Theorem 12.5 (Wedderburn)Let R be a semisimple ring. Then the following statements hold:

(a) If S P MpRq, then SpR˝q ‰ 0. Furthermore, |MpRq| ă 8.
(b) We have

R˝ “
à

SPMpRq
SpR˝q ,

where each homogenous component SpR˝q is a two-sided ideal of R and SpR˝qT pR˝q “ 0 if
S ‰ T P MpRq.

(c) Each SpR˝q is a simple left Artinian ring, the identity element of which is an idempotent of Rlying in the centre of R .
Proof :(a) By Exercise 12.3(d) every simple left R-module is isomorphic to a minimal left ideal of R , i.e. asimple submodule of R˝. Hence if S P MpRq, then SpR˝q ‰ 0. Now, by Theorem-Definition 11.2,the regular module admits a decomposition

R˝ “
à

jPJ
Vj

into a direct sum of a finite number of minimal left ideals Vj of R , and by Claim 1 in the proof ofProposition 12.1 any simple submodule of R˝ is isomorphic to Vj for some j P J . Hence |MpRq| ă 8.
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(b) Proposition 12.1(iv) also yields SpR˝q “À

Vj–S Vj and Proposition 12.1(a) implies that
R˝ “

à

SPMpRq
SpR˝q .

Next notice that each homogeneous component is a left ideal of R , since it is by definition a sum ofleft ideals. Now let L be a minimal left ideal contained in SpR˝q, and let x P T pR˝q for a T P MpRqwith S ‰ T . Then Lx Ď T pR˝q and because φx : R˝ ÝÑ R˝, m ÞÑ mx is an R-endomorphismof R˝, then either Lx “ φxpLq is zero or it is again a minimal left ideal, isomorphic to L. However,as S ‰ T , we have Lx “ 0. Therefore SpR˝qT pR˝q “ 0, which implies that SpR˝q is also a rightideal, hence two-sided.(c) Part (b) implies that the homogeneous components are rings. Then, using Exercise 12.3(a), we maywrite 1 “ ř

SPMpRq eS , where SpR˝q “ ReS with eS idempotent. Since SpR˝q is a two-sided ideal,in fact SpR˝q “ ReS “ eSR . It follows that eS is an identity element for SpR˝q.To see that eS is in the centre of R , consider an arbitrary element a P R and write a “ ř

TPMpRq aTwith aT P T pR˝q. Since SpR˝qT pR˝q “ 0 if S ‰ T P MpRq, we have eSeT “ δSTeS . Thus, as eTis an identity element for the for the T -homogeneous component, we have
eSa “ eS

ÿ

TPMpRq
aT “ eS

ÿ

TPMpRq
eTaT “

ÿ

TPMpRq
eSeTaT

“ eSaS
“ aSeS
“

ÿ

TPMpRq
aTeTeS “ p

ÿ

TPMpRq
aTeT qeS “ p

ÿ

TPMpRq
aT qeS “ aeS .

Finally, if L ‰ 0 is a two-sided ideal in SpR˝q, then L must contain all the minimal left ideals of
R isomorphic to S as a consequence of Exercise 12.3 (check it!). It follows that L “ SpR˝q andtherefore SpR˝q is a simple ring. It is left Artinian, because it is semissimple as an R-module.

Scholium 12.6If R is a semisimple ring, then there exists a set of idempotent elements teS | S P MpRqu such that
(i) eS P Z pRq for each S P MpRq;

(ii) eSeT “ δSTeS for all S, T P MpRq;
(iii) 1R “ ř

SPMpRq eS ;
(iv) R “À

SPMpRq ReS , where each ReS is a simple ring.
Idempotents satisfying Property (i) are called central idempotents, and idempotents satisfying Prop-erty (ii) are called orthogonal.
Remark 12.7Remember that if R is a semisimple ring, then the regular module R˝ admits a composition series.Therefore it follows from the Jordan-Hölder Theorem that

R˝ “
à

SPMpRq
SpR˝q –

à

SPMpRq

nS
à

i“1 Sfor uniquely determined integers nS P Zą0.
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Theorem 12.8 (Artin-Wedderburn)If R is a semisimple ring, then, as a ring,

R –
ź

SPMpRq
MnS pDSq ,

where DS :“ EndRpSqop is a division ring.
Before we proceed with the proof of the theorem, first recall that if we have a direct sum decomposition
U “ U1 ‘ ¨ ¨ ¨ ‘ Ur (r P Zą0), then EndRpUq is isomorphic to the ring of r ˆ r matrices in which the
pi, jq entry lies in HomRpUj , Uiq. This is because any R-endomorphism φ : U ÝÑ U may be written asa matrix of components φ “ pφijq1ďi,jďr where φij : Uj inc.

ÝÑ U φ
ÝÑ U proj.

ÝÑ Ui, and when viewed in thisway R-endomorphisms compose in the manner of matrix multiplication. (Known from the GDM-lectureif R is a field. The same holds over an arbitrary ring R .)
Proof : By Exercise 12.3(c), we have EndRpR˝q – Rop

as rings. On the other hand, since HomRpSpR˝q, T pR˝qq “ 0 for S fl T (e.g. by Schur’s Lemma, or byProposition 12.1), the above observation yields
EndRpR˝q – ź

SPMpRq
EndRpSpR˝qq ,

where EndRpSpR˝qq – MnS pEndRpSqq – MnS pEndRpSqopqop. Therefore, setting DS :“ EndRpSqop yieldsthe result. For by Schur’s Lemma EndRpSq is a division ring, hence so is the opposite ring .

13 Semisimple algebras and their simple modules
From now on we leave the theory of modules over arbitrary rings and focus on finite-dimensionalalgebras over a field K . Algebras are in particular rings, and since K -algebras and their modulesare in particular K -vector spaces, we may consider their dimensions to obtain further information. Inparticular, we immediately see that finite-dimensional K -algebras are necessarily left Artinian rings.Furthermore, the structure theorems of the previous section tell us that if A is a semisimple algebraover a field K , then

A˝ “
à

SPMpAq
SpA˝q –

à

SPMpAq

nS
à

i“1 S ,where nS corresponds to the multiplicity of the isomorphism class of the simple module S as a directsummand of A˝ in any given decomposition of A˝ into a finite direct sum of simple submodules. We shallsee that over an algebraically closed field the number of simple A-modules is detected by the centreof A and also obtain information about the simple modules of algebras, which are not semisimple.
Exercise 13.1Let A be an arbitrary K -algebra over a commutative ring K .

(a) Prove that Z pAq is a K -subalgebra of A.
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(b) Prove that if K is a field and A ‰ 0, then K ÝÑ Z pAq, λ ÞÑ λ1A is an injective K -homomorphism.
(c) Prove that if A “ MnpK q, then Z pAq – K In, i.e. the K -subalgebra of scalar matrices. (Hint:use the standard basis of MnpK q.)(d) Assume A is the algebra of 2ˆ 2 upper-triangular matrices over K . Prove that

Z pAq “
 ` a 00 a

˘

| a P K
(

.

We obtain the following Corollary to Wedderburn’s and Artin-Wedderburn’s Theorems:
Theorem 13.2Let A be a semisimple finite-dimensional algebra over an algebraically closed field K , and let

S P MpAq be a simple A-module. Then the following statements hold:
(a) SpA˝q – MnS pK q and dimK pSpA˝qq “ n 2

S ;
(b) dimK pSq “ nS ;
(c) dimK pAq “

ř

SPMpAq dimK pSq2 ;
(d) |MpAq| “ dimK pZ pAqq.

Proof :(a) Since K “ K , Schur’s Lemma implies that EndApSq – K . Hence the division ring DS in thestatement of the Artin-Wedderburn Theorem is DS “ EndApSqop – K op “ K . Hence Artin-Wedderburn (and its proof) applied to the case R “ SpA˝q yields SpA˝q – MnS pK q. HencedimK pSpA˝qq “ n 2
S .(b) Since SpA˝q is a direct sum of nS copies of S, (a) yields:

n2
S “ nS ¨ dimK pSq ùñ dimK pSq “ nS

(c) follows directly from (a) and (b).(d) Since by Artin-Wedderburn and (a), we we have A “ś

SPMpAqMnS pK q, clearly
Z pAq “

ź

SPMpAq
Z pMnS pK qq “

ź

SPMpAq
“ K InS ,

where dimK pK InS q “ 1. The claim follows.
Remark 13.3Notice that in the above Theorem, we require the field K to be algebraically closed, so that wecan apply Part (b) of Schur’s Lemma. This condition is in general too strong: in fact it would besufficient that the field K has the property that EndApSq – K for all simple A-modules. Such afield K is called a splitting field for A.
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Corollary 13.4Let A be a finite-dimensional algebra over an algebraically closed field K . Then the number ofsimple A-modules is equal to dimK pZ pA{JpAqqq.
Proof : We have observed that A and A{JpAq have the same simple modules (see Exercise 9.2), hence

|MpAq| “ |MpA{JpAqq|. Moreover, the quotient A{JpAq is J-semisimple by Proposition 11.7, hencesemisimple by Proposition 11.5 because finite-dimensional algebras are left Noetherian rings. Thereforeit follows from Theorem 13.2(d) that
|MpAq| “ |MpA{JpAqq| “ dimK pZ pA{JpAqqq .

Corollary 13.5Let A be a finite-dimensional algebra over an algebraically closed field K . If A is commutative, thenany simple A-module has K -dimension 1.
Proof : First assume that A is semisimple. As A is commutative, A “ Z pAq. Hence parts (d) and (c) ofTheorem 13.2 yield

|MpAq| “ dimK pAq “
ÿ

SPMpAq
dimK pSq2
loooomoooon

ě1
,

which forces dimK pSq “ 1 for each S P MpAq.Now, if A is not semissimple, then again we use the fact that A and A{JpAq have the same simple modules(that is seen as abelian groups). Because A{JpAq is semisimple and also commutative, the argumentabove tells us that all simple A{JpAq-modules have K -dimension 1. The claim follows.



Chapter 3. Representation Theory of Finite Groups

Representation theory of finite groups is originally concerned with the ways of writing a finite group Gas a group of matrices, that is using group homomorphisms from G to the general linear group GLnpK qof invertible nˆn-matrices with coefficients in a field K for some positive integer n. Thus, we shall firstdefine representations of groups using this approach. Our aim is then to translate such homomorphisms
G ÝÑ GLnpK q into the language of module theory in order to be able to apply the theory we havedeveloped so far. In particular, our first aim is to study the consequences of the Artin-WedderburnTheorem for the representations theory of finite groups.
Notation: throughout this chapter, unless otherwise specified, we let G denote a finite group and K bea commutative ring. Moreover, in order to simplify some arguments, we assume that all KG-modulesconsidered are free of finite rank when regarded as K -modules. (This implies, in particular, that theyare finitely generated as KG-modules.)
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14 Linear representations of finite groups
We start by reviewing some elementary notions and examples about representations of finite groups.
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Definition 14.1 (K-representation, matrix representation)

(a) A K -representation of G is a group homomorphism ρ : G ÝÑ GLpV q, where V – K n(n P Zą0) is a free K -module of finite rank.
(b) A matrix representation of G is a group homomorphism X : G ÝÑ GLnpK q (n P Zą0).

In both cases the integer n is called the degree of the representation.
Often, a representation is called an ordinary representation if K is a field of characteristic zero (ormore generally of characteristic not dividing |G|), and it is called a modular representation if K is afield of characteristic p dividing |G|.
Remark 14.2Recall that every choice of a basis B of V yields a group isomorphism

αB : GLpV q ÝÑ GLnpK q, φ ÞÑ pφqB

(where pφqB denotes the matrix of φ in the basis B). Therefore, a K -representation ρ : G ÝÑ GLpV qtogether with the choice of a basis B of V gives rise to a matrix representation of G:
G GLpV q GLnpK qρ αB

Conversely, any matrix representation X : G ÝÑ GLnpK q gives rise to a K -representation
ρ : G ÝÑ GLpK nq

g ÞÑ ρpgq : K n ÝÑ K n, v ÞÑ Xpgqv ,namely we set V “ K n, see v as a column vector expressed in the standard basis of K n and Xpgqvdenotes the standard matrix multiplication.
Example 8

(a) If G is an arbitrary finite group, then
ρ : G ÝÑ GLpK q – Kˆ

g ÞÑ ρpgq :“ IdK Ø 1K
is a K -representation of G, called the trivial representation of G.

(b) Let G “ Sn (n ě 1) be the symmetric group on n letters. Let te1, . . . , enu be the standardbasis of V :“ K n. Then
ρ : Sn ÝÑ GLpK nq

σ ÞÑ ρpσq : K n ÝÑ K n, ei ÞÑ eσpiq

is a K -representation, called natural representation of Sn.
(c) More generally, if X is a finite G-set, i.e. a finite set endowed with a left action ¨ : GˆX ÝÑ X ,and V is a free K -module with basis tex | x P Xu, then
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ρX : G ÝÑ GLpV q

g ÞÑ ρX pgq : V ÝÑ V , ex ÞÑ eg¨x

is a K -representation of G, called permutation representation .Clearly (b) is a special case of (c) with G “ Sn and X “ t1, 2, . . . , nu.If X “ G and the left action ¨ : G ˆ X ÝÑ X is just the multiplication in G, then ρX “: ρregis called the regular representation of G.
Definition 14.3 (Equivalent representations)Let ρ1 : G ÝÑ GLpV1q and ρ2 : G ÝÑ GLpV2q be two representations of G, where V1, V2 are twofree K -modules of finite rank. Then ρ1 and ρ2 are called equivalent (or similar, or isomorphic) ifthere exists a K -isomorphism α : V1 ÝÑ V2 such that ρ2pgq “ α ˝ ρ1pgq ˝ α´1 for each g P G.

V1 V1
V2 V2

ρ1pgq
ö α

ρ2pgq
α´1

In this case, we write ρ1 „ ρ2.
Clearly „ is an equivalence relation.
15 The group algebra and its modules
We now want to be able to see K -representations of a group G as modules, and more precisely as
modules over a K -algebra depending on the group G, which is called the group algebra:
Lemma-Definition 15.1 (Group algebra)The group ring KG is the ring whose elements are the linear combinations ř

gPG λgg with λg P K ,and addition and multiplication are given by
ÿ

gPG
λgg`

ÿ

gPG
µgg “

ÿ

gPG
pλg ` µgqg and `

ÿ

gPG
λgg

˘

¨
`

ÿ

hPG
µhh

˘

“
ÿ

g,hPG
pλgµhqgh

respectively. Thus KG is a K -algebra, which as a K -module is free with basis G. Hence we usuallycall KG the group algebra of G over K rather than simply group ring.
Proof : By definition KG is a free K -module with basis G, and the multiplication in G is extended by K -bilinearity to the given multiplication ¨ : KGˆKG ÝÑ KG. It is then straightforward that KG bears boththe structures of a ring and of a K -module. Finally, axiom (A3) of K -algebras follows directly from thedefinition of the multiplication and the commutativity of K .
Remark 15.2Clearly the K -rank of KG is |G| and G Ď pKGqˆ. Moreover, KG is commutative if and only if G isan abelian group. Also note that if K is a field, then it is clear that KG a left Artinian ring because
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we may consider K -dimesnions, so that by Hopkin’s Theorem a KG-module is finitely generated ifand only if it admits a composition series.

Proposition 15.3(a) Any K -representation ρ : G ÝÑ GLpV q of G gives rise to a KG-module structure on V , wherethe external composition law is defined by the map
¨ : G ˆ V ÝÑ V

pg, vq ÞÑ g ¨ v :“ ρpgqpvq

extended by K -linearity to the whole of KG.
(b) Conversely, every KG-module pV ,`, ¨q defines a K -representation

ρV : G ÝÑ GLpV q
g ÞÑ ρV pgq : V ÝÑ V , v ÞÑ ρV pgq :“ g ¨ v

of the group G.
Proof :(a) Since V is a K -module, it is equipped with an internal addition ` such that pV ,`q is an abeliangroup. It is then straightforward to check that the given external composition law makes pV ,`qinto a KG-module.(b) Clearly, it follows from the KG-module axioms that ρV pgq P GLpV q and also that ρV pg1g2q “

ρV pg1q ˝ ρV pg2q for all g1, g2 P G, hence ρV is a group homomorphism.
Notice that, since G is a group, the map KG ÝÑ KG such that g ÞÑ g´1 for each g P G is an anti-automorphism. It follows that any left KG-module M may be regarded as a right KG-module via theright G-action m ¨ g :“ g´1 ¨m. Thus the sidedness of KG-modules is not usually an issue.
Example 9The trivial representation of Example 8(b) corresponds to the so-called trivial KG-module, that isthe commutative ring K itself seen as a KG-module via the G-action

¨ : G ˆ K ÝÑ K
pg, λq ÞÝÑ g ¨ λ :“ λ

extended by K -linearity to the whole of KG .
Exercise 15.4Let G be a finite group and let K be a commutative ring. Prove that the regular representation ρregof G defined in Exampale 8(c) corresponds to the regular KG-module KG˝ via Proposition 15.3.
Remark 15.5More generally, through Proposition 15.3, we may transport terminology and properties from KG-modules to representations and conversely.
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For instance, we say that a representation is irreducible (or simple) if the corresponding KG-moduleis irreducible (= simple). (Notice that it is tradition to use the term simple for modules, and theterm irreducible for representations.)

Lemma 15.6Two representations ρ1 : G ÝÑ GLpV1q and ρ2 : G ÝÑ GLpV2q are equivalent if and only if V1 – V2as KG-modules.
Proof : If ρ1 „ ρ2 and α : V1 ÝÑ V2 is a K -isomorphism such that ρ2pgq “ α ˝ ρ1pgq ˝ α´1 for each g P G,then by Proposition 15.3 for every v P V1 and every g P G we have

g ¨ αpvq “ ρ2pgqpαpvqq “ αpρ1pgqpvqq “ αpg ¨ vq ,hence α is a KG-isomorphism. Conversely, if α : V1 ÝÑ V2 is a KG-isomorphism, then certainly it is a
K -homomorphism and for each g P G and by Proposition 15.3 for each v P V2 we have

α ˝ ρ1pgq ˝ α´1pvq “ αpρ1pgqpα´1pvqq “ αpg ¨ α´1pvqq “ g ¨ αpα´1pvqq “ g ¨ v “ ρ2pgqpvq ,hence ρ2pgq “ α ˝ ρ1pgq ˝ α´1 for each g P G.
Finally we introduce an ideal of KG which encodes a lot of information about KG-modules.
Proposition-Definition 15.7 (The augmentation ideal)The map ε : KG ÝÑ K,

ř

gPG λgg ÞÑ
ř

gPG λg is an algebra homomorphism, called augmentation
homomorphism (or map). Its kernel kerpεq “: IpKGq is an ideal and it is called the augmentation
ideal of KG. The following statements hold:

(a) IpKGq “ třgPG λgg P KG |
ř

gPG λg “ 0u “ annKGpK q and if K is a field IpKGq Ě JpKGq ;
(b) KG{IpKGq – K as K -algebras;
(c) IpKGq is a free K -module of rank |G|-1 with K -basis tg´ 1 | g P Gzt1uu;

Proof : Clearly, the map ε : KG ÝÑ K is the unique extension by K -linearity of the trivial representation
G ÝÑ Kˆ Ď K, g ÞÑ 1K to KG, hence is an algebra homomorphism and its kernel is an ideal of thealgebra KG.(a) IpKGq “ kerpεq “ t

ř

gPG λgg P KG |
ř

gPG λg “ 0u by definition of ε. The second equality isobvious by definition of annKGpK q, and the last inclusion follows from the definition of the Jacobsonradical.(b) follows from the 1st isomorphism theorem.(c) Let řgPG λgg P IpKGq. Then ř

gPG λg “ 0 and hence
ÿ

gPG
λgg “

ÿ

gPG
λgg´ 0 “ ÿ

gPG
λgg´

ÿ

gPG
λg “

ÿ

gPG
λgpg´ 1q “ ÿ

gPGzt1u λgpg´ 1q ,
which proves that the set tg ´ 1 | g P Gzt1uu generates IpKGq as a K -module. The abovecomputation also shows that

ÿ

gPGzt1u λgpg´ 1q “ 0 ùñ
ÿ

gPG
λgg “ 0

Hence λg “ 0 @g P G, which proves that the set tg´1 | g P Gzt1uu is also K -linearly independent,hence a K -basis of IpKGq.
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Lemma 15.8If K is a field of positive characteristic p and G is p-group, then IpKGq “ JpKGq.
Exercise 15.9 (Proof of Lemma 15.8. Proceed as indicated.)

(a) (Facultative: you can accept this result and treat (b), (c) and (d) only.) Recall that an ideal Iof a ring R is called a nil ideal if each element of I is nilpotent. Prove that if I is a nil leftideal in a left Artinian ring R then I is nilpotent.
(b) Prove that g ´ 1 is a nilpotent element for each g P Gzt1u and deduce that IpKGq is a nilideal of KG.
(c) Deduce from (a) and (b) that IpKGq Ď JpKGq using Exercise 10 on Exercise Sheet 2.
(d) Conclude that IpKGq “ JpKGq using Proposition-Definition 15.7.

16 Semisimplicity and Maschke’s Theorem

Throughout this section, we assume that K is a field.
Our first aim is to prove that the semisimplicity of the group algebra depends on both the characteristicof the field and the order of the group.
Theorem 16.1 (Maschke)If charpK q - |G|, then KG is a semisimple K -algebra.
Proof : By Proposition-Definition 11.2, we need to prove that every s.e.s. 0 L M N 0φ ψ of KG-modules splits. However, the field K is clearly semisimple (again by Proposition-Definition 11.2). Henceany such sequence regarded as a s.e.s. of K -vector spaces and K -linear maps splits. So let σ : N ÝÑ Mbe a K -linear section for ψ and set

rσ :“ 1
|G|

ř

gPG g´1σg : N ÝÑ M
n ÞÑ 1

|G|
ř

gPG g´1σpgnq.
We may divide by |G|, since charpK q - |G| implies that |G| P Kˆ. Now, if h P G and n P N , then

rσphnq “ 1
|G|

ÿ

gPG
g´1σpghnq “ h 1

|G|
ÿ

gPG
pghq´1σpghnq “ hrσpnq

and
ψrσpnq “ 1

|G|
ÿ

gPG
ψ
`

g´1σpgnq˘ ψ KG-lin
“

1
|G|

ÿ

gPG
g´1ψσpgnq “ 1

|G|
ÿ

gPG
g´1gn “ n ,

where the last-but-one equality holds because ψσ “ IdN . Thus rσ is a KG-linear section for ψ.
Example 10If K “ C is the field of complex numbers, then CG is a semisimple C-algebra, since charpCq “ 0.
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It turns out that the converse to Maschke’s theorem also holds. We obtain it using the properties ofthe augmentation ideal.
Theorem 16.2 (Converse of Maschke’s Theorem)If KG is a semisimple K -algebra, then charpK q - |G|.
Proof : Set charpK q “: p and let us assume that p | |G|. In particular p must be a prime number. We haveto prove that then KG is not semisimple.

Claim: If 0 ‰ V Ă KG is a KG-submodule of KG˝, then V X IpKGq ‰ 0.Indeed: Let v “ ř

gPG λgg P V zt0u. If εpvq “ 0 we are done. Else, set t :“ ř

hPG h. Then
εptq “

ÿ

hPG
1 “ |G| “ 0

as charpK q | |G|. Hence t P IpKGq. Now consider the element tv . On the one hand tv P V since V is asubmodule of KG˝, and on the other hand tv P IpKGqzt0u since
tv“

´

ÿ

hPG
h
¯´

ÿ

gPG
λgg

¯

“
ÿ

h,gPG
p1K ¨λgqhg“ÿ

xPG

´

ÿ

gPG
λg
¯

x“
ÿ

xPG
εpvqx ñ εptvq“

ÿ

xPG
εpvq “ |G|εpvq“0 .

The Claim implies that IpKGq, which is a KG-submodule by definition, cannot have a complement inKG˝.Therefore, by Proposition-Definition 11.1, KG˝ is not semisimple and hence KG is not semisimple byTheorem-Definition 11.2.
In the case the filed K is algebraically closed, the following Exercise offers a second proof exploitingArtin-Wedderburn.
Exercise 16.3 (Proof of the Converse of Maschke’s Theorem for K “ K )Assume K “ K is an algebraically closed field of characteristic p with p | |G|. Set T :“ xřgPG gyK .

(a) Prove that we have a series of KG-submodules given by KG˝ Ľ IpKGq Ě T Ľ 0.
(b) Deduce that KG˝ has at least two composition factors isomorphic to the trivial module K .
(c) Deduce that KG is not a semisimple K -algebra using Theorem 13.2.

17 Simple modules over algebraically closed fields

Throughout this section, we assume that K “ K is an algebraically closed field.As mentioned in Chapter 2, §13 this hypothesis may always be replaced by theweaker assumption that the field K is a splitting field for the group algebra KG,which we simply call a splitting field for G.
We state here some elementary facts about simple KG-modules, which we obtain as consequences ofthe Artin-Wedderburn structure theorem.
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Corollary 17.1There are only finitely many isomorphism classes of simple KG-modules, or equivalently, there areonly finitely many irreducible K -representations of G, up to similarity.
Proof : Since K “ K , the first claim follows from Corollary 13.4 and the equivalent characterisation fromProposition 15.3.
Corollary 17.2If G is an abelian group, then any simple KG-module is one-dimensional, or equivalently, allirreducible K -representations of G have degree one.
Proof : Since K “ K and KG is commutative the first claim follows from Corollary 13.5 and the equivalentcharacterisation from Proposition 15.3.
Corollary 17.3Let p be a prime number. If G is a p-group and charpK q “ p, then the trivial module is the uniquesimple KG-module, up to isomorphism.
Proof : By Lemma 15.8 we have JpKGq “ IpKGq. Thus KG{JpKGq – K as K -algebras by Proposition-Definition 15.7. Now, as K is commutative, Z pK q “ K , and it follows from Corollary 13.4 that

|MpKGq| “ dimK Z pKG{JpKGqq “ dimK K “ 1 .
Remark 17.4Another standard proof for Corollary 17.3 consists in using a result of Brauer’s stating that |MpKGq|equals the number of conjugacy classes of G of order not divisible by the characteristic of the field K .
Corollary 17.5If charpK q - |G|, then |G| “ ř

SPMpKGq dimK pSq2.
Proof : Since charpK q - |G|, the group algebra KG is semisimple by Maschke’s Theorem. Thus it followsfrom Theorem 13.2 that

ÿ

SPMpKGq
dimK pSq2 “ dimK pKGq “ |G| .



Chapter 4. Operations on Groups and Modules

In this chapter we show how to construct new KG-modules from old ones using standard module op-erations such has tensor products, Hom-functors, duality, or using subgroups or quotients of the initialgroup. Moroever, we study how these constructions relate to each other.
Notation: throughout this chapter, unless otherwise specified, we let G denote a finite group and K bea commutative ring. All modules over group algebras considered are assumed to be finitely generatedand free as K -modules, hence of of finite K -rank.
References:
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18 Tensors, Hom’s and duality
Definition 18.1 (Tensor product of KG-modules)If M and N are two KG-modules, then the tensor product M bK N of M and N balanced over Kbecomes a KG-module via the diagonal action of G. In other words, the external composition lawis defined by the G-action

¨ : G ˆ pM bK Nq ÝÑ M bK N
pg,mb nq ÞÑ g ¨ pmb nq :“ gmb gnextended by K -linearity to the whole of KG.
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Definition 18.2 (Homs)If M and N are two KG-modules, then the abelian group HomK pM,Nq becomes a KG-module viathe so-called conjugation action of G. In other words, the external composition law is defined bythe G-action

¨ : G ˆHomK pM,Nq ÝÑ HomK pM,Nq
pg, fq ÞÑ g ¨ f : M ÝÑ N,m ÞÑ pg ¨ fqpmq :“ g ¨ fpg´1 ¨mqextended by K -linearity to the whole of KG.

Specifying Definition 18.2 to N “ K yields a KG-module structure on the K -dual M˚ “ HomK pM,K q.
Definition 18.3 (Dual of a KG-module)

(a) If M is a KG-module, then its K -dual M˚ becomes a KG-module via the external compositionlaw is defined by the map
¨ : G ˆM˚ ÝÑ M˚

pg, fq ÞÑ g ¨ f : M ÝÑ K,m ÞÑ pg ¨ fqpmq :“ fpg´1 ¨mq
extended by K -linearity to the whole of KG.

(b) If M,N are KG-modules, then every KG-homomorphism ρ P HomKGpM,Nq induces a KG-homomorphism
ρ˚ : N˚ ÝÑ M˚

f ÞÑ ρ˚pfq : M ÝÑ K,m ÞÑ ρ˚pfqpmq :“ f ˝ ρpmq .

(See Propotion 4.3.)
For the remainder of this section, assume that K is a field.

Properties 18.4Let M,N be KG-modules. Then the following properties hold:
(a) If ρ : M Ñ N is an injective (resp. surjective) KG-homomorphism, then ρ˚ : N˚ Ñ M˚ issurjective (resp. injective).Conclude that if X Ď N is a KG-submodule, there exists a KG-submodule Y Ď N˚ such that

Y – pN{Xq˚ and N˚{Y – X˚.
(b) M – pM˚q˚ as KG-modules (in a natural way).
(c) M˚ ‘N˚ – pM ‘Nq˚ and M˚ bK N˚ – pM bK Nq˚ as KG-modules (in a natural way).
(d) M is simple, resp. indecomposable, if and only if M˚ is simple, resp. indecomposable.

Proof : Exercise.
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Lemma 18.5If M and N are KG-modules, then HomK pM,Nq – M˚ bK N as KG-modules.
Proof : By Exercise 3(c), Sheet 1, there is a K -isomorphism

θ :“ θM,N : M˚ bK N ÝÑ HomK pM,Nq
f b n ÞÑ θpf b nq : M ÝÑ N,m ÞÑ θpf b nqpmq “ fpmqnNow, for every g P G, f P M˚, n P N and m P M , we have on the one hand

θpg ¨ pf b nqqpmq “ θpg ¨ f b g ¨ nqqpmq “ pg ¨ fqpmqg ¨ n
“ fpg´1 ¨mqg ¨ nand on the other hand

`

g ¨ θpf b nq
˘

pmq “ g ¨
`

θpf b nqpg´1mq˘ “ g ¨
`

fpg´1mqn˘ “ fpg´1 ¨mqg ¨ n ,hence θpg ¨ pf b nqq “ `

g ¨ θpf b nq
˘ and it follows that θ is in fact a KG-isomorphism.

Remark 18.6In case M “ N the above constructions yield a KG-module structure on EndK pMq – M˚ bK M .Moroever, if dimK pMq “: n, tm1, . . . , mnu is a K -basis of M and tm˚1 , . . . , m˚nu is the dual K -basis,then IdM P EndK pMq corresponds to the element r :“ řn
i“1m˚i bmi P M˚ bK M . (Exercise!)This allows us to define the KG-homomorphism:

I : K ÝÑ M˚ bK M1 ÞÑ r
Definition 18.7 (Trace map)If M is a KG-module, then the trace map associated to M is the KG-homomorphismTrM : M˚ bK M ÝÑ K

f bm ÞÑ fpmq .

Notation 18.8If M and N are KG-modules, we shall write M | N to mean that M is isomorphic to a directsummand of N .
Lemma 18.9If dimK pMq P Kˆ, then K | M˚ bK M .
Proof : By Lemma-Definition 4.4(c) it suffices to check that 1dimK pMq I is a KG-section for TrM , because then

M˚ bK M – kerpTrMq ‘ K , hence K | M˚ bK M . So let λ P K . Then
”TrM ˝ 1dimK pMq

I
ı

pλq “ 1dimK pMq
TrMpλrq “ λdimK pMq

TrMp n
ÿ

i“1m
˚
i bmiq

“
λdimK pMq

n
ÿ

i“1m
˚
i pmiq

“
λdimK pMq

n
ÿ

i“1 1 “ λ .
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Hence TrM ˝ 1dimK pMq I “ IdK .

Exercise 18.10Let K be a field and let M be a KG-module. Prove that:
(a) TrM is a KG-homomorohism and TrM ˝ θ´1

M,M coincides with the ordinary trace of matrices;
(b) M | M bK M˚ bK M;
(c) if p | dimK pMq, then M ‘M | M bK M˚ bK M .

19 Fixed and cofixed points
Fixed and cofixed points explain why in the previous section we considered tensor products and Hom’sover K and not over KG.
Definition 19.1 (G-fixed points and G-cofixed points)Let M be a KG-module.

(a) The G-fixed points of M are by definition MG :“  

m P M | g ¨m “ m @g P G
(.

(b) The G-cofixed points of M are by definition MG :“ M{pIpKGq ¨Mq.
In other words MG is the largest KG-submodule of M on which G acts trivially and MG is the largestquotient of M on which G acts trivially.
Lemma 19.2If M,N are KG-modules, then HomK pM,NqG “ HomKGpM,Nq and pM bKNqG – M bKG N .
Proof : A K -linear map f : M ÝÑ N is a morphism of KG-modules if and only if fpg ¨mq “ g ¨ fpmq for all

g P G and all m P M , that is if and only if g´1 ¨ fpg ¨ mq “ fpmq for all g P G and all m P M , whichhappens if and only if g ¨ fp´1¨mq “ fpmq for all g P G and all m P M . This is exactly the condition that
f is fixed under the action of G.Second claim: similar, Exercise!

Exercise 19.3

Let K be a field and let 0 ÝÑ L φ
ÝÑ M ψ

ÝÑ N ÝÑ 0 be a s.e.s. of KG-modules. Prove that if
M – L‘N , then the s.e.s. splits.[Hint: Consider the exact sequence induced by HomKGpN,´q (as in Proposition 4.3(a)) and use thefact that the modules considered are all finite-diemensional.]
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20 Inflation, restriction and induction
In this section we define new module structures from known ones for subgroups, overgroups and quo-tients, and investigate how these relate to each other.
Remark 20.1

(a) If H ď G is a subgroup, then the inclusion H ÝÑ G, h ÞÑ h can be extended by K -linearityto an injective algebra homomorphism ı : KH ÝÑ KG,
ř

hPH λhh ÞÑ
ř

hPH λhh. Hence KH isa K -subalgebra of KG.
(b) Similarly, if U ď G is a normal subgroup, then the quotient homomorphism G ÝÑ G{U ,

g ÞÑ gU can be extended by K -linearity to an algebra homomorphism π : KG ÝÑ K rG{Us.
It is clear that we can always perform changes of the base ring using the above homomorphism in orderto obtain new module structures. This yields two natural operations on modules over group algebrascalled inflation and restriction.
Definition 20.2 (Inflation)Let U ď G is a normal subgroup. If M is a K rG{Us-module, then M may be regarded as a

KG-module through a change of the base ring via π, which we denote by InfGG{UpMq and call the
inflation of M from G{U to G.

Definition 20.3 (Restriction)Let H ď G be a subgroup. If M is a KG-module, then M may be regarded as a KH-modulethrough a change of the base ring via ı, which we denote by ResGHpMq or simply M ÓGH and call the
restriction of M from G to H .

Remark 20.4

(a) If H ď G is a subgroup, M is a KG-module and ρ : G ÝÑ GLpMq is the associated
K -representation, then the K -representation associated to M ÓGH is simply the compositemorphism

H ı
ÝÑ G ρ

ÝÑ GLpMq .

(b) Similarly, if U ď G is a normal subgroup, M is a K rG{Us-module and ρ : G{U ÝÑ GLpMqis the associated K -representation, then the K -representation associated to InfGG{UpMq issimply
G π
ÝÑ G{U ρ

ÝÑ GLpMq .

Lemma 20.5 (Properties of restriction)

(a) If H ď G and M1,M2 are two KG-modules, then pM1 ‘M2qÓGH “ M1ÓGH ‘M2ÓGH .
(b) (Transitivity of restriction.) If L ď H ď G and M is a KG-module, then M ÓGHÓHL “ M ÓGL .
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Proof : (a) Straightforward from the fact that the external composition law on a direct sum is definedcomponentwise.(b) If ıL,H : L ÝÑ H denotes the canonical inclusion of L in H , ıH,G : H ÝÑ G the canonical inclusionof H in G and ıL,G : L ÝÑ G the canonical inclusion of L in G, then

ıH,G ˝ ıL,H “ ıL,G .Hence performing a change of the base ring via ıL,G is the same as performing two successivechanges of the base ring via first ıH,G and then ıL,H . Hence M ÓGHÓHL “ M ÓGL .
A third natural operation comes from extending scalars from a subgroup to the initial group.
Definition 20.6 (Induction)Let H ď G be a subgroup and let M be a KH-module. Regarding KG as a pKG,KHq-bimodule,we define the induction of M from H to G to be the left KG-module

IndGHpMq :“ KG bKH M .

We sometimes also write M ÒGH instead of IndGHpMq.
Example 11 (Fundamental example)If H “ t1u and M “ K , then K ÒG

t1u“ KG bK K – KG.
First, we analyse the structure of an induced module in terms of the left cosets of H .
Remark 20.7Recall that G{H “ tgH | g P Gu denotes the set of left cosets of H in G. Moreover, we write
rG{Hs for a set of representatives of these left cosets. In other words, rG{Hs “ tg1, . . . , g|G:H|u(where we assume that g1 “ 1) for elements g1, . . . , g|G:H| P G such that giH ‰ gjH if i ‰ j and
G is the disjoint union of the left cosets of H , so that

G “
ğ

gPrG{Hs
gH “ g1H \ . . .\ g|G:H|H .

It follows that
KG “

à

gPrG{Hs
gKH ,

where gKH “ tg
ř

hPH λhh | λh P K @h P Hu. Clearly, gKH – KH as right KH-modules via
gh ÞÑ h for each h P H . Therefore

KG –
à

gPrG{Hs
KH “ pKHq|G:H|

and hence is a free right KH-module with a KH-basis given by the left coset representativesin rG{Hs.In consequence, if M is a given KH-module, then we have
KG bKH M “ p

à

gPrG{Hs
gKHq bKH M “

à

gPrG{Hs
pgKH bKH Mq “

à

gPrG{Hs
pgbMq ,
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where we set

gbM :“ tgbm | m P Mu Ď KG bKH M .Clearly, each gbM is isomorphic to M as a K -module via the K -isomorphism
gbM ÝÑ M,gbm ÞÑ m .

It follows that rkK pIndGHpMqq “ |G : H| ¨ rkK pMq .Next we see that with its left action on KG bKH M , the group G permutes these K -submodules:for if x P G, then xgi “ gjh for some h P H , and hence
x ¨ pgi bmq “ xgi bm “ gjhbm “ gj b hm .

This action is also clearly transitive since for every 1 ď i, j ď |G : H| we can write
gjg´1

i pgi bMq “ gj bM .

Exercise: Prove that the stabiliser of g1bM is H (where g1 “ 1) and deduce that the stabiliser of
gi bM is giHg´1

i .
Proposition 20.8 (Universal property of the induction)Let H ď G, let M be a KH-module and let j : M ÝÑ KG bKH M,m ÞÑ 1 b m be the canonicalmap (which is in fact a KH-homomorphism). Then, for every KG-module N and for every KH-homomorphism φ : M ÝÑ ResGHpNq, there exists a unique KG-homomorphism φ̃ : KGbKHM ÝÑ Nsuch that φ̃ ˝ j “ φ, or in other words such that the following diagram commutes:

M N

IndGHpMq
j

φ

ö

D! φ̃

Proof : The universal property of the tensor product yields the existence of a well-defined homomorphism ofabelian groups
φ̃ : KG bKH M ÝÑ N

abm ÞÑ a ¨ φpmq .
which is obviously KG-linear. Moreover, for each m P M , we have φ̃˝jpmq “ φ̃p1bmq “ 1¨φpmq “ φpmq,hence φ̃ ˝ j “ φ. Finally the uniqueness follows from the fact for each a P KG and each m P M , we have

φ̃pabmq “ φ̃pa ¨ p1bmqq “ a ¨ φ̃p1bmq “ a ¨ pφ̃ ˝ jpmqq “ a ¨ φpmq

hence there is a unique possible definition for φ̃.
Induced modules can be hard to understand from first principles, so we now develop some formalismthat will enable us to compute with them more easily.
To begin with, there is, in fact, a further operation that relates the modules over a group G and asubgroup H called coinduction. Given a KH-module M , then the coinduction of M from H to G is the
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left KG-module CoindGHpMq :“ HomKHpKG,Mq, where the left KG-module structure is defined throughthe natural right KG-module structure of KG:

¨ : KG ˆHomKHpKG,Mq ÝÑ HomKHpKG,Mq
pg, θq ÞÑ g ¨ θ : KG ÝÑ M, x ÞÑ pg ¨ θqpxq :“ θpx ¨ gq

Example 12If H “ t1u and M “ K , then CoindGt1upK q – pKGq˚ (i.e. with the KG-module structure of pKGq˚ ofDefinition 18.3).Exercise: exhibit a KG-isomorphism between the coinduction of K from t1u to G and pKGq˚.
Now, we see that the operation of coinduction in the context of group algebras is just a disguisedversion of the induction functor.
Lemma 20.9 (Induction and coinduction are the same)If H ď G is a subgroup and M is a KH-module, then KGbKHM – HomKHpKG,Mq as KG-modules.In particular, KG – pKGq˚ as KG-modules.
Proof : Mutually inverse KG-isomorphisms are defined byΦ : KG bKH M ÝÑ HomKHpKG,Mq

gbm ÞÑ Φpgbmq : KG ÝÑ M, x ÞÑ pxgqmand Ψ : HomKHpKG,Mq ÝÑ KG bKH M
θ ÞÑ

ř

gPrG{Hs gb θpg´1q .
It follows that in the case in which H “ t1u and M “ K ,

KG – KG bK K – HomK pKG,K q – pKGq˚as KG-modules. Here we emphasise that the last isomorphism isn’t an equality. See the previousexample.
Theorem 20.10 (Adjunction / Frobenius reciprocity / Nakayama relations)Let H ď G be a subgroup. Let N be a KG-module and let M be a KH-module. Then, there are

K -isomorphisms:
(a) HomKHpM,HomKGpKG,Nqq – HomKGpKG bKH M,Nq,or in other words, HomKHpM,N ÓGHq – HomKGpM ÒGH , Nq ;
(b) HomKHpN ÓGH ,Mq – HomKGpN,M ÒGHq .

Proof : (a) Since induction and coinduction coincide, we have HomKGpKG,Nq – KG bKG N – N as KG-modules. Therefore, HomKGpKG,Nq – N ÓGH as KH-modules, and it suffices to prove the secondisomorphism. In fact, this K -isomorphism is given by the mapΦ : HomKHpM,N ÓGHq ÝÑ HomKGpM ÒGH , Nq
φ ÞÑ φ̃where φ̃ is the KG-homomorphism induced by φ by the universal property of the induction. Since

φ̃ is the unique KG-homomorphism such that φ̃ ˝ j “ φ, setting
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Ψ : HomKGpM ÒGH , Nq ÝÑ HomKHpM,N ÓGHq

ψ ÞÑ ψ ˝ jprovides us with an inverse map for Φ. Finally, it is straightforward to check that both Φ and Ψare K -linear.(b) Exercise: Check that the so-called exterior trace map

pTrGH : HomKHpN ÓGH ,Mq ÝÑ HomKGpN,M ÒGHq
φ ÞÑ pTrGHpφq : N ÝÑ M ÒGH , n ÞÑ

ř

gPrG{Hs gb φpg´1nqprovides us with the required K -isomorphism.
Proposition 20.11Let H ď G be a subgroup. Let N be a KG-module and let M be a KH-module. Then, there are

KG-isomorphisms:
(a) pM bK N ÓGHqÒGH– M ÒGH bKN; and
(b) HomK pM,N ÓGHqÒGH– HomK pM ÒGH , Nq.

Proof : (a) It follows from the associativity of the tensor product that
pM bK N ÓGHqÒGH“ KG bKH pM bK N ÓGHq – pKG bKH Mq bK N “ M ÒGH bKN

(b) Exercise!
Exercise 20.12Let L ď H ď G. Prove that:

(a) (transitivity of induction) if M is a KL-module, then M ÒGL “ pM ÒHL qÒGH ;
(b) if M is a KH-module, then pM˚qÒGH– pM ÒGHq˚; and
(c) if M is a KG-module, then pM˚qÓGH– pM ÓGHq˚.

Exercise 20.13Let K be a field.
(a) Let U,V ,W be KG-modules. Prove that there isomorphisms of KG-modules:

(i) HomK pU bK V ,W q – HomK pU,V ˚ bK W q; and(ii) HomKGpU bK V ,W q – HomKGpU,V ˚ bK W q – HomKGpU,HomK pV ,W qq.(b) Prove Proposition 20.11(b) using Proposition 20.11(a).



Chapter 5. The Mackey Formula and Clifford Theory

The results in this chapter go more deeply into the theory. We start with the so-called Mackey de-
composition formula, which provides us with yet another relationship between induction and restriction.After that we explain Clifford’s theorem, which explains what happens when a simple representation isrestricted to a normal subgroup. These results are essential and have many consequences throughoutrepresentation theory of finite groups.
Notation: throughout this chapter, unless otherwise specified, we let G denote a finite group and K bea commutative ring. All modules over group algebras considered are assumed to be free of finite rank
as K -modules (hence, in particular, they are finitely generated as KG-modules).
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21 Double cosets
Definition 21.1 (Double cosets)Given subgroups H and L of G we define for each g P G

HgL :“ thgk P G | h P H, k P Lu
and call this subset of G the pH, Lq-double coset of g. Moreover, we let HzG{L denote the set of
pH, Lq-double cosets of G.
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First, we want to prove that the pH, Lq-double cosets partition the group G.
Lemma 21.2Let H, L ď G.

(a) Each pH, Lq-double coset is a disjoint union of right cosets of H and a disjoint union of leftcosets of L.
(b) Any two pH, Lq-double cosets either coincide or are disjoint. Hence, letting rHzG{Ls denotea set of representatives for the pH, Lq-double cosets of G, we have

G “
ğ

gPrHzG{Ls
HgL .

Proof :(a) If hgk P HgL and k1 P L, then hgk ¨ k1 “ hgpkk1q P HgL. It follows that the entire left coset of
L that contains hgk is contained in HgL. This proves that HgL is a union of left cosets of L. Asimilar argument proves that HgL is a union of right cosets of H .(b) Let g1, g2 P G. If h1g1k1 “ h2g2k2 P Hg1L X Hg2L, then g1 “ h´11 h2g2k2k´11 P Hg2L so that
Hg1L Ď Hg2L. Similarly Hg2L Ď Hg1L. Thus if two double cosets are not disjoint, they coincide.

If X is a left G-set we use the standard notation GzX for the set of orbits of G on X , and denote a setof representatives for theses orbits by rGzX s. Similarly if Y is a right G-set we write Y {G and rY {Gs.We shall also repeatedly use the orbit-stabiliser theorem without further mention: in other words, if Xis a transitive left G-set and x P X then X – G{StabGpxq (i.e. the set of left cosets of the stabiliser of
x in G), and similarly for right G-sets.
Exercise 21.3

(a) Let H, L ď G. Prove that the set of pH, Lq-double cosets is in bijection with the set of orbits
HzpG{Lq, and also with the set of orbits pHzGq{L under the mappings

HgL ÞÑ HpgLq P HzpG{Lq

HgL ÞÑ pHgqL P pHzGq{L.This justifies the notation HzG{L for the set of pH, Lq-double cosets.
(b) Let G “ S3. Consider H “ L :“ S2 “ tId, p1 2qu as a subgroup of S3. Prove that

rS2zS3{S2s “ tId, p1 2 3qu
while

S2zS3{S2 “ t tId, p1 2qu, tp1 2 3q, p1 3 2q, p1 3q, p2 3quu .
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22 The Mackey formula
If H and L are subgroups of G, we wish to describe what happens if we induce a KL-module from L to
G and then restrict it to H .
Remark 22.1We need to examine KG seen as a pKH,KLq-bimodule (i.e. with left and right external laws bymultiplication in G). Since G “ Ů

gPrHzG{LsHgL, we have
KG “

à

gPrHzG{Ls
K xHgLy

as pKH,KLq-bimodule, where K xHgLy denotes the free K -module with K -basis HgL.Now if M is a KL-module, we will also write gM for gbM , which is a left K p gLq-module with
pgkg´1q ¨ pgbmq “ gb km

for each k P L and each m P M . With this notation, we have
K xHgLy – KH bK pHX gLq pgb KLq ,

where hgk P HgL corresponds to hb gb k .
Theorem 22.2 (Mackey formula)Let H, L ď G and let M be a KL-module. Then, as KH-modules,

M ÒGLÓGH –
à

gPrHzG{Ls
p gM Ó gLHX gLqÒ

H
HX gL .

Proof : It follows from Remark 22.1 that as left KH-modules we have
M ÒGLÓGH – pKG bKL MqÓGH –

à

gPrHzG{Ls
K xHgLy bKL M

–
à

gPrHzG{Ls
KH bK pHX gLq pgb KLq bKL M

–
à

gPrHzG{Ls
KH bK pHX gLq pgbMqÓ

gL
HX gL

–
à

gPrHzG{Ls
p gM Ó gL

HX gLqÒ
H
HX gL .

Remark 22.3Given an arbitrary finite group Z , write KZmod for the category of KZ-modules which are free offinite rank as K -modules. Then, expressed in categorical terms, the Mackey formula says that wehave the following equality of functors from KLmod to KHmod:ResGH ˝ IndGL “ à

gPrHzG{Ls
IndHHX gL ˝Res gL

HX gL ˝Innpgq
where Innpgq is conjugation by g P G.
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Exercise 22.4Let H, L ď G, let M be a KL-module and let N be a KH-module. Use the Mackey formula toprove that:

(a) M ÒGL bKN ÒGH–À

gPrHzG{Lsp
gM Ó gLHX gL bKN ÓHHX gLqÒ

G
HX gL ;

(b) HomK pM ÒGL , N ÒGHq –
À

gPrHzG{LspHomK p
gM Ó gLHX gL, N ÓHHX gLqqÒ

G
HX gL .

23 Clifford theory
We now turn to Clifford’s theorem, which we present in a weak and a strong form. Clifford theory is acollection of results about induction and restriction of simple modules from/to normal subgroups.

Throughout this section, we assume that K is a field.
First we emphasise again, that this is no loss of generality: indeed if S were a simple KG-modulewith K an arbitrary commutative ring, then letting I be the annihilator in K of S, we have that I is amaximal ideal of K , so that K {I is a field and S is a pK {IqG-module.
Theorem 23.1 (Clifford’s Theorem, weak form)If U E G is a normal subgroup and S is a simple KG-module, then S ÓGU is semisimple.
Proof : Let V be any simple KU-submodule of S ÓGU . Now, notice that for every g P G, gV :“ tgv | v P V uis also a KU-submodule of S ÓGU , since U E G for any u P U , we have

u ¨ gV “ g ¨ pg´1ugq
looomooon

PU

V “ gV

Moroever, gV is also simple, since if W were a non-trivial proper KU-submodule of gV then g´1Wwould also be a a non-trivial proper submodule of g´1gV “ V . Now ř

gPG gV is non-zero and it is a
KG-submodule of S, which is simple, hence ř

gPG gV “ S. Restricting to U , we obtain that
S ÓGU“

ÿ

gPG
gV

is a sum of simple KU-submodules. Hence S ÓGU is semisimple.
Remark 23.2The KU-submodules gV which appear in the proof of Theorem 23.1 are isomorphic to modules wehave seen before: more precisely the map

gb V ÝÑ gV
gb v ÞÑ gvis a KU-isomorphism, since U E G implies that gU “ U and hence the action of U on gb V (seeRemark 22.1) and gV is prescribed in the same way.
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Theorem 23.3 (Clifford’s Theorem, strong form)Let U E G be a normal subgroup and let S be a simple KG-module. Then we may write

S ÓGU“ Sa11 ‘ ¨ ¨ ¨ ‘ Sarrwhere r P Zą0 and S1, . . . , Sr are pairwise non-isomorphic simple KU-modules, occurring withmultiplicities a1, . . . , ar respectively. Moreover, the following statements hold:
(i) the group G permutes the homogeneous components of S ÓGU transitively;

(ii) a1 “ a2 “ ¨ ¨ ¨ “ ar and dimK pS1q “ ¨ ¨ ¨ “ dimK pSrq; and
(iii) S – pSa11 qÒGH1 as KG-modules, where H1 “ StabGpSa11 q.

Proof : The fact that S ÓGU is semisimple and hence can be written as a direct sum as claimed follows fromTheorem 23.1. Moreover, by the chapter on semisimplicity of rings and modules, we know that for each1 ď i ď r the homogeneous component Saii is characterised by Proposition 12.1: it is the unique largest
KU-submodule which is isomorphic to a direct sum of copies of Si.Now, if g P G then gpSaii q “ pgSiqai , where gSi is a simple KU-submodule of S ÓGU (see the proofof the weak form of Clifford’s Theorem). Hence there exists an index 1 ď j ď r such that gSi “ Sj and
gpSaii q Ď Sajj (alternatively to Proposition 12.1, the theorem of Krull-Schmidt can also be invoked here).Because dimK pSiq “ dimK pgSiq, we have that ai ď aj . Similarly, since Sj “ g´1Si, we obtain aj ď aj .Hence ai “ aj holds. Because

S ÓGU“ gpS ÓGUq “ gpSa11 q ‘ ¨ ¨ ¨ ‘ gpSarr q ,we actually have that G permutes the homogeneous components. Moreover, as ř

gPG gpS
a11 q is a non-zero KG-submodule of S, which is simple, we have that ř

gPG gpS
a11 q “ S, and so the action on thehomogeneous components is transitive. This establishes both (i) and (ii).For (iii), we define a K -homomorphism via the map

Φ : pSa11 qÒGH1“ KG bKH1 Sa11 “
À

gPrG{H1s gb Sa11 ÝÑ S
gbm ÞÑ gm

that is, where gbm P gbSa11 . This is in fact a KG-homomorphism. Furthermore, the K -subspaces gpSa11 qof S are in bijection with the cosets G{H1, since G permutes them transitively by (i), and the stabiliserof one of them is H1. Thus both KGbKH1 Sa11 and S are the direct sum of |G : H1| K -subspaces gbSa11and gpSa11 q respectively, each K -isomorphic to Sa11 (via gbmØ m and gmØ m). Thus the restrictionof Φ to each summand is an isomorphism, and so Φ itself must be bijective, hence a KG-isomorphism.
One application of Clifford’s theory is for example the following Corollary:
Corollary 23.4Assume K is a splitting field for G of arbitrary characteristic. If p is a prime number and G is a

p-group, then every simple KG-module has the form X ÒGH , where X is a 1-dimensional KH-modulefor some subgroup H ď G.
Proof : We proceed by induction on |G|.If |G| “ 1 or |G| is a prime number, then G is abelian and any simple module S is 1-dimensional, so

H “ G, X “ S and we are done.
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So assume |G| “ pb with b ą 1, and let S be a simple KG-module and consider the subgroup

U :“ tg P G | g ¨ x “ x @ x P Su .

This is obviously a normal subgroup of G since it is the kernel of the K -representation associated to S.Hence S “ InfGG{UpT q for a simple K rG{Us-module T .Now, if U ‰ t1u, then |G{U| ă |G|, so by the induction hypothesis there exists a subgroup H{U ď G{Uand a 1-dimensional K rH{Us-module Y such that T “ IndG{UH{UpY q. But then
S “ InfGG{UpT q “ InfGG{U ˝ IndG{UH{UpY q “ IndGH ˝ InfHH{UpY q ,

so that setting X :“ InfH{UH pY q yields the result. Thus we may assume U “ t1u.If G is abelian, then all simple modules are 1-dimensional, so we are done. Assume now that G is notabelian. Then G has a normal abelian subgroup A that is not central. Indeed, to construct this subgroup
A, let Z2pGq denote the second centre of G, that is, the preimage in G of Z pG{Z pGqq (this centre isnon-trivial as G{Z pGq is a non-trivial p-group). If x P Z2pGqzZ pGq, then A :“ xZ pGq, xy is a normalabelian subgroup not contained in Z pGq. Now, applying Clifford’s Theorem yields:

S ÓGA“ Sa11 ‘ ¨ ¨ ¨ ‘ Sarrwhere r P Zą0, S1, . . . , Sr are non-isomorphic simple KA-modules and S “ pSa11 q ÒGH1 , where H1 “StabGpSa11 q. We argue that V :“ Sa11 must be a simple KH1-module, since if it had a proper non-trivial submodule W , then W ÒGH1 would be a proper non-trivial submodule of S, which is simple: acontradiction. If H1 ‰ G then by the induction hypothesis V “ X ÒH1
H , where H ď H1 and X is a1-dimensional KH-module. Thefore, by transitivity of the induction, we have

S “ pSa11 qÒGH1“ pX ÒH1
H qÒ

G
H1“ X ÒGH ,as required.Finally, the case H1 “ G cannot happen. For if it were to happen then

S ÓGA“ S ÓH1
A “ Sa11 ,

is simple by the weak form of Clifford’s Theorem, hence of dimension 1 since A is abelian. The elementsof A must therefore act via scalar multiplication on S. Since such an action would commute with theaction of G, which is faithful on S, we deduce that A Ď Z pGq, which contradicts the construction of A.
Remark 23.5This result is extremely useful, for example, to construct the complex character table of a p-group.Indeed, it says that we need look no further than induced linear characters. In general, a KG-module of the form N ÒGH for some subgroup H ď G and some 1-dimensional KH-module is called

monomial. A group all of whose simple CG-modules are monomial is called an M-group. (By theabove p-groups are M-groups.)



Chapter 6. Projective Modules for the Group Algebra

We continue developing techniques to describe modules that are not semisimple and in particular inde-composable modules. The indecomposable projective modules are the indecomposable summands of theregular module. Since every module is a homomorphic image of a direct sum of copies of the regularmodule, by knowing the structure of the projectives we gain some insight into the structure of all modules.
Notation: throughout this chapter, unless otherwise specified, we let G denote a finite group and Kbe a field. (We will understand in the coming chapters, why it is enough for our purpose to focus onfields, when considering projective module over the group algebra.) All modules over group algebrasconsidered are assumed to be finite-dimensional over K , hence finitely generated as KG-modules.When no confusion is to be made, we denote the regular module simply by KG instead of KG˝.
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24 Radical, socle, head
Before focusing on projective modules, at this point we examine further the structure of KG-moduleswhich are not semisimple, and try to establish connections with their semisimple submodules, semisimplequotients, and composition factors. This leads us to the definitions of the radical and the socle of amodule.
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Definition 24.1Let M be a KG-module.

(a) The radical of M is its submodule radpMq :“ Ş

VPMaxpMq V where MaxpMq denotes the setof maximal KG-submodules of M .
(b) The head of M is the quotient module hdpMq :“ M{ radpMq.
(c) The socle of M , denoted socpMq is the sum of all simple submodules of M .

Notice that in our setting (i.e. K is a field) KG-modules are always Noetherian, so provided M ‰ 0 theabove intersection is non-empty and hence radpMq ‰ M . Also, informally (talks/spoken mathematics)one also uses the words top and bottom instead of head and socle, respectively.
Lemma 24.2Let M be a KG-module. Then the following KG-submodules of M are equal:

(1) radpMq;
(2) JpKGqM;
(3) the smallest KG-submodule of M with semisimple quotient.

Proof :“(3)“(1)”: Recall that if V Ă M is a maximal submodule, then M{V is simple. Moreover, if V1, . . . , Vr (r P Zą0)are maximal submodules of M , then the map
φ : M ÝÑ M{V1 ‘ ¨ ¨ ¨ ‘M{Vr

m ÞÑ pm` V1, . . . , m` Vrqis a KG-homomorphism with kernel kerpφq “ V1 X ¨ ¨ ¨ X Vr . Hence M{pV1 X ¨ ¨ ¨ X Vrq – Impφq issemisimple, since it is a submodule of a semisimple module. Therefore M{ radpMq is a semisimplequotient. It remains to see that it is the smallest such quotient.If X Ď M is a KG-submodule with M{X semisimple, then by the Correspondence Theorem, thereexists KG-submodules X1, . . . , Xr of M (r P Zą0) containing X such that
M{X – X1{X ‘ ¨ ¨ ¨ ‘ Xr{X and Xi{X is simple @ 1 ď i ď r .For each 1 ď i ď r, let Yi be be the kernel of the projection homomorphism M � M{X � Xi{X , sothat Yi is maximal (as Xi{X is simple) and X “ Y1 X . . .X Yr . Thus X Ě radpMq, as required.“(1)Ď(2)”: Observe that the quotient module M{JpKGqM is a KG{JpKGq-module as

JpKGq pM{JpKGqMq “ 0 .Now, as KG{JpKGq is semisimple (by Proposition 11.5 and Proposition 11.7), M{JpKGqM is asemisimple KG{JpKGq-module by definition of a semisimple ring, but then it is also semisimple asa KG-module. Since we have already proved that radpMq is the largest KG-submodule of M withsemisimple quotient, we must have that radpMq Ď JpKGqM .“(2)Ď(1)”: If Z Ď M is any KG-submodule for which M{Z is semisimple, certainly JpKGq ¨M{Z “ 0, because
JpKGq annihilates all simple KG-modules by definition, and it follows that JpKGqM Ď Z . Thus,again as we already know that (1)“(3), we obtain that JpKGqM Ď radpMq.
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Example 13If M is a semisimple KG-module, then socpMq “ M by definition, radpMq “ 0 by the above Lemma,and hence hdpMq “ M .
Lemma 24.3Let M be a KG-module. Prove that the following KG-submodules of M are equal:

(1) socpMq;
(2) the largest semisimple KG-submodule of M;
(3) tm P M | JpKGq ¨m “ 0u.

Proof : Exercise. [Hint: tm P M | JpKGq ¨m “ 0u is the largest KG-submodule of M annihilated by JpKGq,and hence may be seen as a KG{JpKGq-module.]
Remark 24.4 (Socle, radical and Loewy layers)We can iterate the notions of socle and radical: for each KG-module M and each n P Zě2 we defineinductively

radnpMq :“ rad´radn´1
pMq

¯ and socnpMq{ socn´1pMq :“ socpM{ socn´1pUqq
where we understand that rad1

pMq “ radpMq and soc1pMq “ socpMq.Exercise. Prove that:
(a) radnpMq “ JpKGqn ¨M and socnpMq “ tm P M | JpKGqn ¨m “ 0u ;
(b) ¨ ¨ ¨ Ď rad3

pMq Ď rad2
pMq Ď radpMq Ď M and 0 Ď socpMq Ď soc2pMq Ď soc3pMq Ď ¨ ¨ ¨

The chains of submodules in (b) are called respectively, the radical series and socle series of M .The radical series of M is also known as the Loewy series of M . The quotients radn´1
pMq{ radnpMqare called the radical layers, or Loewy layers of M , and the quotients socnpMq{ socn´1pMq arecalled the socle layers of M .

Exercise 24.5Let M and N be KG-modules. Prove the following assertions.
(a) For every n P Zě1, radnpM‘Nq – radnpMq‘radnpNq and socnpM‘Nq – socnpMq‘socnpNq.
(b) The radical series of M is the fastest descending series of KG-submodules of M with semisim-ple quotients, and the socle series of M is the fastest ascending series of M with semisimplequotients. The two series terminate, and if r and n are the least integers for which radrpMq “ 0and socnpUq “ M then r “ n.

Definition 24.6The common length of the radical series and socle series of a KG-module M is called the Loewy
length of M . (By the above, we may see it as the least integer n such that JpKGqn ¨M “ 0.)



65
25 Projective modules
For the sake of clarity, we recall the general definition of a projective module through its most standardequivalent characterisations.
Proposition-Definition 25.1 (Projective module)Let R be an arbitrary ring and let P be an R-module. Then the following are equivalent:

(a) The functor HomRpP,´q is exact. In other words, the image of any s.e.s. of R-modules underHomRpP,´q is again a s.e.s.
(b) If ψ P HomRpM,Nq is a surjective morphism of R-modules, then the morphism of abeliangroups ψ˚ : HomRpP,Mq ÝÑ HomRpP,Nq is surjective. In other words, for every pair of

R-morphisms
P

M N

α

ψwhere ψ is surjective, there exists a KG-morphism β : P ÝÑ M such that α “ ψβ.
(c) If π : M ÝÑ P is a surjective R-homomorphism, then π splits, i.e., there exists σ PHomRpP,Mq such that π ˝ σ “ IdP .
(d) The module P is isomorphic to a direct summand of a free R-module.

If P satisfies these equivalent conditions, then P is called projective. Moroever, a projective inde-composble module is called a PIM of R .
Example 14

(a) Any free module is projective.
(b) If e is an idempotent element of the ring R , then R – Re ‘ Rp1 ´ eq and Re is projective,but not free if e ‰ 0, 1.
(c) It follows from condition (d) of Proposition-Definition that a direct sum of modules tPiuiPI isprojective if and only if each Pi is projective.
(d) If R is semisimple, then on the one hand any projective indecomposable module is simple, andconversely, since R˝ is semisimple. It follows that any R-module is projective.

26 Projective modules for the group algebra
We have seen that over a semisimple ring, all simple modules appear as direct summands of the regularmodule with multiplicity equal to their dimension. For non-semisimple rings this is not true any more,but replacing simple modules by the projective modules, we will obtain a similar characterisation.
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To begin with we review a series of properties of projective KG-modules with respect to the operationson groups and modules we have introduced in Chapter 4, i.e. induction/restriction, tensor products, . . .
Proposition 26.1Assume K is an arbitrary commutative ring. Then the following assertions hold.

(a) If P is a projective KG-module and M is an arbitrary KG-module which is free of finite rankas a K -module, then P bK M is projective.
(b) If P is a projective KG-module and H ď G, then P ÓGH is a projective KH-module.
(c) If H ď G and P is a projective KH-module, then P ÒGH is a projective KG-module.

Proof :(a) Since P is projective, by definition it is a direct summand of a free KG-modul, so there exist a
KG-module P 1 and a positive integer n such that P ‘ P 1 – pKGqn. Therefore,

pKGqn bK M – pP ‘ P 1q bK M – P bK M ‘ P 1 bK M

and it suffices to prove that pKGqnbKM is free. So observe that Example 11(a), Proposition 20.11(a)and the properties of the tensor product yield
KG bK M – pK ÒGt1uq bK M – pK bK M ÓGt1uqÒGt1u – M ÒGt1u

– pK rkK pMqqÒGt1u– pK ÒGt1uqrkK pMq – pKGqrkK pMq
since M ÓG

t1u is just M seen as K -module, and, as such, is free of finite rank. It follows immediatelythat pKGqn bK M – pKGqn¨rkK pMq is a free KG-module, as required.(b) We have already seen that as a KH-module,
KG ÓGH – KH ‘ ¨ ¨ ¨ ‘ KH

where KH occurs with multiplicity |G : H|, so KG ÓGH is a free KH-module. Hence the restrictionfrom G to H of any free KG-module is a free KH-module. Now, by definition P | F for some free
KG-module F , so that P ÓGH | F ÓGH and the claim follows.(c) Exercise![Hint: prove that KH ÒGH– KG.]

We now want to prove that the PIMs of KG are in bijection with the simple KG-modules, and hencethat there are a finite number of them, up to isomorphism. We will then be able to deduce from thisbijection that each of them occurs in the decomposition of the regular module with multiplicity equalto the dimension of the corresponding simple module.
Theorem 26.2

(a) If P is a projective indecomposable KG-module, then P{ radpPq is a simple KG-module.(b) If M is a KG-module and M{ radpMq – P{ radpPq for a projective indecomposable KG-module P , then there exists a surjective KG-homomorphism φ : P ÝÑ M . In particular, if Mis also projective indecomposable, then M{ radpMq – P{ radpPq if and only if M – P .
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(c) There is a bijection

 projective indecomposable
KG-modules (

{ –
„
ÐÑ

 simple
KG-modules( { –

P ÞÑ P{ radpPq
and hence the number of pairwise non-isomorphic PIMs of KG is finite.

Proof :(a) By Lemma 24.2, P{ radpPq is semisimple, hence it suffices to prove that it is indecomposable, orequivalently, by Proposition 10.4 that EndKGpP{ radpPqq is a local ring.Now, if φ P EndKGpPq, then by Lemma 24.2, we have
φpradpPqq “ φpJpKGqPq “ JpKGqφpPq Ď JpKGqP “ radpPq .

Therefore, by the universal property of the quotient, φ induces a unique KG-homomorphism
φ : P{ radpPq ÝÑ P{ radpPq such that the following diagram commutes:

P P

P{ radpPq P{ radpPqπP

φ

πPö

φ

Then, the map Φ : EndKGpPq ÝÑ EndKGpP{ radpPqq
φ ÞÑ φis clearly a K -algebra homomorphism. Moreover Φ is surjectiv. Indeed, if ψ P EndKGpP{ radpPqq,then by the definition of a projective module there exists a KG-homomorphism φ : P ÝÑ P suchthat ψ ˝ πP “ πP ˝ φ. But then ψ statisfies the diagram of the universal property of the quotientand by uniqueness ψ “ φ.Finally, as P is indecomposable EndKGpPq is local, hence any element of EndKGpPq is eithernilpotent or invertible, and by surjectivity of Φ the same holds for EndKGpP{ radpPqq, which in turnmust be local.(b) Consider the diagram

P

M M{ radpMq P{ radpPqπP

πM ψ
–

where πM and πP are the quotient morphisms. As P is projective, by definition, there exists a
KG-homomorphism φ : P ÝÑ M such that πP “ ψ ˝ πM ˝ φ.It follows that M “ φpPq ` radpMq “ φpPq ` JpKGqM , so that φpPq “ M by Nakayama’s Lemma.Finally, if M is a PIM, the surjective homomorphism φ splits by definition of a projective module,and hence M | P . But as both modules are indecomposable, we have M – P . Conversely, if
M – P , then clearly M{ radpMq – P{ radpPq.(c) The given map between the two sets is well-defined by (a) and (b), and it is injective by (b). Itremains to prove that it is surjective. So let S be a simple KG-module. As S is finitely generated,there exists a free KG-module F and a surjective KG-homomorphism ψ : F ÝÑ S. But thenthere is an indecomposable direct summand P of F such that ψ|P : P ÝÑ S is non-zero, hence
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surjective as S is simple. Clearly radpPq Ď kerpψ|Pq since it is the smallest KG-submodule withsemisimple quotient by Lemma 24.2. Then the universal property of the quotient yields a surjectivehomomorphism P{ radpPq ÝÑ S induced by ψ|P . Finally, as P{ radpPq is simple, P{ radpPq – Sby Schur’s Lemma.

Definition 26.3 (Projective cover of a simple module)If S is a simple KG-module, then we denote by PS the projective indecomposable KG-modulecorresponding to S through the bijection of Theorem 26.2(c) and call this module the projective
cover of S.

Corollary 26.4Assume K is a splitting field for G. Then, in the decomposition of the regular module KG intoa direct sum of indecomposable KG-submodules, each isomorphism type of projective indecompos-able KG-module occurs with multiplicity dimK pP{ radpPqq. In other words, with the notation ofDefinition 26.3,
KG –

à

S simplepPSq
ns

where more preciely S runs through the set of isomorphism classes of simple KG-modules and
nS “ dimK S.

Proof : Let KG “ P1 ‘ ¨ ¨ ¨ ‘ Pr (r P Zą0) be such a decomposition. In particular, P1, . . . Pr are PIMs. Then
JpKGq “ JpKGqKG “ JpKGqP1 ‘ ¨ ¨ ¨ ‘ JpKGqPr “ radpP1q ‘ ¨ ¨ ¨ ‘ radpPrqby Lemma 24.2. Therefore,

KG{JpKGq – P1{ radpP1q ‘ ¨ ¨ ¨ ‘ Pr{ radpPrqwhere each summand is simple by Theorem 26.2(a). Now as KG{JpKGq is semisimple, by Theorem 13.2,any simple KG{JpKGq-module occurs in this decomposition with multiplicity equal to its K -dimension.Thus the claim follows from the bijection of Theorem 26.2(c).
The Theorem also leads us to the following important dimensional restriction on projective modules.
Corollary 26.5Assume K is a splitting field for G of characteristic p ą 0. If P is a projective KG-module, then

|G|p
ˇ

ˇ dimK pPq .

(Here |G|p is the p-part of |G|, i.e. the exact power of p that divides the order of G.)
Proof : Let Q P SylppGq be a Sylow p-subgroup of G. By Lemma 26.1, P ÓGQ is projective. Moreover, byCorollary 17.3 the trivial KQ-module is the unique simple KQ-module, hence by Theorem 26.2(c) KQhas a unique PIM, namely KQ itself, which has dimension |Q| “ |G|p. Hence

P ÓGQ– pKQqm for some m P Zą0 .Therefore, dimK pPq “ dimK pP ÓGQq “ m ¨ dimK KQ “ m ¨ |Q| “ m ¨ |G|pand the claim follows.
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27 The Cartan matrix
Now that we have classified the projective KG-modules we turn to one of their important uses, whichis to determine the multiplicity of a simple module S as a composition factor of an arbitrary finitelygenerated KG-module M (hence with a composition series). We recall that if

0 “ M0 Ă M1 Ă M2 Ă ¨ ¨ ¨ Ă Mn´1 Ă Mn “ M

is any composition series of M , the number of quotients Mi{Mi´1 (1 ď i ď n) isomorphic to S isdetermined independently of the choice of composition series, by the Jordan–Hölder theorem. We callthis number the multiplicity of S in M as a composition factor.
Proposition 27.1Let S be a simple KG-module and let PS be its projective cover.

(a) If T is a simple KG-module then
dimK HomKGpPS , T q “

#dimK EndKGpSq if S – T ,0 if S fl T .

(b) If M is an arbitrary KG-module, then the multiplicity of S as a composition factor of M is
dimK HomKGpPS ,Mq{ dimK EndKGpSq .

Proof : Exercise. [Hint: (b) can be proved by induction on the composition length of M .]
Definition 27.2

(a) If S and T are simple KG-modules, then the integer
cST :“ multiplicity of S as a composition factor of PT

is called the Cartan invariant associated to the pair pS, T q.
(b) The matrix C :“ pcST q with rows and columns indexed by the isomorphism classes of simple

KG-modules is called the Cartan matrix of KG.
It follows immediately from Proposition 27.1 that the Cartan invariants can be computed as follows.
Corollary 27.3If S and T are two simple KG-modules, then

cST “ dimK HomKGpPS , PT q{ dimK EndKGpSq .In particular, if the ground field K is a splitting field for G, then
cST “ dimK HomKGpPS , PT q .
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We will see later that there is an extremely effective way of computing the Cartan matrix using anothermatrix associated to the simple KG-modules, called the the decomposition matrix.
28 Symmetry of the group algebra
We now want to obtain information about projective KG-modules using duality.Recall that we have already proved in the exercises that pKGq˚ – KG as KG-modules. This allows usto deduce that projectivity is preserved by taking duals.
Proposition 28.1If P is a KG-module, then P is projective if and only if P˚ is.
Proof : As P˚˚ – P as KG-modules it suffices to prove one implication. Now, by (a), if P is a direct summandof pKGqn (n P Zě1), then P˚ is a direct summand of ppKGqnq˚ – ppKGq˚qn – pKGqn, and so is alsoprojective.
Next we want to investigate the relationship between head and socle of projective modules. For thispurpose, we recall the following properties of submodules, quotients and duality, seen in the Exerciseclasses:
W ď V KG-submodule ñ V ˚ has a KG-submodul M such that M – pV {W q˚ and V ˚{M – W ˚

Corollary 28.2Every projective indecomposable KG-module P has a simple socle. More precisely,
socpPq – pP˚{ radpP˚qq˚ .

Proof : As one the one hand P˚{ radpP˚q is simple by Theorem 26.2 and on the other hand radpP˚q is thesmallest KG-submodule of P˚ with semisimple quotient by Lemma 24.2, its dual is the largest semisimple
KG-submodule of P˚˚ – P , hence isomorphic to socpPq, which has to be simple, as required.Alternatively, we could argue that as the socle is by definition the sum of all simple submodules,it suffices to prove that P has a unique simple KG-submodule. Because P˚ is projective by Proposi-tion 28.1(b), if S is any simple KG-module, then by duality the KG-homomorphisms S ÝÑ P are inbijection with the KG-homomorphisms P˚ ÝÑ S˚ and it follows thatdimK HomKGpS,Pq “ dimK HomKGpP˚, S˚qMoroever S˚ is also simple. Thus it follows from Proposition 27.1(a) that

dimK HomKGpP˚, S˚q “
#dimK EndKGpS˚q if P˚ is the projective cover of S˚,0 else.

Therefore, the claim follows from the fact that dimK EndKGpS˚q “ dimK EndKGpSq (again by duality).
In fact, we can obtain a more precise statement and prove that the head and the socle of a PIM areisomorphic. For this purpose, we need the fact that the group algebra is a symmetric algebra.
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Remark 28.3The map

p , q : G ˆ G ÝÑ K, pg, hq :“ δg,h´1extended by K -bilinearity to
p , q : KG ˆ KG Ñ Kdefines a K -bilinear form, which is symmetric, non-degenerate and associative. (Associative meansthat pab, cq “ pa, bcq @ a, b, c P KG).More generally, a K -algebra endowed with such a symmetric, non-degenerate and associative

K -bilinear form is called a symmetric algebra.
Theorem 28.4If P is a projective indecomposable KG-module, then P{ radpPq – socpPq.
Proof : Put S :“ P{ radpPq, which we know is simple as P is a PIM of KG, and assume S fl socpPq. Write

KG “ R ‘ Q, where Q “ Pn (n P Zą0) is the direct sum of all the indecomposable direct summand of
KG isomorphic to P and P - R . Then socpQq – socpPqnand Q does not contain any KG-submodule isomorphic to S. Next, consider the sum of all KG-submodulesof KG isomorphic to S and denote it by I , so that clearly 0 ‰ I Ă R and I is a left ideal of KG. However,as ψpIq Ď I for every ψ P EndKGpKGq, I is an ideal of KG. Now set J :“ tψ P EndKGpKGq | Impψq Ă Iu,so that J is clearly an ideal of EndKGpKGq. Let π : KG Ñ Q be the projection onto Q with kernel R .Then:

φ P J ñ radpKGq Ď kerpφqas the image of φ is semisimple, because it is a KG-submodule of I , which is itself a KG-submodule.Thus, φ|R “ 0, as S - hdpRq, and it follows that
φ ˝ π “ φ und π ˝ φ “ 0

(as φpKGq Ď I) and hence
φ “ φ ˝ π ´ π ˝ φ @φ P J. p˚qLet now 0 ‰ φ P J (exists since S “ hdpPq Ď hdpKGq), and let α P EndKGpKGq, so φ ˝ α P J and

φα “ φαπ ´ πφα by (˚).
Set then a :“ αp1q, b :“ φp1q, c :“ πp1q, so

ab “ αp1qφp1q “ φpαp1qq “ φpαpπp1qqq ´ πpφpαp1qqq “ cab´ abc

and it follows from Remark 28.3 that
pa, bq “ pab, 1q “ pcab, 1q ´ pabc, 1q “ pc, abq ´ pab, cq “ 0.

This is true for every α P EndKGpKGq, and hence every a P KG. Finally, as p , q is non-degenerate, wehave b “ 0 and hence φ “ 0. Contradiction!
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Corollary 28.5Let S be a simple KG-module.

(a) If P is any projective KG-module, then the multiplicity of S in P{ radpPq equals the multiplicityof S in socpPq. In particular
dimK pPGq “ dimK pPGq “ dimK pP˚qG “ dimK pP˚qG .

(b) We have pPSq˚ – PS˚ .
Proof :(a) By Theorem 28.4, the first claim holds for the PIMs of KG, hence this is also true for any finite directsum of PIMs, because taking socles and radicals commute with the direct sum by Exercise 24.5(a).Next the taking S “ K yields the equalities dimK pPGq “ dimK pPGq “ dimK pP˚qG “ dimK pP˚qG .(b) We have seen in the proof of Corollary 28.2 that pPSq˚ is the projective cover of the simple module

psocpPSqq˚. Moreover, by Theorem 28.4
psocpPSqq˚ – pPS{ radpPSqq˚ – S˚ .Hence pPSq˚ – PS˚ .

Finally, we see that the symmetry of the group algebra also leads us to the symmetry of the Cartanmatrix.
Theorem 28.6If S and T are simple KG-module, then

cST ¨ dimK EndKGpSq “ cTS ¨ dimK EndKGpT q .
In particular, if K is a splitting field for G, then the Cartan matrix of KG is symmetric.

Proof : By Corollary 27.3,
cST “ dimK HomKGpPS , PT q{ dimK EndKGpSqand
cTS “ dimK HomKGpPT , PSq{ dimK EndKGpT q ,so it is enough to prove that dimK HomKGpPS , PT q “ dimK HomKGpPT , PSq.Now, by Lemma 19.2 and Lemma 18.5 we haveHomKGpPS , PT q “ HomK pPS , PT qG – ppPSq˚ bK PT qGand HomKGpPT , PSq “ HomK pPT , PSqG – ppPT q˚ bK PSqG .Moreover, as pPSq˚ bK PT is projective by Proposition 26.1(a), it follows from Corollary 28.5(a), thatdimK pppPSq˚ bK PT qGq “ dimK pppPSq˚ bK PT q˚qGq .But ppPSq˚ bK PT q˚ – PS bK pPT q˚ – pPT q˚ bK PS , thus we have proved that dimK HomKGpPS , PT q “dimK HomKGpPT , PSq.Finally, if K is a splitting field for G, then by definition EndKGpSq – K – EndKGpT q, so that thedimension of both endomorphism algebras is one and we have cST “ cTS and we conclude that theCartan matrix is symmetric.
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Chapter 7. The Green Correspondence

The goal of this chapter is to prove Green’s correspondence. First we will generalise the idea ofprojective modules seen in Chapter 6 by defining what is called relative projectivity. In the secondsection we will define vertices and sources of indecomposable modules. Finally, in the third sectionwe will state and prove Green’s correspondence.
Notation: throughout this chapter, unless otherwise specified, we let G denote a finite group and let
K denote a field of characteristic p. All modules over group algebras considered are assumed to be
finitely generated, hence of finite K -dimension.
References:

[Alp86] J. L. Alperin. Local representation theory. Vol. 11. Cambridge Studies in Advanced Mathe-matics. Cambridge University Press, Cambridge, 1986.[Web16] P. Webb. A course in finite group representation theory. Vol. 161. Cambridge Studies inAdvanced Mathematics. Cambridge University Press, Cambridge, 2016.
27 Relative Projectivity
Relative projectivity is a refinement of the idea of projectivity seen in Chapter 6. A projective moduleis a summand of a free module. For H ď G, we will first define H-free modules. Then a moduleis relatively H-projective if it is a summand of an H-free module. Relative projectivity enables us toexplore the relationship between representations of a group and representations of its subgroups. Thisis a very important tool for modular representation theory.
Definition 27.1Let H ď G. A KG-module is H-free if it is of the form VÒGH for some KH-module V . A KG-moduleis relatively H-projective, or H-projective, if it is isomorphic to a direct summand of an H-freemodule – that is, if it is isomorphic to a direct summand of a module of the form V ÒGH for some

KH-module V .
Remark 27.2

• Free ðñ t1u-free: a free KG-module is of the form pKG˝qn for some n P N. But KG˝ –
74
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KÒG

t1u (see Example 11) so pKG˝qn – pK nqÒG
t1u. Hence being free and t1u-free is the same.Therefore H-freeness is a generalisation of freeness.

• Projective ðñ t1u-projective: A KG-module is projective ô it is a summand of a freemodule ô it is a summand of a t1u-free module ô it is relatively t1u-projective. Thereforerelative projectivity is a generalisation of projectivity.
Exercise 27.3 (Relative freeness)Let H ď G. Suppose that V is a relatively H-free KG-module with respect to a KH-submodule X ,and suppose that W is a relatively H-free KG-module with respect to a KH-submodule Y . Provethat if X – Y as KH-modules, then V – W as KG-modules.
Exercise 27.4 (Relative projectivity)Let H ď J ď G. Let U be a KG-module and let V be a KJ-module. Prove the following statements.

(a) If U is H-projective then U is J-projective.
(b) If U is a summand of VÒGJ and V is H-projective, then U is H-projective.
(c) For any g P G, U is H-projective if and only if gU is gH-projective.

Notation 27.5 (Induction and restriction of homomorphisms)Let H ď G. Let φ : U1 Ñ U2 be a KH-homomorphism. Then the induced KG-homomorhpism
IdKG bφ : U1ÒGH Ñ U2ÒGH

gb u ÞÑ gb φpuq.

is denoted by φÒGH .On the other hand, since a KG-homomorhpism ψ : V1 Ñ V2 is also a KH-homomorhpism
V1ÓGHÑ V2ÓGH , we just denote the KH-homomorphism by ψ again, without any arrows.

The following notation will be needed in the proof of the next proposition about characterisations ofrelative projectivity.
Notation 27.6 (The µ and ε maps)Let H ď G. Let U be a KH-module and recall that UÒGH“À

gPrG{Hs gb U (see Remark 20.7), andrestricting back to H gives a KH-module UÒGHÓGH“À

gPrG{Hs gb U . We denote the inclusion mapfrom U onto the summand with g “ 1 by µ:
µ : U Ñ UÒGHÓGH

u ÞÑ 1b u.
Let V be a KG-module. Then VÓGHÒGH“À

gPrG{Hs gbpVÓGHq and we define a KG-module homorphism
ε as follows.

ε : VÓGHÒGH Ñ V
gb v ÞÑ gv
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for g P G and v P VÓGH . Note that for any u P U , ε ˝ µpuq “ εp1b uq “ u, so µ is a KH-section for
ε. Now consider the following maps:

Φ : HomKGpUÒGH , V q Ñ HomKHpU,VÓGHq
ψ ÞÑ ψ ˝ µΨ : HomKHpU,VÓGHq Ñ HomKGpUÒGH , V q
β ÞÑ ε ˝ βÒGH

It is possible to show that these are mutually inverse, so ΨpΦpψqq “ ψ for all ψ P HompUÒGH , V q,ΦpΨpβqq “ β for all β P HomKHpU,VÓGHq and
HomKGpUÒGH , V q – HomKHpU,VÓGHq.Moreover, these isomorphisms are natural in U and V which means in particular that for any

KH-homomorphism γ : U1 Ñ U2, the following diagram commutes,
HomKGpU1ÒGH , V q HomKHpU1, VÓGHq

HomKGpU2ÒGH , V q HomKHpU2, VÓGHq

Φ

Φ
_ ˝ γÒGH _ ˝ γ

and for any KG-homomorphism α : V1 Ñ V2, the following diagram commutes.
HomKHpU,V1ÓGHq HomKGpUÒGH , V1q

HomKHpU,V2ÓGHq HomKGpUÒGH , V2q

Ψ

Ψ
α ˝ _ α ˝ _

Proposition 27.7 (Characteristics of relative projectivity)Let H ď G. Let U be a KG-module. Then the following are equivalent.
(a) The KG-module U is relatively H-projective.(b) If ψ : U Ñ W is a KG-homomorphism, φ : V � W is a sur-jective KG-homomorphism and there exists a KH-homomorphism

αH : U ÓGHÑ V ÓGH such that φ ˝ αH “ ψ on U ÓGH , then there ex-ists a KG-homomorphism αG : U Ñ V such that φ ˝ αG “ ψ so thatthe diagram on the right commutes.
U

V Wφ

ψαG

(c) Whenever φ : V Ñ U is a surjective KG-homomorphism such that the restriction
φ : V ÓGHÑ U ÓGH is a split surjective KH-homomorphism, then φ is a split surjective KG-homomorhpism.
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(d) The following surjective KG-homomorphism is split.

UÓGHÒGH“ KG bKH U Ñ U
x b u ÞÑ xu

(e) The KG-module U is a direct summand of UÓGHÒGH .
Proof :(a)ñ(b): First we consider the case where U “ T ÒGH is an induced module. Suppose that we have KG-homomorphisms ψ : TÒGHÑ W and φ : V � W as shown in the the diagram on the left. Supposethat there exists a KH-homomorhpism αH : TÒGHÓGHÑ VÓGH such that ψ “ φ ˝ αH on TÒGHÓGH , that is,the diagram on the right commutes.

TÒGH

V Wφ

ψ

TÒGHÓGH

VÓGH WÓGHφ

ψαH

Let µ : T Ñ TÒGHÓGH and ε : TÓGHÒGHÑ T be as defined in Notation 27.6, so µ is an injective KH-homomorphism and ε is a surjective KG-homomorphism. Then the following triangle of KH-modulesand KH-homomorphisms commutes.
T

VÓGH WÓGHφ

ψ ˝ µαH ˝ µ

By the naturality of Φ and Ψ from Notation 27.6, since φ : V Ñ W is a KG-homomorphism, wehave the following commutative diagram.
HomKHpT , VÓGHq HomKGpTÒGH , V q

HomKHpT ,WÓGHq HomKGpTÒGH ,W q

Ψ

Ψ
φ ˝ _ φ ˝ _

Hence the following two KG-homomorphisms TÒGHÑ W are equal.
Ψpφ ˝ pαH ˝ µqq “ φ ˝ pΨpαH ˝ µqq

By the commutativity of the previous triangle, the left hand side of this equation is equal toΨpψ ˝ µq “ ΨpΦpψqq “ ψ since Ψ and Φ are inverse to one another. Thus
ψ “ φ ˝ ε ˝ ppαH ˝ µqÒGHqand so the following triangle of KG-homomorphisms commutes, proving the implication for U “ TÒGHan induced module.
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TÒGH

V Wφ

ψε ˝ ppαH ˝ µqÒGHq

Now let U be any summand of TÒGH . Let U ι
ÝÑ TÒGH

π
ÝÑ U denote the inclusion and projection maps.Suppose that there is a KH-homomorphism αH : UÓGHÑ VÓGH such that φ ˝ αH “ ψ on UÓGH .

UÓGH

VÓGH WÓGHφ

ψαH

Then we have the following diagrams.
TÒGH

V Wφ

ψ ˝ π

TÒGHÓGH

VÓGH WÓGHφ

ψ ˝ παH ˝ π

TÒGH

V Wφ

ψ ˝ παG

The first is a diagram of KG-homomorphisms. The middle diagram of KH-homomorphisms commutesby definition of αH , and hence by the first part there is a KG-homomorphism αG : TÒGHÑ V suchthat φ ˝ αG “ ψ ˝ π, so the third diagram of KG-homomorhpisms also commutes.Now φ ˝ αG ˝ ι “ ψ ˝ π ˝ ι “ ψ, so αG ˝ ι : U Ñ V is a KG-module homomorphism such that
φ ˝ pαG ˝ ιq “ ψ and the following triangle commutes, as required.

U

V Wφ

ψαG ˝ ι

(b)ñ(c): Let φ : V Ñ U be a surjective KG-homomorphism which is split as a KH-homomorphism. Supposethat αH is a KH-section for φ, so we have the following commutative diagram of KH-modules.
UÓGH

VÓGH UÓGHφ

IdUαH

Then assuming (b) is true, there exists a KG-homomorphism αG : U Ñ V such that φ ˝ αG “ IdU .In particular, αG is a KG-section for φ, so φ : V Ñ U is a split surjective KG-homomorphism.(c)ñ(d): As mentioned in Notation 27.6, µ is a KH-section for ε, so ε : U ÓGHÒGHÑ U is split as a KH-homomorphism. Hence by part (c), ε : UÓGHÒGHÑ U is split as a KG-homomorhpism, showing part(d).(d)ñ(e): immediate
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(e)ñ(a): immediate
Exercise 27.8 (Relative projectivity)Let H ď G. Let U be a KG-module. Prove that if U is H-projective and W is a KG-module, then

U bK W is H-projective.
In the next theorem we see a situation where we can always find relatively projective modules.
Theorem 27.9Let H ď G such that H contains a Sylow p-subgroup of G. Then every KG-module is H-projective.
Before proving this theorem, let us consider its application to the case when H “ 1.
Example 15Let H “ 1. If H contains a Sylow p-subgroup of G then the Sylow p-subgroups of G are trivial, so

p does not divide the order of G. The theorem then shows that all KG-modules are t1u-projectiveand hence projective. We know this already, however! If p does not divide the order of G then KGis semisimple (Maschke’s Theorem 16.1), and so all KG-modules are projective by Example 14 (c).
Proof : Let V be a KG-module and let H ď G such that H contains a Sylow p-subgroup of G. Let φ : U � Vbe a surjective KG-homomorphism which splits as a KH-homomorhpism. We will show that φ splits asa KG-homomorphism, and hence V satisfies Theorem 27.7 (c) so V is H-projective.Then U – W ‘ V as KH-modules, where W :“ kerpφq. Let f : U Ñ W be a projection map ontothe first factor. Note that since H contains a Sylow p-subgroup of G, | G : H | is coprime to p. Thus

| G : H | is invertible in K because K is of characteristic p. We can therefore define a map f̃ : U Ñ Was follows:
f̃puq :“ 1

| G : H | ÿ

gPrG{Hs
g´1fpguq for u P U,

where the sum runs over a set of left coset representatives of H in G. Since gu P U (U is a KG-module),and fpguq P W by definition of f , f̃puq P W so the map is well defined. Also, for any g1 P G,
f̃pg1uq “ 1

| G : H | ÿ

gPrG{Hs
g´1fpgg1uq

“
1

| G : H | ÿ

gPrG{Hs
g1pgg1q´1fpgg1uq

“
1

| G : H | ÿ

g2PrG{Hs
g1pg2q´1fpg2uq

“ g1 1
| G : H | ÿ

g2PrG{Hs
g2´1fpg2uq

“ g1f̃puq.

Thus, f̃ : U Ñ W is in fact a KG-homomorphism.Now, for any w P W we have
f̃pwq “ 1

| G : H | ÿ

gPrG{Hs
g´1fpgwq “ 1

| G : H | ÿ

gPrG{Hs
g´1gw “ 1

| G : H | ÿ

gPrG{Hs
w “ w,
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which shows that kerpf̃q XW “ t0u and f̃2 “ f̃ .Finally, for any u P U we have u “ pu´ f̃puqq ` f̃puq, so

f̃puq “ f̃pu´ f̃puqq ` f̃2puq “ f̃pu´ f̃puqq ` f̃puq.

In particular, f̃pu´ f̃puqq “ 0 and u´ f̃puq P kerpf̃q. Hence every element of U can be expressed as thesum of an element in kerpf̃q and an element of W , so U – W ‘ ker f̃ as KG-modules. Hence φ splits asa KG-homomorphism, so V is H-projective by Theorem 27.7.
Corollary 27.10Suppose that a subgroup H of G contains a Sylow p-subgroup of G. Then a KG-module U isprojective if and only if UÓGH is projective.
Proof :

ñ: Lemma 26.3.
ð: Suppose that UÓGH is projective and H contains a Sylow p-subgroup of G. Then UÓGH is a summandof a free module pKH˝qn, and every KG-module is H-projective. In particular, U is H-projective so

U is a summand of UÓGHÒGH by Theorem 27.7. Hence U is a summand of UÓGHÒGH which is a summandof pKH˝qnÒGH“ pKG˝qn, so U is projective.

28 Vertices and Sources
Theorem 28.1Let U be an indecomposable KG-module.

(a) There is a unique conjugacy class of subgroups Q of G that are minimal subject to the propertythat U is Q-projective.
(b) Let Q be a minimal subgroup of G such that U is Q-projective. There is an indecomposable

KQ-module T that is unique up to conjugacy by elements of NGpQq such that U is a directsummand of TÒGQ . Such a T is necessarily a direct summand of UÓGQ .
Proof :(a) Suppose that U is both H- and K -projective for subgroups H and K of G. Then U is a directsummand of UÓGHÒGH and UÓGKÒGK by Proposition 27.7 (e). Hence U is also a direct summand of

UÓGHÒGHÓGKÒGK . By the Mackey formula and transitivity of induction and restriction, it follows that
UÓGHÒGHÓGKÒGK “

``

UÓGH
˘

ÒGHÓ
G
K
˘

ÒGK

“

˜

à

gPrKzG{Hs

` g`UÓGH
˘

Ó
gH
KX gH

˘

ÒKKX gH

¸

ÒGK

“
à

gPrKzG{Hs

` gUÓGKX gH
˘

ÒGKX gH .

Therefore U is a direct summand of some module induced from K X gH for some g P G. In otherwords, U is relatively K X gH-projective. Suppose that both K and H are minimal such that U isprojective with respect to these groups. Then K X gH “ K so K Ď gH and H Ď g´1K , hence Hand K are G-conjugate.
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(b) Let Q be a minimal subgroup relative to which U is projective. Then U is a direct summand of

UÓGQÒGQ so it is a direct summand of T ÒGQ for some indecomposable direct summand T of UÓGQ . If
T 1 is another indecomposable KQ-module such that U is a direct summand of T 1ÒGQ , then T is adirect summand of T 1ÒGQÓGQ . Mackey’s formula says that

T 1ÒGQÓGQ“
à

gPrQzG{Qs
p gT 1Ó

gQ
QX gQqÒ

Q
QX gQ .

Hence T is a direct summand of p gT 1Ó gQ
QX gQqÒ

Q
QX gQ , and therefore U is relatively QX gQ-projective,for some g P G. Since Q is a minimal subgroup relative to which U is projective, Q “ Q X gQ andhence g P NGpQq. It follows that T is actually a direct summand of gT 1, for this g P G. Since Tand T 1 are indecomposable, however, this means that T “ gT 1, so T is unique up to conjugacy byelements of NGpQq.Now T “ gT 1 is an idecomposable direct summand of UÓGQ by definition, so T 1 “ g´1T is a directsummand of p g´1UqÓGQ . However, U – g´1U as KG-modules, so this means that T 1 is also a directsummand of UÓGQ .

Definition 28.2Let U be an indecomposable kG-module. A vertex of U is a minimal subgroup Q of G such that Uis relatively Q-projective. The vertices of U are unique up to G-conjugacy.A KQ-source, or simply source of U is a KQ-module T for which U is a direct summand of TÒGQ ,for some vertex Q of U . For a fixed vertex Q, the sources of U are unique up to NGpQq-conjugacy.
Exercise 28.3Let H ď G and J ď G. Let U be a KG-module. If U is H-projective and W is an indecomposabledirect summand of UÓGJ then W is J X gH-projective for some element g P G, and there is a vertexof W that is contained in this subgroup J X gH .
The idea is that the closer the vertex of a module is to the trivial group, the closer the module is tobeing projective: a KG-module U with trivial vertex is t1u-projective and hence projective.
Proposition 28.4(a) The vertices of an indecomposable KG-module are p-groups.

(b) If P is a p-group and H is a subgroup of P then KÒPH is an indecomposable KP-module.
(c) The vertices of the trivial KG-module K are Sylow p-subgroups of G.

Proof :(a) By Theorem 27.9, we know that every KG-module is projective relative to a Sylow p-subgroup of
G. Therefore vertices are contained in Sylow p-subgroups, and hence are themselves p-groups.(b) Because P is a p-group, the only simple KP-module is the trivial module K (see Cor. 17.3).Moreover,

dim socpKÒPHq “ dim HomKPpK,KÒPHq
“ dim HomKHpKÓHP , K qby Frobenius reciprocity (Theorem 20.10 (b)). But HomKHpK ÓPH , K q – K so this, and hencesocpK ÒPHq, has dimension 1. If K ÓHP is decomposable then K ÓHP“ U ‘ V for some KP-modules
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U and V , and hence socpK ÓHP q “ socpUq ‘ socpV q. This contradicts the fact that socpK ÒPHq hasdimension 1, therefore KÒPH is indecomposable.(c) Let Q be a vertex of K and let P be a Sylow p-subgroup of G which contains Q. Then K | KÒGQ , so
KÓGP is a summand of KÒGQÓGP“À

gPrPzG{Qs KÒPPX gQ and hence is a summand of KÒPPX gQ for some
g P G. By part (b), since P is a p-group, K ÒPPX gQ is indecomposable. Thus K ÓGP“ K ÒPPX gQ andhence P X gQ “ P , so Q is a Sylow p-subgroup of G.

29 The Green Correspondence
The Green correspondence is used to reduce questions about indecomposable modules to a situationwhere the vertex of the module is a normal subgroup. This technique is very useful in many situations,particularly in block theory. Many properties in modular representation theory are believed to bedetermined by normalisers of p-subgroups.We will need the following easy properties of vertices and sources in the proof of Green’s correspon-dence.
Exercise 29.1Prove the following Lemma.

Lemma 29.2Let Q be a p-subgroup of G and let L be a subgroup of G containing NGpQq.(a) Suppose that V is an indecomposable KL-module with vertex Q and let U be a directsummand of VÒGL such that V is a direct summand of UÓGL . Then Q is also a vertex of U .
(b) Suppose that V is an indecomposable KL-module which is Q-projective and there existsan indecomposable direct summand U of VÒGL with vertex Q. Then V also has vertex Q.

Exercise 29.3Let U be an indecomposable KG-module with vertex Q and let L be a subgroup of G containing Q.Prove that there exists an indecomposable direct summand of UÓGL with vertex Q.
Theorem 29.4 (Green Correspondence)Let Q be a p-subgroup of G and let L be a subgroup of G containing NGpQq.

(a) Let U be an indecomposable KG-module with vertex Q. Then in any decomposition of UÓGL intoa direct sum of indecomposable modules, there is a unique indecomposable direct summandwith vertex Q which we denote by fpUq. Writing UÓGL “ fpUq‘X , then every direct summandof X is projective relative to a subgroup of the form LX xQ for some x P GzL.
(b) Let V be an indecomposable KL-module with vertex Q. Then in any decomposition of VÒGL intoa direct sum of indecomposable modules, there is a unique indecomposable direct summandwith vertex Q which we denote by gpV q. Writing VÒGL “ gpV q‘Y , then every direct summandof Y is projective relative to a subgroup of the form Q X xQ for some x P GzL.
(c) With this notation, we then have gpfpUqq – U and fpgpV qq – V .
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Proof : We first note some properties of the groups Q X xQ and LX xQ for x P GzL.• Since NGpQq ď L, x does not normalize Q and hence Q X xQ is a proper subgroup of Q.• LX xQ may be the same size of Q, in which case it is equal to xQ.• Suppose that L X xQ is conjugate to Q in L: L X xQ “ zQ for some z P L. Then xQ “ zQ so

z´1xQ “ Q and hence z´1x P NGpQq ď L. Therefore x P zL “ L. This contradicts x P GzL.Therefore LX xQ is not conjugate to Q in L.Let V be an indecomposable KL-module with vertex Q.
Claim: Any decomposition of V ÒGL ÓGL into a direct sum of indecomposable KL-modules has a uniquedirect summand with vertex Q, and all other direct summands are projective relative to subgroups of theform LX xQ with x R L.

Pf of claim Let T be a KQ-source for V and write TÒLQ“ V ‘ Z for some KL-module Z . Let V 1 and Z 1 denote
KL-modules such that VÒGL ÓGL“ V ‘ V 1 and ZÒGL ÓGL“ Z ‘ Z 1. Then, on the one hand we have

TÒGQÓGL – pV ‘ Z qÒGL ÓGL
“ VÒGL ÓGL ‘ZÒGL ÓGL
“ V ‘ V 1 ‘ Z ‘ Z 1.

On the other hand, by Mackey we also have
TÒGQÓGL “

à

xPrLzG{Qs
p xTÓ

xQ
LX xQqÒ

L
LX xQ

– TÒLQ ‘
˜

à

xPrLzG{Qs, xRL
p xTÓ

xQ
LX xQqÒ

L
LX xQ

¸

“ V ‘ Z ‘
˜

à

xPrLzG{Qs, xRL
p xTÓ

xQ
LX xQqÒ

L
LX xQ

¸

.

Therefore
V ‘ V 1 ‘ Z ‘ Z 1 – V ‘ Z ‘

˜

à

xPrLzG{Qs, xRL
p xTÓ

xQ
LX xQqÒ

L
LX xQ

¸

.

Clearly all direct summands not in V ‘ Z are projective relative to subgroups of the form L X xQfor some x R L. We already saw that L X xQ is not conjugate to Q for any x R L. Hence V is theunique direct summand of VÒGL ÓGL“ V ‘ V 1 with vertex Q, and all other direct summands in V 1 areprojective relative to subgroups of the form LX xQ with x R L.
Pf of (b) We continue with the notation above, with V an indecomposable KL-module with vertex Q. Write

VÒGL as a direct sum of indecomposable KG-modules and pick a direct summand U such that UÓGLhas V as a direct summand. By Lemma 29.2 (a), since Q is a vertex of V , Q is also a vertex of U .Therefore VÒGL has at least one direct summand with vertex Q.Let U 1 be another direct summand of VÒGL . Then VÒGL“ U ‘ U 1 ‘ X for some KG-module X , soin the notation of the claim, V ‘ V 1 “ UÓGL ‘U 1ÓGL ‘XÓGL . Therefore U 1ÓGL is a direct summandof V 1 and hence every indecomposable direct summand of U 1ÓGL is projective relative to a subgroup
L X yQ, for some y R L. Now since V is a direct summand of TÒLQ and U 1 is a direct summand of
VÒGL , it follows that U 1 is a direct summand of TÒGQ and hence U 1 is projective relative to Q. Hence
U 1 has a vertex Q1 which is a subgroup of Q.Let S be a KQ1-source of U 1. Theorem 28.1 (b) shows that S is a direct summand of U 1ÓGQ1 .Since Q1 ď L, U 1ÓGQ1“ U 1ÓGL ÓLQ1 and hence S is a direct summand of YÓLQ1 for some indecomposable
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direct summand Y of U’ÓGL . It follows from Exercise 29.3 that Q1 is also a vertex of Y . But theindecomposable direct summands of U 1ÓGL are projective relative to subgroups of the form L X yQfor some y R L. Therefore one of the subgroups LX yQ with y R L contains an L-conjugate of Q1 –in other words, zQ1 Ď L X yQ for some z P L. Hence Q1 Ď z´1yQ where z´1y R L. This shows that
Q1 Ď Q X xQ for some x R L, proving part (b) with gpV q :“ U .

Pf of (a) Suppose now that U is an indecomposable KG-module with vertex Q and let T be a KQ-source of
U . Then U is a direct summand of TÒGQ“ TÒLQÒGL , so there is an indecomposable direct summand
V of TÒLQ such that U is a direct summand of VÒGL . This means that V is Q-projective (since it isa direct summand of TÒLQ), and so by Lemma 29.2 (b), Q is a vertex of V .By Exercise 29.3, there exists an indecomposable direct summand Y of UÓGL with vertex Q. But UÓGLis a direct summand of V ÒGL ÓGL and the claim shows that the only direct summand of V ÒGL ÓGL withvertex Q is V . Therefore Y – V and in any expression of UÓGL as a direct sum of indecomposables,one direct summand is isomorphic to V and the rest are projective relative to subgroups of the form
LX xQ for some x R L. This proves part (a).

Pf of (c) Finally, part (c) follows from parts (a) and (b) and the fact that U is isomorphic to a direct summandof UÓGL ÒGL and V is isomorphic to a direct summand of VÒGL ÓGL .



Chapter 8. Splitting p-modular systems and Brauer Reciprocity

The goal of this chapter is to define splitting p-modular systems and to prove Brauer Reciprocity forgroup algebras. A p-modular system is a triple pK,O, kq such that K is a field of characteristic 0, Ois a discrete valuation ring contained in K which has unique maximal ideal JpOq, and k is a field ofcharacteristic p such that k – O{JpOq. We will use p-modular systems and Brauer reciprocity in thesubsequent chapters to get information about kG (which is complicated) from KG (which is semisimpleand therefore much better understood) via the group algebra OG.
Notation: All modules in this chapter are assumed to be finitely generated.
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30 Lifting Idempotents
Definition 30.1A discrete valuation ring is a principal ideal domain O with a surjective valuation map

ν : Ozt0u Ñ N0 such that for all a, b P Ozt0u,
• νpaq ě 0
• νpabq “ νpaq ` νpbq, and
• νpa` bq ě mintνpaq, νpbqu,

and νp0q “ 8. The map ν is called an exponential valuation. The ring O has a maximal ideal
ta P O | νpaq ě 1u. Since it is the unique maximal ideal of O it is equal to the Jacobson radical
JpOq. Note that Oˆ “ OzJpOq so O is a local ring.

For a more general introduction to valuation rings, see [Web16, Appendix A]. For the rest of this sectionlet O denote a discrete valuation ring with maximal ideal JpOq, and assume that O is complete with
85
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respect to the valuation ν; that is, every sequence in O which is Cauchy with respect to ν converges.Let k :“ O{JpOq be the residue field of O. For a finitely generated free O-algebra A, we write A forthe k-algebra A{JpOqA, and for any x P A we let x denote its image in A.
Example 16 (Complete discrete valuation ring)Let p be a prime and let O :“ Zp be the ring of p-adic integers – that is,

Zp “

#

8
ÿ

i“k
aipi | k P Zě0 and ai P t0, . . . , p´ 1u+ .

Let ν denote the exponential p-adic valuation defined by νpaipiq “ i for all ai P t0, . . . , p´ 1u and
i ě 0. Then O is a discrete valuation ring and is complete with respect to ν, with maximal ideal
JpOq “ pZp and residue field Zp{pZp “ Fp.

Proposition 30.2Let A be a finitely generated O-algebra.
(a) For every idempotent x P A, there exists an idempotent e P A such that e “ x .
(b) Aˆ “ ta P A | a P Aˆu.
(c) If e1, e2 P A are idempotents such that e1 “ e2 then there is a unit u P Aˆ such that

e1 “ ue2u´1 .
(d) The quotient map ¯ : AÑ A induces a bijection between the central idempotents of A and thecentral idempotents of A.

Proof : (a) Let x P A be an idempotent. Let x0 P A be a pre-image of x under the quotient map A Ñ Aand define a sequence pxnqn in A by xn`1 :“ 3x2
n ´ 2x3

n for n ě 0. We will show that this sequenceconverges to a limit e P A which is an idempotent such that e “ x .For n ě 0, define yn :“ x2
n ´ xn.

Claim: yn P JpOq2n for all n.
Proof of claim: By induction on n. When n “ 0 we have y0 “ x20´x0 and y0 “ x2´x “ 0because x is an idempotent. Hence y0 is in the kernel of the quotient map. In other words,
y0 P JpOq so the hypothesis holds for n “ 0. Now suppose that yn P JpOq2n . Then

yn`1 “ x2
n`1 ´ xn`1 “ 9x4

n ` 4x6
n ´ 12x5

n ´ 3x2
n ` 2x3

n “ 4y3
n ´ 3y2

n.and this is an element of JpOq2n`1 because yn P JpOq2n , and the claim is proved.We have xn`1 ´ xn “ 3x2
n ´ 2x3

n ´ xn “ ynp1 ´ 2xnq P JpOq2n because JpOq2n is an ideal. Hence
pxnqn is a Cauchy sequence in A. But A is a finitely generated O-module and O is complete sothere exists a limit e :“ limnÑ8 xn P A.Now e2 ´ e “ limnÑ8px2

n ´ xnq “ limnÑ8pynq “ 0 because yn P JpOq2n , so e is an idempotent.Finally, for all n ě 1 we have xn´x0 “ pxn´xn´1q`pxn´1´xn´2q`¨ ¨ ¨`px2´x1q`px1´x0q P JpOq,so limnÑ8pxn ´ x0q “ e´ x0 P JpOq and therefore e “ x0 “ x .(b) Let u P A such that u P Aˆ is a unit with inverse v . Let v be a preimage of v under the quotientmap. Then y :“ 1´ uv P JpOq. It follows that yn P JpOqn, therefore ř8

n“0 yn converges in A and
uv

8
ÿ

n“0y
n “ p1´ yq 8ÿ

n“0y
n “ 1.
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Hence u has a right inverse in A. Similarly, u has a left inverse in A, so u P Aˆ.The other direction is clear: if u P Aˆ has inverse v P A, then u P A has inverse v P A, so u P Aˆ.(c) Fix u :“ 1´e1´e2`2e1e2. Then u “ 1´2e1`2e12 “ 1 because e1 is an idempotent. Hence bypart (b), u P Aˆ and furthermore, e1u “ e1´e21´e1e2`2e21e2 “ ue2 so e1 “ ue2u´1 as required.(d) Firstly, the image of a central idempotent of A under the quotient map is a central idempotent of
A. It remains to show that the restriction of the quotient map to the central idempotents of A is abijection.Suppose that e1, e2 P A are two central idempotents such that e1 “ e2. Then by part (c), e1 and
e2 are conjugate in A. But e1 and e2 are central so this means that e1 “ e2. Thus the quotientmap is injective on central idempotents.Let e P A be a central idempotent. By part (a), there exists a preimage e P A of e under the quotientmap which is an idempotent. We will show that e is central. The quotient map sends p1´ eqAe to0 because e is central. Therefore p1 ´ eqAe “ JpOqp1 ´ eqAe so p1 ´ eqAe “ 0 by Nakayama’sLemma (Theorem 9.3). Similarly eAp1´ eq “ 0. Therefore

A “ pe` 1´ eqApe` 1´ eq “ eAe` p1´ eqAp1´ eq,
so every element x P A can be written as x “ eae`p1´eqbp1´eq for some a, b P A. In particular,all elements of A commute with e so e is central.

We will need the following result for the next corollary.
Exercise 30.3

Lemma 30.4Let A be a finitely generated algebra over a commutative ring R . Let P be a projective in-decomposable A-module. Prove that there exists an idempotent e P A such that P – Ae as
A-modules.

Corollary 30.5(Continue with the notation from before Exercise 30.3.) Let V be a projective A-module. Then thereexists a projective A-module M such that V – M{JpOqM .
Proof : By Lemma 30.4 there exist idempotents f1, . . . , fr P A such that V – Af1 ‘ ¨ ¨ ¨ ‘ Afr . It then followsfrom Proposition 30.2 (a) that we can choose idempotents e1, . . . , er P A such that ei is a pre-image of

fi in A for each 1 ď i ď r. Let M :“ Ae1 ‘ ¨ ¨ ¨ ‘ Aer . Then M is projective (see Example 14) and
M{JpOqM – V .

31 Splitting fields
Let R and S be commutative rings and suppose that there exists a ring homomorphism φ : R Ñ S.Then there is a right action of R on S given by s.r :“ sφprq for all s P S, r P R . This allows us totensor S by R on the right.
Notation 31.1Let A be an R-algebra and let U be an A-module. Then AS :“ S bR A is an S-algebra with actionof S given by s.ps1 b aq “ ss1 b a for all s, s1 P S and a P A; and US :“ S bR U is an AS-module
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with action of AS given by ps1 b aq.ps2 b uq “ s1s2 b a.u for all s1, s2 P S, a P A, u P U .

Definition 31.2If R is contained in S and φ : R ãÑ S is the inclusion map, then the process above is called
extension of scalars. We say that the module US is obtained from U by the extension of scalars.

Definition 31.3 (Splitting field for an algebra)Let F be a field and let A be a finite dimensional F-algebra. An extension field E of F is a splitting
field for A if and only if EndAE pSq – E for all simple AE-modules S.

Exercise 31.4 (Splitting fields for an algebra)

Lemma 31.5Let F be a field and let A be a finite dimensional F-algebra. Prove the following.
(a) The algebraic closure F of F is a splitting field for A.
(b) There is a finite extension F1 | F such that F1 is a splitting field for A.

Definition 31.6 (Splitting field for a group)Let G be a finite group. A splitting field for G is a field F which is a splitting field for the groupalgebra FG.
Remark 31.7The character theory of a group over a splitting field of characteristic 0 is the same as the charactertheory of a group over C, which you may have seen in previous courses.
Example 17Let G be a p-group and suppose that F is a field of characteristic p. Then the trivial module F isthe only simple FG-module (see Corollary 17.3) and EndFGpF q – F , so F is a splitting field for G.
32 O-forms
Definition 32.1Let O be a complete discrete valuation ring and let F :“ fracpOq be the fraction field of O. Let

A be a free O-algebra of finite rank, and let V be an AF -module. An O-form of V is an O-free
A-submodule of V which has an O-basis which is also an F-basis of V .

Proposition 32.2There exists an O-form of V .
Proof : Let v1, . . . , vr be an F-basis of V and let M :“ Av1 ` ¨ ¨ ¨ ` Avr . Then M is a finitely generated A-module which is torsion free and hence free over O (since O is a principal ideal domain). Let m1, . . . , mtbe an O-basis of M . Then the mi span V . We will show that the mi are also linearly independent over

F , and hence t “ r and m1, . . . , mt is an F-basis for V , so M is an O-form for V .



89
Suppose that λ1m1 ` ¨ ¨ ¨ ` λtmt “ 0 for some λi P F . Because F is the field of fractions of O, foreach i P t1, . . . , tu we can write λi “ ai

bi where ai, bi P O. Therefore γ1m1 ` ¨ ¨ ¨ ` γtmt “ 0 where
γi “ ai

ś

jPt1,...,ruzi bj . Now since tmiu is an O-basis, this implies that γi “ 0, and hence ai “ 0, for all1 ď i ď t. In particular, λi “ 0 for all 1 ď i ď t and hence the mi are linearly independent over F . Thus
m1, . . . , mt is an F-basis for V .

33 Splitting p-modular systems
Definition 33.1 (p-modular systems)

(a) A triple pK,O, kq is a p-modular system if
– O is a complete discrete valuation ring with unique maximal ideal JpOq,
– K :“ fracpOq is a field of characteristic 0, and
– k :“ O{JpOq is a field of characteristic p.

K O k

(b) [Splitting p-modular system for an algebra] Let pK,O, kq be a p-modular system. If A is afree O-algebra of finite rank, K is a splitting field for AK , and k is a splitting field for A, then
pK,O, kq is a splitting p-modular system for A.

(c) [Splitting p-modular system for a finite group] Let pK,O, kq be a p-modular system. If G is afinite group and pK,O, kq is a splitting p-modular system for OG, then we say that pK,O, kqis a splitting p-modular system for G.
Remark 33.2Let pK,O, kq be a p-modular system and let G be a finite group with exponent m. If K contains aprimitive m-th root of unity then pK,O, kq is a splitting p-modular system for G.
34 Brauer Reciprocity
We will need the following results for the proof of Brauer Reciprocity.
Exercise 34.1Let A be a finite dimensional algebra over a commutative ring R . Let V be an A-module and e P Aan idempotent. Prove that HomApAe, V q – eVas EndApV q-modules.
For the rest of this section we let G be a finite group and let pK,O, kq be a splitting p-modular systemfor G.
Notation 34.2Recall that Theorem 26.2(c) showed that for a group algebra over a field there is a bijection between
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projective indecomposable modules (up to isomorphism) and simple modules (up to isomorphism).Let S be a simple KG-module or a simple kG-module. We let PS denote a projective cover of S,that is the PIM corresponding to S via this bijection.

Theorem 34.3 (Brauer Reciprocity)Let V1, . . . , Vl be a complete set of representatives of isomorphism classes of simple KG-modules,and let S1, . . . , St be a complete set of representatives of isomorphism classes of simple kG-modules.
(a) If V is a KG-module and M is an O-form of V , then the number of composition factors of

M :“ M{JpOqM isomorphic to Sj for each 1 ď j ď t does not depend on the choice of the
O-form M .

(b) Let e1, . . . , et P OG be idempotents such that kGej is a projective cover of Sj for each1 ď j ď t. Let PVi be a projective cover of Vi for 1 ď i ď l. Define dij to be the number ofcomposition factors of the reduction of an O-form of Vi which are isomorphic to Sj (by part(a), this is well defined). Then
KGej –

l
à

i“1 dijPVi .

Proof : (a) Let M be an O-form for V . Let M “ M0 ą M1 ą ¨ ¨ ¨ ą Mr “ 0 be a composition series for thequotient module M . Fix a j P t1, . . . , tu and let PSj be a projective cover of Sj . By Lemma 30.4and Proposition 30.2, there exists an idempotent ej P OG such that PSj “ kGej .For any 1 ď i ď r, we have an exact sequence of kG-modules 0 Ñ Mi Ñ Mi´1 Ñ Mi´1{Mi Ñ 0.It then follows from Proposition-Definition 25.1 (a) that
0 Ñ HomkGpPSj ,Miq Ñ HomkGpPSj ,Mi´1q Ñ HomkGpPSj ,Mi´1{Miq Ñ 0

is exact. Hence
dimk HomkGpPSj ,Mq “ dimk HomkGpPSj ,M0q

“ dimk HomkGpPSj ,M1q ` dimk HomkGpPSj ,M0{M1q
“ dimk HomkGpPSj ,M2q ` dimk HomkGpPSj ,M1{M2q

` dimk HomkGpPSj ,M0{M1q
“ . . .

“

r
ÿ

i“1 dimk HomkGpPSj ,Mi´1{Miq.

By Proposition 27.1(a), we know that for each 1 ď i ď r,
dimk HomkGpPSj ,Mi´1{Miq “

# dimk EndkGpSjq if Mi´1{Mi – Sj0 otherwise.
Since k is a splitting field for G, EndkGpSjq – k so dimkpEndkGpSjqq “ 1. Therefore the dimensiondimk HomkGpPSj ,Mq just counts the number of composition factors of M isomorphic to Sj .On the other hand, Exercise 34.1 shows that HomkGpPSj ,Mq – ejM. Since O is a principal idealdomain and ejM ď M is a submodule of a free O-module, ejM is also free over O. HencedimkpejMq “ dimkpejM{JpOqejMq “ rankpejMq. By Proposition 32.2, rankpejMq “ dimK pejV q.
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Thus, for any 1 ď j ď t, the number of composition factors of M isomorphic to Sj is equal todimK pejV q, and is therefore independent of the choice of the O-form M .

(b) By Theorem 26.2(b), tPViuli“1 is a complete set of representatives of the isomorphism classes ofprojective indecomposable KG-modules. Since K is a splitting field for G Theorem 13.2 holds for
KG (see Remark 13.3) and hence Corollary 26.2 also applies. It follows that the regular module
KG˝ decomposes into a direct sum of PVi ’s, each appearing dimK PVi{ radpPViq “ dimK Vi times.Hence, for any 1 ď j ď t, there exist non-negative integers d1ij such that

KGej “
l

à

i“1 d
1
ijPVi ,

where d1ij “ dimK HomKGpKGej , Viq. Fix i P t1, . . . , lu and j P t1, . . . , tu. It only remains to showthat d1ij “ dij . Choose an O-form Mi of Vi. We have,
d1ij “ dimK HomKGpKGej , Viq
“ dimK ejVi by Exercise 34.1
“ rankpejMiq by Proposition 32.2
“ dimk ejM i

“ dimk HomkGpkGej ,M iq

“ dij .

Definition 34.4The decomposition matrix of G is the matrix D :“ pdijq1ďiďl,1ďjďt , where the dij are positiveintegers defined in the previous theorem.
Remark 34.5The decomposition matrix D is independent of the choice of splitting p-modular system pK,O, kqfor G.



Chapter 9. Character Theory and Decomposition Matrices

The goal of this chapter is to define a character theory for modular representations of finite groups andto use character theory to learn more about the decomposition matrices of finite groups.
Notation: Throughout, G denotes a finite group and pK,O, kq is a splitting p-modular system for G.
References:

[Alp86] J. L. Alperin. Local representation theory. Vol. 11. Cambridge Studies in Advanced Mathe-matics. Cambridge University Press, Cambridge, 1986.[Isa94] I. M. Isaacs. Character theory of finite groups. Dover Publications, Inc., New York, 1994.[Nav98] G. Navarro. Characters and blocks of finite groups. Cambridge University Press, Cambridge,1998.[Web16] P. Webb. A course in finite group representation theory. Vol. 161. Cambridge Studies inAdvanced Mathematics. Cambridge University Press, Cambridge, 2016.
35 Ordinary Characters
In this section we will briefly review some important definitions and results from ordinary charactertheory. We work over K , a splitting field for G of characteristic 0. In particular, KG is semisimple. Thecharacter theory of G over K is the same as the character theory of G over C, which you have probablyseen in an earlier course.
Definition 35.1Let ρ : G Ñ GLpV q be a K -representation of G for some V – K n, n ě 1. Then

χ : G Ñ K
g ÞÑ trpρpgqq

is the character of ρ, or the character afforded by ρ. If ρ has degree one then χ is called a linearcharacter. If ρ is an irreducible representation then χ is called an irreducible character. We denotethe set of irreducible characters of G by IrrpGq.
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Remark 35.2

• Let X : G Ñ GLnpK q be a matrix representation of G of degree n ě 1. Then
χ : G Ñ K

g ÞÑ trpXpgqq
is the character of X or the character afforded by X .• Exercise 35.3Show that two similar matrix representations afford the same character.

Exercise 35.4

Lemma 35.5Let X : G Ñ GLnpCq be a complex representation of G of degree n ě 1 and let χ be thecharacter afforded by X .
(a) χp1q “ n.
(b) χpgq is a sum of opgq-th roots of unity for all g P G.
(c) |χpgq| ď χp1q for all g P G.
(d) χ is also a character of G, defined by χpgq “ χpg´1q for all g P G.
(e) χpgq “ χph´1ghq for all g, h P G, i.e. characters are class functions.

Notation 35.6Let C1, . . . , Cd be the conjugacy classes of G and denote the class sums by
Ĉi :“ ÿ

gPCi

g

for each 1 ď i ď d. Let ClpGq denote the set of complex valued class functions of G.
Theorem 35.7The class sums Ĉi, . . . , Ĉd are a basis for Z pKGq.
Proof : Let h P G. Then for any 1 ď i ď d,

hĈi “
ÿ

gPCi

hg “
ÿ

gPCi

hgh´1h “ Ĉih

since as g runs over Ci, so does hgh´1. Hence Ĉi P Z pKGq for any 1 ď i ď d. Since tg P Gu is a basisfor KG, the set of class sums tĈiu1ďiďd is linearly independent since they are sums of disjoint sets ofelements of G.
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Let h P G and let z P Z pKGq such that z “ ř

gPG agg. Then
ÿ

gPG
agg “ z “ h´1zh “ ÿ

gPG
agh´1gh “ ÿ

gPG
aggh.

Equating coefficients in the sums shows that ag is constant on conjugacy classes so z “
řd
i“1 agi Ĉi,where gi P Ci. In particular, Z pKGq Ď xĈiy and hence Ĉ1, . . . , Ĉr is a basis for Z pKGq.

Remark 35.8Two irreducible representations with the same character are similar. Thus by the arguments inChapter 3 we have the following bijections
IrrpGq Ø " Irreducible K -reps of Gup to equivalence

*

Ø

" Simple KG-modulesup to isomorphism.
*

and since KG is semisimple, these sets are of size dimK pZ pKGqq by Corollary 13.4.
Corollary 35.9The number of conjugacy classes of G is equal to | IrrpGq|.
Proof : Immediate from Remark 35.8 and Theorem 35.7.
Definition 35.10The regular character is the character χreg afforded by the regular representation ρreg of G (seeExample 8).
Lemma 35.11For any g P G,

χregpgq “
"

|G| if g “ 10 otherwise
Proof : Let g P G. Then ρregpgq “ pahkqh,kPG where

ahk “
" 1 if hg “ k0 otherwise.

In particular, χregpgq “ trpρregpgqq “ #th P G | hg “ hu “
"

|G| if g “ 10 otherwise
Proposition 35.12We have χreg “ ř

χPIrrpGq χp1qχ .
Proof : By Theorem 13.2, since K is a splitting field for G and KG is semisimple, every irreducible repre-sentation X of G appears in the regular representation ρreg exactly dimK pXq times. The result follows.
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Exercise 35.13

Corollary 35.14 (Degree forumla)Let IrrpGq “ tχ1, . . . , χdu. Then |G| “ řd
i“1 χip1q2.

Notation 35.15Let χ P IrrpGq and let X be an irreducible representation of G affording χ . Let S be the simplemodule corresponding to X as in Proposition 15.3. Then fix eχ :“ eS , where the latter is the centralprimitive idempotent associated to S as in Scholium 12.6.
Remark 35.16We can linearly extend a matrix representation of G to a representation of the group algebra KG,

X : KG Ñ MnpK q.

The character of X is defined by χ : KG Ñ K , χpgq “ trpXpgqq for all g P G and its restriction to
G is just a character of G. We can therefore consider characters acting on elements of KG and notjust on elements of G.

Proposition 35.17For any χ P IrrpGq, we have
eχ “

1
|G|

ÿ

gPG
χp1qχpg´1qg.

Proof : Write eχ “ ř

gPG agg. By Lemma 35.11, we have for any g P G,
χregpeχg´1q “ χreg

˜

ÿ

hPG
ahhg´1¸ “ ÿ

hPG
ahχregphg´1q “ ag|G|.

On the other hand, Proposition 35.12 shows that
χregpeχg´1q “ ÿ

ψPIrrpGqψp1qψpeχg´1q.
Now eχg´1 P eχKG, so by the orthogonality of the idempotents, eχg´1 is in the kernel of ψ for all
ψ P IrrpGq such that ψ ‰ χ . Therefore ag|G| “ χp1qχpeχg´1q. But the idempotent eχ is the identity in
eχKG, so χpeχg´1q “ χpg´1q for all g P G, χ P IrrpGq. Hence

eχ “
ÿ

gPG
agg “

ÿ

gPG

χp1qχpeχg´1q
|G| g “ 1

|G|
ÿ

gPG
χp1qχpg´1qg,

as claimed.
Theorem 35.18 (First Orthogonality Relations)For all h P G and all χ, ψ P IrrpGq,

1
|G|

ÿ

gPG
χpghqψpg´1q “ δχψ

χphq
χp1q
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In particular, for h “ 1 we have

1
|G|

ÿ

gPG
χpgqψpg´1q “ " 1 if χ “ ψ0 otherwise

Proof : Let eχ and eψ be the central primitive idempotents associated to the irreducible characters χ and ψas in Notation 35.15. Since they are orthogonal idempotents, eχeψ “ δχψeχ . Hence from the formulagiven in Proposition 35.17, we have
|G|eχeψ “

1
|G|

ÿ

hPG

ÿ

gPG
χp1qψp1qχph´1qψpg´1qhg “ δχψ |G|eχ “ δχψ

ÿ

kPG
χp1qχpk´1qk.

Comparing coefficients for k P G and dividing by χp1q shows that1
|G|

ÿ

g,hPG,hg“k
ψp1qχph´1qψpg´1q “ δχψχpk´1q.

Hence with h “ kg´1, 1
|G|

ÿ

gPG
ψp1qχpgk´1qψpg´1q “ δχψχpk´1q.

Now writing h instead of k throughout we get the desired result.
Proposition 35.19The map

x , y : ClpGq ˆ ClpGq Ñ C

pχ, ψq ÞÑ xχ, ψy :“ 1
|G|

ÿ

gPG
χpgqψpg´1q

is a symmetric C-bilinear form. The irreducible characters IrrpGq form an orthonormal basis forClpGq with respect to x , y. Further, x , y is positive definite.
Proof : • Bilinearity: Exercise• Symmetry: Exercise• C-linear independence of IrrpGq: Exercise• IrrpGq is an orthonormal basis for ClpGq: Exercise• Positive definiteness: Exercise
Corollary 35.20

(a) Let f be a class function of G. Then f “ ř

χPIrrpGqxf , χyχ .
(b) A character χ of G is irreducible if and only if xχ, χy “ 1.

Proof : (a) For ψ P IrrpGq we have
C

ÿ

χPIrrpGqxf , χyχ, ψ
G

“
ÿ

χPIrrpGqxf , χyxχ, ψy “ xf , ψy
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by the first orthogonality relations. Hence

C

f ´
ÿ

χPIrrpGqxf , χy, ψ
G

“ 0
for all ψ P IrrpGq. Therefore f ´ř

χPIrrpGqxf , χy “ 0 by Proposition 35.19, so f “ ř

χPIrrpGqxf , χyχ .(b) Since IrrpGq is a basis for the class functions of G by Proposition 35.19, and characters are classfunctions by Lemma 35.5 (e), ψ is a character of G if and only if
ψ “

ÿ

χPIrrpGqnχχfor some nχ ě 0. Thus,
xψ,ψy “

ÿ

χ,µ
nχnµxχ, µy “

ÿ

χ,µ
nχnµδχµ “

ÿ

χ,µ
n2
χ .

Therefore xψ,ψy “ 1 if and only if there exists a unique χ P IrrpGq with nχ “ 1 and nφ “ 0 for all
φ P IrrpGq such that φ ‰ χ . In other words, xψ,ψy “ 1 if and only if ψ “ χ P IrrpGq.

Theorem 35.21 (Second Orthogonality Relations)For all g, h P G, we have
ÿ

χPIrrpGqχpgqχph
´1q “ "

|CGpgq| if g is conjugate to h0 otherwise
Proof : The first orthogonality relations (Theorem 35.18) shows that since characters are class functions, forany χ, ψ P IrrpGq we have

δχψ |G| “
ÿ

gPG
χpgqψpg´1q “ d

ÿ

i“1χpgiq|Ci|ψpg
´1
i q,

where g1, . . . , gd is a set of representatives of the conjugacy classes C1, . . . , Cd of G. Define the following
dˆ d matrices:

Id :“ the identity matrix
X :“ pχpgiqqχPIrrpGq,1ďiďd
X̃ :“ pχpg´1

i qqχPIrrpGq,1ďiďd
D :“ diag p|C1|, . . . , |Cd|qThen the equation above can be expressed as

|G|Id “ XDX̃ t ,

so 1
|G|X is a left inverse of DX t , and therefore also a right inverse so we have

|G|Id “ DX̃ tX,

which gives, for each 1 ď i, j ď d,
|G|δij “

ÿ

χPIrrpGq |Ci|χpg
´1
i qχpgjq.



98
Hence, since |G|

|Ci| “ |CGpgiq|, we have
δij |CGpgiq| “

ÿ

χPIrrpGqχpg
´1
i qχpgjq

for all gi P Ci.
Remark 35.22Let ρ : G Ñ GLpV q be a representation of G for some V – K n, n ě 1, and define a KG-modulestructure on V as in Proposition 15.3. Since KG is semisimple, V “ ‘ri“1Si for simple KG-modules

Si. Therefore any matrix representation X associated to ρ is similar to a diagonal representation
X “

¨

˚

˚

˚

˚

˝

X1 0 . . . 00 X2 . . . ...... . . . . . . 00 . . . 0 Xr

˛

‹

‹

‹

‹

‚

,

where Xi are irreducible representations of G called the irreducible constituents of X . Let
χi P IrrpGq denote the character of Xi for each 1 ď i ď r. Then řr

i“1 χi is the character of
X .

Proposition 35.23Representations with the same character are similar.
Proof : Let X and X 1 be representations of G with characters řr

i“1 χi and řs
j“1 χ 1j respectively, where

χi, χ 1j P IrrpGq for all 1 ď i ď r, 1 ď j ď s. Then since the irreducible characters of G are linearlyindependent, if řr
i“1 χi “ řs

j“1 χ 1j then r “ s and without loss of generality, χi “ χ 1i for all 1 ď i ď r.Thus each of the irreducible constituents Xi of X is similar to the corresponding irreducible constituent
X 1i of X 1, so X is similar to X 1.

36 Brauer Characters
Notation 36.1We will now fix a particular splitting p-modular system for G.

• Let X1, . . . , Xr be a complete system of representatives for the isomorphism classes of irre-ducible representations of G over a splitting field of finite degree over Qp.• Let Y1, . . . , Ys be a complete system of representatives for the isomorphism classes of irre-ducible representations of G over a splitting field of finite degree over Fp.• Let k1 | Fp be generated by a |G|p1- root of unity and the entries in the matrices Yipgq for all
g P G, 1 ď i ď s. Then k1 is a finite extension of Fp, so k1 “ Fq for some q “ pf , f ě 1.

• Let K | Qp be generated by a pq-1qth root of unity and the entries in the matrices Xipgq forall g P G, 1 ď i ď r.
• Let O be the integral closure of Zp in K .
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• Define k :“ O{JpOq.

It is possible to show that the ring O is a complete discrete valuation ring. Thus JpOq is its uniquemaximal ideal. The residue class k contains k1 “ Fq, and both K and k are splitting fields for G.Thus pK,O, kq is a splitting p-modular system for G.
Lemma 36.2Let X be a k-representation of G. Then the eigenvalues of Xpgq are contained in k for all g P G.
Proof : Let g P G and write opgq “ pnm for n ě 0 and m ě 1 such that pp,mq “ 1. Then m | |G|p1 .Let ξ be an eigenvalue of Xpgq. Then ξopgq “ 1, so

0 “ ξpnm ´ 1 “ pξm ´ 1qpn,
because k has characteristic p. Therefore ξm “ 1. By construction, k contains k1 which contains the
|G|p1-th roots of unity. The result follows since m | |G|p1 .

Notation 36.3Let ‹ : O Ñ k be the natural quotient map and let U denote the set of p1-roots of unity in Kˆ.
U :“ tα P Kˆ | αm “ 1 for an m P N such that pm, pq “ 1u Ď O.

Proposition 36.4The restriction of ‹ to U defines an injective homomorphism of multiplicative groups ‹ : U Ñ kˆwhich is surjective on the |G|p1th roots of unity.
Proof : First of all we will show that JpOqXZ “ pZ. It is clear that pZ Ď JpOqXZ. Suppose that m P JpOqXZis not divisible by p. Then there exist integers a and b such that ap ` bm “ 1. Therefore 1 P JpOq,which is a contradiction, so every element of JpOq X Z is divisible by p and hence JpOq X Z “ pZ.Let 1 ‰ ζ P U be a primitive mth root of unity. Then

1` x ` x2 ` ¨ ¨ ¨ ` xm´1 “ xm ´ 1
x ´ 1 “

m´1
ź

i“1 px ´ ζ
iq

Setting x “ 1 we see that m is divisible by 1´ ζ . Suppose that ζ‹ “ 1. Then m‹ “ 0 so m P JpOq. But
m is p1 so this contradicts JpOq X Z “ pZ. Hence the only ζ P U such that ζ‹ “ 1 is ζ “ 1, so the ‹map is injective on U .Now since K contains a pq´ 1qth root of unity and |G|p1 divides q´ 1, it is clear that the map ‹ issurjective onto the |G|p1 th roots of unity.

Definition 36.5Denote the set of p-regular elements of G by
G˝ :“ tg P G | p - opgqu

Let X : G Ñ GLnpkq be a matrix representation of G. By the setup of Notation 36.1, for any g P G˝,the eigenvalues β1, . . . , βn of Xpgq lie in kˆ. Thus Proposition 36.4 shows that there exist uniquely
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determined roots of unity ξ1, . . . , ξn P U such that ξ‹i “ βi for 1 ď i ď n. The map

φ : G˝ Ñ O
g ÞÑ ξ1 ` ¨ ¨ ¨ ` ξn

is called the Brauer character of the representation X of G. The degree of φ is n. We note thefollowing.
• φpgq P O Ď Qp even though Xpgq P GLnpkq.• Often the values of Brauer characters are considered as complex numbers (sums of complexroots of unity). In that case then φpgq depends on the choice of embeddding of U into C. Fora fixed embedding, φpgq is uniquely determined up to similarity of X .

Definition 36.6The Brauer character φ is irreducible if X is irreducible. We let IBrpGq denote the set of allirreducible Brauer characters of G. The Brauer character of the trivial representation G Ñ GL1pkq,
g ÞÑ 1 is denoted by 1G˝ . We say that a Brauer character λ is linear if λp1q “ 1.

Notation 36.7Let ClpG˝q denote the set of C-valued class functions on G˝.
Lemma 36.8Let X : G Ñ GLnpkq be a representation of G for some n ě 1. Then for all g P G˝, Xpgq is similarto a diagonal matrix diagpξ‹1 , . . . , ξ‹nq for some ξ1, . . . , ξn P U .
Proof : Let g P G˝. Consider the restriction of X to the cyclic group xgy. Since xgy is abelian, it followsfrom Corollary 17.2 that all irreducible representations of xgy have degree 1. Since popgq, pq “ 1, thecharacteristic of k does not divide |xgy| and hence by Maschke’s Theorem 16.1, kxgy is semisimple.Therefore Xpgq is similar to a diagonal matrix diagpβ1, . . . , βnq for some β1, . . . , βn P kˆ. This yields theresult if we let ξi P U be the unique root of unity such that ξ‹i “ βi for each 1 ď i ď n.
Proposition 36.9Let φ be a Brauer character of G.

(a) φ P ClpG˝q.
(b) For any g P G˝, φpg´1q “ φpgq.
(c) The function φ : G˝ Ñ C, g ÞÑ φpg´1q is a Brauer character
(d) For H ď G, φH :“ φ |H˝ is a Brauer character of H .

Proof : Let X be a matrix representation affording φ.(a) For any g, h P G˝, Xpghq “ Xph´1qXpgqXphq so the Xpgq and Xpghq are similar and thereforehave the same eigenvalues. Thus φpgq “ φpghq for any g, h P G˝.(b) It follows from Lemma 36.8 that for any g P G˝, the matrix Xpgq is similar to a diagonal matrixdiagpξ‹1 , . . . , ξ‹nq for some ξ1, . . . , ξn P U . Hence Xpg´1q “ Xpgq´1 is similar to
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diagppξ´11 q‹, . . . , pξ´1

n q‹q. Now each ξi is a root of unity so ξ´11 “ ξ i for 1 ď i ď n, and hence
φpg´1q “ φpgq for all g P G˝.(c) By (b), the map Y : G Ñ GLnpkq, g ÞÑ Y pgq :“ Xpg´1qt is a representation with character φ.(d) The restriction XH is a representation of H with character φH .

Remark 36.10Suppose that ρ : G Ñ GLpV q is a representation of G for some V – kn, n ě 1, and let X be amatrix representation associated to ρ as in Remark 35.22. Since kG is not semisimple in general,we cannot conclude that X is similar to a diagonal representation. We can however, show thefollowing.Let 0 “ V0 ă ¨ ¨ ¨ ă Vr “ V be a composition series for V for some r P N. Choose a basis for V1.Extend this to a basis of V2, and so on, until you get a basis of V . For this choice of basis, thematrix representation associated to ρ is an upper triangular block matrix of the form
¨

˚

˚

˚

˚

˝

X1 ˚ . . . ˚0 X2 . . . ...... . . . . . . ˚0 . . . 0 Xr

˛

‹

‹

‹

‹

‚

,

where Xi is an irreducible representation corresponding to the simple kG-module Vi{Vi´1 for1 ď i ď r. Hence by abuse of language, we say that X is similar to a representation in upper
block diagonal form. It follows from Jordan-Hölder that the simple modules Vi{Vi´1 are determinedup to isomorphism by V , and hence the irreducible representations Xi are uniquely determined upto similarity by X . As in the semisimple case, the irreducible representations Xi are called the
irreducible constituents of X .

Theorem 36.11A class function φ P ClpG˝q is a Brauer character if and only if it is a non-negative integer linearcombination of elements of IBrpGq.
Proof : By Remark 36.10, if a class function φ is a Brauer character afforded by representation X then X issimilar to a representation in upper block diagonal form and φ is just the sum of the irreducible Brauercharacters afforded by the irreducible constituents of X .
Notation 36.12For g P G, let g “ gpgp1 be the splitting of g into its p-part and its p1-part. Then if opgq “ pnmwith pp,mq “ 1 and 1 “ apn ` bm, then gp “ gbm and gp1 “ gapn .
Proposition 36.13Let X be a representation of kG and let ψ be the trace function on X , ψ : kG Ñ k , ψpgq “ trXpgqqfor all g P G. Let φ be the Brauer character afforded by X , and define φ‹ : G Ñ kˆ by φ‹pgq “

φpgp1q‹ for all g P G. Then,
(a) ψpgq “ ψpgp1q for all g P G,
(b) ψpgq “ φpgp1q‹ for all g P G, and
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(c) tφ‹ | φ P IBrpGqu is the set of trace functions of the irreducible kG-representations.

Proof :(a) Since X is similar to a representation in upper block diagonal form, we can assume that X isirreducible. There is also no loss of generality if we assume that G “ xgy. Then all the irreduciblerepresentations of G are one dimensional. Therefore ψ “ X : G Ñ kˆ is a group homomorphismso ψpgq “ ψpgpqψpg1pq. But gp has p-power order. Therefore ψpgpq P kˆ also has p-powerorder. But in a field of characteristic p, the only element with order a power of p is 1. Therefore
ψpgq “ ψpgp1q, for all g P G.(b) This holds by definition of φ and part (a).(c) This holds because φ‹pgq “ φpgp1q‹ “ trXpgq “ ψpgq for all g P G.

Theorem 36.14The set of irreducible Brauer characters of G, IBrpGq, is linearly independent over C and hence
| IBrpGq| ď dimC ClpG˝q “ The number of conjugacy classes of p1-elements in G

Proof : Omitted.
37 Decomposition Matrices of Finite Groups
In this section we continue with pK,O, kq the splitting p-modular system for G defined in Notation36.1. We now want to look at the connections between representations of G over K (or C), andrepresentations of G over k .
Notation 37.1For a complex class function χ P ClpGq, we denote the restriction of χ to G˝ by χ˝ P ClpG˝q. Wedenote the set of class functions of G which vanish on GzG˝ – i.e. the χ P ClpGq for which χpxq “ 0for all x P GzG˝ – by Cl˝pGq.
Corollary 37.2Let χ be an ordinary character of G. Then χ˝ is a Brauer character of G.
Proof : Let X be an (ordinary) representation of G which affords the character χ . Then X is similar to arepresentation X 1 in block diagonal form, with some irreducible representations of G on the diagonal.Thus the entries in X 1pgq are contained in K for all g P G (see the setup in Notation 36.1). Hence byProposition 32.2, there exists an O-form of the KG-module corresponding to X 1. In other words, X issimilar to some representation of G with matrix entries in O.Let X‹ denote the representation of G over k given by X‹pgq :“ Xpgq‹ for all g P G. Fix an element

g P G˝ and let ξ1, . . . , ξn be the eigenvalues of Xpgq, where n P N is the degree of X . Since pp, opgqq “ 1,the eigenvalues ξ1, . . . , ξn are p1-roots of unity so they lie in U . Then ξ‹1 , . . . , ξ‹n are the roots of thepolynomial detpxI ´ Xpgqq‹ “ detpxI ´ X‹pgqq, and hence ξ‹1 , . . . , ξ‹n are the eigenvalues of X‹pgq.Therefore X‹ is a representation of G over k with Brauer character χ˝.
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Corollary 37.3The set IBrpGq is a basis of ClpG˝q over C. In particular, | IBrpGq| is the number of p1-conjugacyclasses of G.
Proof : By Theorem 36.14, IBrpGq is linearly independent over C. It remains to show that IBrpGq is agenerating set for ClpG˝q. Let µ P ClpG˝q and let α P ClpGq be an extension of µ to a class function of

G. Then by Proposition 35.19, since IrrpGq is a C-basis for ClpGq,
α “

ÿ

χPIrrpGqaχχfor some aχ P C, so
µ “ α˝ “

ÿ

χPIrrpGqaχχ
˝.

By Corollary 37.2 each χ˝ is a Brauer character, and hence by Theorem 36.11, each χ˝ is a non-negative integer linear combination of irreducible Brauer characters. Therefore µ is a linear combinationof irreducible Brauer characters over C, so IBrpGq is a generating set for ClpG˝q. The final claim is thenimmediate.
Remark 37.4Let χ P IrrpGq. Corollary 37.3 says that there exist positive integers dχφ ě 0 such that

χ˝ “
ÿ

φPIBrpGqdχφφ.
Note that if we translate this from characters to modules, we see that the dχφ are the same as thedecomposition numbers from Definition 24.4 and Brauer’s Reciprocity, so the decomposition matrixof G with respect to p is

D “ pdχφqχPIrrpGq,φPIBrpGq.
Corollary 37.5The decomposition matrix D has full rank | IBrpGq|.
Proof : Since IrrpGq is a basis of ClpGq, tχ˝ | χ P IrrpGqu spans ClpG˝q. There is therefore a subset

B Ď tχ˝ | χ P IrrpGqu which forms a basis for ClpG˝q. By Corollary 37.3, the columns of the matrix
pdχφqχPB,φPIBrpGq are linearly independent. Hence D has full rank.

In particular, D has no zero-columns so every φ P IBrpGq is a constituent of at least one χ˝, for some
χ P IrrpGq. This gives us a route to IBrpGq, at least in principle.
Definition 37.6The Cartan matrix of G (with respect to p) is defined to be

C :“ DtD.

Since D has maximum rank, C “ pcφµqφ,µPIBrpGq is a positive definite symmetric matrix with non-negative integer entries. Note that for any φ, µ P IBrpGq,
cφµ “

ÿ

χPIrrpGqdχφdχµ.
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Definition 37.7Let φ P IBrpGq be an irreducible Brauer character afforded by an irreducible k-representation X of

G, and let S be a simple kG-module associated to X . Let PS denote the projective cover of S andlet QS denote a lift of PS to OG as in Corollary 30.6. We say that the character of KG bOG QS isthe projective indecomposable character of φ, and denote it by Φφ .
Corollary 37.8Let φ P IBrpGq. Then

(a) Φφ “
ř

χPIrrpGq dχφχ , and
(b) Φ˝φ “ ř

µPIBrpGq cφµµ.
Proof : (a) This result follows from Brauer reciprocity.(b) This follows from part (a) because

Φ˝φ “ ÿ

χPIrrpGqdχφχ
˝ “

ÿ

χPIrrpGqdχφ
ÿ

µPIBrpGqdχµµ “
ÿ

µPIBrpGq cφµµ

Theorem 37.9If p - |G|, then IBrpGq “ IrrpGq and the decomposition matrix of G is the identity matrix when thecharacters are ordered in the same way for the rows and for the columns.
Proof : If p - |G|, then by Maschke’s theorem, kG is semisimple. By Theorem 13.2 (c), since k is a splittingfield for G, |G| “ dimkpkGq “

ř

φPIBrpGq φp1q2. We also know that |G| “ ř

χPIrrpGq χp1q2 by Exercise35.14. Now
|G| “

ÿ

χPIrrpGqχp1q2 “
ÿ

χPIrrpGq
¨

˝

ÿ

φPIBrpGqdχφφp1q
˛

‚

2
“

ÿ

χPIrrpGq
ÿ

φ,µPIBrpGqdχφdχµφp1qµp1q
ě

ÿ

χPIrrpGq
ÿ

φPIBrpGqpdχφq
2φp1q2 “ ÿ

φPIBrpGq
¨

˝

ÿ

χPIrrpGqpdχφq
2
˛

‚φp1q2 ě ÿ

φPIBrpGqφp1q2 “ |G|,
where the last inequality follows from the fact that for every φ P IBrpGq, there is some χ P IrrpGq with
dχφ ‰ 0. Hence dχφdχµ “ 0 if φ ‰ µ, and for every φ P IBrpGq there exists a unique χ P IrrpGq with
dχφ ‰ 0. In fact dχφ “ 1.

Definition 37.10For φ, ψ P ClpGq or ClpG˝q, we define
xφ, ψy˝ :“ 1

|G|
ÿ

gPG˝
φpgqψpgq.

Note that xφ, ψy˝ “ xψ, φy˝.
The following theorem is a replacement for the orthogonality relations from ordinary character theory.
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Theorem 37.11The set tΦφ | φ P IBrpGqu is a basis for Cl˝pGq. For every φ, ψ P IBrpGq we have

xφ,Φψy
˝ “ δφψ “ xΦφ, ψy˝,

and therefore C´1 “ pxφ, ψy˝qφ,ψPIBrpGq.
Proof : Let x P G and y P G˝ and let Cx and Cy be their respective conjugacy classes in G. By the secondorthogonality relations (Theorem 35.21), we have

δCx ,Cy |CGpxq| “
ÿ

χPIrrpGqχpxqχpyq.Since y P G˝, we know that χpyq “ ř

φPIBrpGq dχφφpyq. Hence
(˚) δCx ,Cy |CGpxq| “

ÿ

φPIBrpGq
¨

˝

ÿ

χPIrrpGqdχφχpxq
˛

‚φpyq “
ÿ

φPIBrpGqΦφpxqφpyq

by Corollary 37.8. Thus for any x P GzG˝, we have ř

φPIBrpGq Φφpxqφ “ 0. But Theorem 36.14 showsthat IBrpGq is a linearly independent set, so Φφpxq “ 0 for all x P GzG˝ and therefore Φφ is a classfunction which vanishes on GzG˝, Φφ P Cl˝pGq.Let x1, . . . , xr be a system of representatives for the conjugacy classes C1 . . . , Cr in G˝ (r P N). Definethe following r ˆ r matrices.
Ir :“ the identity r ˆ r matrixΦ :“ pΦφpxiqqφPIBrpGq,i“1,...,r ,
Y :“ pφpxjqqφPIBrpGq,j“1,...,r
E :“ diagp|CGpx1q|, . . . , |CGpxrq|qThen the equation p˚q can be expressed as

Ir “ ΦtYE´1
Thus YE´1 is a right inverse, and hence a left inverse, for Φt , so

Ir “ YE´1Φt .It follows that
δφµ “

r
ÿ

i“1φpxiq
1

|CGpxiq|
Φµpxiq.

Now since |G|
|Ci| “ |CGpxiq|,

xφ,Φµy
˝ “

1
|G|

ÿ

gPG˝
φpgqΦµpgq “

1
|G|

r
ÿ

i“1φpxiq|Ci|Φµpxiq “
r
ÿ

i“1φpxiq
1

|CGpxiq|
Φµpxiq “ δφµ.

Thus the set of projective indecomposable characters tΦφ | φ P IBrpGqu is linearly independent. SincedimC Cl˝pGq “ dimC ClpG˝q “ | IBrpGq| by Corollary 37.2, it follows that tΦφ | φ P IBrpGqu is a basisfor Cl˝pGq.Finally, by Corollary 37.8, for any µ P IBrpGq, Φ˝µ “ ř

ψPIBrpGq cψµψ. Thus for any φ P IBrpGq,
ÿ

ψPIBrpGq cψµxφ, ψy
˝ “ xφ,

ÿ

ψPIBrpGq cψµψy
˝ “ xφ,Φ˝µy˝ “ xφ,Φµy

˝ “ δφµ.

Therefore pxφ, ψy˝qφ,ψPIBrpGq is the inverse of the Cartan matrix C .



Chapter 10. Blocks and Defect Groups

We can break down the representation theory of finite groups into its smallest parts by studying the
blocks of group algebras. First we will define blocks for any ring A. For the remainder of the coursewe will then return to the situation of a finite group G and a splitting p-modular system pK,O, kq. Wewill briefly talk about the blocks of KG and OG, and then move on to focus on the blocks of kG.
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38 Blocks
We first define blocks for any ring A with an identity.
Proposition 38.1Let A be an arbitrary ring with an identity.(a) The set of decompositions of A into a direct sum of two-sided ideals

A “ A1 ‘ ¨ ¨ ¨ ‘ Ar(for some r P N) biject with the set of decompositions of 1A into a sum of orthogonal centralidempotents, 1A “ e1 ` ¨ ¨ ¨ ` er ,where ei is the identity of Ai and Ai “ Aei for 1 ď i ď r.(b) For each 1 ď i ď r, the direct summand Ai “ Aei of A is indecomposable as a ring if andonly if the corresponding central idempotent ei is primitive.(c) The decomposition of A into indecomposable two-sided ideals is unique.
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Proof :(a) Decompose A into a direct sum of two-sided ideals, A “ A1 ‘ ¨ ¨ ¨ ‘ Ar . Then the identity elementof A decomposes into 1A “ e1 ` ¨ ¨ ¨ ` er , where ei P Ai for each 1 ď i ď r. For any element a P A,

a “ 1Aa “ pe1` ¨ ¨ ¨`erqa “ e1a` ¨ ¨ ¨`era, with eia P Ai. If ai P Ai then eiai “ ai and ejai “ 0for j ‰ i. In other words, ei is the identity of Ai and e2
i “ ei so teiuri“1 is a set of orthogonalcentral idempotents of A, and Ai “ Aei for 1 ď i ď r.Conversely, if teiuri“1 is a set of central orthogonal idempotents of A such that 1A “ řr

i“1 ei, then
Àr

i“1 Aei is a direct sum decomposition of A into two-sided ideals.(b) ñ Suppose that Ai “ Aei and ei “ f ` j for orthogonal idempotents f , j . Then Ai “ Af ‘ Aj ,where the sum is direct because if a P Af X Aj then a “ af and a “ aj , hence a “ afj “ 0.Thus, if ei is not primitive, then Ai is not indecomposable.
ð Now suppose that Ai “ Aei and Ai “ L1 ‘ L2 for two two-sided ideals L1 and L2 of A. Then

ei “ f ` j for some f P L1, j P L2. Since L1 X L2 “ t0u and f j P L1 X L2, we have f j “ 0. As eiis the identity in Ai, we also see that f “ eif “ pf ` jqf “ f2 ` jf “ f2 and similarly, j2 “ j ,hence f and j are orthogonal idempotents, so ei is not primitive.(c) Finally, suppose that A “ A1 ‘ ¨ ¨ ¨ ‘ Ar for some r P N, and suppose that L is an indecomposabledirect summand of A from a different decomposition of A. Every x P L has a decomposition x “
a1 ` ¨ ¨ ¨ ` ar with ai P Ai for all 1 ď i ď r. Then eix “ ai, and this is an element of L because Lis a two-sided ideal. Hence L “ pLXA1q ` ¨ ¨ ¨ ` pLXArq. This is a decomposition of L, which wasindecomposable, hence L “ LXAm for some 1 ď m ď r. By the indecomposability of Am, this mustbe the whole of Am. Thus the decomposition of A into indecomposable two-sided ideals is unique.

Definition 38.2Let A “ A1 ‘ ¨ ¨ ¨ ‘ Ar be the unique decomposition of A into a direct sum of indecomposabletwo-sided ideals such that Ai “ Aei for 1 ď i ď r, as above. Each Ai is a block of A and thecorresponding primitive central idempotent ei is called the block idempotent of Ai . Note that theblocks of A are direct summands of A, and therefore are projective as A-modules.
Definition 38.3Let M be an A-module. Then M lies in the block Ai “ Aei if eiM “ M and ejM “ 0 for all j ‰ i.
Proposition 38.4Let M be an A-module. Then M has a unique direct sum decomposition M “ M1‘ ¨ ¨ ¨ ‘Mr where

Mi lies in the block Ai for 1 ď i ď r. In particular, every indecomposable A-module lies in auniquely determined block of A.
Proof : Let m P M . Then m “ 1Am “ e1m ` ¨ ¨ ¨ ` erm, so M “ e1M ` ¨ ¨ ¨ ` erM . Denote eiM by Mi for1 ď i ď r. Suppose that x P Mi XMj for some i ‰ j . Then x “ eix and x “ ejx (because the en’s actas the identity on their respective blocks for 1 ď n ď r), so x “ eipejxq “ 0. Thus the sum is direct.Moreover, eiMi “ eieiM “ eiM “ Mi and ejMi “ 0 for all j ‰ i, so Mi lies in the block Ai for each1 ď i ď r.Suppose that M “ N1 ‘ ¨ ¨ ¨ ‘ Nr is another direct sum decomposition of M with Ni in block Aifor 1 ď i ď r. Then Ni “ eiNi Ď eiM “ Mi (because Ni Ď Mq and hence (since Ni and Mi areindecomposable), Ni “ Mi for each 1 ď i ď r.The final claim follows immediately from the first.
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Corollary 38.5Suppose that an A-module M lies in the block Ai. Then every submodule and factor module of Mlies in Ai.
Proof : Let V Ď M be a submodule of M . Then for i ‰ j , ejV Ď ejM “ 0 so V must lie in Ai. We also have

ejpM{V q Ď ejM{ejV “ 0 so M{V also lies in Ai.
Definition 38.6Let X, Y and Z be A-modules. We say that X is a non-split extension of Y by Z iff there exists anon-split exact sequence 0 Ñ Y Ñ X Ñ Z Ñ 0.
The following theorem characterises when two modules are in the same block for an algebra over afield.
Theorem 38.7Let A be an algebra over a field. Let S, T be simple A-modules. The following are equivalent.

(a) S and T lie in the same block of A.
(b) There exist simple A-modules S “ S1, . . . , Sm “ T such that Si, Si`1 are composition factorsof the same projective indecomposable A-module for 1 ď i ď m´ 1.
(c) There exist simple A-modules S “ S1, . . . , Sm “ T such that there exists a non-split extensionof Si by Si`1 (or vice versa) for 1 ď i ă m.

Proof : Omitted.
We now return to the notation of the previous chapter, with G a finite group and pK,O, kq the splitting
p-modular system for G given in Notation 36.1.
Remark 38.8 (Blocks of KG)Recall that KG is semisimple since K is of characteristic 0. It follows from Scholium 12.6, Proposition35.17 and Definition 38.2 that

KG “
à

χPIrrpGqKGeχ .In other words, the blocks of KG are labelled by the ordinary irreducible characters χ P IrrpGq, and
eχ is the block idempotent for the block KGeχ .

Remark 38.9 (Blocks of OG and kG)We know from Proposition 30.3 (d) that there is a bijection between the central idempotents of OGand the central idempotents of kG. Hence a decomposition 1OG “ b1 ` ¨ ¨ ¨ ` br of the identityelement of OG into a sum of central primitive idempotents of OG corresponds to a decomposition1kG “ b1 ` ¨ ¨ ¨ ` br of the identity element of kG into a sum of central primitive idempotents of
kG. In other words, there is a bijection between the blocks of OG and the blocks of kG. Note thatthese are the blocks we are interested in! We sometimes refer to the blocks of kG as the p-blocks
of G.
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Remark 38.10Let S be a simple kG-module. If S is in a block B of kG then the projective cover PS of S is alsoin B, by Corollary 38.5.
Example 18Let G be a p-group. Then kG has exactly one simple module by Corollary 17.3. Hence by Theroem38.7, all indecomposable modules lie in the same block, so kG has just one block.
39 Defect Groups
We continue with the splitting p-modular system pK,O, kq for G. From now on we will only discussthe blocks of kG. Analogous results hold for the corresponding blocks of OG. In this section we willstudy an important block invariant: the defect group.

Top Tip: It will be helpful to recall the definition of the vertex of a module (Defintion 28.2)before going any further!
Remark 39.1The blocks of kG can be viewed as indecomposable modules of krG ˆ Gs. First of all, notice that

kG is a krG ˆ Gs-module with the action of G ˆ G on kG given by
pG ˆ Gq ˆ kG Ñ kG
ppg1, g2q, aq ÞÑ g1ag´12 ,

linearly extended to an action of krG ˆGs. A two-sided ideal of kG is, by definition, a submoduleof kG which is closed under left and right multiplication by elements of G. In other words, it is asubmodule of kG closed under the action of GˆG as defined above – i.e. a krGˆGs-submodule of
kG. Thus a block of kG can be viewed as an indecomposable krGˆGs-submodule of kG consideredas a krG ˆ Gs-module.

Notation 39.2Denote the diagonal embedding of G in G ˆ G by
δ : G Ñ G ˆ G

g ÞÑ pg, gq.

Theorem 39.3Let B be a block of kG. Every vertex of B, considered as an indecomposable krGˆGs-module, hasthe form δpDq for a p-subgroup D ď G. The group D is uniquely determined up to conjugation in
G.

Proof : First we show that the krGˆGs-module B is relatively δpGq-projective. Since B is a direct summandof kG, it is enough to show that kG is δpGq-projective. But kG contains the subspace k.1, which is thetrivial kδpGq-module. Further, when we consider the dimension of these k-vector spaces we see that
dimkpkGq “ |G| dimkpk.1q “ |G ˆ G : δpGq| dimkpk.1q.
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By arguments in Remark 20.7,

dimkpk.1qÒGˆGδpGq“ |G ˆ G : δpGq| dimkpk.1q.
Consider the homomorphism φ : k.1 Ñ kG sending k.1 to k.1. By Proposition 20.8 (the universalproperty of induction) there then exists a krG ˆ Gs-homomorphism

φ : pk.1qÒGˆGδpGqÑ kG.

Since kG is generated by k.1, φ is surjective. Since the two modules have the same dimension, φ is anisomorphism and hence kG – pk.1qÒGˆGδpGq . It follows that kG, and therefore B, is δpGq-projective.By Definition 28.2, then a vertex of B (still considered as a krG ˆ Gs-module) lies in δpGq. Thisvertex is a p-group (Proposition 28.4), and thus is the image δpDq of some p-subgroup of G, showingthe first part.We know that δpDq is uniquely determined up to conjugacy in G ˆ G. We want to show that Dthis is unique up to conjugation by elements of G. Suppose that D1 is another p-subgroup of G suchthat δpD1q is a vertex of B. Then δpD1q “ pg1,g2qδpDq for some pg1, g2q P G ˆ G. If x P D, then
pg1,g2qpx, xq “ p g1x, g2xq P δpD1q. Hence g1x P D1 for all x P D. Since D and D1 have the same order, itfollows that g1D “ D1. In particular, D is uniquely determined up to conjugation by elements of G.

Definition 39.4Let B be a block of kG. A defect group of B is a p-subgroup D of G such that δpDq is a vertexof B considered as a krG ˆ Gs-module. The defect group of a block is uniquely determined up to
G-conjugacy. If a defect group D of B has order pd then d is called the defect of B.

Why are defect groups useful and important? We will shortly see that they measure how far a block isfrom being semisimple.
Lemma 39.5Let B be a block of kG with defect group D. Then B is relatively D-projective when thought of asa kG-module via conjugation.
Proof : By definition B is a projective kG-module with the usual module structure given by left multiplication.We can also think of B as a kG-module by linearly extending the conjugation action, g.x “ gxg´1 forall x P B and all g P G. Then since G – δpGq, we can define a krδpGqs-module structure on B via

pg, gq.x “ gxg´1 for all x P B, pg, gq P δpGq. Notice that this krδpGqs-module is just a restriction ofthe krG ˆ Gs-module, BÓGˆGδpGq . We will show that B is relatively δpDq-projective as a krδpGqs-module,and hence via the isomorphism above, B is relatively D-projective when thought of as a kG-module viaconjugation.By the definition of defect groups, δpDq is a vertex of B as a krG ˆ Gs-module. Thus B is a directsummand of VÒGˆGδpDq for some krδpDqs-module V . Hence by restricting to δpGq and applying the Mackeyformula, we have
BÓGˆGδpGq | VÒGˆGδpDq Ó

GˆG
δpGq –

à

pg1,g2qPrδpGqzGˆG{δpDqs
´

pg1,g2qVÓ pg1 ,g2qδpDq
δpGqX pg1 ,g2qδpDq

¯

Ò
δpGq
δpGqX pg1 ,g2qδpDq .

Therefore B, considered as a krδpGqs-module, is a sum of induced krδpGq X pg1,g2qδpDqs-modules forsome g1, g2 P G, and hence is relatively δpGq X pg1,g2qδpDq-projective for some g1, g2 P G. It is nowenough to show that these groups are conjugate in δpGq to a subgroup of δpDq as this would imply that
B is then relatively δpDq-projective, as required.
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Let pg1, g2q P G ˆ G. Any element of δpGq X pg1,g2qδpDq is of the form pg1,g2qδpdq “ pg1,g2qpd, dq forsome d P D such that g1dg´11 “ g2dg´12 . Therefore pg1,g2qδpdq “ pg1dg1, g1dg´11 q “ δpg1qδpdqδpg1q´1and this is an element of δpg1qδpDqδpg1q´1. It follows that δpGq X pg1,g2qδpDq is conjugate in δpGq toa subgroup of δpDq.

Theorem 39.6Let B be a block of kG with defect group D. Then every indecomposable kG-module in B isrelatively D-projective, and hence has a vertex in D.
Proof : As in the previous lemma, we consider B as a kG-module via the conjugation action. Let V be a

kG-module with the usual action of G via left multiplication. We define a linear map
φ : B b V Ñ V

x b v ÞÑ xv.

Since g.px b vq “ gxg´1 b gv and φpg.px b vqq “ gxg´1gv “ gxv “ g.pxvq for all x P B, v P V and
g P G, the map φ is a kG-homomorphism.On the other hand, let b be the block idempotent of B and define another linear map

ψ : V Ñ B b V
v ÞÑ bb v.

For any g P G and v P V , ψpg.vq “ b b gv . But b is central in B and we are considering B as a
kG-module via conjugation, so g.b “ b and therefore ψpg.vq “ g.pbb vq for all g P G and v P V . Thus
ψ is also a kG-homomorphism.If the module V lies in the block B, then for any v P V ,

φ ˝ ψpvq “ φpbb vq “ bv “ v,

so φ ˝ ψ is the identity map on V . Therefore φ is surjective and ψ is injective, and hence B b V –

V ‘ kerpφq.In Lemma 39.5 we showed that B is relatively D-projective. It then follows from Exercise 27.8 that
B b V is also relatively D-projective, and hence, V is D-projective. In particular, every indecomposable
kG-module in B has a vertex in D.

Corollary 39.7Let B be a block of kG with trivial defect groups. Then B is a simple algebra, and in particular, issemisimple.
Proof : If B has trivial defect group D “ 1, then by Theorem 39.6 every indecomposable kG-module in Bis 1-projective, and hence projective. Thus every submodule of a B-module is a direct summand of that

B-module. Hence B is semisimple as all its modules are semisimple. But B is an indecomposable algebraby definition. Hence B is simple.
We will see later that the converse of this Corollary is also true.Finally we come to the main theorem of this section. It shows that defect groups are far from arbitrary:defect groups contain every normal p-subgroup of G, and a defect group is a radical p-subgroup of G.
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Definition 39.8Let Q be a p-subgroup of G. If Q is the largest normal p-subgroup of NGpQq (i.e. Q “ OppNGpQqq,then Q is a radical p-subgroup of G.
Theorem 39.9Let B be a block of kG with defect group D.

(a) D contains every normal p-subgroup of G.
(b) D is a radical p-subgroup of G.

Proof : Omitted.
Example 19Let G be a p-group. We already saw that kG has only one block. Then Theorem 39.9 shows thatthis block has defect group D “ G.
40 Brauer’s Main Theorems
Definition 40.1Let H ď G, let b be a block of kH and let B be a block of kG. Then the block B corresponds to

b if and only if b, as a krH ˆ Hs-module, is a direct summand of the restriction BÓGˆGHˆH , and B isthe unique block of kG with this property. We then write B “ bG . If such a B exists, then we saythe bG is defined.We will need the following technical result for the proofs that follow.
Remark 40.2Let H ď G,and let Q ď H be a p-subgroup such that CGpQq ď H . Note that the restriction

kGÓGˆGHˆH is a disjoint union of the double H-H-cosets,
kGÓGˆGHˆH “

à

tPrHzG{Hs
kHtH “ kH ‘

à

tPrHzG{Hs,tRH
kHtH.

Fact: if t R H then the krH ˆ Hs-submodule kHtH of kG has no direct summands with vertexcontaining δpQq.In particular, if X is an indecomposable direct summand of kGÓGˆGHˆH with vertex containing δpQq,then X is a direct summand of kH , so X is a block of kH .
Proposition 40.3 (Facts about bG )Let H ď G and let b be a block of kH with defect group D.(a) If bG is defined, then D lies in a defect group of bG .(b) If H ď N ď G, and bN , pbNqG and bG are defined, then bG “ pbNqG .(c) If CGpDq ď H then bG is defined.
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Proof : (a) Let B :“ bG and let E be a defect group of B. By the definition of defect groups, δpEq isa vertex of the krG ˆ Gs-module B, so B is a direct summand of V ÒGˆGδpEq for some δpEq-module

V . Since b is a direct summand of BÓGˆGHˆH , it follows from the Mackey formula that b is a directsummand of
VÒGˆGδpEq Ó

GˆG
HˆH “

à

xPrHˆHzGˆG{δpEqs

´´

xVÓ
xδpEq
pHˆHqX xδpEq

¯

Ó
HˆH
pHˆHqX xδpEq

¯

.

Hence b is a direct summand of a module induced from pH ˆ Hq X xδpEq, for some x P G ˆ G.In particular, b is a direct summand of a module induced from a conjugate of a subgroup of δpEq.Since b has defect group D, δpDq is a vertex of b so δpDq is minimal such that b is relatively
δpDq-projective. It follows that δpDq is conjugate to a subgroup of δpEq.Suppose that pg1, g2qδpDqpg1, g2q´1 ď δpEq. Then g1Dg´11 ď E and hence D ď g´11 Eg1, whichis a defect group of B, showing part (a).(b) Part (b) follows from the definitions. Since bN is defined, b is a direct summand of bNÓNˆNHˆH , and bNis the unique such block. Since pbNqG is defined, bN is a direct summand of pbNqGÓGˆGNˆN and pbNqGis the unique such block. Therefore b is a direct summand of bNÓNˆNHˆH which is a direct summandof pbNqGÓGˆGNˆNÓ

NˆN
HˆH“ pbNqGÓGˆGHˆH . However, since bG is defined, b is also a direct summand of

bGÓGˆGHˆH , and bG is the unique such block. Therefore bG “ pbNqG .(c) Suppose now that CGpDq ď H . To prove part (c), it is enough to show that b occurs preciselyonce in a decomposition of kG ÓGˆGHˆH into indecomposable modules, as then there is a uniqueindecomposable direct summand of kG (i.e. a block of kG) such that b is a direct summand of therestriction of that summand to H ˆH .As in Remark 40.2,
kGÓGˆGHˆH“ kH ‘

à

tPrHzG{HstRH
kHtH.

Now kH is, as a krH ˆHs-module, a direct sum of blocks of kH , which are not isomorphic to eachother. Thus b is a direct summand of kH with multiplicity one. But b has vertex δpDq. Remark40.2 shows that if t R H then no direct summand of kHtH has a vertex containing δpDq. Thus b isnot a direct summand of any kHtH for t R H , so b has multiplicity one in kGÓGˆGHˆH , as required.
We now prove a special case of Brauer’s first main theorem. The result holds true for any subgroup Nof G containing NGpDq, but we will only consider the case where N “ NGpDq as this situation givesrise to the Brauer correspondence.
Theorem 40.4 (Brauer’s First Main Theorem)Let D ď G be a p-subgroup and let N :“ NGpDq. Then b ÞÑ bG defines a bijection between theblocks of kN with defect group D, and the blocks of kG with defect group D.

t Blocks of kN with defect group Du Ñ t Blocks of kG with defect group Du
b ÞÑ bG

In this case we call bG the Brauer correspondent of b.
Proof : Let b be a block of kN with defect group D. Then δpDq is a vertex of b considered as a krN ˆNs-module. The Green correspondence (Theorem 29.4) shows that there exists a unique indecomposabledirect summand gpbq of b ÓGˆGNˆN with vertex δpDq. Moreover, by the proof of part (b) of the GreenCorrespondence, b occurs as a direct summand of gpbqÓGˆGNˆN with multiplicity one.
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By Proposition 40.3 (c), the block bG is defined, and hence bG is the unique indecomposable krGˆGs-module such that b occurs in its restriction to N ˆN . Therefore bG – gpbq so bG has vertex δpDq whenconsidered as a krG ˆ Gs-module. In particular, bG has defect group D and so b ÞÑ bG is an injectivemap from blocks of kN with defect group D, to blocks of kG with defect group D.We now show that this map is surjective. Suppose B is a block of kG with defect group D. Then B isan indecomposable krGˆGs-module with vertex δpDq and the Green correspondence shows that BÓGˆGNˆNhas a unique direct summand, fpBq, with vertex δpDq. As B is a direct summand of kG, BÓGˆGNˆN and hence

fpBq, is a direct summand of kGÓGˆGNˆN . In Remark 40.2 we saw that any direct summand of kGÓGˆGNˆN withvertex containing δpDq is an indecomposable direct summand of kN . Therefore fpBq is a block of kNwith vertex δpDq when considered as a krN ˆNs-module, so fpBq is a block of kN with defect group D.It follows from part (c) of the Green Correspondence that B – gpfpBqq, and gpfpBqq – fpBqG by the firstpart of the proof, so the map b ÞÑ bG is surjective.
Theorem 40.5 (Brauer’s Second Main Theorem)Let H ď G, let B be a block of kG and let b be a block of kH . Suppose that V is an indecomposablemodule in B and U is an indecomposable module in b with vertex Q such that CGpQq ď H . If U isa direct summand of VÓGH , then bG is defined and bG “ B.
Proof : First we note that Theorem 39.6 shows that there is a defect group D of b which contains the vertex

Q of U . Hence CGpDq ď CGpQq, which is contained in H by assumption. Thus by Proposition 40.3 (c),
bG is defined.Suppose that B ‰ bG . Let e be the block idempotent of b so b “ kHe “ ekH . For a kH-module X ,Proposition 38.4 shows that there is a decomposition X “ eX‘p1´eqX , where eX lies in b and p1´eqXdoes not. If X “ Y ‘ Z then eX “ eY ‘ eZ is still a direct sum. Applying this to the decomposition of
kG as a krH ˆHs-module as in Remark 40.2, if we fix

M :“ à

tPrHzG{HstRH
kHtH

then
ekG “ ekH ‘ eM “ b‘ eMas kH-modules. But kG, b and M are all krH ˆ Hs-modules, and e commutes with all elements of H ,so we also have ekG “ b‘ eM as krH ˆHs-modules.Now since B is a direct summand of kG, eB is a direct summand of b‘ eM as krH ˆ Hs-modules.But b is an indecomposable krH ˆHs-module and is not a direct summand of BÓGˆGHˆH by assumption, so

eB is a direct summand of eM , which is a direct summand of M as krHˆHs-modules. Hence by Remark40.2, no direct summand of the krH ˆHs-module eB has a vertex containing δpQq.By the Mackey formula, the direct summands of eBÓHˆHδpHq are induced from subgroups of the form
δpHq X xT , where T is a vertex of an indecomposable summand of eB and x P H ˆH . It follows that nodirect summand of the krδpHqs-module eBÓHˆHδpHq has a vertex containing δpQq. By transport of structurevia the isomorphism H – δpHq, we see that eB, considered as a kH-module by conjugation (i.e. withthe action of H given by h.ex “ hexh´1, for all h P H , x P B), has no direct summands with vertexcontaining Q. Hence by Exercise 27.8, eB b eV also has no direct summands with vertex containing Q.Now since U is a module in b, eU “ U . By assumption, U is a direct summand of VÓGH and this impliesthat eU “ U is a direct summand of eV . Recalling that U has vertex Q, it is then enough to show that
eV is a summand of eB b eV as this will give us a contradiction.Define a map

φ : eV Ñ eB b eV
v ÞÑ ef b v,
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where f is the block idempotent of B (so B “ kGf ). Then for any h P H ,

φphvq “ ef b hv “ hefh´1 b hv “ hpef b vq “ hφpvq,so φ is a kH-homomorphism. Define a second map,
ψ : eB b eV Ñ eV

ab v ÞÑ av.This is also a kH-homomorhpism – for all h P H ,
ψphpab vqq “ ψphah´1 b hvq “ hah´1hv “ hpavq “ hpψpab vqq.Now since V is a module in B, for any v P eV we have

ψpφpvqq “ ψpef b vq “ efv “ ev “ v.Hence φ is injective and ψ is surjective and therefore eV is a direct summand of eB b eV , as requiredto give a contradiction.
Lemma 40.6Let S be a simple kG-module. Then OppGq, the largest normal p-subgroup of G, acts trivially on S.In particular, the simple kG-modules are precisely the krG{OppGqs-modules made into kG-modulesvia the quotient homomorphism G Ñ G{OppGq.
Proof : Let P “ OppGq be the largest normal p-subgroup of G and let S be a simple kG-module. Supposethat W is a simple kP-submodule of S. Then W is the trivial kP-module because P is a p-group. Let

CSpPq :“ ts P S | ps “ s for all p P Pu.We have W ď CSpPq so CSpPq ‰ 0. But P is normal in G, so CSpPq is a kG-submodule of S, which wassimple, and hence CSpPq “ S. In other words, P acts trivially on S. The final claim follows immediately.
Corollary 40.7Let B be a block of kG with defect group D. Then there exists an indecomposable kG-module in

B with vertex D.
Proof : Let b be a block of N :“ NGpDq with defect group D such that B is the Brauer correspondent of b,as defined in Brauer’s First Main Theorem 40.4. As D is a defect group of b, D “ OppNq by Theorem39.9 (b). Let S be a simple kN-module in b. It follows from Lemma 40.6 that D acts trivially on S andso S can be thought of as a simple krN{Ds-module. Let PS be the projective cover of S (so P is a

krN{Ds-module). Corollary 38.5 shows that PS is also in the block b. We will show that PS has vertex
D and that the Green correspondent of PS is an indecomposable kG-module in B with vertex D.Denote the trivial kD-module by k . The module PS is an indecomposable projective krN{Ds-module,so it is a direct summand of the free module krN{Ds – kÒND . Hence PS is relatively D-projective. Since
D E N , it follows from Clifford’s Theorem (Theorem 23.2) that kÒNDÓND is a direct sum of N-conjugatesof k . In other words PSÓND is a direct summand of kÒNDÓND , which is a direct sum of copies of the trivial
kD-module k . The vertex of the trivial kD-module k is a Sylow p-subgroup of D, by Proposition 28.4(c), and thus is equal to D. Therefore the direct summands of PSÓND all have vertex D. By Exercise 29.3,however, PSÓND has at least one direct summand with the same vertex as PS . Hence D is a vertex of PS .Now consider PS as an indecomposable krNˆNs-module and let V be the indecomposable krGˆGs-module with vertex D which is the Green correspondent of PS . Then by Brauer’s First Main Theorem40.4, V lies in B, so B contains an indecomposable kG-module with vertex D.

Our final result shows that the opposite direction of Corollary 39.7 also holds.
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Corollary 40.8A block B of kG is a simple algebra if and only if B has trivial defect groups.
Proof : If B is a block of kG with trivial defect groups then B is a simple algebra by Corollary 39.7.Suppose now that B is a block of kG which is a simple algebra. Then B is semisimple so all B-modules are projective. Hence all indecomposable B-modules have trivial vertices so by Corollary 40.7,

B has trivial defect groups.



Appendix: The Language of Category Theory

This appendix provides a short introduction to some of the basic notions of category theory used in thislecture.
References:

[Mac98] S. Mac Lane. Categories for the working mathematician. Second. Vol. 5. Springer-Verlag,New York, 1998.[Wei94] C. A. Weibel. An introduction to homological algebra. Vol. 38. Cambridge Studies in AdvancedMathematics. Cambridge University Press, Cambridge, 1994.
A Categories
Definition A.1 (Category)A category C consists of:

‚ a class Ob C of objects,
‚ a set HomCpA,Bq of morphisms for every ordered pair pA,Bq of objects, and
‚ a composition function HomCpA,Bq ˆHomCpB,Cq ÝÑ HomCpA, Cq

pf , gq ÞÑ g ˝ ffor each ordered triple pA,B, Cq of objects,satisfying the following axioms:
(C1) Unit axiom: for each object A P Ob C, there exists an identity morphism 1A P HomCpA, Aqsuch that for every f P HomCpA,Bq for all B P Ob C,

f ˝ 1A “ f “ 1B ˝ f .
(C2) Associativity axiom: for every f P HomCpA,Bq, g P HomCpB,Cq and h P HomCpC,Dq with

A,B, C,D P Ob C,
h ˝ pg ˝ fq “ ph ˝ gq ˝ f .

117
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Let us start with some remarks and examples to enlighten this definition:
Remark A.2

(a) Ob C need not be a set!
(b) The only requirement on HomCpA,Bq is that it be a set, and it is allowed to be empty.
(c) It is common to write f : A ÝÑ B or A f

ÝÑ B instead of f P HomCpA,Bq, and to talk about
arrows instead of morphisms. It is also common to write "A P C" instead of "A P Ob C".

(d) The identity morphism 1A P HomCpA, Aq is uniquely determined: indeed, if fA P HomCpA, Aqwere a second identity morphisms, then we would have fA “ fA ˝ 1A “ 1A.
Example A.3

(a) C “ 1 : category with one object and one morphism (the identity morphism):
‚

1‚

(b) C “ 2 : category with two objects and three morphism, where two of them are identitymorphisms and the third one goes from one object to the other:
A B

1A 1B

(c) A group G can be seen as a category CpGq with one object: Ob CpGq “ t‚u, HomCpGqp‚, ‚q “ G(notice that this is a set) and composition is given by multiplication in the group.
(d) The nˆm-matrices with entries in a field k for n,m ranging over the positive integers forma category Matk : Ob Matk “ Zą0, morphisms n ÝÑ m from n to m are the mˆ n-matrices,and compositions are given by the ordinary matrix multiplication.

Example A.4 (Categories and algebraic structures)

(a) C “ Set, the category of sets: objects are sets, morphisms are maps of sets, and compositionis the usual composition of functions.(b) C “ Veck , the category of vector spaces over the field k : objects are k-vector spaces, mor-phisms are k-linear maps, and composition is the usual composition of functions.(c) C “ Top, the category of topological spaces: objects are topological spaces, morphisms arecontinous maps, and composition is the usual composition of functions.(d) C “ Grp, the category of groups: objects are groups, morphisms are homomorphisms of groups,and composition is the usual composition of functions.
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(e) C “ Ab, the category of abelian groups: objects are abelian groups, morphisms are homomor-phisms of groups, and composition is the usual composition of functions.
(f ) C “ Rng, the category of rings: objects are rings, morphisms are homomorphisms of rings,and composition is the usual composition of functions.
(g) C “R Mod, the category of left R-modules: objects are left modules over the ring R , morphismsare R-homomorphisms, and composition is the usual composition of functions.
(g’) C “ ModR , the category of left R-modules: objects are right modules over the ring R ,morphisms are R-homomorphisms, and composition is the usual composition of functions.
(g”) C “R ModS , the category of pR, Sq-bimodules: objects are pR, Sq-bimodules over the rings

R and S, morphisms are pR, Sq-homomorphisms, and composition is the usual composition offunctions.
(h) Examples of your own . . .

Definition A.5 (Monomorphism/epimorphism)Let C be a category and let f P HomCpA,Bq be a morphism. Then f is called
(a) a monomorphism iff for all morphisms g1, g2 : C ÝÑ A,

f ˝ g1 “ f ˝ g2 ùñ g1 “ g2 .
(b) an epimorphism iff for all morphisms g1, g2 : B ÝÑ C ,

g1 ˝ f “ g2 ˝ f ùñ g1 “ g2 .
Remark A.6In categories, where morphisms are set-theoretic maps, then injective morphisms are monomorphisms,and surjective morphisms are epimorphisms.In module categories (RMod, ModR , RModS , . . . ), the converse holds as well, but:

Warning: It is not true in general, that all monomorphisms must be injective, and all epimorphismsmust be surjective.For example in Rng, the canonical injection ı : Z ÝÑ Q is an epimorphism. Indeed, if C is a ringand g1, g2 P HomRngpQ, Cq

Z ı // Q
g1 //
g2 // C

are such that g1 ˝ ı “ g2 ˝ ı, then we must have g1 “ g2 by the universal property of the field offractions. However, ı is clearly not surjective.
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B Functors
Definition B.1 (Covariant functor )Let C and D be categories. A covariant functor F : C ÝÑ D is a collection of maps:

‚ F : Ob C ÝÑ Ob D , X ÞÑ F pXq, and
‚ FA,B : HomCpA,Bq ÞÑ HomD pF pAq, F pBqq,satisfying:

(a) If A f
ÝÑ B g

ÝÑ C are morphisms in C, then F pg ˝ fq “ F pgq ˝ F pfq; and
(b) F p1Aq “ 1FpAq for every A P Ob C.

Definition B.2 (Contravariant functor )Let C and D be categories. A contravariant functor F : C ÝÑ D is a collection of maps:
‚ F : Ob C ÝÑ Ob D , X ÞÑ F pXq, and
‚ FA,B : HomCpA,Bq ÞÑ HomD pF pBq, F pAqq,satisfying:

(a) If A f
ÝÑ B g

ÝÑ C are morphisms in C, then F pg ˝ fq “ F pfq ˝ F pgq; and
(b) F p1Aq “ 1FpAq for every A P Ob C.

Remark B.3Often in the literature functors are defined only on objects of categories. When no confusion is tobe made and the action of functors on the morphism sets are implicitely obvious, we will also adoptthis convention.
Example B.4Let Q P ObpRModq. Then HomRpQ,´q : RMod ÝÑ Ab

M ÞÑ HomRpQ,Mq ,is a covariant functor, and HomRp´, Qq : RMod ÝÑ Ab
M ÞÑ HomRpM,Qq ,is a contravariant functor.

Exact Functors.We are now interested in the relations between functors and exact sequences in categories where itmakes sense to define exact sequences, that is categories that behave essentially like module categories
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such as RMod. These are the so-called abelian categories. It is not the aim, to go into these details,but roughly speaking abelian categories are categories satisfying the following properties:
‚ they have a zero object (in RMod: the zero module)
‚ they have products and coproducts (in RMod: products and direct sums)
‚ they have kernels and cokernels (in RMod: the usual kernels and cokernels of R-linear maps)
‚ monomorphisms are kernels and epimorphisms are cokernels (in RMod: satisfied)

Definition B.5 (Pre-additive categories/additive functors)

(a) A category C in which all sets of morphisms are abelian groups is called pre-additive.
(b) A functor F : C ÝÑ D between pre-additive categories is called additive. iff the maps FA,Bare homomorphisms of groups for all A,B P Ob C.

Definition B.6 (Left exact/right exact/exact functors)Let F : C ÝÑ D be a covariant (resp. contravariant) additive functor between two abelian categories,and let 0 ÝÑ A f
ÝÑ B g

ÝÑ C ÝÑ 0 be a s.e.s. of objects and morphisms in C. Then F is called:
(a) left exact if 0 ÝÑ F pAq FpfqÝÑ F pBq FpgqÝÑ F pCq (resp. 0 ÝÑ F pCq FpgqÝÑ F pBq FpfqÝÑ F pAqq) is anexact sequence.
(b) right exact if F pAq FpfqÝÑ F pBq FpgqÝÑ F pCq ÝÑ 0 (resp. F pCq FpgqÝÑ F pBq FpfqÝÑ F pAqq ÝÑ 0) is anexact sequence.
(c) exact if 0 ÝÑ F pAq FpfqÝÑ F pBq FpgqÝÑ F pCq ÝÑ 0 (resp. 0 ÝÑ F pCq FpgqÝÑ F pBq FpfqÝÑF pAqq ÝÑ0)is a short exact sequence.

Example B.7The functors HomRpQ,´q and HomRp´, Qq of Example B.4 are both left exact functors. MoreoverHomRpQ,´q is exact if and only if Q is projective, and HomRp´, Qq is exact if and only if Q isinjective.
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General symbols
C field of complex numbers
Fq finite field with q elementsIdM identity map on the set MImpfq image of the map fkerpφq kernel of the morphism φ
N the natural numbers without 0
N0 the natural numbers with 0
O discrete valuation ring
P the prime numbers in Z
Q field of rational numbers
Qp field of p-adic numbers
R field of real numbers
Z ring of integer numbers
Zěa,Ząa,Zďa,Zăa tm P Z | m ě a (resp. m ą a,m ě a,m ă aqu
Zp ring of p-adic integers
|X | cardinality of the set X
δij Kronecker’s delta
Ť union
š disjoint union
Ş intersection
ř summation symbol
ś, ˆ cartesian/direct product
¸ semi-direct product
‘ direct sum
b tensor product
H empty set
@ for all
D there exists
– isomorphism
a | b , a - b a divides b, a does not divide b
pa, bq gcd of a and b
pK,O, kq p-modular system
f |S restriction of the map f to the subset S
ãÑ injective map
� surjective map
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Group theoryAutpGq automorphism group of the group G
An alternating group on n letters
Cm cyclic group of order m in multiplicative notation
CGpxq centraliser of the element x in G
CGpHq centraliser of the subgroup H in G
D2n dihedral group of order 2n
δ : G Ñ G ˆ G diagonal mapEndpAq endomorphism ring of the abelian group A
G{N quotient group G modulo NGLnpK q general linear group over K
HgL pH, Lq-double coset
rHzG{Ls set of pH, Lq-double coset representatives
H ď G, H ă G H is a subgroup of G, resp. a proper subgroup
N Ĳ G N is a normal subgroup G
NGpHq normaliser of H in G
N ¸θ H semi-direct product of N in H w.r.t. θ
Sn symmetric group on n lettersSLnpK q special linear group over K
Z{mZ cyclic group of order m in additive notation
xg conjugate of g by x , i.e. gxg´1
xgy Ď G subgroup of G generated by g
|G : H| index of the subgroup H in G
rG{Hs set of left coset representatives of H
x P G{N class of x P G in the quotient group G{N
t1u, 1 trivial group
Module theoryHomRpM,Nq R-homomorphisms from M to NEndRpMq R-endomorphism ring of the R-module MhdpMq head of the module M
KG group algebra of the group G over the commutative ring K
ε : KG ÝÑ K augmentation map
IpKGq augmentation ideal
JpRq Jacobson radical of the ring R
M bR N tensor product of M and N balanced over R
MG G-fixed points of the module M
MG G-cofixed points of the module M
M ÓGH , ResGHpMq restriction of M from G to H
M ÒHG , IndGHpMq induction of M from H to GInfGG{NpMq inflation of M from G{N to G
Rˆ units of the ring R
R˝ regular left R-module on the ring RradpMq radical of the module MsocpMq socle of the module M
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xXyR R-module generated by the set X
AS , MS algebra (resp. module) obtained from A (resp. M) by theextension of scalars to S
Character and Block Theory
bG the block of G corresponding to b or the Brauercorrespondent of b
C “ DtD Cartan matrix
Ĉi the ith class sumClpGq, ClpG˝q the class functions on G or G˝
D “ pdχφqχPIrrpGq,φPIBrpGq decomposition matrix
eχ primitive central idempotent corresponding to χ P IrrpGq
G˝ p-regular elements of GIrrpGq ordinary irreducible characters of GIBrpGq irreducible Brauer characters of G
χ˝ restriction of χ P IrrpGq to G˝
χreg regular character
ρreg regular representationΦφ projective indecomposable character of φ P IBrpGq
x , y : ClpGq ˆ ClpGq Ñ C inner product on class functions of G
Category TheoryOb C objects of the category CHomCpA,Bq morphisms from A to B
Set the category of sets
Veck the category of vector spaces over the field k
Top the category of topological spaces
Grp the category of groups
Ab the category of abelian groups
Rng the category of rings
RMod the category of left R-modules
ModR the category of left R-modules
RModS the category of pR, Sq-bimodules
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O-form, 83
p-modular system, 84splitting, 84
p-regular element, 94
algebra, 11annihilator, 24augmentationideal, 43map, 43automorphism, 8
basis, 10block, 102block idempotent, 102corresponding block, 107lying in a block, 102Brauer character, 95irreducible, 95linear, 95
Cartan matrix, 98category, 112pre-additive, 116centre, 34change of the base ring, 9character, 87irreducible, 87linear, 87projective indecomposable, 99regular, 89class sums, 88cofixed points, 50coimage, 9coinduction, 53

cokernel, 9composition factor, 22composition length, 22constituent, 22
decomposition matrix, 86defectdefect group, 105defect of a block, 105degree, 40, 95diagonal embedding, 104direct product, 12direct sum, 13double coset, 56
endomorphism, 8exact sequence, 14short, 14extensionnon-split, 103
fixed points, 50functoradditive, 116contravariant, 115covariant, 115exact, 116left exact, 116right exact, 116
generating set, 10group algebra, 41
head, 62homogeneous component, 34homomorphism

125



126
canonical, 9of algebras, 11of modules, 8

induction, 52inflation, 51isomorphism, 8
LemmaFitting’s Lemma, 26Nakayama’s Lemma, 24Schur’s Lemma, 21
moduleArtinian, 22bimodule, 8completely reducible, 29decomposable, 21finitely generated, 10free, 11indecomposable, 21irreducible, 21left module, 7Noetherian, 23projective, 64reducible, 21regular, 21right module, 8semisimple, 29simple, 21morphism, 112epimorphism, 114monomorphism, 114
object, 112
PIM, 64
radical, 62Jacobson radical, 24rank, 11relative freeness, 69relative projectivity, 69representation, 39equivalent, 41matrix representation, 39modular, 40natural, 40ordinary, 40

permutation representation, 40regular representation, 40trivial, 40restriction, 51ring discrete valuation ring, 80J-semisimple, 31local, 25semisimple, 30
series, 22composition series, 22socle, 63source, 76split sequence, 15splitting field, 37, 83submodule, 8
tensor product, 16TheoremArtin-Wedderburn, 36Brauer’s First Main Theorem, 108Brauer’s Reciprocity, 85Brauer’s Second Main Theorem, 109Clifford’s strong Theorem, 59Clifford’s weak Theorem, 59First Orthogonality Relations, 91Frobenius Reciprocity, 54Green Correspondence, 78Hopkins’ Theorem, 23Jordan-Hölder, 23Krull-Schmidt, 27Mackey formula, 58Maschke, 44Second Orthogonality Relations, 92Wedderburn, 34trace map, 49
valuation, 80exponential, 80vertex, 76
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