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Unterstützung und die Geduld, die sie mir in dieser nicht immer einfachen Zeit
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Daniel, meiner Schwägerin Sabine sowie meinem Patenkind Jonas und meiner Nichte
Linda bedanken, die mich auf ihre eigene Weise immer wieder motivieren konnten
weiter zu machen. Ebenso bedanken möchte ich mich bei Engelbert und Angelika
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Kurzfassung

Um das Leichtbaupotenzial von Faserkunststoffverbunden voll ausschöpfen zu
können, ist ein detailliertes Wissen über ihr fortschreitendes Versagensverhalten unter
Last erforderlich. Die Schallemissionsanalyse bietet in diesem Zusammenhang eine
Methode, um die zugrundeliegenden Mechanismen näher untersuchen zu können.
Durch die Erfassung und Analyse akustischer Wellen, die bei Rissinitiierung und -
wachstum emittiert werden, können Ort und Art der Schädigung über den Versuchsver-
lauf hinweg beschrieben werden. Eine große Herausforderung liegt dabei in der Un-
terscheidung von faserverbundtypischen Schädigungsereignissen wie Faser- oder Ma-
trixbrüchen auf Grundlage ihrer akustischen Emissionen.
Die vorliegende Arbeit beschäftigt sich mit dem Einfluss von zwei Parametern, die sich
maßgeblich auf die akustischen Merkmale von Schädigungsereignissen auswirken
können. Dazu zählen die Tiefe, in der das Schädigungsereignis stattfindet (Quellen-
tiefe) sowie der laterale Abstand, den die akustische Welle von der Quelle bis zum Sen-
sor zurücklegen muss (Quelle-Sensor-Abstand). Um ein Verständnis für die Wirkweise
beider Parameter zu gewinnen, stellt die Arbeit die Eigenschaften von geführten Wellen
in Faserkunststoffverbunden als entscheidend heraus. Durch die Analyse künstlicher
Schallquellen und akustischer Emissionen realer Schädigungsereignisse macht die Ar-
beit deutlich, dass mit Änderungen der Quellentiefe und des Quelle-Sensor-Abstandes,
starke Änderungen im Moden- und Frequenzgehalt der akustischen Emissionen ein-
hergehen können. Diese Änderungen können sogar dazu führen, dass ein Faserbruch
fälschlicherweise als Matrixbruch eingestuft wird und umgekehrt. Für zuverlässigere
Ergebnisse bei der Quellenidentifizierung muss daher der Einfluss der Quellentiefe
und des Quelle-Sensor-Abstandes berücksichtigt werden. Dem Einsatz der modalen
Schallemissionsanalyse spricht die Arbeit in diesem Zusammenhang großen Nutzen
zu, um die zugrunde liegenden Phänomene zu verstehen und darauf aufbauend ro-
bustere Bewertungsmethoden zu entwickeln.
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Abstract

In order to exploit the full lightweight potential of fibre-reinforced plastics (FRP), a
detailed knowledge of their progressive failure behaviour under load is required. In
this context, acoustic emission analysis offers a method to characterize the underlying
mechanisms in more detail. By detecting and analszing acoustic waves emitted during
crack initiation and growth, the location and type of damage can be described over the
course of the test. A major challenge thereby is the differentiation between FRP spe-
cific damaging events, such as fibre and matrix fractures, on the basis of their acoustic
emissions.
The present work deals with the influence of two parameters which can have a sig-
nificant impact on the acoustic characteristics of damaging events. These include the
depth in which the damaging event occurs (source depth) and the lateral distance the
acoustic wave has to travel from the source to the sensor (source-to-sensor distance).
In order to gain an understanding of the effects of both parameters, the work highlights
the properties of guided waves in fibre- reinforced plastics as crucial. By analysing
artificial acoustic emission sources as well as acoustic emissions from real damaging
events, the work demonstrates that changes in source depth and source-to-sensor dis-
tance can be accompanied by strong changes in the modal and frequency content of
the acoustic emissions. These changes can even lead to a fibre break being mistakenly
classified as a matrix break and vice versa. Consequently, for more reliable results in
source identification, the influence of source depth and source-to-sensor distance must
be considered. In this context, the use of modal acoustic emission analysis can be of
great benefit in understanding the underlying phenomena and developing more robust
evaluation methods.
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Zusammenfassung

Kenntnisse über das komplexe Degradationsverhaltens von Faserkunststoffverbunden
(FKV) sind entscheidend, um ihr Leichtbaupotenzial voll ausschöpfen zu können.
Die Schallemissionsanalyse (SEA) bietet in diesem Zusammenhang eine Methode,
um die zugrundeliegenden Mechanismen näher untersuchen zu können. Durch die
Erfassung und Analyse akustischer Wellen, die bei Rissinitiierung und -wachstum
emittiert werden, können Ort und Art der Schädigung über den Versuchsverlauf
hinweg beschrieben werden. Die Unterscheidung von Schädigungsereignissen wie
Faserbrüchen, Matrixrissen oder Delaminationen anhand ihrer akustischen Emis-
sionen stellt dabei eine wesentliche Herausforderung dar, der sich Wissenschaftler
seit mehr als 30 Jahren widmen. Schädigungsereignisse wurden in zahlreichen
Studien über definierte Prüfszenarien gezielt erzeugt, um ihren akustischen Finger-
abdruck zu bestimmen. Die Peakfrequenz wurde in diesem Zusammenhang häufig
zur Unterscheidung zwischen Faserbrüchen und Matrixrissen herangezogen. In
Übereinstimmung mit der allgemeinen Theorie der Schallemission und den elastis-
chen Eigenschaften von Faser- und Matrixmaterial, wurden Ereignisse mit hohen
Peakfrequenzen Faserbrüchen und jene mit niedrigeren Peakfrequenzen Matrixrissen
zugeschrieben. Obwohl die absoluten Grenzen zwischen den Autoren aufgrund
von Unterschieden im Material, der Messausrüstung und der Auswertungsmethodik
variierten, konnte diese Zuordnung in vielen Studien validiert werden.

Ausgangspunkt dieser Arbeit waren Studien, die dieses allgemeine Schema in Frage
stellten. Sie konnten zeigen, dass Matrixrisse, die in der Symmetrieebene des Lam-
inates auftraten, akustische Emissionen mit Peakfrequenzen erzeugen können, die
denen eines Faserbruchs ähnlich sind. Eine mögliche Erklärung wurde in den Eigen-
schaften von geführten Wellen gesehen. Jedoch konnten diese nicht experimentell
nachgewiesen werden, und es fehlte eine umfassende Diskussion darüber, wie und
in welchem Ausmaß der Modengehalt die charakteristische Merkmale im Frequen-
zspektrum beeinflussen kann. Neben der Quellentiefe wurde auch der Einfluss des
Abstands zwischen Quelle und Sensor als potenzielle Quelle für Fehlinterpretationen
adressiert.

Ziel dieser Arbeit war es den Einfluss der Quellentiefe und des Quelle-Sensor-
Abstandes auf die akustischen Charakteristika von Schädigungsereignissen in CFK-
Laminaten systematisch zu untersuchen. Mit dem Schwerpunkt auf Faserbrüchen
und Matrixrissen, befasste sich die Arbeit mit der Frage, wie deren akustische
Emissionen mit Tiefe und Abstand zum erfassenden Sensor variieren können. Ein
Hauptziel dabei war es, diese Abhängigkeiten aufzuzeigen und ein Bewusstsein für die
zugrundeliegenden Mechanismen unter Einbeziehung des modalen Wellencharakters
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zu schaffen. Dabei zielte die Arbeit darauf ab das Zusammenspiel zwischen Mod-
engehalt, Frequenzgehalt und extrahierten Merkmalen aufzuzeigen, um das Potenzial
der modalen Schallemission für die Interpretation von Schallemissionssignalen her-
auszustellen.

Für die Untersuchungen wurden (0°/90°) gestapelte Kreuzlaminate aus kohlenstoff-
faserverstärktem Kunststoff mit jeweils 4 und 16 Lagen hergestellt. Als Grundlage
für die Interpretation der Schallsignale wurde im ersten Schritt die Ausbreitung von
geführten Wellen in diesen Laminaten charakterisiert. Gruppengeschwindigkeiten,
Dämpfungskoeffizienten und Verschiebungsfelder wurden theoretisch ermittelt und
experimentell mit einer neuen Mess- und Auswertemethodik validiert, welche die in-
dividuelle Extraktion und Analyse von symmetrischen und antisymmetrischen Moden
ermöglichte. Die Messungen an den (0°/90°)4s-Laminaten konnten zeigen, dass bei
einer Ausbreitung entlang einer der Hauptfaserrichtungen (0° oder 90°) die Dämpfung
der fundamentalen, symmetrischen Mode S0 bei ca. 600 kHz vergleichbar ist mit der
der antisymmetrischen Mode A0 bei ca. 100 kHz. Dieses Ergebnis machte deutlich,
dass hochfrequente Informationen der Quelle über größere Distanzen hinweg eher
über den S0 Mode erhalten bleiben.
Neben diesen Unterschieden zwischen den Wellenmoden wurde eine Abweichung
zwischen den experimentellen Daten und dem theoretischen Modell für die Dämpfung
von geführten Wellen beobachtet, die auf die Anisotropie zurückgeführt werden konnte.

Der Einfluss der Quellentiefe und der Laufstrecke auf den Modengehalt und die
charakteristischen Merkmale im Frequenzspektrum wurde zunächst im Rahmen einer
Vorstudie mit einer künstlichen Schallquelle untersucht. Dazu wurde die Hsu-Nielsen
Quelle ausgesucht, die über das Brechen einer genormten Bleistiftmine erzeugt
werden kann. Der Bleistift wurde dabei in unterschiedlichen Tiefen an der Kante der
16-lagigen Platte gebrochen, während die resultierende Welle in unterschiedlichen
Entfernungen und Ausbreitungsrichtungen detektiert wurde. Dadurch konnte der
Moden- und Frequenzgehalt als Funktion der Quellentiefe und der Laufstrecke
analysiert werden. Dabei wurde festgestellt, dass bei einer ”in-plane“ Anregung
die A0-Amplitude linear mit zunehmender Tiefe bis zur Symmetrieebene abnimmt,
während die S0 Amplitude nahezu konstant bleibt. Diese Änderung im Modengehalt
wirkte sich auf das Frequenzspektrum und daraus abgeleitete Merkmale wie die
Peakfrequenz aus, da beide Moden vorwiegend in bestimmten Frequenzbändern
auftraten. Die S0-Mode überwog in den höheren Frequenzen, während die A0-Mode
in niedrigeren Frequenzbändern dominierte. Der Ursprung dieser Vorzugsfrequenzen
konnte in den Wellenlängen und Verschiebungsfeldern beider Moden gefunden
werden.
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Der Abstand zwischen Quelle und Sensor beeinflusste das resultierende Frequen-
zspektrum ebenso, da das Verhältnis beider Moden infolge der unterschiedlichen
Dämpfungskoeffizienten variierte. Mit zunehmendem Abstand zwischen Quelle und
Sensor wurde die S0-Mode dominanter, wodurch der Peak im Frequenzspektrum zu
höheren Frequenzen hin verschoben wurde. Der kritische Abstand, bei dem sich
die Peakfrequenz von der A0- zur S0-Mode verschob, nahm dabei mit zunehmender
Quellentiefe bis zur Symmetrieebene ab.
Folglich entstanden durch die Variation der Quellentiefe und des Quelle-Sensor-
Abstandes zwei separate Cluster mit unterschiedlichen Peakfrequenzen, die aus
einer einzigen Quelle hervorgingen. Da nach dem Stand der Technik jedem Cluster
ein einzelner Schädigungsmechanismus zugeordnet wird, machte dieses Ergebnis
deutlich, dass es dadurch zu Fehlinterpretationen kommen kann.

In der Hauptstudie wurden Schädigungsereignisse über quasistatische Zugbelastung
systematisch in verschiedenen Tiefen und Abständen zu den Sensoren erzeugt, um
die Erkenntnisse aus der Vorstudie zu validieren. Während unterschiedliche Quelle-
Sensor-Abstände durch die asymmetrische Sensorkonfiguration realisiert werden
konnten, wurde die Quellentiefe durch das Probendesign systematisch variiert. Die
4- und 16-lagigen (0°/90°) Kreuzlaminate wurden jeweils in 0°- und 90°-Richtung
getestet, um die Positionen der 0°- und 90°-Lagen im Laminat zu tauschen. Folglich
konnte die Tiefenposition der transversalen Matrixrisse in der 90° Lage sowie die
Tiefenposition der Faserbrüche in der 0° Lage zwischen den Proben systematisch
variiert werden.

Zur zuverlässigen Quellenlokalisierung wurde eine neue Auswertemethodik entwick-
elt, die eine in-situ-Charakterisierung der Gruppengeschwindigkeitsverteilungen der
dominanten Moden in der Struktur ermöglichte. Mit dieser Methodik konnte die für
die Ankunftszeitbestimmung zugrundeliegende Mode identifiziert werden und damit
gleichzeitig die Quellenlokalisierung optimiert werden.

Der Abstand zwischen Quelle und Sensor zeigte einen starken Einfluss auf die
charakteristischen Merkmale im Frequenzbereich. Die Schwerpunktsfrequenz sowie
die gewichtete Peakfrequenz wurden in diesem Zusammenhang betrachtet. Während
mit zunehmendem Quelle-Sensor-Abstand eine stetige Abnahme der Schwerpunk-
tsfrequenz beobachtet werden konnte, wurden bei der gewichteten Peakfrequenz
sowohl Zu- als auch Abnahmen beobachtet. Die Zunahmen konnten dabei über eine
Änderung im Modengehalt erklärt werden. Mit zunehmender Laufstrecke nahm das
Verhältnis von A0 zu S0 aufgrund der höheren Dämpfung der A0-Mode ab. Dadurch
dominierte ab einer gewissen Distanz die S0-Mode das Auswertefenster und das resul-



IX

tierende Frequenzspektrum, wodurch der Peak im Spektrum zu höheren Frequenzen
hin verschoben wurde. Dieses Ergebnis machte deutlich, dass der Sensor, der am
nächsten zur Quelle liegt, nicht immer die beste Wahl für eine Quellenidentifizierung
darstellt. Hochfrequente Eigenschaften der Quelle können in unmittelbarer Nähe
zur Quelle durch das Vorhandensein der A0-Mode unterdrückt werden, so dass die
Bandbreite des Schädigungsereignisses unterschätzt wird. Ein Vergleich zwischen
den Sensorsignalen eines Ereignisses konnte zeigen, dass sich die Klassifizierung für
dasselbe Ereignis deutlich unterscheiden kann, je nachdem, welcher Sensor für die
Auswertung berücksichtigt wurde.
Obwohl diese Effekte sowohl bei 4- als auch bei 16-lagigen Proben beobachtet werden
konnten, hatte der Abstand zwischen Quelle und Sensor bei den 4-lagigen Proben
einen stärkeren Einfluss. Insbesondere aufgrund des Vorhandenseins der S0-Mode
bei Frequenzen von bis zu 800 kHz, konnten vorwiegend bei diesen Proben starke
Verschiebungen der Peakfrequenz beobachtet werden. Diese Unterschiede konnten
auf die unterschiedlichen Laminatdicken zurückgeführt werden, die sich direkt auf das
Dispersionsverhalten der geführten Wellenmoden auswirkten.

Basierend auf den vorherigen Ergebnissen wurde eine neue Auswertemethodik zur
Untersuchung des Einflusses der Quellentiefe vorgeschlagen. Dabei wurden zwei
unterschiedliche Messaufbauten ausgewählt: Ein Standardaufbau, der konventionelle,
breitbandige Sensoren mit ausgeprägter Resonanz verwendete, und ein fortgeschrit-
tener Aufbau mit breitbandigen, nicht-resonanten Sensoren, bei dem die Symmetrie
der zugrundeliegenden Wellenmode durch eine spezielle Sensorkonfiguration bes-
timmt werden konnte. In beiden Messaufbauten wurde die Probenkante mittels
einer Kamera überwacht, um Risse in den 90°-Schichten zu identifizieren. Dabei
wurde die digitale Bildkorrelation angewandt, um die Risse anhand der resultierenden
Dehnungssprünge zu detektieren.
Je nach Tiefe der 0° und 90° Lage, konnten bei den 4-lagigen Proben deutliche
Unterschiede in den Schallemissionsdaten festgestellt werden. Schallereignisse mit
gewichteten Peakfrequenzen von über 500 kHz wurden vorwiegend in den Proben ge-
funden, bei denen die 90°-Lage in der Symmetrieebene lag. Diese hohen gewichteten
Peakfrequenzen konnten daher auf die transversalen Matrixrisse in den inneren 90°
Lagen zurückgeführt werden. Als eine ideal in der Ebene wirkende Quelle können
transversale Matrixrisse in der Symmetrieebene vorwiegend die S0-Mode anregen.
Aufgrund der geringen Dämpfung dieser Mode - insbesondere in einer der Haupt-
faserrichtungen – bleiben hochfrequente Komponenten erhalten und können vom
Sensor detektiert werden. Mit dem zweiten Versuchsaufbau konnte die symmetrische
Mode sogar als zugrundeliegende Mode für die Mehrzahl der hochfrequenten
Ereignisse verifiziert werden. Dies konnte durch eine statistische Auswertung der
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Phasenverschiebung zwischen den Signalen zweier gegenüberliegender Sensoren
realisiert werden. Bei den 16-lagigen Proben konnten die Ereignisse mit hohen
gewichteten Peakfrequenzen ebenfalls verstärkt bei den Proben mit der 90°-Lage in
der Symmetrieebene festgestellt werden. Es gab jedoch aufgrund unterschiedlicher
Dispersionseigenschaften deutlich weniger hochfrequente Ereignisse als bei den
4-lagigen Proben.

Insgesamt konnte in dieser Arbeit der Einfluss der Quellentiefe und des Quelle-Sensor-
Abstandes auf Signalmerkmale und Klassifikationsergebnisse im Rahmen der Quel-
lenidentifikation in Kreuzlaminaten aufgezeigt werden. Die Bedeutung der modalen
Schallemissionsanalyse wurde dabei als entscheidend für das Verständnis der zugrun-
deliegenden Phänomene und die Erhöhung der Zuverlässigkeit der Quellenidentifika-
tion aufgezeigt.
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List of abbreviations

Abbreviations

Abbreviation Description

Ai Antisymmetric mode of ith order
AE Acoustic emission
AIC Akaike Information Criterion
CFRP Carbon fibre-reinforced plastics
CLT Classical Laminate Theory
CWT Continuous wavelet transform
DCB Double cantilever beam
DFT Discrete Fourier transform
DIC Digital image correlation
DWT Discrete wavelet transform
EFIT Elastodynamic finite integration technique
FEM Finite element method
FF Fibre fracture
FFT Fast Fourier transform
FIR Finite impulse response
FRP Fibre-reinforced plastics
GFRP Glass fibre-reinforced plastics
GMM Gaussian mixed models
IFF Inter-fibre fracture
IIR Infinite impulse response
LDA Linear discriminant analysis
MAE Modal acoustic emission
NDT Non-destructive testing
PCA Principal component analysis
PLB Pencil lead break
Si Symmetric mode of ith order
SAFE Semi-analytical finite element
SHi Shear horizontal mode of ith order
SOM Self-organizing Map
SVD Singular value decomposition
TMC Transverse matrix cracking
UD Unidirectional
WP Work package
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Latin variables (Part I)

Symbol Unit Description

A V Amplitude
A0 V Original amplitude
A1 V Amplitude at source-to-sensor distance x1

A2 V Amplitude at source-to-sensor distance x2

Amod V Modified amplitude
Aw g/m2 Area weight of prepreg
Awf g/m2 Area weight of fibres
Awm g/m2 Area weight of matrix
AIC 1 Akaike information criterion
Ci j GPa Stiffness tensor
cL m/s Velocity of bulk longitudinal waves
cT m/s Velocity of bulk transversal waves
d mm Laminate thickness
di µm Layer thickness
E GPa Young’s modulus
E‖ GPa Young’s modulus of UD layer parallel to the fibre direction
E⊥ GPa Young’s modulus of UD layer perpendicular to the fibre di-

rection
Ef⊥ GPa Young’s modulus of fibre perpendicular to the fibre direc-

tion
Em GPa Young’s modulus of the matrix material
Ex GPa Young’s modulus of laminate in x-direction
FB 1 Complex Fourier transform of bottom sensor signal
FT 1 Complex Fourier transform of top sensor signal
f Hz Frequency
fc Hz Frequency centroid
fp Hz Peak frequency
fwp Hz Weighted peak frequency
G⊥‖ GPa Shear modulus of UD layer
Gf⊥‖ GPa Shear modulus of fibre
Gm GPa Shear modulus of matrix material
k m −1 Wave number
k ′ m −1 Real part of wave number
k ′′ dB/m,

Np/m
Imaginary part of wave number (Attenuation coefficient)
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Latin variables (Part II)

Symbol Unit Description

L 1 Maximum likelihood
N 1 Number of samples
nv m y-intercept from linear regression analysis (Determination

of group velocity)
na 1 y-intercept from linear regression analysis (Determination

of attenuation coefficient)
PPi 1 Partial power in frequency band i
p 1/m Aggregated variable in Rayleigh-Lamb frequency relation
q 1/m Aggregated variable in Rayleigh-Lamb frequency relation
R+
⊥ MPa Fracture strength of the UD layer under tensile load as a

result of stresses acting perpendicular to the fibre direction
Rm 1 Energy portion of mode m
Si V2 Partial energy of signal
S′i V2 Modified partial energy of signal
Sm V2 Signal energy of mode type m
SN V2 Total partial energy of signal
S V2 Average signal energy of symmetric and antisymmetric

modes
Tg °C Glass transition temperature
t s Time
Vf vol.-% Fibre volume content
vgr m/s Group velocity
vph m/s Phase velocity
x m Distance
x1 m Distance from the source to sensor 1
x2 m Distance from the source to sensor 2
x12 m Distance between sensors 1 and 2
xAs m Starting postion of actuator
xAe m End postion of actuator
xAstep m Step size for actuator position
xS1 m Postion of sensor 1
xS2 m Postion of sensor 2
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Greek variables

Symbol Unit Description

α 1 Delay factor (Hinkley criterion)
α‖ 1/K Linear coefficient of thermal expansion of the UD layer

parallel to the fibre direction
α⊥ 1/K Linear coefficient of thermal expansion of the UD layer

perpendicular to the fibre direction
αf‖ 1/K Linear coefficient of thermal expansion of the fibre parallel

to the fibre direction
αf⊥ 1/K Linear coefficient of thermal expansion of the fibre perpen-

dicular to the fibre direction
αm 1/K Linear coefficient of thermal expansion of the matrix ma-

terial
δ V2 Trend variable
λ m Wavelength
µ variable Arithmetic mean
ν⊥‖ 1 Poisson’s ratio of UD layer, ratio of strain induced in the

direction parallel to the fibre by a strain applied perpendic-
ular to the fibre direction

ν‖⊥ 1 Poisson’s ratio of UD layer, ratio of strain induced in the
direction perpendicular to the fibre by a strain applied par-
allel to the fibre direction

ν⊥⊥ 1 Poisson’s ratio of UD layer, ratio of strain induced in the
direction perpendicular to the fibre by a strain applied per-
pendicular to the fibre direction

νf⊥‖ 1 Poisson’s ratio of fibre, ratio of strain induced in the direc-
tion parallel to the fibre by a strain applied perpendicular
to the fibre direction

νm 1 Poisson’s ratio of matrix material
ρ g/cm3 Density
ρf g/cm3 Density of fibre
ρm g/cm3 Density of matrix material
σ variable Standard deviation
σxTMC MPa Critical tensile stress in x direction for transverse matrix

cracking
τ s Relaxation time
φ rad Phase shift
Ψm wt.-% Content of matrix material by weight
ω rad/s Angular frequency



1

1 Introduction

Carbon fibre-reinforced plastics (CFRP) show a steadily growing market share with an
average annual growth rate of around 12% (2010 to 2018) [1]. Due to the flexibility in
the design of the material itself along with its outstanding specific strengths and stiff-
ness, CFRP has become a vital material for modern lightweight design. Nowadays, it
can be found in primary structures of aircrafts (e.g. wings and fuselage of A350 [2]),
passenger cars (e.g. chassis of BMWi3 [3]) and wind turbine blades (e.g. Vestas V164-
10 MW [4]). Detailed knowledge on the initiation and propagation of cracks is thereby
crucial in order to exploit the full lightweight potential of CFRP in these applications. For
multiaxial CFRP laminates, however, this is a challenging task due to the various dam-
aging mechanisms that can be triggered and the complex interaction between them
within a heterogeneous, layered structure with pronounced anisotropy.
Acoustic emission (AE) analysis has proven to be a valuable tool in this context. As
an in-situ, non-destructive testing (NDT) method with high sensitivity, it allows to char-
acterize damage progression through the detection and analysis of released acoustic
emissions from crack initiation and propagation during mechanical loading [5]. This
way, AE analysis has been successfully utilized to increase the reliability and outcome
of coupon tests in the scope of material characterization [6–13] and to support com-
ponent testing for the validation of simulation results [14–18] or the quality assurance
of high performance products (e.g. composite pressure vessels [19, 20] and formula
1 monocoques [21]). In this context, the identification of damaging events such as fi-
bre fracture or matrix cracking based on their resulting acoustic emissions has been
a vivid field of research for more than 30 years [22]. In order to accomplish this task,
a common scheme has been developed that involves the extraction of characteristic
features of the acquired AE waveforms, the identification of patterns in the resulting
multi-dimensional feature space and the correlation of identified clusters with crack
patterns that are visualized inline through optical NDT methods or offline through mi-
croscopy or X-ray techniques [6]. Following this approach, authors have come up with
classification windows for various damaging events (e.g. delaminations, fibre break-
age, matrix cracking, fibre/matrix pull-out,...) based on certain characteristic features.
The peak frequency represents one of these features that has been considered by
many authors to distinguish between matrix cracking and fibre breakage, for example.
A common scheme has been established that fibre breakage and matrix cracking re-
sult in acoustic events with high and low peak frequencies, respectively [23].
Despite the validation through several authors, this scheme was questioned recently,
by showing that transverse matrix cracks evolving in the inner 90° layers of a cross-ply
laminate could result in AE with peak frequencies that are comparable to those of fibre
breaks [24–26]. This drastic change in frequency content was attributed to a change in
modal content with increasing source depth. However, this could not be experimentally
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validated and comprehensive studies on how and to what extent modal content could
affect frequency characteristics were missing.
Besides the influence of source depth, several authors also pointed out the influence of
source-to-sensor distance on signal characteristics [26, 27]. Due to the low-pass filter
characteristics of the material itself, frequency bandwidth can be reduced and char-
acteristic features such as the peak frequency can significantly shift with increasing
propagation distance. Potential fibre breaks could therefore be misinterpreted as ma-
trix cracks after a certain propagation distance.
The goal of this study is to systematically investigate both - the influence of source
depth and source-to-sensor distance - on signal characteristics of damaging events.
While the focus is put on fibre breaking and transverse matrix cracking as in-plane act-
ing damaging modes, the work is concerned with the question of how their AE footprint
is modified when source depth and source-to-sensor distance vary. One main goal is to
visualize this dependency and create awareness for the underlying mechanisms. This
involves a fundamental understanding of initiation and propagation of guided waves
and the incorporation of modal acoustic emission analysis (MAE) as an essential tool
in this work. By evaluating the effect of source depth and source-to-sensor distance on
modal content, frequency content and characteristic features, the thesis aims to cre-
ate the link between these and highlight the potential of MAE for the interpretation of
acoustic emission signals.



3

2 State of the art

2.1 Mechanical failure of continuous fibre-reinforced plastics

2.1.1 Damaging modes

Continuous fibre-reinforced plastics (FRP) show a complex damaging behavior due
to their heterogeneous structure and their anisotropic properties [28, 29]. On the
microscopic scale, the material can fail locally through fibre filament fracture, matrix
cracking, fibre-matrix interface de-bonding or fibre-matrix pull-out, depending on
the loading conditions, the physical properties of the fibre and matrix material as
well as the strength of the fibre-matrix interface [30, 31]. The occurrence of these
damaging mechanisms is often promoted by local anomalies in the structure like fibre
undulations, voids, resin-rich areas or even pre-existing cracks. They can modify the
local stress conditions in the laminate and thereby promote the initiation of microscopic
damaging mechanisms. The same applies to residual stresses that are inherently
present in FRP laminates after manufacturing. They can develop during cooling
from cure temperature due to the differences in thermal expansion coefficients of
fibre and matrix and the shrinkage of the matrix during polymerization [30]. Since,
on the microscopic scale, anomalies and residual stresses are typically not known
by the designer of a FRP structure, predictions on the initiation and development of
microscopic failure mechanisms are challenging. Stress analysis is therefore shifted
to the macroscopic scale where fibre and matrix are homogenized and treated as
continuum in the form of a layer. This layer consists of endless fibres embedded in
a matrix and is treated as transversely isotropic in the Classical Laminate Theory
(CLT) [30]. The stress state in a single layer can be described in terms of the two
remaining principal directions: The direction parallel (‖) and perpendicular (⊥) to the
fibre direction [30]. On the lamina level, one can distinguish between two types of
failure: Fibre fracture (FF) and inter-fibre fracture (IFF) [29].
The FF defines the fracture of a whole bundle of fibre filaments. The corresponding
load is called the fibre fracture limit. FF is to be distinguished from the fracture of
single fibre filaments that already takes place around 50% to 70% of the fibre fracture
limit [29]. Since the majority of the load is carried by the fibres, FF usually initiates the
final fracture of the laminate.
The IFF, on the other hand, describes the formation of a macroscopic crack that
runs through the matrix or along the fibre-matrix interface. Depending on the loading
conditions, the IFF takes place on different fracture planes. If a unidirectional laminate
is loaded in tension parallel to the fibre direction, the IFF is created on a plane parallel
to the fibre direction. This is defined as longitudinal matrix splitting. If the same
unidirectional laminate is loaded perpendicular to the fibre direction, the fracture plane
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is perpendicular to the loading direction, resulting in the so-called transverse matrix
cracking (TMC). In multi-axial laminates, TMC is a frequently encountered damaging
mode that can already occur at 30% to 40% of the ultimate strain in cross-ply CFRP
laminates under quasi-static tensile loading [30, 32, 33]. In contrast to the FF, FRP
laminates can usually tolerate TMC by transferring the load to adjacent plies. TMC
as a first-ply failure does therefore not necessarily lead to the disintegration of the
whole laminate. However, it can be detrimental to the residual structural performance
by reducing the stiffness of the laminate and initiating stress concentrations at the
interface that promote the creation of fibre fracture and inter-ply delaminations. The
later represents an additional damaging mode that appears on the laminate level.
It defines the separation of layers as a result of critical tensile stresses acting in
thickness direction or shear stress along the interface of adjacent plies.

The critical failure loads for damaging modes are derived from failure theories. In this
context, Puck’s failure criterion is well established for the layer-wise prediction of fail-
ure loads for FF and IFF in arbitrary loading scenarios. With a fracture hypothesis
that contains all possible fracture planes for FF and IFF, a master fracture body can
be created on the basis of the elastic properties and the basic strengths values of the
laminate [29]. This fracture body allows the determination of a stress exposure factor
for FF and IFF based on the stress state inside a layer. This stress exposure factor
runs from 0 to 1 with increasing stress intensity. If the current stress vector reaches the
closed surface of the master fracture body, stress exposure is equal to 1 and critical
stress condition for failure is reached. This way, first-ply failure can be predicted ana-
lytically. More details on Puck’s failure theory can be found in [29,30].
If a structure is designed to withstand loads above first-ply failure, a degradation anal-
ysis has to be performed to guarantee the structural integrity in the presence of cracks.
This analysis is mainly done for IFF as FF generally leads to the final failure of the lam-
inate. In Puck’s approach to degradation analysis, elastic properties are degraded with
increased load to compensate for the presence of cracks. The consequence of these
cracks is thereby smeared over the whole layer, neglecting the effect of local stress
concentrations. For the degradation of elastic constants as a function of crack density,
many theoretical models have been developed. Carraro et al. give a comprehensive
overview in [34].

2.1.2 Damage evolution in cross-ply laminates

Since this thesis focuses on cross-ply laminates, a closer look is taken at the evolution
of damage for these laminates when subjected to quasi-static tensile loading. Figure
2.1 depicts a typical sequence of damaging modes in a balanced (0°/90°) cross-ply
laminate loaded in the 0° direction. The figure as well as the following notes are based
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on [28].
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Figure 2.1: Schematic evolution of damage in a cross-ply laminate under quasi-static
tensile loading in the 0° direction.

If no premature cracks existed after manufacturing, the first microcracks in the matrix
material already develop at stress exposure factors of around 0.5 in the 90° layer,
predominantly where stress is concentrated due to anomalies or residual stresses
after manufacturing. With increased loading, microcracks coalesce and grow until the
stress exposure factor for IFF in the 90° layer reaches 1. At this point, a macroscopic
crack develops across the whole thickness of the layer (stage 1 in figure 2.1). The force
that was carried by the 90° layer is transferred to the adjacent layers at the position of
the crack. This abrupt redistribution of load can cause other 90° layers to fail around
the same lateral position. Through interlaminar shear stress, the load can be steadily
reintroduced in the broken 90° layers. After a certain distance, the full stress is built
up again, resulting in another TMC in the 90° layer. As a consequence of growing
crack density, the Young’s modulus E⊥, shear modulus G⊥‖ and Poisson’s ratio ν⊥‖ are
reduced [29,30]. A saturation in crack density is reached, when the distance between
two cracks is too small in order to build up the necessary stress for IFF in the broken
90° layers. While the 90° layers continuously degrade, more load is redistributed to the
neighboring 0° plies. Eventually, lateral contraction in the 0° layer due to the Poisson’s
effect can initiate longitudinal matrix splitting in the 0° layer as a second ply failure
(stage 2 in figure 2.1). As the fibres are still intact, the laminate is capable of bearing
the load. However, when stress exposure factor for FF reaches 1, fibre bundles in
the 0° layer break, resulting in the disintegration of the whole laminate (stage 3 in
figure 2.1). Depending on the fibre-matrix interface, the laminate can also fail through
delamination. Due to the differences in Poisson’s ratios of 0° and 90° layers, inter-
laminar shear stresses can develop that promote the initiation and growth of inter-ply
delaminations at the free edge of the laminate [30]. Crossing points of IFF in the 0° and
90° layers can thereby promote the development through further stress concentrations.
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AE analysis can serve as tool to characterize this complex damaging behaviour and
derive material properties for degradation analysis. Knowledge on the characteristics
of ultrasonic guided waves is thereby crucial for the analysis.

2.2 Ultrasonic guided waves

2.2.1 Fundamentals

Acoustic waves can propagate as longitudinal or transversal wave modes in bulk mate-
rial following Navier’s equation of motion [35]. When wave propagation is constrained
through interfaces, guided waves can develop as a result of continuous reflection, re-
fraction and mode conversion. Lord Rayleigh discovered this phenomenon in 1885 for
waves that form at the free surfaces of a solid [36]. The so-called Rayleigh waves show
a combined displacement of longitudinal and transversal motion that decays exponen-
tially with distance from the surface. Another type of guided wave was discovered by
Horace Lamb in 1917 [37] in shell like structures that are infinitely extended in two
directions while bounded by two parallel surfaces. Since FRP components are com-
monly designed as shell like structures, this type of wave has a high relevance for FRP.
In these thin-walled structures, interference between incident and reflected waves can
take place, if the wavelength of the acoustic waves is larger than the plate thickness.
This interference is constructive for the development of the so-called Lamb waves. The
displacement field of these waves is limited to the propagation direction and the direc-
tion normal to the plane of the plate. Depending on its symmetry towards the center
plane of the plate, one can distinguish between symmetric and antisymmetric wave
modes. The schematic displacement fields of the fundamental symmetric (S0) and
antisymmetric (A0) wave modes are illustrated in figure 2.2.

(a) Antisymmetric A0 mode (b) Symmetric S0 mode

Figure 2.2: Schematic displacement fields of fundamental Lamb wave modes - gener-
ated with [38].

First comprehensive solutions for these modes were found by Mindlin [39] and Vik-
torov [40] by solving Navier’s equation of motion with the condition of stress free bound-
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aries at the interfaces. Two characteristic equations could be derived that govern the
propagation characteristics symmetric (2.1) and antisymmetric (2.2) Lamb wave modes
in isotropic materials with thickness d . The symmetric (Si) modes follow

tan(qd)
tan(pd)

= − 4k2qp
(q2 − k2)2 (2.1)

whereas the antisymmetric (Ai) modes can be derived from

tan(qd)
tan(pd)

= − (q2 − k2)2

4k2qp
. (2.2)

The variables p and q are a function of angular frequency ω, velocity of bulk longitudinal
cL or transversal wave cT and the wave number k .

p2 =
ω2

c2
L
− k2, q2 =

ω2

c2
T
− k2 (2.3)

Angular frequency ω and wave number k can thereby be expressed as well in terms of
wavelength λ and frequency f .

k =
2π
λ

(2.4)

ω = 2πf (2.5)

Equations (2.1) and (2.2) are known as the Rayleigh-Lamb frequency relations. They
correlate wave number k and angular frequency ω to the plate thickness d and thereby
visualize the dispersive nature of Lamb waves. In contrast to bulk waves, the velocity
of Lamb waves for a given plate thickness d depends on the frequency.

In addition to Lamb waves modes, shear horizontal (SHi) modes can be found in
shell-like structures. They are typically distinguished from Lamb wave modes, because
particle vibrations are limited to in-plane motions parallel to the surface of the plate.
These horizontally polarized waves exist in the form symmetric and antisymmetric
modes that are denoted with even (0,2,4,...) and odd numbers (1,3,5,...) respectively.
More details on their characteristic equations can be found in [35,41].

Numerical methods such as Newton’s method have to be utilized to find the the so-
lutions for the Rayleigh-Lamb equation [35]. For every combination of frequency f
and thickness d , an infinite number of solutions exist for k . Among those, there is
only a finite number of propagating wave modes with real valued wave numbers k .
Multi-layered structures, like FRPs, introduce another level of complexity for the
calculation of Lamb wave modes. Here, each individual layer is constrained by two
interfaces, where continuity of stress and displacement has to be ensured. Further-
more, anisotropic properties have to be considered for every layer. Thomson [42]
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and Haskell [43] introduced the Transfer Matrix Method as one numerical method to
find solutions for Lamb wave modes in multi-layered structures. In this approach, the
equations of each individual layer are condensed into a set of four equations that
relate the boundary condition of the first and last interface with each other. Whereas
the method is computational fast, for large values of f d , it becomes ill conditioned
leading to unstable solutions for the characteristic equation. In order to overcome
these drawbacks, the Transfer Matrix Method was reformulated. In this context,
Rohklin and Wang [44] developed the Stiffness Matrix Method which was revisited and
adapted by Huber and Sause [45] later on. The Global Matrix Method was suggested
as an another alternative approach by Knopoff [46]. In contrast to the Transfer Matrix
Method, this method assembles a single matrix that comprises the equations of all
layers. A more detailed view on matrix techniques for the calculation of Lamb waves
in anisotropic, multi-layered structures can be found in [47, 48]. As an alternative to
matrix techniques, Finite Element Analysis has been considered to model guided
wave propagation in fibre-reinforced composites. Besides the classical Finite Element
Modelling [49], various methods such as the semi-analytical finite element (SAFE)
method [50–52] and the elastodynamic finite integration technique (EFIT) [53,54] have
been successfully applied in this context. A benchmark of some of these methods can
be found in [55].

For the identified wave modes and pairs of wave number k and frequency ω, the prop-
agation speed can be determined. In dispersive media, one has to distinguish between
the group velocity vgr and the phase velocity vph in this context [35]. Phase velocity
thereby describes the propagation of a point of constant phase inside the wave packet
and is given by the ratio of ω to k or the product of wavelength λ and frequency f .

vph =
ω

k
= λ · f (2.6)

The group velocity, on the other hand, represents the speed of energy transportation
which is given by

vgr =
∂ω

∂k
(2.7)

and often referred to as the energy velocity or the velocity of the wave packet.

Due to the anisotropy in FRP, the direction of energy propagation can differ from the
direction of the wave vector, resulting in a skewing angle between the directions of
group and phase velocity [35]. This skewing angle for the fundamental wave modes A0,
S0 and SH0 as a function of propagation direction in a unidirectional CFRP laminate is
shown in [56]. Only for a propagation parallel or perpendicular to the fibre direction,
the direction of energy and phase velocity coincide. All other directions result in a
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skewing angle that is unequal to zero. Regarding the A0 and S0 mode, for a wide range
of phase velocity directions, the energy is directed towards the fibre direction, resulting
in a natural focusing of energy in this direction. This can be expressed in the form
of an energy focusing factor that depends on propagation direction and frequency as
shown experimentally in [56] for the A0 mode in a unidirectional and a cross-ply CFRP
laminate.
Another interesting aspect in FRP laminates is the coupling of Lamb wave and shear
horizontal modes. If the direction of propagation does not coincide with a principal fibre
direction, SH and Lamb wave modes are coupled, resulting in ”hybrid” wave modes
with a three dimensional displacement pattern [35, 41, 50, 56]. In addition, the SH
mode can split into multiple wave packets with different group velocities as illustrated
for unidirectional and cross-ply laminates in [50,56]. The energy velocity of the fastest
SH mode was found to be comparable to the energy velocity of the S0 mode, making
a temporal separation of both modes challenging for practical propagation distances.

Dispersion diagrams relate frequency f or the product of frequency and plate
thickness f d to the group or phase velocity of present wave modes. An exemplary
dispersion curve for a unidirectional (UD) laminate with a thickness of 2 mm is shown
in figure 2.3 (a) for a propagation parallel to the fibre direction. All dispersion diagrams
were generated with Dispersion Calculator Software v1.5.1 developed by Huber [45]
and provided as freeware by the German Aerospace Center [38]. Several aspects
are interesting to point out. First, from the set of wave modes, the two fundamental
symmetric and antisymmetric Lamb waves modes S0 and A0 as well as the shear
horizontal mode SH0 are the only ones that exist over the whole frequency range.
Higher order Lamb modes join at specific cut-off frequencies that can be calculated
based on the bulk longitudinal and transversal wave velocity [35]. At these frequencies,
a standing longitudinal or shear wave is present across the thickness and the group
velocity approaches zero. The second aspect refers to the fundamental Lamb wave
modes A0 and S0. For low frequencies, the S0 mode shows a group velocity that is
around five times higher than that of the A0 mode. However, with increasing frequency,
group velocity of the S0 mode significantly drops, whereas that of the A0 mode rises.
Eventually both modes approach each other in terms of group velocity. At last, it is
interesting to note that the SH0 mode shows no dispersion over the whole frequency
range. Since dispersion introduces complexity in the interpretation of acoustic signals,
this particular aspect can be valuable for NDT applications. However, as pointed out
earlier, pure SH modes only exist in fibre direction. In the non-principal fibre directions,
SH modes are coupled with Lamb wave modes and show dispersion as well.
Another view on the characteristics of guided waves modes is given in figure 2.3 (b),
where the wavelength is illustrated as a function of frequency for the same UD CFRP
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plate. In the presented frequency range, the wavelengths are typically in the order of
millimeters. While the S0 mode appears at higher wavelengths than the A0 mode, the
wavelengths of both modes drop with increasing frequency.
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Figure 2.3: Dispersion diagram showing the group velocities (m/s) (a) and wavelengths
(mm) (b) of guided wave modes as a function of frequency (kHz) for a 2
mm UD CFRP laminate and propagation in the fibre direction. Calculations
were realized with [38].

The anisotropy in elastic properties of FRPs is also reflected in the group velocity of
Lamb wave modes. This is visualized in figure 2.4 where the group velocities of A0 and
S0 mode are illustrated as a function of propagation direction at a frequency of 200 kHz
for the same UD CFRP laminate.
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Figure 2.4: Group velocity (m/s) of fundamental Lamb wave modes A0 and S0 as a
function of propagation direction (°) for a 2 mm UD CFRP laminate at 200
kHz. Calculations were realized with [38].
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The fibre direction corresponds to 0° degree. A strong dependency of group velocity
can be observed for the S0 mode. Its velocity drops from around 9,500 m/s in fibre
direction to 2,500 m/s perpendicular to it. The group velocity of the A0 mode, how-
ever, is only slightly affected by the laminate’s anisotropy. The fact that both modes
are affected differently by laminate anisotropy, results from their individual displace-
ment fields. These are shown in 2.5 (a) and (d) as a function of source depth for
the 2 mm UD CFRP laminate for a propagation in fibre direction at 200 kHz. The dis-
placement fields are divided in in-plane (red), out-of-plane (blue) and shear-horizontal
(green) components in relation to the laminate plane. The calculations were done with
Dispersion Calculator software [38]. Since the software did not allow the calculation of
absolute values, displacement components are shown on a relative scale.

(a) A0 mode at 200 kHz (b) A0 mode at 400 kHz (c) A0 mode at 600 kHz

(d) S0 mode at 200 kHz (e) S0 mode at 400 kHz (f) S0 mode at 600 kHz

Figure 2.5: In-plane (red), out-of-plane (blue) and shear horizontal displacement
(green) components of the fundamental Lamb wave modes A0 (a,b,c) and
S0 (d,e,f) as a function of frequency (200, 400 and 600 kHz) for a 2 mm UD
CFRP laminate and propagation in the fibre direction. Calculations were
realized with [38].

Whereas the S0 mode shows a strong in-plane displacement, the displacement field
of the A0 mode is dominated by an out-of-plane motion. Due to these characteristics,
both modes are often referred to as extensional (S0) and flexural mode (A0). In terms
of FRP, anisotropy in group velocity is more pronounced for the S0 mode, because it
is mainly influenced by the in-plane elastic properties that are subject to significant
change depending on the propagation direction. On the other hand, the A0 mode is
only slightly affected by the propagation direction due to the strong linkage to the out-
of-plane laminate properties that are less influenced by in-plane fibre direction.
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However, with increasing product of frequency and thickness, the displacement fields
of both modes change. This is illustrated in figures 2.5 (b),(c) and (e),(f) that show the
displacement fields of both modes for the same laminate at 400 and 600 kHz. Regard-
ing the S0 mode, the out-of-plane motion at the surface becomes stronger as frequency
increases. The in-plane displacement, on the other hand, concentrates at the center
of the plate. In contrast to the S0 mode, the displacement components of the A0 mode
are only slightly affected in the selected frequency range. Whereas the relative in-
plane displacement stays almost constant, the out-of-plane motion concentrates at the
surface.

2.2.2 Attenuation

Wave attenuation describes the loss in amplitude of an acoustic wave with increasing
propagation distance [57]. Regarding AE source identification, wave attenuation is the
cause for the loss of information with increasing source-to-sensor distance. According
to Pollock [58], there are four main mechanisms that contribute to wave attenuation in
thin-walled structures:

1. Geometric spreading: Originating from the excitation source, acoustic waves prop-
agate in all directions, creating a wave front that grows with increasing propagation dis-
tance. Due to this geometric spreading, the energy is distributed among a steady grow-
ing wave front, resulting in a decay of wave amplitude along a ray path with increasing
propagation distance. For ultrasonic guided waves originating from an omnidirectional
excitation source, the ratio of amplitudes A1 and A2, measured at respective distances
x1 and x2 from the source, is given by

A2

A1
=
√

x1√
x2

(2.8)

according to [59]. Geometric spreading is the dominant attenuation mechanism in the
near field [57, 59]. As already discussed earlier in this section, in FRP, the energy is
forced to propagate along the fibre direction, due to the natural focusing effect result-
ing from the skewing angle between wave front and energy velocity direction. This
can reduce the effect of geometric spreading for waves propagating in principal fibre
directions, as pointed out in [60].

2. Material damping: Internal friction and scattering lead to inherent material damp-
ing. In viscoelastic materials, part of the mechanical energy of the acoustic wave,
is transferred into heat and absorbed by the material itself. The absorption of en-
ergy is thereby expected to be proportional to the frequency of particle vibration [61].
Scattering, on the other hand, describes the loss of energy due to the interaction of
acoustic waves with inhomogeneities inside the material. This interaction leads to an
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excitation of inhomogeneities which again act as omnidirectional emitters of acoustic
waves. Since these secondary waves are spread inside the material and are gener-
ally not in phase with the primary waves, part of the energy gets lost. As with internal
friction, scattering depends on frequency. The size of acoustic wavelength compared
to the dimensions of inhomogeneities thereby determines scattering phenomena and
characteristics [61]. Compared to metallic structures, scattering can lead to significant
wave attenuation in FRP where inhomogeneities inherently exist through the layered
structure and the presence of fibres and voids. Material damping is the dominating
attenuation mechanism in the far field [59]. The resulting loss in amplitude is generally
described through an exponential law. The ratio of amplitudes A1 and A2 at respective
distances x1 and x2 from the source, is given by [59]:

A2

A1
= e−k ′′(x2−x1) (2.9)

In this equation, k ′′ represents the imaginary part of the complex wave vector k =
k ′ + i · k ′′ and is often referred to as attenuation coefficient, given in units of Neper/m
or dB/m. In FRP, the attenuation coefficient depends on wave mode, frequency and
propagation direction. Exemplary values for the attenuation coefficient of Lamb wave
modes A0 and S0 are shown as a function of frequency and propagation direction for
unidirectional and cross-ply CFRP plates in figures 2.6 (a)-(d).

According to theory, the trend can be observed that attenuation increases with fre-
quency for both modes. However, the attenuation of the A0 mode is significantly
stronger than that of the S0 mode. This can also be observed for other laminates
and propagation directions [51,59,60,62–64].
A strong anisotropy is visible when comparing the attenuation coefficients for propaga-
tion parallel and perpendicular to the fibre direction in unidirectional laminates. When
the wave propagates perpendicular to the fibre direction, wave scattering intensifies,
resulting in higher attenuation coefficients for both modes [51,64].
Another interesting aspect is the fact that some of the attenuation coefficients in figure
2.6 are negative. This effect was encountered by several authors already [56, 63, 65].
One possible explanation for this behavior could lie in the natural focusing of energy
towards the fibre direction that could result in an anisotropic geometrical spreading
function that differs from equation 2.8 as pointed out in [56,60].

3. Dissipation into adjacent media: When the wave propagating medium is sur-
rounded by another media other than vacuum, acoustic waves can be transmitted in
the form of leaky waves into the adjacent media. The portion of wave energy that is
transmitted and reflected at the interface thereby depends on the wave mode, the inci-
dent angle and the acoustic impedances of both media [35,61]. Regarding longitudinal
waves with normal incidence, the amount of energy that is reflected at the interface is
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(a) Unidirectional, 0°
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Figure 2.6: Experimentally determined attenuation coefficients (Np/m and dB/m) of the
fundamental Lamb wave modes A0 (blue) and S0 (red) in unidirectional
(a,b) and cross-ply (c,d) CFRP laminates as a function of frequency (kHz)
and propagation direction (a,c: 0°; b,d: 90°).

proportional to the square difference in acoustic impedances of both media [61]. De-
pending on the surrounding media (e.g. air or water), dissipation into adjacent media
can therefore contribute significantly to wave attenuation [66].

4. Dispersion: In dispersive media, an initially short pulse with a broad bandwidth
will be spread in time with propagation distance, due to the fact that the energy in a
wave packet travels at different speed depending on its frequency. As the energy is
distributed among diverging wave packets, the amplitude of the whole wave packet
decays with increasing propagation distance. The loss in amplitude thereby depends
not only on the propagation distance but also on the steepness of the dispersion curve
and the bandwidth of the initial pulse [67].

In FRP, additional attenuation can result from continuous mode conversion. This
phenomena was observed first by Willberg et. al [68] in a CFRP plate partially made of
woven fabric. Through experimental and numerical studies, they could show that the
S0 mode is continuously converted into the A0 mode due to the periodic differences
in stiffness induced by the structure of the fabric. Later on, this phenomenon was
also verified numerically and experimentally for a cross-ply CFRP plate made from
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unidirectional prepreg for wave propagation along the principal fibre directions [69].
The phenomenon seems to be limited to the attenuation of the S0 mode specifically.
However, analytical models for the determination of its amplitude loss have not been
suggested.

2.3 Acoustic emission analysis

2.3.1 Working principle and applications

Acoustic emissions are defined as transient elastic waves that are generated
through the rapid release of energy caused by processes such as crack initiation and
propagation [5]. AE analysis deals with the detection, processing and interpretation of
these acoustic waves in order to get information about the source that caused them.
Besides the point in time of the AE event, its location, size and type can be of particular
interest. In its nature, AE analysis is similar to seismology where earthquakes are
characterized and classified through the detection and analysis of released seismic
waves. However, in contrast to seismology, AE analysis focuses on processes on
the microscopic scale and the analysis of released AE in the ultrasonic frequency
range. The bandwidth taken for the detection and evaluation of AE signals is typically
confined to frequencies between 10 kHz and 1 MHz [5]. In this frequency range, AE
can be generated and detected not only from crack formation and propagation but also
from plastic deformation (e.g. twinning in tin), phase transformations (e.g. martensitic
transformation in steel), friction, leakage and corrosion.

The typical setup for AE analysis is shown in figure 2.7. Although AE analysis is
defined as a non-destructive testing (NDT) method [5], a damaging event is necessary
for its application. In this case, the event is represented by a crack that is formed as a
result of an external force. In the moment of its initiation, the crack acts as an omnidi-
rectional emitter for acoustic waves that propagate inside the structure and eventually
hit a piezoelectric sensor that is attached to the surface of the structure with a coupling
agent (e.g. silicon grease). Through the piezoelectric effect, the sensor is able to
convert the mechanical displacement caused by the acoustic wave into an electrical
signal that is amplified and digitized in the next step. The result is a digital waveform
that can be analysed further to retrieve more information about the underlying source
than its moment of detection. Through signal processing and feature extraction, the
location as well as the type of the source are accessible. Readers are referred to
sections 2.3.2 and 2.3.3 for further information on the underlying methodology.

In the field of NDT, AE analysis stands out by the following characteristics:
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Figure 2.7: Typical setup for acoustic emission analysis.

• Passive - In AE analysis, the detected energy is released by the object itself and
not being supplied by the NDT method as in ultrasonic testing or radiography.
The necessary hardware can therefore be reduced to a sensor, an amplifier and
a data acquisition unit.

• Sensitive - Due to its passive nature and the high sensitivity of the piezoelectric
sensors, AE analysis is capable of detecting events on the microscopic scale.
This involves phase transformations, plastic deformation or even single fibre fil-
ament failure in fibre reinforced plastics. On the other side, this sensitivity can
cause further challenges due to perception of ambient noise.

• Integral - Most AE sources act as omnidirectional point emitters, releasing acous-
tic waves in all directions. These waves can propagate in the structure and even-
tually trigger a sensor that is located in the vicinity of the source. This integral
aspect allows the monitoring of large and inaccessible areas. Compared to ultra-
sonic testing where structures need to be completely scanned with a transducer
to find flaws, the damaging event is the transducer itself in AE analysis.

• Dynamic - The potential of AE analysis is limited to dynamic processes. Flaws
that are already in the structure cannot be detected unless these get acoustically
active again through an external load that forces flaws to grow or to produce AE
through friction.

• In-situ - Damaging processes can be observed inline with AE analysis without
any disturbance to the specimen or the need to interrupt the test for the investi-
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gation. AE analysis is a suitable in-situ method for the monitoring of structures,
processes or proof tests.

Due to these characteristics AE analysis has found its way in many industrial
applications in engineering since its discovery in the middle of the 20th century. In
the beginning, metallic components and concrete structures from civil engineering
were in the center of attention. Classic applications include the detection of valve
leaks, the monitoring of corrosion in tanks and pipes, the inspection of bridges as well
as the proof testing of pressure vessels [70–72]. Later on, applications were extended
to the field of fibre reinforced plastics where AE analysis has been implemented for
the quality inspection and proof testing of composite pressure vessels [19, 20] and
Formula 1 monocoques [21].

Besides industrial applications, research has revealed further potential for AE anal-
ysis of composite structures. In this context, extensive effort has been spent to
advance AE analysis to an in-situ monitoring tool for failure analysis that enables the
localization and identification of damaging modes in FRP. Potential application scenar-
ios have been presented in the following fields:

1. Material characterization: By identifying the damaging mode and location from
first to last ply failure, AE analysis can support the interpretation of stress-strain
curves and the generation of reliable material properties. Examples include the
determination of

• apparent interlaminar strength via short-beam-shear test according to ASTM
D2344 or ISO 14130 [6],

• fracture strength distributions via fibre bundle testing [10],

• mode I and mode II interlaminar fracture toughness via double-cantilever
beam according to ASTM D5528 (ISO 15024) for mode I and ASTM D7905
(ISO 15114) for mode II [7–9],

Furthermore, AE analysis can detect the onset and progression of failure and
thereby support the understanding of complex degradation behavior in FRP. Re-
sults can be utilized to access necessary properties for degradation analysis or
to validate corresponding theoretical models. Examples include

• the determination of transverse matrix crack densities during quasi-static
tensile testing [25,73,74],

• the identification of failure onset and progression of damaging modes during
quasi-static [11–13] and fatigue testing [75–78]
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• the time dependency of damaging modes during creep tensile testing [79]
as well as

• the tracking of delamination growth in mode I and mode II or mixed mode
fracture toughness tests [8,9,80–83]

2. Structural component testing: AE source identification can function as a tool
for the validation of failure loads and modes derived from finite element analysis
and the visualization of damage progression during quasi-static and fatigue tests.
Source identification has therefore been performed on full-scale structural tests of
wind turbine blades [15–18], frames [14], torsion shafts [6] and pressure vessels
[20,84].

3. Structural Health Monitoring: Structural Health Monitoring (SHM) applications
could benefit from AE source identification through access of information on the
damaging mode and its location. This way, the effects of local failure on remaining
stiffness and strength of the component could be assessed through FEA which,
in turn, could serve as valuable information for the definition and scheduling of
repair jobs and predictions of remaining life time. Possible applications include
the monitoring of wind turbine blades as shown in [17,18].

2.3.2 Localization of AE sources in FRP

Knowledge on the the location of an AE source can be valuable information for the
interpretation of AE measurements. Especially in the field of source identification, the
location of the damaging event is of particular interest. In this context, localization
can support the correlation of AE with damaging events by matching the source
positions with crack positions from imaging NDT methods [23, 74]. Furthermore,
source-to-sensor distance can have a strong impact on signal characteristics. Source
localization was therefore termed as a necessary step for the interpretation and
assessment of classification results [26, 85]. In the following paragraphs, an overview
is given on the fundamentals of source localization with a focus on the challenges
encountered in thin-walled FRP structures.

The differences in arrival times between sensor pairs are the foundation for AE source
localization. With knowledge on the group velocity of the triggering wave modes,
these differences in time can be translated into differences in propagation path. In
a one-dimensional problem where only two sensors were triggered by the acoustic
wave, the source can be positioned relatively on the connecting line between those
sensors. The same principle can be applied to higher dimensional problems. However,
source localization in two dimensions already requires a minimum of three sensors.
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While a detailed explanation on the procedure for source localization can be found
in [5], only the most relevant parts for this thesis are presented here. A major step in
AE source localization involves the determination of time of arrival of the acoustic
wave at every triggering sensor. This can be realized by a simple threshold where the
first threshold crossing denotes the time of arrival. However, since threshold based
methods are not reliable for the detection of signal onset [86, 87], other methods have
been suggested. One prominent example includes the Akaike Information Criterion
(AIC) [88] that was introduced as time of arrival picker by Maeda [89] and later on
adapted by several authors [87,90]. An alternative to the AIC picker was suggested by
Grosse on the basis of the Hinkley criterion [91]. In this approach, the time of arrival is
represented by the global minimum of the modified partial energy S′i . This energy can
be calculated according to equation 2.10 as a function of the partial energy Si which is
the cumulative sum of all samples i of the time series x and a variable trend δ which
is calculated according to equation 2.11 as a function of the total partial energy SN of
the signal, the number of sample points N and a delay factor α that lies between 2 and
200.

S′i = Si − i · δ =
i∑

m=0
A2

m − i · δ (2.10)

δ =
SN

α · N
(2.11)

Further time of arrival pickers with a detailed discussion on their strengths can be found
in [86,87].
Since FRP structures are often designed as shell-like structures, dispersion has to be
considered for source localization. The determination of time of arrival is therefore of-
ten accomplished in the time-frequency domain. This way the time of arrival can be
determined for every single frequency using the before mentioned methods. In this
context, many authors have utilized the wavelet transform as one signal processing
method that enables the transformation to the time-frequency domain for bust type sig-
nals commonly encountered in AE analysis [92–95]. In the next step, the corresponding
mode that triggered the time of arrival has to be identified. Since the group velocity of
A0 and S0 mode can differ up to factor of five in unidirectional CFRP laminates (see
figure 2.3(a)), this can have a significant impact on localization results. In order to in-
crease the reliability of source localization results, authors have therefore suggested to
identify the individual arrival times of both modes [85,95,96]. In this context, additional
studies have shown that this can even reduce the number of necessary sensor pairs
for the localization in one [95, 96] and two dimensions [97]. If frequency, mode and
corresponding time of arrival are determined for every sensor that was triggered by
the acoustic wave, the location of the source can be calculated with the corresponding
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group velocity vgr . For the one-dimensional case, where two sensors 1 and 2 are posi-
tioned at distance x12 to each other, the distance x between the first hit sensor and the
source can be calculated as

x =
1
2

(x12 − ∆t · vgr ), (2.12)

where ∆t denotes the difference in arrival times between both sensors. For FRP struc-
tures, it should be noted that group velocity is also a function of propagation direction
as shown in figure 2.4. This aspect makes localization of AE source in two-dimensions
challenging for FRP structures since the propagation direction is not known from the
beginning. Since the two-dimensional case is not relevant for this thesis, the reader
is referred to [92, 98–102] for numerical algorithms, neural networks and advanced
sensor configurations that can be applied in simple and complex FRP structures.

2.3.3 Identification of AE sources in FRP

The identification of damaging mechanisms in FRP based on their acoustic emissions
has been an ongoing field of research for more than 30 years. In order to intensify
the knowledge on the complex degradation behavior of FRP (see section 2.1), many
studies have been performed to advance AE analysis to an in-situ monitoring tool
for failure analysis that enables the identification of damaging modes such as fibre
fracture (FF) and inter-fibre fracture (IFF) on the basis of their acoustic emissions.
Before the procedure for AE source identification is explained in detail, a closer look is
taken at the foundation for AE source identification.

Foundation
Damaging mechanisms excite acoustic emissions due to the abrupt relaxation of
stresses during crack forming and propagation. The resulting acoustic wave can be
treated as a fingerprint for the damaging mechanism that allows its traceability. The
foundation for this acoustic fingerprint lies in the crack kinematics as explained in [6].
When a critical stress level is reached locally, new surfaces are created to form a crack.
In the moment of stress release, these surfaces are deflected within a characteristic
time span that is defined as the source rise time. Upon deformation the crack sur-
faces start oscillating until they find a new equilibrium state. This deflection results in an
acoustic wave according to the elastic wave equation, if displacement can be regarded
as small and elastic. The abrupt excitation in the form of an impulse thereby creates a
broad spectrum of acoustic waves where the bandwidth is proportional to the inverse
of the source rise time [103]. Since the rise time is again linked through the generalized
theory of AE to the elastic properties of the cracking material and the local loading con-
ditions, the excited wave is characteristic for the damaging event [104, 105]. It carries
valuable information for source identification that is accessible through AE analysis.
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Brittle and ductile failure, for example, can be distinguished because the characteristic
time span generally decreases with increasing brittleness [106]. In terms of FRP, this
means that the failure of a brittle fibre should be accompanied by a higher frequency
content than that of the ductile polymeric matrix. Although the characteristic rise times
of these damaging mechanisms are not readily accessible by measurement, numerical
methods have been developed for their determination. Sause et al. [107] developed
an AE source model based on finite element modelling that allows the determination
of rise times by capturing the whole process from crack initiation towards propagation
to resulting acoustic emissions. This way, the characteristic rise times for fibre fracture
(HTA carbon fibre) and matrix cracking (RTM6 epoxy resin) were determined to 1.2 ns
and 1.1 µs respectively. Consequently, the theoretical bandwidth of acoustic emissions
excited by these two damaging mechanisms should differ around 3 orders of magni-
tude (1000 MHz for fibre fracture to 1 MHz for matrix cracking). The validation of source
rise times was realized with success by comparing the simulated AE with the resulting
AE from fibre fracture and matrix cracking from carefully designed experiments.
Another aspect for the differentiation of fibre and matrix fracture was introduced by
Bohse [108] with the concept of visco-elastic relaxation processes and intrinsic fre-
quencies adapted from [109]. Due to the differences in elastic modulus E and densi-
ties ρ, the relaxation times τ and the resulting intrinsic frequencies f of fibre and matrix
fracture differ according to

f ∼ 1/τ ∼
√

E
ρ

(2.13)

With typical properties for carbon fibres (E=245 GPa, ρ=1800 kg/m3) and the epoxy
matrix (E=3.4 GPa, ρ=1200 kg/m3) taken from [30], the intrinsic frequencies of fibre
fracture and matrix fracture should relate in a ratio of around 7:1 in CFRP.

Besides source rise time and relaxation times, the three dimensional displacement
field of the crack surface during formation is another characteristic of a damaging
mechanism that affects the resulting AE and thereby offers another potential for source
discrimination. Regarding thin-walled structures, this potential is accessible through
modal acoustic emission analysis (MAE). This technique delivers qualitative
information on the direction of crack surface displacement (in-plane or out-of-plane)
by analysing the strength of the fundamental symmetric (S0) and anti-symmetric (A0)
wave modes in the respective acoustic emission signal. As already pointed out in
section 2.2.1, the displacement fields of the fundamental wave modes differ. The
A0 mode shows a strong out-of-plane characteristic (flexural mode) compared to the
S0 mode where the in-plane portion dominates the displacement field (extensional
mode) for low f · d products. A crack will predominantly excite the wave mode whose
displacement field resembles that of the crack during forming. Information on the
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displacement field is therefore accessible through analysis of the relative modal
content. A classification towards in-plane or out-of-plane source can therefore be
realized by analysing the ratio of S0 to A0 mode in the resulting AE. The potential of
MAE was visualized first in the work of Gorman et al. where a differentiation between
in-plane and out-of-plane Hsu-Nielsen sources was accomplished by analysing the
proportion of S0 to A0 in the resulting signals [110, 111]. In terms of FRP, several
authors applied the MAE analysis to support source identification and distinguish
between delaminations as an out-of-plane source and fibre fracture or transverse
matrix cracking as typical in-plane sources for example [57,112–122].
Since the displacement fields of S0 and A0 depend on depth, the MSEA can also
be utilized to gain information on the source depth. Regarding ”in-plane” source
for example, the ratio of S0 to A0 increases with increasing source depth up to the
plane of symmetry where theoretically no A0 can be excited with pure ”in-plane”
displacement [93, 121, 123]. This phenomenon was also observed during quasi-static
tensile testing, where transverse matrix cracking in the outer and inner layers of
cross-ply CFRP laminates produced significantly different frequency characteristics
due to the change in modal content [24–26]. The reason for this drastic change is
mainly due to the different attenuation characteristics of S0 and A0 in CFRP and will
be discussed further in sections 2.4.1 and 2.4.2.

The underlying methodology on how these fingerprints of damaging modes are
identified on the basis of the acoustic waveforms is going to be explained in the next
paragraph.

Procedure
The procedure for AE source identification has developed in the last 30 years, as
processing power and capacity of computers have improved, measurement hardware
systems have advanced and sophisticated software solutions have become available.
The common procedure for source identification nowadays is based on a statistical
analysis that aims to reveal patterns in a data set of characteristic features from the
acquired waveforms. These patterns often appear in the form of clusters - a group
of events that show similar characteristics. Following the concept of the acoustic fin-
gerprint, as explained earlier in this section, acoustic emissions of a single damaging
mechanism should sound similar and share characteristic features so that they should
be found in one of these clusters in the feature space. The correlation of the clusters
with their underlying damaging mechanism, however, requires a method for validation
that aims to either visualize the corresponding damaging event or simulate its acous-
tic fingerprint for comparison. Whereas these clusters were identified manually in the
past, there are numerous machine learning methods available nowadays that can sup-
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port in this process. The whole procedure, starting from the crack that releases the
acoustic wave up to its identification, is visualized in figure 2.8.

Damaging

event

1. Window
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3. Signal
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5. Dimensionality

reduction
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analysis
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Figure 2.8: Typical procedure for the source identification of damaging events in fibre
reinforced plastics.

Seven consecutive steps can be recognized that are discussed in detail in the following
paragraphs.

1. Window selection
A defined window of N samples of the acquired waveforms is selected based on the
time of arrival. This part of the signal is extracted and serves as the basis for further
analysis. Typically 100 to 200 µs are selected for evaluation [25, 26]. As shown in [6],
the evaluation window can have strong impact on the extracted features due to the
influence of edge reflections and wave dispersion. The relevant portion of the signal is
at the beginning and should carry the excited wave modes in the structure [6, 124]. A
typical example of such a signal that was acquired from a damaging event in a cross-ply
CFRP laminate is shown in figure 2.9. The evaluation window is shown in blue.

2. Signal filtering
In the next step, the signals can be filtered in the frequency domain to remove noisy
and non-relevant data that originate from the surrounding (e.g. mechanical vibrations,
electromagnetic interference, etc.) or to separate wave modes for individual analysis
[114]. Filtering can either be accomplished by hardware prior to waveform acquisition
and/or by software in a post-processing step through digital filters with either finite
(FIR) or infinite impulse response (IIR). For further details on digital filters and their
implementation in python the reader is referred to [125].



24

0 50 100 150 200 250 300 350 400

Time (µs)

−60

−40

−20

0

20

40

60

A
m

p.
(m

V
)

Orignal signal
Evaluation window

Figure 2.9: Typical example for an acquired waveform from a damaging event in a
cross-ply CFRP laminate. The evaluation window is shown in blue.

3. Signal transformation
The transformation of the signal into another domain enables different perspectives
on the signal, revealing further characteristics for classification. For the processing of
AE transient signals the Discrete Fourier Transform (DFT) and the Continuous (CWT)
and Discrete Wavelet Transform (DWT) are well established methods to investigate
the frequency as well as time-frequency domain of the signal.

The DFT is an analytical method that represents the discrete signal, with equally-
spaced samples, as a superposition of complex sine and cosine functions. The result
is a complex series that can be expressed in the form of an amplitude and phase spec-
trum. In terms of AE analysis, the amplitude spectrum represents a valuable source
of information since dominant frequencies and frequency bands in the signal can be
easily identified. Figure 2.10 shows the amplitude spectrum of the signal window from
figure 2.9. A distinct peak around 150 kHz can be observed that is characteristic for
the damaging event. The DFT was realized through the algorithm of the Fast Fourier
Transform (FFT) which is computationally more efficient than the standard DFT , espe-
cially if the number of signal samples equals a power of two. More information on the
DFT and FFT can be found in [126].

Although the DFT is a valuable tool for the visualization of the frequency content, the
assumption of a periodic signal is not true for the transient, burst type signals that are
frequently encountered in AE analysis. The DFT suppresses the time domain and
thereby does not allow to extract information on the time sequence of single frequency
components which could support the identification of wave modes and the characteri-
zation of their dispersion characteristics. For this purpose, the Wavelet Transform was
introduced. It enables a time-frequency representation of non-stationary signals [127].
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Figure 2.10: Normalized FFT spectrum of the time signal in figure 2.9.

With respect to other time-frequency transformations like the Short-Time Fourier Trans-
form, the analysing time window for the Wavelet Transform varies in size, allowing a
systematic variation of time and frequency resolution according to the uncertainty prin-
ciple. This makes the Wavelet Transform ideal for the analysis of short high-frequency
as well as extended low-frequency components that are frequently found in AE signals.

The CWT decomposes the signal into a set of wavelets. These wavelets are derived
from a mother wavelet and scaled and shifted in order to match the original signal. The
CWT coefficients describe the corresponding match as a function of scale and position
parameter of the wavelet.
The CWT has been applied by many authors to investigate the modal content of the AE
signal [79, 93, 116, 121, 128]. Depending on the shape of the signal, different mother
wavelets can be selected [127]. Among these, the Morlet wavelet is common for the
representation of burst type signals in AE analysis. It is applied for the CWT of the fil-
tered signal. The time signal as well as the resulting time-frequency representation are
illustrated in figure 2.11. The colors represent the standardized magnitude of wavelet
coefficients. Position and scale parameters were converted to time and frequency.

The DWT decomposes the analysed signal into frequency bands by applying two com-
plementary filters. At each level of decomposition, the approximation (high scale, low
frequency) and details (low scale, high frequency) of the original signal are acquired
this way [127]. In contrast to the CWT, the scales of the DWT are discretized to integer
powers of 2 which results in a coarser representation of the scales. However, similar to
the FFT, this leads to higher computational efficiency for the DWT. The DWT has been
utilized by many authors to decompose AE signals and identify their characteristics on
different levels of decomposition [79,82,129–131]
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Figure 2.11: Time signal (a) from figure 2.9 and its CWT (b) showing the normalized
wavelet magnitude (1) as a function of time (µs) and frequency (kHz). The
complex Morlet Wavelet was used as mother wavelet.

4. Feature extraction
Features are numerical parameters that aim to describe the unique characteristics of
the signal. Features for AE analysis are typically extracted from the time, frequency
and time-frequency domain. Exemplary features from the time domain include the
maximum amplitude, rise time, duration and counts (number of peaks above threshold)
of the signal. Regarding the frequency domain, the peak frequency fp, frequency cen-



27

troid fc and the partial powers PPi of frequency bands are prominent features that have
been utilized for source identification in FRP [25, 26, 73, 117, 130, 132–134]. Besides
these directly accessible features, mathematical combinations of existing features have
been proposed as valuable descriptors. Examples include the average frequency as
ratio of number of counts divided by signal duration as well as the weighted peak fre-
quency fwp as the geometrical mean of the peak frequency fp and frequency centroid
fc [134]. Some of the features from the frequency domain can be found in the amplitude
spectrum in figure 2.12.
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Figure 2.12: Normalized FFT spectrum from 2.10 with characteristic features.

Regarding the time-frequency domain, technically, most of the before mentioned fea-
tures from the time and frequency domain could be determined as a function of fre-
quency and time respectively. However, many authors limit the features to the energy
in specific frequency bands [79,130,135].
In thin-walled structures, further information can be extracted by discriminating be-
tween the individual contribution of wave modes. As mentioned in section 2.3.3 the
relative strength of the fundamental wave modes S0 and A0 can be a valuable feature
for source identification in thin-walled structures [120–122].
A more comprehensive list of features with details on their calculations can be found
in [6,136,137].

5. Dimensionality reduction
Reducing the dimension of a data set is crucial for efficient classification. Irrelevant
and redundant features should be dropped from the list of features in order to reduce
computational costs and complexity, ease data visualization and improve classifica-
tion quality. Dimensionality reduction is therefore highly recommended prior to cluster
analysis. Existing techniques can be divided into feature selection and feature ex-
traction methods. In the latter, features are projected into a new space with lower
dimensionality. Examples include the Principal Component Analysis (PCA), Singular
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Value Decomposition (SVD) and Linear Discriminant Analysis (LDA). Among these,
the PCA is a common tool in AE analysis. It represents an orthogonal linear trans-
formation into a new coordinate system of uncorrelated features, called the principal
components. It has been widely utilized in the context of AE source identification in
composites to reduce the feature space for subsequent cluster analysis and aid data
visualization [73,129,130,133,138–140].
Feature selection, on the other hand, aims to find a suitable subset among the existing
features by evaluating each feature in terms of variance and separability. According
to [141], there are three different approaches that can be followed:

(a) Filter approach,

(b) wrapper approach and

(c) hybrid approach

Filter techniques examine the intrinsic properties of the data. One can distinguish
between univariate and multivariate approaches. In univariate approaches, a key
figure (score) is calculated for each feature individually that allows a comparison
among them. In contrast to supervised learning, where data is labeled and features
can be evaluated based on their contribution and relevance to the target, it remains a
challenge to find suitable scores for unsupervised learning problems [142]. In the past,
several approaches have been suggested that include the determination of maximum
variance, Laplacian score [143] as well as spectral filtering [144]. Regarding AE source
identification, applications for the Laplacian score can be found in [23, 73, 133, 145].
Multivariate approaches, on the other hand, try to identify correlations between
features, for example. One figure of merit can be the Pearson correlation coefficient
that specifically looks at linear dependencies between variables. Following this
approach, redundancy in the data set has been eliminated by several authors in the
AE community [73,133,138,139,146–150].

Wrapper approaches evaluate each feature subset iteratively based on the quality
of the resulting partition from cluster analysis. The quality is thereby determined by
clustering indices that measure the separation and compactness among the resulting
clusters. Exemplary indices include the Davis-Bouldin index [151], the Silhouette
coefficient [152], the Calinski-Harabasz score [153], the Tou-index [154], the partition
coefficient [155] and partition index [156] which have been widely used in the field
AE source identification [23, 79, 129, 133, 134, 146, 149, 157–159]. Since each index
looks at different aspects of the partition, authors have suggested voting schemes
that aim to identify the optimal feature subset based on a whole set of clustering
indices [134,159]. However, due to the amount of possible feature combinations, these
approaches are computationally intensive. A sequential feature selection algorithm
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was therefore suggested that starts with a single feature and only adds those features
to the set which contribute to cluster separability [16,76].

Another way to decrease computational costs can be realized through hybrid ap-
proaches. Direct filtering techniques are combined with wrapper techniques for effi-
cient feature selection this way. The amount of features is reduced through filtering
techniques in the first step, thereby limiting the amount of feature combinations for the
subsequent wrapping.

6. Cluster analysis
The goal of cluster analysis is to find groups of similar data points (clusters) that can
be correlated to damaging events in a later step. As an unsupervised learning method,
no prior knowledge on the classification of data points is given. Instead, one has to
find these classes solely based on the structure of the data itself. Figure 2.13 gives an
example for a data set that was derived from quasi-static tensile testing of a cross-ply
CFRP laminate. Each AE event is plotted in terms of weighted peak frequency fwp

and PP2 (200 to 300 kHz). A clustering algorithm was applied in order to group data
automatically into clusters. These clustering algorithms are based on some kind of
similarity measure between data points [160]. The euclidean distance is an example
for such a measure. If two data points are close to each other, they are grouped in
the same cluster. Among the available methods, k-means [16, 23, 73, 82, 133, 134,
138, 139, 147, 150, 161]), Self-Organizing Maps (SOM) in combination with k-means
[117,122,157,162], and Fuzzy C-means clustering [79,82,129,130,139,163] are widely
used in the field of AE source identification.

Figure 2.13: Identification of clusters in an AE data set from quasi-static tensile tests
of a cross-ply CFRP laminate. AE events are represented based on
weighted peak frequency (kHz) and partial power 2 between 200 and 300
kHz (1).

These methods do not only differ in their measure of similarity and their initialization
but also in the labeling of data points. Whereas for k-means, data points can only be
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assigned to a single class (hard clustering), data points can be associated to every
class to a certain degree in Fuzzy C-means clustering (soft clustering). An important
aspect that one should keep in mind when selecting an appropriate algorithm is that its
performance highly depends on the shape of the clusters. A comprehensive overview
on the algorithms and comparison of their performance can be found in [160,164,165].
Besides the choice of the clustering algorithm, the definition of the number of clus-
ters represents another major challenge. This number is usually unknown but required
as input parameter by most of the clustering algorithms. One way to overcome this
problem, is to follow wrapping approaches that are similar to those performed for
feature selection. Instead of varying the feature subset, the number of clusters is
altered iteratively while looking at clustering performance through clustering indices
like the Davies-Bouldin index [23, 133, 134, 146, 149, 157–159], the Silhouette coef-
ficient [23, 133, 134, 159], the Tou-index [134, 146, 149, 158], the Calinski-Harabasz
index [159], Hubert’s Gamma statistic [134] as well as the partition coefficient and in-
dex [79,129]. The partition with the best score in one or several of these indices, based
on a voting scheme [134,159], is then selected for further analysis.

7. Validation & correlation
Now that clusters in the data set have been identified, they have to be connected to
the underlying source in the next step. The correlation of identified clusters with their
corresponding damaging mechanism requires a method of validation. This has been
accomplished by:

• performing post-fracture analysis using light microscopy [25], scanning electron
microscopy [81–83, 129, 130, 159, 166, 167] or ultrasonic testing [116, 122, 132,
168],

• comparing representative signals from each cluster with signals derived from:

– mechanical tests that are designed for a specific failure on single constituent
level (e.g. fibre filament and neat resin testing) [83, 108, 114, 130, 149, 167,
169–171],

– mechanical tests that are designed for a specific failure on laminate level (e.g.
tensile testing of a unidirectional laminate parallel and perpendicular to the
fibre direction for the predominant generation of fibre fracture and transverse
matrix cracking respectively) [79,101,132,140,157,162,167,169,171],

– simulations of AE initiation, propagation and detection for each single damag-
ing mode [81,172,173],

– experiments with artificial sources with known characteristics (e.g. pulsed
Laser with various spot shapes as in and out-of-plane acting source) [116],

• matching the onset of cluster activity with
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– failure predictions from FEM simulations [130,174],

– theoretical considerations on the order of damaging modes (e.g. transverse
matrix cracking in 90° layers generally appears prior to fibre fracture in (0°/90°)
cross-ply CFRP laminates under tensile loading in 0° direction) [117,129,140],

– findings from step wise loading and repeated inspection with ultrasonic test-
ing [101, 175], active Thermography [175], X-Ray radiography and Computer
Tomography [174] or light microscopy [148]

– findings from in-situ observation through visual inspection [116, 140], pas-
sive Thermography [74, 147, 168] passive Thermography in combination with
Digital Image Correlation [146], or Digital Image Correlation combined with
specimen edge observation [23,24],

• theoretical considerations based on AE theory (e.g. the intrinsic frequency of
relaxation processes that differs between fibre and matrix) [82,83],

• following exiting classification schemes from other authors (e.g. based on peak
frequency) [79,82,129,130,133,163])

In many cases, validation and correlation is not limited to a single method of the above
mentioned but rather a combination of several approaches.

2.3.4 The acoustic fingerprint of damaging modes in FRP

Following the procedure from the section 2.3.3 many authors have tried to define
the acoustic fingerprint of damaging modes in FRP based on single or multiple fea-
tures from the resulting acoustic emissions. The peak frequency and maximum am-
plitude of the acoustic wave are two prominent features in this context. Due to their
direct linkage to source characteristics according to the generalized AE theory (see
foundation for source identification in section 2.3.3) and their straight forward physi-
cal interpretation, both features have been frequently considered to characterize the
fingerprint of damaging modes such as fibre breakage, matrix cracking or delamina-
tions [129, 132, 166, 169, 176, 177]. Due to statistical variations in the resulting AE of
these events, the fingerprint of a damaging event is rather represented by classification
windows than by absolute values. Regarding the peak frequency, figure 2.14 gives an
overview on classification windows for damaging modes in FRP that were proposed
by different authors [80, 114, 129, 130, 132, 133, 166, 167, 169, 178] in the past. For a
comprehensive overview on classification windows, the reader is referred to [22,23].
Despite the differences in material and experimental setup, a systematic trend can be
observed from figure 2.14 that fibre breakage leads to AE with higher peak frequen-
cies than matrix cracking. This result is in accordance with theoretical considerations
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Figure 2.14: Classification windows for damaging events in FRP that were derived by
different authors [80,114,129,130,132,133,166,167,169,178] based on
the value of peak frequency (kHz) of the resulting AE.

from generalized AE theory. Other damaging events such as de-bonding, delamination
or fibre pull-out typically show peak frequency values that lie in between. However,
classification windows for damaging events shift and overlap among authors, creating
doubts on their validity and transferability. Nevertheless, similar trends were discovered
in the extensive studies by Sause et al. who introduced the weighted peak frequency,
as geometrical mean of peak frequency and frequency centroid, as valuable feature
for source discrimination in FRP [81, 134, 172]. Mainly based on this feature, matrix
cracking, fibre-matrix interface failure and fibre fracture could be successfully distin-
guished in various applications [6]. In contrast to these trends, recent studies have
shown that transverse matrix cracking in the plane of symmetry of a cross-ply laminate
can produce peak frequencies that are similar to those of fibre breakage [24, 25]. The
common believe that these two damaging mechanisms can be experimentally sepa-
rated based on their resulting frequency content was therefore questioned as well. As
already pointed out by [27], there is no universal signature for a damaging mode.
Despite theoretical foundations, the acoustic fingerprint of a damaging mode
seems to become a vague concept when it comes to its experimental verifica-
tion.

2.4 Influencing factors on AE source characteristics

The characteristics of an AE source can be modified along the whole measurement
chain. Specimen, sensor and amplifier show individual transfer functions that affect the
measurement signal and its characteristics [179]. The fingerprint of the actual source is
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in a way disguised by the elements of the measurement chain. Exemplary aspects have
been numerically and experimentally studied. These include the influence of specimen
geometry [6, 124, 180, 181], laminate layup [6, 113, 181], internal damage [6], source-
to-sensor distance [6,26,81,124,172,180], source depth [24,25,124,172,180], sensor
type [6, 180, 182] as well as sensor coupling [182–184]. A comprehensive discussion
on all influencing factors is beyond the scope of this work. Therefore, the following
paragraphs focus on the main aspects of this thesis: the influence of source depth and
source-to-sensor distance. The discussion relates to ultrasonic guided waves because
most of the work regarding composites is done with thin-walled structures.

2.4.1 The influence of source depth

The fact that the displacement fields of the fundamental guided waves modes A0 and S0

is a function of depth is crucial in order to understand the influence of source depth on
AE signal characteristics in thin-walled structures. As already stated in section 2.3.3,
wave modes are predominately excited, if the resulting displacement field of the crack
resembles the displacement field of the wave mode in the depth that the crack occurs.
Hamstad et al. performed simulations in aluminum plates in order to demonstrate
this effect [93]. In- and out-of-plane sources were introduced in different depths and
the resulting waves were analysed in the time-frequency domain. For pure in-plane
sources, they could show that the A0 mode vanishes with increasing source depth up
to the plane of symmetry. This behavior could be explained by the displacement field of
the A0 mode. Since the A0 mode does not show any in-plane displacement component
in the plane of symmetry, it cannot be excited by a pure in-plane source in this depth.
The same observation was made for pure out-of-plane sources and the S0 mode that
lacks out-of-plane displacement components in the plane of symmetry. For the depths
in between, a steady decrease in A0 amplitude was observed for in-plane sources
up to the plane of symmetry. These results were verified later on by [180] who also
performed numerical simulations on aluminum plates. Regarding CFRP laminates,
similar conclusions could be drawn experimentally, through the introduction of artificial
sources in different depths [116,123].
Although a change in modal content does not have to result in a change in frequency
content and characteristic features, there are four aspects that promote it:

1. Wave attenuation: As visualized in figure 2.6, the A0 mode shows significantly
higher attenuation than the S0 mode in CFRP, leading to significant differences in
frequency spectra with increasing propagation distance.

2. Displacement field: In typical AE experiments, the sensors are set-up to be
sensitive towards the out-of-plane displacement component. Since the extent of
out-of-plane displacement at the surface differs between A0 and S0 as a function



34

of frequency, sensitivity towards both wave modes is, in turn, a function of fre-
quency as well (see figure 2.5). Since the out-of-plane character of the S0 mode
develops with increasing frequency, the frequency spectrum is shifted towards
higher frequencies for S0 dominant signals. The fact that the S0 mode is also less
attenuated than the A0 mode, promotes this aspect once more.

3. Wavelength: Wavelength affects detectability of waves modes due to the aper-
ture effect of standard AE sensors [5,185]. If the wavelength is in the order of the
sensor diameter, local maxima and minima can cancel each other out, leading to
reduced signal amplitudes or even blind spots in the sensitivity of the sensor. Due
to differences in the course of wavelength as a function of frequency, this affects
both modes differently. Again, higher frequency content of the S0 mode is more
likely to be preserved due to its larger wavelength compared to the A0 mode at
the same frequency (see figure 2.3(b)).

4. Excitation bands: Fundamental guided wave modes are predominantly excited
in specific frequency bands [93, 186]. The S0 mode is predominantly excited at
higher frequencies than the A0 mode. This translates to different characteristic
frequencies depending on which mode dominates.

All these aspects favour the spectrum to shift towards higher frequencies for S0

dominant AE signals. This was observed experimentally by several authors who in-
vestigated the effect of source depth on the resulting AE of transverse matrix cracks in
cross-ply CFRP [23–26]. In contrast to the common classification scheme from figure
2.14, where matrix cracks are typically characterized by low (< 250 kHz) and fibre
breaks by high peak frequencies (> 250 kHz), the authors could show that transverse
matrix cracks in the inner plies - close to the plane of symmetry - can create AE
with peak frequencies that are comparable to those of fibre breaks. The predominant
generation of the S0 mode as a result of inner matrix cracks acting as in-plane sources
was made responsible for this significant shift in frequency characteristics. However,
an experimental verification of this S0 mode was not accomplished. In contrast to
these results, Sause et al. concluded from simulations that fibre and matrix cracking
could still be distinguished despite the influence of source depth [172]. The question
remains whether the influence of source depth can lead to the misclassification of
damaging modes in CFRP.

2.4.2 The influence of source-to-sensor distance

As ultrasonic guided waves propagate, they are attenuated and thereby lose part of
their characteristics. As already pointed out in section 2.2.2, this attenuation results
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from geometric spreading, dispersion, mode conversion at discontinuities, scattering
at the fibres and visco-elastic damping effects of the polymeric matrix.
Since attenuation is a function of frequency, the spectrum and its characteristic
features are subject to change with source-to-sensor distance. In general, the spec-
imen will act as a filter with low-pass characteristics, suppressing higher frequency
components while preserving the lower frequency content with increasing propagation
path.
In [26], the influence of source-to-sensor distance on the peak frequency is visualized
through AE from damaging events in a cross-ply CFRP coupon specimen. The same
AE event, was registered by two sensors of the same type with distances of around 1
and 40 mm to the source. The resulting drop in peak frequency from 700 to 100 kHz
highlighted the strong impact of source-to-sensor distance on this prominent feature
for source classification. Frequency centroid, on the other hand, was modified from
around 1000 kHz to 650 kHz in the same signals. The authors therefore suggested
the frequency centroid as a more robust feature for source identification due to its
more steady decrease as a function of source-to-sensor distance. Similar results and
conclusions were drawn by [182, 187]. The impact of source-to-sensor distance on
weighted peak frequency and partial power was investigated in [81] on a CFRP DCB
specimen. Three different artificial sources, potentially representing three different
damaging mechanisms, were introduced at distances between 80 and 280 mm to the
sensor, while compactness and separability among resulting clusters was evaluated. A
significant shift in feature values was observed that led to higher scattering within each
cluster. Although most sources could still be distinguished, the risk for misclassification
could be demonstrated as well. Similar results were found in [161] for a large CFRP
plate (500 x 500 mm) and various artificial signal sources. Depending on the modal
content of the excited AE, the influence of source-to-sensor distances varies due
to different attenuation characteristics of the wave modes. As already presented in
section 2.2.2, in terms of CFRP laminates, the S0 mode shows lower attenuation than
the A0 mode. Information on the frequency content of the source is therefore preserved
for larger propagation distances when the S0 mode is predominantly excited by the
source. Since the modal content depends also on the source depth, as shown earlier,
there is a direct coupling between the influence of source depth and source-to-sensor
distance.
Due to the anisotropic properties, attenuation depends on propagation direction,
introducing another variable to the influence of source-to-sensor distance in CFRP.
The influence of propagation direction on characteristics of the acoustic wave was
shown in an experimental study on unidirectional, cross-ply and quasi-isotropic CFRP
laminates in [6]. Out-of-plane and in-plane sources were artificially introduced through
pencil lead breaks at the surface and the edge of the plate in order to excite a strong
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A0 and S0 mode respectively. Variations in partial power and weighted peak frequency
were observed as a function of propagation direction at a constant source-to-sensor
distance of 100 mm. Again, a shift in feature values was observed that varied with
layup configuration and source type. For the unidirectional plate, the in-plane source
resulted in the formation of single clusters that could accidentally be classified to
various sources according to the procedure described in section 2.3.3. For the
out-of-plane sources, cluster formation could not be observed. This example shows
again the differences between wave modes. The in-plane source which generates
predominantly the S0 mode is more affected by propagation direction than the A0

mode that resulted from the out-of-plane source. As already presented in section 2.2.1
this is due to the stronger anisotropy that can be found for the S0 mode due to its
pronounced in-plane characteristics.
In order to compensate for these attenuation effects, attempts have been made
to correct parameters for source identification based on source-to-sensor dis-
tance [122, 161, 188]. However, these approaches are usually limited to the sources
that were utilized to calibrate the underlying model.

2.5 Where is the gap?

Despite numerous studies in the field of source identification in FRP laminates, there
are aspects regarding the influence of source depth and source-to-sensor distance
which are not fully understood and need more clarification.

Despite the strong influence of source-to-sensor distance, there are only a few
studies that take it into account for the interpretation of source classification results.
As already suggested in [26, 85], limitations should be given by incorporating source
position as an essential feature and interpreting results with respect to source-to-
sensor distance by default. This way, potential misclassification can be identified
and misinterpretations can be avoided. In this context, it is of particular interest to
determine the critical distance at which the acoustic emissions from damaging events
such as fibre breaking and matrix cracking cannot be distinguished anymore. However,
there is only little awareness on this distance and the parameters that affect it. Studies
that investigated the effect of source-to-sensor distance were mainly accomplished
with artificial sources in the past. Comprehensive experimental studies that investigate
the AE from damaging events during tensile testing as a function of source-to-sensor
distance are missing.

The influence of source depth is directly linked to the characteristics of fundamental
guided waves modes. However, there is a lack of awareness on the link between
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modal content, frequency content and resulting features for source classification. In
fact, MAE analysis seems to be limited to the discrimination between in-plane and
out-of-plane sources in FRP laminates. However, modal properties affect signal char-
acteristics from wave initiation up to propagation and detection and should therefore
be incorporated in the setup and analysis for a more robust interpretation of source
classification results. Although the influence of source depth has been investigated
in a couple of studies, modal content has not been directly accessed and evaluated.
Furthermore, whether or not the influence of source depth can lead to matrix cracks
that show similar peak frequencies as fibre fracture is reported contradictory in the
literature and needs more clarification.

Since modal content of the resulting acoustic wave depends on source depth and
source-to-sensor distance, both influencing parameters are linked and must there-
fore be investigated together. To the authors knowledge, there has not been a study,
that explicitly dealt with the interaction of these two parameters while taking MAE anal-
ysis into account.
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3 Thesis goals and implementation

The thesis aims to investigate the influence of source depth and source-to-sensor
distance on the acoustic signatures from damaging events in CFRP laminates.
While the focus is put on fibre breaking and transverse matrix cracking as in-plane
acting damaging modes, the work is concerned with the question how their acoustic
emission signature is modified when source depth and source-to-sensor distance
vary. One main goal is to visualize this dependency and create awareness for the
underlying mechanisms. This involves a fundamental understanding of the initiation
and propagation of guided waves and the incorporation of modal acoustic emission
analysis as an essential tool in this work. By evaluating the effect of source depth
and source-to-sensor distance on modal content, frequency content and characteristic
features, the thesis aims to create the link between these and highlight the potential
of modal acoustic emission for the interpretation of acoustic emission signals. By
presenting critical scenarios where source depth and source-to-sensor distance can
prevent the discrimination between acoustic emissions from fibre breaks and matrix
cracks, the thesis aims to create awareness for these influencing factors while defining
guidelines and limitations for reliable source identification.

In detail, the following scientific questions are central to this work:

1. How does released modal content vary as a function of source depth and source-
to-sensor distance for in-plane acoustic emission sources in CFRP laminates?

2. How can a change in modal content affect signal features for source classifica-
tion? How sensitive are features towards a change in modal content?

3. Can transverse matrix cracks in the symmetry plane produce acoustic emissions
with similar frequency components as fibre breaks?

4. What is the critical source-to-sensor distance in cross-ply CFRP laminates where
acoustic emissions from transverse matrix cracking and fibre breakage cannot be
distinguished anymore? Which parameters affect this critical distance?

The work schedule in figure 3.15 was developed as a guideline to answer these
questions. It comprises four work packages (WP) that focus on different aspects but
build up on each other to get a comprehensive view on the influence of source depth
and source-to-sensor distance on AE in CFRP laminates.

WP1 starts with the design and manufacturing of CFRP laminates and is structured
in three tasks. The first task aims to find appropriate laminate layups and mechanical
testing scenarios that allow for the systematic generation of fibre breaks and transverse
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WP2: Characterization of wave propagation

WP3: Preliminary study – AE from artificial sources

WP1: Design and manufacturing of CFRP Laminates

WP4: Main study – AE from damaging events

Goal

Assessing the influence of source depth and source-

to-sensor distance on AE signal characteristics

Figure 3.15: Work schedule

matrix cracks in various source depths and source-to-sensor distances. The dispersion
characteristics of wave modes should be similar among layups to minimize further in-
fluencing factors that could affect the acoustic signature of the investigated damaging
events. The second task deals with the manufacturing of the laminates. To assure a
stable process, a routine for quality control is established as a third part of the work
package. In this context, laminate properties such as cured ply thickness, fibre volume
content and density are determined as fundamental requirements for part of the work
in WP2 which deals with the characterization of wave propagation.
Fundamental properties such as group velocities, wavelengths, displacement fields
and attenuation coefficients are determined as a function of frequency and propaga-
tion direction for the ultrasonic guided wave modes present in the manufactured lami-
nates. This step is crucial for the interpretation of AE signals derived from the upcoming
experiments. Characterization is thereby accomplished in a two-step process where
numerical calculations are followed by carefully designed experiments that aim to vali-
date and extend the information content from theoretical calculations.
With the gained knowledge on wave propagation, the influence of source depth and
source-to-sensor distance is investigated in a preliminary study in WP3. Artificial
AE sources are systematically introduced in different depths and distances to the sen-
sors in order to study the effects on resulting signals in the time and frequency domain
as well as on respective features that are commonly considered for source identifica-
tion in CFRP.
This preliminary study is accompanied by the main study in WP 4, where artificial AE
sources are replaced by sources from damaging events in order to transfer the in-
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vestigations to the real application scenario. By matching laminate layup, specimen ge-
ometry, loading scenario and sensor layout, transverse matrix cracks and fibre fracture
are systematically initiated in various source depths and source-to-sensor distances
during testing. Regarding AE analysis, two types of setups are presented: A standard
setup utilizing broad band resonant AE sensors as frequently found in literature and a
modal AE setup that allows the individual evaluation of symmetric and antisymmetric
wave modes. Whereas the first setup serves as a reference, the later was designed
to investigate modal content in more detail to be able to create the link between modal
content, frequency content and extracted features. In order to identify damaging events
and catch the variation in their acoustic fingerprint, accompanying non-destructive test-
ing methods are incorporated in the setup. These need to be capable of visualizing ma-
trix cracking and fibre fracture in various depths while being in sync with the AE setup.
In the end, results are combined to assess the influence of source-to-sensor distance
and source depth on the acoustic signature of matrix cracking and fibre breakage in
CFRP.
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4 Design and manufacturing of CFRP laminates

4.1 Material

In order to guarantee high manufacturing quality and allow flexibility in the layup of the
laminates, the autoclave process was selected as the manufacturing method. The pre-
impregnated unidirectional tape (Cycom 977-2-35-12kHTS-134-1500) manufactured
by Solvay [189] based on Teijin Tenax carbon fibre HTS40 (standard modulus) [190]
and Cycom 977-2 toughened epoxy resin [191] was selected. This system has a high
relevance due to its application in primary and secondary structures of aircrafts (fuse-
lage, vertical and horizontal tail plane), space structures and cryogenic tanks [191].
Furthermore, its mechanical behaviour has been thoroughly characterized [192, 193]
so that elastic properties and fracture strengths are available for further investigations.
Properties of the fibre and matrix material from literature can be found in tables 4.1a
and 4.1b.

Table 4.1: Properties of the 12k HTS40 carbon fibre (a) and Cycom 977-2 toughened
epoxy resin (b) [190,191,193,194]

(a)

Property Value

Density (g/cm3) 1.77
Tensile strength (MPa) 4400
Tensile modulus (GPa) 240
Failure strain in tension (%) 1.8
Yield (tex) 800

(b)

Property Value

Density (cured) (g/cm3) 1.31
Tensile strength (MPa) 81
Tensile modulus (GPa) 3.5
Failure strain in tension (%) 2.5
Glass temperature (dry) (°C) 170

For quality assurance, the manufacturer also performed measurements on the deliv-
ered product. Among other things, this involved the determination of

• mass of prepreg per unit area according to EN-2557,

• mass of fibre per unit area according to EN-2559,

• resin content according to EN-2559,

• tensile strength of 8-ply unidirectional laminates according to EN-2563 and

• tensile modulus of 8-ply unidirectional laminates according to EN-2563

A statistical overview on the distribution of resulting properties is given in table 4.2.
Results are presented with average (µ), standard deviation (σ) as well as minimum
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Table 4.2: Statistical overview on the properties of the supplied Cycom 977-2-35-
12kHTS-134-1500 prepreg material

Property N µ σ Min Max

Prepreg area weight (g/m2) 50 207.89 1.32 205.02 211.34
Fibre area weight (g/m2) 50 134.38 1.25 130.9 137.37

Resin content (wt.-%) 50 35.52 0.31 34.96 36.29
Tensile strength (MPa) 30 2303.3 57.03 2208 2413
Tensile modulus (GPa) 30 146.6 2.68 141 150

(Min) and maximum (Max) value of each property. Additionally, the number of samples
N per measurement is given.
On the basis of the fibre (ρf ) and matrix densities (ρm) as well as their respective area
weights (Awf and Awm) in the prepreg, the cured ply thickness di as well as the fibre
volume content Vf can be estimated based on equations 4.14 and 4.15 [30].

di =
Awf

ρf
+

Awm

ρm
=

Awf

ρf
+

Aw · ψm

ρm
(4.14)

Vf =
Awf

ρf · di
(4.15)

The area weight of the matrix is thereby determined based on the resin content ψm (by
weight) and the total area weight of the prepreg Aw . By inserting the average values
from table 4.2 in equations 4.14 and 4.15, layer thickness and fibre volume content can
be determined to 132.3 µm and 57.4 % respectively. With this fibre volume content,
the laminate density can be estimated through equation 4.16 to 1.574 g/cm3 [30].

ρ = Vf · ρf + (1− Vf ) · ρm (4.16)

The absolute errors in these properties can be calculated based on the errors of the un-
derlying variables through linear error propagation. By neglecting the error in fibre and
resin density, and defining the respective standard deviations as errors of the remaining
variables, the errors in layer thickness, fibre volume content and laminate density can
be determined to 1.6 µm, 0.1% and 0.001 g/cm3 respectively. Consequently, for the
majority, manufactured laminates should show a layer thickness of 132.3±1.6 µm, a
fibre volume content of 57.4±0.1% and a density of 1.574± 0.001g/cm3. Calculations
thereby assume no porosity in the manufactured laminates and zero resin loss during
cure.

4.2 Design of laminates and loading scenario

In order to systematically produce fibre fracture and transverse matrix cracking in
various depths and source-to-sensor distances, laminate layup and loading conditions
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have to be selected accordingly. This should be accomplished with layups that show
similar dispersion characteristics in terms of guided wave propagation in order to
reduce further influencing factors on AE initiation and propagation. Furthermore,
mechanical testing should be limited to a single scenario where stress conditions
are comparable and specimen geometry remains constant. An adequate solution
was found in the quasi-static tensile test scenario of (0°/90°) cross-ply laminates. If
such a laminate is loaded in tension in one of the principal fibre directions, FF and
TMC are generated in the layers that are oriented parallel and perpendicular to the
loading direction respectively (see section 2.1.2). By iterating the stacking sequence
of the 0° and 90° layers in the laminate, TMC and FF can be systematically produced
in different depths without significantly changing the underlying elastic properties
that govern wave initiation and propagation in the loading direction. The variation
of source-to-sensor distance can be accomplished with the same specimen. If a
layer fails through TMC, load is reintroduced in the broken layer after a characteristic
distance, causing another crack at a different lateral position (see section 2.1.2). Since
this process continues until the whole layer is saturated, source-to-sensor distance
varies inherently for TMC in a cross-ply laminate. A similar statistical variation of
lateral source position can be assumed for the fracture of single fibre filaments that
occur randomly at inhomogeneities in the laminate.

0°

90°

90°

0°

TMC inner 90° plies

FF outer 0° plies

TMC outer 90° plies

FF inner 0° plies

90°

0°

0°

90°

F F

F F

Figure 4.16: Layups and loading directions were selected to create transverse matrix
cracking (TMC) and fibre fracture (FF) in different depths and lateral posi-
tions.

Symmetric and balanced cross-ply (0°/90°) layups with 4 and 16 layers were chosen for
the investigations. Consequently, investigations were divided in two stages that could
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be evaluated separately. For the first stage, the (0°/90°)s laminates with only four plies
and a nominal thickness of around 0.5 mm were considered. In these laminates, TMC
and FF could be constrained to a single layer. As shown in figure 4.16, depending on
the loading direction, the initiation of TMC and FF is limited to the inner or outer layer
respectively, allowing straight forward investigations on the influence of source depth
on their acoustic signature.
In the second stage, investigations were extended to (0°/90°)4s laminates with 16 plies
(Nominal thickness: 2 mm), where the influence of source depth could be studied in
more detail. Through the progressive failure of 90° oriented layers, TMC could be
generated in various depths, allowing a systematic investigation on the effect of source
depth on the fingerprint of TMC. The influence of source-to-sensor distance could be
investigated equally in both stages through the above mentioned aspects.

4.3 Manufacturing of laminates

Laminates with (0°/90°)s and (0°/90°)4s layup were manufactured in the autoclave ac-
cording to the recommendations of the manufacturer [191]. The plies were cut to
sheets of 600 x 600 mm and stacked accordingly. No peel-ply or other bleeder ma-
terials were put in direct contact with the stack. Polished steel plates were used as
tooling for the top and bottom half in order to create a smooth surface on the finished
product. Laminates were cured at 180°C and 7 bar for 3 hours in a sealed vacuum
bag. The pressure inside the bag was below 0.1 mbar, resulting in a total consolidation
pressure of around 8 bar. The autoclave cycle, showing the course of temperature (°C)
and autoclave pressure (bar) as a function of processing time (min) is shown in figure
4.17.
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Figure 4.17: Autoclave cycle for the manufacturing of the Cycom 977-2 HTS40 lam-
inates. Autoclave pressure (bar) and temperature (°C) are shown as a
function of processing time (in min).
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In each autoclave run, a single (0°/90°)s and (0°/90°)4s laminate was manufactured in
one batch. In total, two batches were produced, resulting in two plates for each layup.

4.4 Characterization of laminate properties

In order to assess the quality of the manufactured laminates, each laminate was char-
acterized after manufacturing. In the first step, each laminate was scanned with a 5
MHz ultrasonic transducer in an immersion setup in impulse-echo mode in order to
check for macroscopic flaws such as delaminations, dry spots and accumulation of
porosity. As a common criteria, a 6dB drop in the amplitude of the back-wall echo was
defined as indicator for these flaws. However, such a drop could not be observed for
any of the manufactured laminates.
Afterwards, the following properties were determined according to the procedures de-
scribed below:

• Laminate thickness d : Laminate thickness was measured with an outside mi-
crometer with a resolution of 0.01 mm at 12 positions on the plate.

• Laminate density ρ: Laminate density was determined for 5 samples per plate
(35 x 10 mm) according to DIN EN ISO 1183 in an immersion setup with an
Ohaus DV214C scale (resolution 0.1 mg).

• Glass temperature Tg: Dynamic mechanical thermal analysis (DMTA) was per-
formed to access the glass transition temperature of the cured epoxy matrix ex-
perimentally. A total of 5 samples per plate were tested in single cantilever mode
with a span width of 17.67 mm on a TA Instruments DMA Q800. The samples
were cut to dimensions 35 x 10 mm with the fibre direction of the top layer being
parallel to the lengthwise direction of the sample. While mechanical loading was
oscillated at a frequency of 1 Hz, samples were heated up from 0°C up to 270°C
with 5 K/min. After cooling down, a second heating cycle was performed to an-
alyze the glass temperature after post-curing from the first run. The onset of the
storage modulus E ′ as well as the peak in tan(δ) were evaluated in each heating
cycle. In order to take into account the different thicknesses of the samples, the
displacement amplitudes of the (0°/90°)s and (0°/90°)4s were set to 15 µm and 45
µm accordingly. This resulted in a similar strain in the outer layer for both lami-
nates. Prior to testing, the samples were dried at 105°C until an equilibrium state
was reached to exclude the influence of moisture on experimental results.

• Layer thickness di : Light microscopic analysis was performed in order to de-
termine the cured ply thickness. For each plate, 3 cross-sections in the 0° and
90° direction were extracted and embedded in a polymeric matrix in order to be
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grinded and polished on a machine. From each cross-section, 3 images were
taken with 100x magnification with a Leica DM6000 M. The layer thickness was
determined manually by measuring the distances between layers in each image.
For the (0°/90°)s and (0°/90°)4s laminates, this resulted in 54 and 270 measuring
points per plate.

• fibre volume content Vf : The same microscopic images that were taken for the
determination of layer thickness were also utilized for the analysis of fibre volume
content. This was achieved through a threshold based method by the software of
the manufacturer. In total, 18 images per plate were analysed this way.

Tables 4.3 and 4.4 give a statistical overview on the respective results for each layup.
Due to the similarity between batches, measurement data was grouped together layup
wise. For a batch-wise comparison, the reader is referred to appendix A.

Table 4.3: Properties of the manufactured (0°/90°)s laminates

Property N µ σ Min Max

Laminate thickness d (mm) 24 0.52 0.01 0.45 0.55
Laminate density ρ (g/cm3) 10 1.579 0.006 1.572 1.589
Tg, Onset E ′ (°C), 1st cycle 10 181.4 7.2 171.6 188.6
Tg, Onset E ′ (°C), 2nd cycle 10 210.6 4.4 205.3 214.8

Tg, Peak tan(δ) (°C), 1st cycle 10 203.8 5.8 196.9 209.2
Tg, Peak tan(δ) (°C), 2nd cycle 10 215.3 4.6 209.7 219.5

Layer thickness di (µm) 108 127.1 9.1 96.2 153.2
Fibre volume content Vf (Vol.-%) 36 55.5 2.1 51.8 59.4

Table 4.4: Properties of the manufactured (0°/90°)4s laminates

Property N µ σ Min Max

Laminate thickness d (mm) 24 2.05 0.04 2.00 2.14
Laminate density ρ (g/cm3) 10 1.576 0.006 1.567 1.585
Tg, Onset E ′ (°C), 1st cycle 10 177.1 6.3 170.0 183.8
Tg, Onset E ′ (°C), 2nd cycle 10 184.8 5.7 178.0 191.5

Tg, Peak tan(δ) (°C), 1st cycle 10 202.2 5.7 196.4 208.8
Tg, Peak tan(δ) (°C), 2nd cycle 10 210.0 4.9 204.8 215.9

Layer thickness di (µm) 540 130.5 8.2 106.9 157.4
Fibre volume content Vf (Vol.-%) 36 56.1 2.0 52.0 59.1

Values for fibre volume content, layer thickness and laminate density overlap with the
theoretically estimated windows of 132.3±1.6 µm, 57.4±0.1% and 1.573±0.001g/cm3.
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The small deviations in the average values could be explained through remaining
porosity, resin loss during cure, variations in plate thickness and errors in the manual
evaluation of image data.
Porosity as well as potential fiber misalignment was not quantified for the manufactured
laminates. For a qualitative look on laminate quality, the reader is referred to appendix
B where exemplary microscopic cross-sections are shown.
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5 Characterization of wave propagation

5.1 Theoretical

Theoretical calculations were realized with Dispersion Calculator software [38] on the
basis of the Stiffness Matrix Method [45] as discussed in 2.2.1. The software was uti-
lized to determine group and phase velocities as well as displacement fields of guided
wave modes present in the CFRP laminates. The underlying properties for these cal-
culations are derived from the following section.

5.1.1 Determination of underlying properties

The Dispersion Calculator software requires the following properties as input:

• Layer sequence

• Layer thickness di

• Laminate density ρ

• Elastic constants E‖, E⊥, G⊥‖, ν⊥‖, ν⊥⊥

Whereas layer sequence was already defined prior to manufacturing in section 4.2,
layer thickness and laminate density were experimentally determined according to the
procedure described in section 4.4. Due to the similarities in these properties (see
tables 4.3 and 4.4), (0°/90°)s and (0°/90°)4s laminates were grouped together for the
calculation of dispersion curves. Consequently, average values and standard devia-
tions were updated for these properties based on the modified populations (see table
5.5).

Table 5.5: Properties of the manufactured cross-ply laminates based on the combina-
tion of (0°/90°)s and (0°/90°)4s properties from tables 4.3 and 4.4

Property N µ σ Min Max

Laminate density ρ (g/cm3) 20 1.578 0.006 1.572 1.589
Layer thickness di (µm) 648 130.0 8.4 96.2 157.4

Fibre volume content Vf (Vol.-%) 72 55.8 2.1 51.8 59.4

The elastic constants for the Cycom 977-2 HTS40 system were extracted from litera-
ture [195]. They are presented in table 5.6. Since a fibre volume content was not given
in the reference source, it was estimated through a rule of mixture [30] based on the
Young’s modulus E‖ and the tensile moduli of fibre Ef and matrix material Em from table
4.1. This resulted in the presented fibre volume content of 57.4%.
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Table 5.6: Elastic properties of Cycom 977-2 HTS40 from [195]. The fibre volume con-
tent was estimated based on a rule of mixture [30] on the basis of Young’s
modulus E‖.

Property Value

Fibre volume content (vol.-%) 57.4
Young’s modulus E‖ (GPa) 139.4
Young’s modulus E⊥ (GPa) 8.80
Shear modulus G⊥‖ (GPa) 4.60
Poisson’s ratio ν⊥‖ (1) 0.29
Poisson’s ratio ν⊥⊥ (1) 0.37

Before these properties could be adapted for the laminates in this thesis, they had to
be recalculated due to the differences in fibre volume content. This was realized with
analytical rules of mixture derived from micro mechanic models as presented in [30].
In order to account for statistical variations, the elastic properties were determined for
fibre volume contents of 53.7, 55.8 and 57.9%. The resulting properties are shown
in table 5.7. For more insights in the recalculation of elastic properties, the reader is
referred to appendix C.

Table 5.7: Calculated elastic properties of Cycom 977-2 HTS40 with 53.7, 55.8 and
57.9% fibre volume content

Property Values

Fibre volume content (vol.-%) 53.7 55.8 57.9
Young’s modulus E‖ (GPa) 130.50 135.47 140.43
Young’s modulus E⊥ (GPa) 8.24 8.55 8.88
Shear modulus G⊥‖ (GPa) 4.20 4.42 4.66
Poisson’s ratio ν⊥‖ (1) 0.29 0.29 0.29
Poisson’s ratio ν⊥⊥ (1) 0.37 0.37 0.37

In order to account for the statistical variation in layer thickness, dispersion curves were
calculated with thicknesses of 121.6, 130.0 and 138.4 µm as additional input variable.
Together with the variation in fibre volume content and respective elastic properties,
nine combinations were analysed for each layer sequence.

5.1.2 Dispersion curves

Figures 5.18 (a) and (b) show the group velocities of A0 and S0 mode for a propa-
gation in the 0° fibre direction in a (0°/90°)4s laminate as a function of frequency for
the selected combinations of fibre volume content Vf and layer thickness di . Whereas
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the resulting curve from the mean values of Vf and di is represented as a black solid
line, every other combination is visualized in the form of lines with varying gray scale,
marker and line style according to the legend.
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Figure 5.18: Group velocities (m/s) of the fundamental Lamb wave modes A0 (a) and
S0 (b) for the (0°/90°)4s laminate as a function of frequency (kHz), fibre
volume content Vf (%) and layer thickness di (µm) for propagation in the
0° direction.

The group velocities of both modes are affected as fibre volume content and layer thick-
ness varies. In terms of fibre volume content, the group velocities of A0 and S0 mode
increase with increasing fibre volume content. This is due to the coupling of fibre vol-
ume content with elastic constants as illustrated by the results in table 5.7. As pointed
out by the sensitivity study in [59], the propagation characteristics of A0 and S0 mode
are affected differently by the coefficients of the elastic stiffness matrix Ci j . For a uni-
directional laminate and a propagation in fibre direction, a strong influence on the S0

mode was found for coefficient C11 which, in turn, is governed by the Youngs’modulus
E‖ in fibre direction and the Poisson’s ratios ν⊥‖ and ν‖⊥ [30]. As E‖ increases with fibre
volume content and Poisson’s ratios stay nearly constant, group velocity of S0 mode
increases. The A0 mode on the other hand, was found to be strongly influenced by
coefficient C55 which is solely determined by the shear modulus G⊥‖ [30] in fibre direc-
tion. As this modulus increases likewise with fibre volume content, similar trends can
be found for the A0 mode.
In terms of layer thickness, the group velocities of A0 and S0 mode are affected differ-
ently. Since group velocity of A0 mode increases with increasing product of frequency
and thickness, the highest group velocities can be found for the largest layer thickness
of 138.4 µm. The opposite behaviour can be found for the S0 mode. Here, group ve-
locity falls with increasing product of frequency and thickness in the beginning of the
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curve. Consequently, the highest group velocities can be found for the lowest layer
thickness of 121.6 µm in this section of the curve.
Another interesting aspect deals with the drop in group velocity of the S0 mode be-
tween 500 and 600 kHz. This drop is shifted towards higher frequencies for increasing
fibre volume content and decreasing layer thickness.
For simplicity, the number of combinations was reduced from nine to three for the follow-
ing diagrams. Besides the mean values for fibre volume content and layer thickness,
those combinations of Vf and di were selected that represented the extreme values
(min, max) in terms of the visualized property. Following the procedure described for
the A0 and S0 mode, these combinations were determined for every mode and direc-
tion. Instead of visualizing a single line, bands are shown in pale color for every mode
that account for the statistical variations of fibre volume content and layer thickness.
Figures 5.19 (a) and (b) show the group velocities of Lamb and shear horizontal wave
modes for a propagation in the 0° direction in the (0°/90°)4s (a) and (0°/90°)s (b) lami-
nates, respectively.
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Figure 5.19: Group velocities (m/s) of the Lamb wave and shear horizontal wave modes
as a function of frequency (kHz) for the (0°/90°)4s (a) and (0°/90°)s (b)
laminates and propagation in the 0° direction.

In the selected frequency range, a total of 8 modes can be found in the (0°/90°)4s

laminate, whereas only 3 modes are present in the (0°/90°)s laminate. Whereas for the
(0°/90°)s laminates, the influence of fibre volume content and layer thickness is barely
visible in the illustrated frequency range, there is a significant effect on wave modes
in (0°/90°)4s laminates. Besides the influence on fundamental wave modes (especially
S0), the cut-off frequencies for the higher order wave modes vary with fibre volume
content and layer thickness as elastic constants and laminate thickness are altered.
For both laminates, the S0 mode shows a group velocity that is around 4.5 times higher
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than that of the A0 mode. This holds true until the velocity of the S0 mode significantly
drops (for (0°/90°)4s laminates around 500 kHz).
To get a more complete view on wave propagation, group velocities of A0,S0 and SH0

mode are illustrated at 250 kHz as a function of propagation direction for both cross-
ply laminates in figures 5.20 (a) and (b). Similar to the observations in figure 2.4, the

0 15 30 45 60 75 90

Propagation direction (°)

0

2000

4000

6000

8000

G
ro

up
ve

lo
ci

ty
(m

/s
)

(a) (0°/90°)4s

0 15 30 45 60 75 90

Propagation direction (°)

0

2000

4000

6000

8000

G
ro

up
ve

lo
ci

ty
(m

/s
)

(b) (0°/90°)s

A0 S0 SH0

Figure 5.20: Group velocities (m/s) of the Lamb wave and shear horizontal wave modes
as a function of propagation direction (°) for the (0°/90°)4s(a) and (0°/90°)s

(b) laminates at 250 kHz.

S0 and SH0 mode show stronger anisotropy than the A0 mode which is only slightly
affected by propagation direction. Besides this, there are two other aspects that are
interesting to note. For a propagation in 45° direction, S0 and SH0 mode show similar
group velocities. This can impede the separation of both wave modes. The other
aspect involves the A0 mode, that shows a slightly different group velocity in 0° and
90° fibre direction in the (0°/90°)s laminate. This can be explained by a change in
bending stiffness, that governs propagation of the A0 mode. Due to the small thickness,
bending stiffness varies depending on the orientation of fibre direction in the outer layer
to the respective propagation direction. Other than that, wave propagation seems to
be similar in 0° and 90° direction as requested by the design of the cross-ply laminates
in section 4.2.
Besides group velocity, wavelength is an important property to look at. It determines
the near field length [61] and can affect frequency characteristics of the sensor due to
the aperture effect [5, 185]. Figure 5.21 gives an overview on wavelengths of present
wave modes for a propagation in the 0° direction in the (0°/90°)4s (a) and (0°/90°)s (b)
laminates. Similar to the observations in figure 2.3 (b), the wavelengths of the S0 mode
are higher than those of the A0 mode. In the frequency range between 200 and 400
kHz, wavelengths typically lie between 4 and 6 mm for the A0 and 18 to 34 mm for the
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S0 mode.
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Figure 5.21: Wavelengths (mm) of the Lamb wave and shear horizontal wave modes
for the (0°/90°)4s (a) and (0°/90°)s (b) laminates for propagation in the 0°
direction.

For a more detailed look on the other propagation directions, the reader is referred to
appendix D where dispersion diagrams for propagation in the 0°, 45° and 90° directions
can be found for both types of laminates.

5.1.3 Displacement fields

Knowledge on the displacement fields of present wave modes is fundamental in or-
der to understand their initiation and propagation characteristics. As already shown
in section 2.2.1, Dispersion Calculator software allows the determination of displace-
ment fields of wave modes in terms of relative portions of in-plane (red), out-of-plane
(blue) and shear horizontal components (green). Figure 5.22 shows these displace-
ment components for A0 (a,b,c) and S0 (d,e,f) mode for a propagation in fibre direction
in the (0°/90°)4s laminate at 200, 400 and 600 kHz. The calculations were based on
the mean values for Vf and di

Similar observations as for the unidirectional laminate in figure 2.5 can be made in
terms of dispersion behaviour. The out-of-plane character of the S0 mode grows with
increasing frequency, whereas its in-plane component is focused more and more to
center of the plate. The displacement field of the A0 mode, on the other hand, is only
slightly affected in the selected frequency range.

A drastic change of displacement fields is seen in the 45° direction as shown in figure
5.23. Besides A0 (a,b,c) and S0 (d,e,f) mode, the displacement fields of the SH0 (g,h,i)
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(a) A0 mode at 200 kHz (b) A0 mode at 400 kHz (c) A0 mode at 600 kHz

(d) S0 mode at 200 kHz (e) S0 mode at 400 kHz (f) S0 mode at 600 kHz

Figure 5.22: In-plane (red), out-of-plane (blue) and shear horizontal displacement
(green) components of the fundamental Lamb wave modes A0 (a,b,c)
and S0 (d,e,f) as a function of frequency (200, 400 and 600 kHz) for the
(0°/90°)4s laminate and propagation in the 0° direction.

mode are shown as a function of frequency as well. Due the coupling of Lamb wave
and shear horizontal modes, the displacement fields of A0, S0 and SH0 wave modes
show components in all three dimensions.
Again, the A0 mode is only slightly affected in the selected frequency range. However,
for the S0 mode, in-plane shear as well as out-of-plane character grow with increasing
frequency. At 600 kHz, the displacement field of the S0 mode is even dominated by
in-plane shear. The SH0 mode, on the contrary, loses its dominant in-plane shear
character with increasing frequency and shows a displacement field at 600 kHz that
is comparable to that of the S0 mode in the 0° direction. In AE analysis, where the
sensors are generally sensitive towards the out-of-plane displacement direction, the
SH0 mode can indeed be detected at higher frequencies.
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(a) A0 mode at 200 kHz (b) A0 mode at 400 kHz (c) A0 mode at 600 kHz

(d) S0 mode at 200 kHz (e) S0 mode at 400 kHz (f) S0 mode at 600 kHz

(g) SH0 mode at 200 kHz (h) SH0 mode at 400 kHz (i) SH0 mode at 600 kHz

Figure 5.23: In-plane (red), out-of-plane (blue) and shear horizontal displacement
(green) components of the guided wave modes A0 (a,b,c), S0 (d,e,f) and
SH0 (g,h,i) as a function of frequency (200, 400 and 600 kHz) for the
(0°/90°)4s laminate and propagation in the 45° direction.

5.2 Experimental

The experimental characterization of wave propagation was limited to the determina-
tion of group velocities and attenuation coefficients. Results on group velocities could
be directly compared to the theoretical results from the previous section in order to
validate them.

5.2.1 Setup

In order to determine group velocities and wave attenuation experimentally, arrival
times as well as maximum amplitudes have to be measured as a function of source-
to-sensor distance for each mode individually. This can be very challenging due to the
fact that fundamental wave modes A0 and S0 are always present and can interfere with
each other. In FRP materials, the S0 mode can propagate up to a factor 5 faster than



59

the A0 mode at the same frequency (see figure 2.3). Hence, reflections of the S0 mode
from the plate edges can interfere with the primary wave packet of the A0 mode and
impede its evaluation. In the past, this challenge has been encountered through the
use of large plates, spatial and temporal filtering via 2D FFT [51,56] or mode selective
excitation or detection [63,64,66]. In this work, the concept of mode selective detection
was adopted and implemented with a custom fixture that is shown in figure 5.24 in side
view (see appendix E for more views).
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Figure 5.24: Experimental setup for the characterization of Lamb wave propagation
shown in side view. More views can be found in appendix E.

The main part of the fixture is a metallic frame that holds a piezoelectric transducer
(V103-RB, Olympus) and two pairs of sensors (KRNBB-pcp, KRN Services) in place.
The specimen in the form of a 600 x 600 mm CFRP plate is supported by stands at the
edges of the plate and positioned in the center plane of the frame. The piezoelectric
transducer (actuator) and the sensors are pressed against the plate through springs
and set up in a line that represents the direction of characterization. The actuator is
positioned at the top half of the plate in between the two pairs of sensors. It is supported
by another stand to avoid bending of the plate. The sensors are set up pair wise on
opposite sides of the plate in a way that they share a common vertical axis (see closeup
in figure 5.25 (b)). This way, the symmetric and antisymmetric wave components can
be extracted through the superposition of individual sensor signals.
For the measurement, sensors were pair wise aligned and fixed in position through
the available hole pattern. The lateral offset between opposing sensors of a pair could
thereby be constrained to around 0.25 mm. The actuator and its support could be
manually moved and locked in position through the clamping force of the spring (see
figure 5.25 (a) for setup in the laboratory). Actuator and sensors were both coupled
with silicon grease (OKS 1110). At each actuator position, the transducer was excited
through an analog signal that was generated by a function generator (PXI-5422,
National Instruments) and directed through a high voltage amplifier (PZD350A, Trek).
Through the incorporation of two sensor pairs, the evaluation was not affected by
variations in the absolute strength of the excitation signal which can result from
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Figure 5.25: Experimental setup for the characterization of Lamb wave propagation in
the laboratory (a) with a closeup of a sensor pair (b).

different coupling situations. The excitation signal was sinusoidal and superimposed
with a Hanning window [126] to result in a burst type signal. The center frequency
was varied in steps of 25 kHz from 50 to 1000 kHz to iteratively catch the dispersion
characteristics in this frequency range. The number of periodic cycles was adjusted to
the center frequency in order to remain a constant bandwidth. This resulted in a longer
burst for higher frequencies and vice versa. The captured sensor signals were directed
through charge amplifiers (Vallen AEP4, 40 dB Gain) and digitized and recorded with
the Vallen AMSY 5 measurement system. The corresponding acquisition parameters
for the transient recording are summarized in table 5.8. Sensor pairs were pooled
together and triggered individually as soon as one sensor experienced a threshold
crossing. The pre-trigger samples were chosen in order to correct the threshold based
time of arrival with the Hinkley picker presented in 2.3.2.

Table 5.8: Vallen AMSY 5 acquisition parameters for the characterization of wave prop-
agation

Property Value

Sample rate (MS/s) 10
Samples per set (1) 4096
Duration per set (µs) 409.6
Pre-trigger samples (1) 1024
Threshold (dB) 36
Duration discrimination time (µs) 100
Rearm time (µs) 100
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One plate of each layup type was characterized in the 0° and 90° direction. Sensor
pairs were fixed at respective positions xS1 and xS2 and the actuator was moved be-
tween xAs and xAe in steps of xAstep according to table 5.9. The values refer to the
coordinate system defined in figure 5.24 where x = 0 defines the vertical axis that is at
the center of the plate.

Table 5.9: Sensor and actuator positions for the characterization of wave propagation
according to the coordinate system in figure 5.24

Property (0°/90°)4s (0°/90°)s

Sensor pair 1 position xS1(mm) -175 -125
Sensor pair 2 position xS2 (mm) +175 +125
Actuator starting position xAs (mm) -75 -30
Actuator end position (mm) xAe +75 +30
Actuator step size (mm) xAstep 25 15
No. actuator positions (1) 7 5

Due to lower signal-to-noise ratios, the actuator and sensor positions had to be ad-
justed for the (0°/90°)s laminate.
Statistical variations were captured by repositioning the actuator three times and rein-
troducing each frequency three times per measurement position. This resulted in 63
data points for the (0°/90°)4s and 45 for the (0°/90°)s laminate for each evaluation fre-
quency.

5.2.2 Evaluation methodology

The methodology for the evaluation of group velocities and attenuation coefficients is
schematically illustrated in figure 5.26. It is divided into 4 steps, that are explained in
detail in the following paragraphs. Steps 1 to 3 have to be accomplished for the signals
of every sensor pair at the actuator positions xA and excitation frequencies fi specified
in the previous section in order to perform the regression analysis in the 4th step.

1. Signal filtering: In the first step, the time signals were filtered around the center
frequency of the excitation signal. This step was necessary to reduce the influence of
frequencies apart from the center frequency that were excited and detected due to the
burst-type excitation and the individual transfer functions of material, transducer and
sensor. Furthermore, a narrow band filtered signal allowed the pair wise adjustment of
sensor output for proper modal separation in the next step. Filtering was accomplished
by applying a 2nd order band-pass filter with 6dB cut-off frequencies at ± 12.5 kHz
around the excitation frequency. Filtering was performed twice, forward and backward,
in order to eliminate phase shifts.
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4. Regression analysis
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Figure 5.26: Evaluation methodology for the characterization of wave propagation.

2. Modal separation: In the next step, the symmetric and antisymmetric wave mode
components were separated. Due to variations in sensor output, signals from each pair
had to be adjusted first. This was realized by normalizing each signal by its maximum
amplitude and multiplying the resulting signal with the mean of the maximum amplitude
values from both signals. Figure 5.27 (top) gives an example of adjusted time signals
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of the top and bottom sensors of a pair. There are sections where the signals are in
phase (symmetric) and 180° shifted (antisymmetric). By simple addition and subtrac-
tion of signals from top and bottom sensor, the symmetric (middle) and antisymmetric
(bottom) wave components can be extracted (see figure 5.27 bottom).
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Figure 5.27: Extraction of symmetric and antisymmetric time signals through the addi-
tion and subtraction of time signals from the top and bottom sensors of a
sensor pair.

3. Feature extraction: Time of arrival and maximum amplitude are determined from
the filtered symmetric and antisymmetric time signals in the next step. Whereas the
extraction of maximum amplitude is straight forward, the time of arrival is estimated
with the Hinkley picker [196] that was already introduced in section 2.3.2. Figure 5.28
shows how the individual arrival times of S0 and A0 mode can be identified through the
minimum in the characteristic function (black line) in the symmetric and antisymmetric
time signal. The characteristic function was normalized by its absolute maximum.

4. Regression analysis: With the arrival times ti(f ) and the maximum amplitude Ai(f )
at each sensor pair at distance xi from the source, the amplitude ratios A2(f )/A1(f )
and differences in arrival times ∆t(f ) = t2(f ) − t1(f ) can be analysed as a function of
differences in propagation paths ∆x = x2 − x1 between sensor pairs. This can be
realized as a function of frequency individually for the symmetric and antisymmetric
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Figure 5.28: Picking the time of arrival of symmetric and antisymmetric time signals
through the Hinkley picker [196]. The time of arrival is defined as the
minimum in the characteristic function from equation 2.10.

signals.
The group velocity vg(f ) can be directly extracted from the underlying model in equation
5.17 as the slope in the linear regression of ∆x and ∆t(f ) values.

∆x = vg(f ) · ∆t(f ) + nv (f ) (5.17)

An additional offset nv (f ) is incorporated to account for the fact that the actuator position
at xA = 0 might not be exactly in the middle of the two sensor pairs. An example for such
a linear regression is given in figure 5.29 (a) for symmetric (red) and antisymmetric
(blue) data collected at an excitation frequency of 225 kHz in the (0°/90°)4s laminate.
At this frequency, symmetric and antisymmetric signals can be directly linked to the S0

and A0 mode according to figure 5.19.
If dispersion and wave leaking can be neglected, the attenuation coefficient k ′′(f ), can
be determined by combining equations 2.8 and 2.9 from section 2.2.2 according to

log
(

A2(f )
A1(f )

·
√

x2√
x1

)
= −k (f )′′∆x + na(f ) (5.18)

The offset na(f ) is incorporated to not only account for misalignment of sensor and
actuator positions but also for differences in the coupling and transfer functions of indi-
vidual sensor pairs. By performing a linear regression with ∆x values and the term on
the left hand side of equation 5.18, the attenuation coefficient can be extracted from
the resulting slope. Figure 5.29 (b) shows a corresponding example for the regression
of symmetric and antisymmetric amplitude data acquired at 225 kHz in the (0°/90°)4s

laminate.

For each property extracted from linear regression the standard error is calculated
along with the margin of error for a two sided 95 % confidence interval on the basis of
the t-statistics.
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Figure 5.29: Linear regression analysis for the determination of group velocities (a)
and attenuation coefficients (b) of the symmetric (red) and antisymmetric
modes (b) at an excitation frequency of 225 kHz in the (0°/90°)4s laminate.

5.2.3 Limitations

Before presenting the results, the following four aspects need to be considered that
limit the frequency range where symmetric and antisymmetric wave modes A0 and S0

can be reliably characterized with the presented approach.

1. Near field effects: Ultrasonic waves show different characteristics in the near field.
In the proximity of the source, significant diffraction phenomena can take place when
the diameter of the transducer is in the order of the acoustic wavelength [61]. This can
affect the local signal amplitude. Guided waves, in particular, also need a character-
istic distance in order to develop as incident and reflected longitudinal and transversal
waves superimpose to form it. In this transition zone, propagation characteristics are
expected to be different from those in the far field. As a rule of thumb, one can define a
critical distance of 3 to 5 wavelengths as the end of the near field zone. The evaluation
frequencies can be restricted accordingly by following figures 5.30 (a) and (b) that show
the minimum number of wavelengths of A0 and S0 mode as a function of frequency for
the (0°/90°)4s and (0°/90°)s setup from table 5.9.

Calculations were based on the corresponding minimum source-to-sensor distances of
100 and 95 mm and the average dispersion curves from section 5.1. For the evaluation,
a minimum of 3 wavelengths was requested (see dashed horizontal black line). For the
A0 mode, this was the case for all selected excitation frequencies. In terms of the S0

mode, however, evaluation had to be limited to frequencies above 205 and 215 kHz in
terms of the (0°/90°)4s and (0°/90°)s laminate.
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Figure 5.30: Minimum number of wavelengths (1) of the A0 and S0 modes as a function
of frequency (kHz) for the (0°/90°)4s and (0°/90°)s setup from table 5.9.

2. Excitability and detectability of wave modes: Excitability and detectability of
Lamb wave modes differ due to differences in displacement fields and wavelengths.
This can limit the individual frequencies for evaluation. For surface mounted transduc-
ers, the excitability of Lamb wave modes is governed by the ratio of acoustic wave-
length to transducer dimensions as pointed out by [197]. If the wavelength matches
the effective length of a transducer, excitability will be low. On the other side, excitabil-
ity will be high, if the wavelength equals twice the effective length. This results in local
amplitude minima and maxima as a function of excitation frequency that are different
for each wave mode [59, 66, 197]. The same principle can be applied to the detection
of Lamb waves as illustrated in [5, 185]. Another aspect that influences the excitability
and detectability of a wave mode is found in the displacement field. For the common
out-of-plane excitation and detection, the A0 mode is favoured over the S0 mode at
lower frequencies due the more pronounced out-of-plane characteristic (see section
2.2.1).
Excitability and detectability of wave modes were handled together by empirically eval-
uating the individual strength of symmetric and antisymmetric signals as a function of
frequency. This was realized on the basis of their energy portion Rm that was deter-
mined by relating signal energy Sm of mode type m (either symmetric or antisymmetric)
to the average signal energy S from the raw time signals j (see equation 5.19). Sig-
nal energy was thereby determined as the sum of squares of signal amplitudes Ai for
samples i = 1...N.

Rm =
Sm

S
=

N∑
i=0

A2
im

1
2 ·

2∑
j=0

N∑
i=0

A2
i ,j

(5.19)

Figure 5.31 shows the corresponding energy portions of symmetric and antisymmetric
signals as a function of excitation frequency for a propagation in the 0° direction in the
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(0°/90°)4s (a) and (0°/90°)s (b) laminate. The signals from every sensor pair and actu-
ator position were extracted to compute the respective mean and standard deviation
values given in the figures.
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Figure 5.31: Energy portions of the symmetric and antisymmetric signals (1) as a func-
tion of excitation frequency (kHz). The values were experimentally deter-
mined from acquired signals in the 0° fibre direction in the (0°/90°)4s (a)
and (0°/90°)s (b) laminate.

For both laminates, a shift in modal content can be seen with increasing frequency.
Whereas the antisymmetric signals dominate at lower excitation frequencies, the sym-
metric signals are more pronounced at higher frequencies. The corresponding fre-
quencies at which the shift takes place differ between the (0°/90°)4s (∼400 kHz) and
(0°/90°)s laminate (∼200 kHz) due to the different thicknesses.
A minimum energy portion of 20% was defined as a requirement for the analysis (see
dashed horizontal black line). Consequently, evaluation was constrained to frequencies
where the symmetric or antisymmetric energy portion was above this critical value.

3. Modal separation: The proposed method for the separation of symmetric and an-
tisymmetric wave components is only reliable if the opposing sensors are perfectly
aligned. Any mismatch between them will lead to errors in the form of symmetric signal
portions in the antisymmetric signal and vice versa. In order to quantify this error, a
closer look is taken at the superposition of acoustic waves. For two plane wave fronts
with amplitude A0 propagating in phase at frequency ω and speed c = ω/k the resulting
amplitude A of their superposition can be described as

A = A0 · ei(kx−ωt) + A0 · ei(kx−ωt) = 2A0 · ei(kx−ωt) (5.20)
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However, if one wave is shifted in space by an offset φ, the resulting amplitude A follows

A = 2A0 · cos
(
−π · φ

λ

)
· ei(k (x+φ/2)−ωt) (5.21)

which can be reduced to

A = Amod · ei(k (x+φ/2)−ωt) (5.22)

with the modified amplitude

Amod = 2A0 cos
(
−π · φ

λ

)
. (5.23)

For an offset that equals half the wavelength of the acoustic wave, the resulting ampli-
tude becomes zero. In terms of modal separation, this would mean that a symmetric
signal portion would be falsely interpreted as antisymmetric in this case.

The relative amplitude Amod is presented graphically in figures 5.32 (a-d) for the A0 and
S0 mode in the (0°/90°)4s (a,b) and (0°/90°)s (c,d) laminates as a function of frequency
(kHz) and spatial offset (mm). The figures are based on equation 5.23 and the mean
dispersion properties in the 0° direction (see figure 5.21). The design of the fixture from
figure 5.24 allowed the tolerance of the sensor offset to be below 0.25 mm. With this
tolerance (white dashed line in figure 5.32) critical frequency limits can be identified
where the procedure for modal separation will cause significant errors. In this case,
a maximum error of 5 % in the resulting amplitude was tolerated. Due to the smaller
wavelengths of the A0 mode compared to the S0 mode, the A0 mode determined the
frequency limit for both modes. This limit was found at 590 kHz for the (0°/90°)4s and
at 520 kHz for the (0°/90°)s laminate in this case.

4. Higher order modes: The existence of more than one symmetric or antisymmetric
mode can lead to errors due to potential superposition of wave modes and uncertain-
ties in the determination of individual times of arrival. The evaluation of symmetric and
antisymmetric signals was therefore constrained to frequencies where only the funda-
mental wave modes S0 and A0 were present. For the (0°/90°)4s laminate, evaluation of
the symmetric and antisymmetric signals was limited accordingly to frequencies below
600 and 325 kHz respectively.

The evaluation frequencies for A0 and S0 mode were found by looking at the intersec-
tion of respective frequency windows regarding each aspect. Table 5.10 summarizes
these frequencies for the (0°/90°)4s and (0°/90°)s laminates for propagation in the 0°
and 90° directions. The frequencies were accordingly rounded up or down to the next
excitation frequency. The remaining figures that were not presented here can be found
in appendix F.
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Figure 5.32: Relative amplitude (1) as a function of frequency (kHz) and spatial offset
(mm) for the superposition of wave packets from the A0 and S0 mode
propagating in the 0° direction in the (0°/90°)4s (a,b) and (0°/90°)s (c,d)
laminate.

Table 5.10: Summary on resulting frequency windows for the (0°/90°)s and (0°/90°)4s

laminates for propagation in the 0° and 90° direction

Evaluation frequencies (in kHz)
Laminate Direction A0 mode S0 mode

(0°/90°)s 0° 50-500 375-500
(0°/90°)s 90° 50-325 300-325

375 375
(0°/90°)4s 0° 50-225 225-575
(0°/90°)4s 90° 50-200 225-550
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5.2.4 Results

Group velocity

The group velocities (m/s) are presented as a function of frequency (kHz) in the follow-
ing figures. The experimental results from the evaluation of symmetric and antisym-
metric signals are shown as red and blue dots respectively. Only frequencies within
the evaluation windows from table 5.10 were considered (see appendix G for all fre-
quencies). The horizontal error bars are based on the 6dB bandwidth of the applied
band-pass filter, whereas the margin or error from regression analysis represents the
vertical error. The theoretical dispersion curves are shown together with experimental
results for direct comparison. The figures 5.33 (a-d) show the results for the (0°/90°)4s

and (0°/90°)s laminate for the 0° and 90° direction.
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Figure 5.33: Experimental (dots) and theoretical results (lines) for the group velocities
(m/s) of wave modes as a function of frequency (kHz) for the (0°/90°)4s

and (0°/90°)s laminate in the 0° (a,c) and 90° (b,d) direction.

With a few exceptions, the experimental results are in good agreement with the
theoretical dispersion curves of the A0 and S0 modes. Deviations can be found, when
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the signals are dominated by one mode (see energy portions in figure 5.31). In these
cases, remaining antisymmetric signal portions can determine the time of arrival in
the symmetric signal and vice versa (see symmetric data point at 375 kHz in 5.33
(c)). The critical limit of energy portion might have to be raised in order to avoid these
mistakes. Further deviations can be seen in the antisymmetric data above 300 kHz in
figures 5.33 (c) and (d), where the group velocity of the A0 mode is underestimated.
This could also be due to low energy levels at these frequencies as illustrated in figure
5.31. However, in this case, it is not the symmetric mode that is picked but rather a
superposition of reflections that are stronger than the primary wave packet.
The group velocity of the S0 mode propagating in the 90° direction in the 4-ply
specimens is also lower than expected. This could result from deviations between the
principal fiber directions in each layer and the direction of characterization, since for
the S0 mode, small changes in the propagation angle can already lead to significant
changes in the resulting group velocity (see figure 5.20).

Wave attenuation

Results on the wave attenuation had to be constrained to the (0°/90°)4s laminate due to
challenges arising from low signal-to-noise ratios and unequal sensor coupling in the
(0°/90°)s laminate. However, due to the similar elastic properties, the results should
transfer to the (0°/90°)s laminate with a shift in frequencies according to the differences
in thickness. Attenuation coefficients k ′′ (Np/m and dB/m) are shown as a function of
frequency (kHz) for the 0° and 90° direction in the (0°/90°)4s laminate in figures 5.34 (a)
and (b). The values extracted from the symmetric and antisymmetric time signals are
presented as red and blue dots respectively. Additionally, attenuation coefficients of the
S0 and A0 modes from literature (as previously presented in figure 2.6) are shown for
comparison. The corresponding markers are filled in red and blue to represent data for
the S0 and A0 modes respectively. These values were also derived from experiments
on cross-ply CFRP laminates in the 0° and 90° direction.
There are several interesting aspects to point out that can be related to the 0° and 90°
direction. First of all, one can observe a steady increase in the attenuation coefficient
of the A0 mode for frequencies ascending from 50 to 225 kHz. A similar trend can
be seen in the 0° direction for the S0 mode between 300 and 600 kHz. However,
the corresponding rate of change in the attenuation coefficient is higher for the A0

mode, which is in accordance with literature [59, 63]. Consequently, the attenuation
coefficients of the A0 mode are significantly higher than that of the S0 mode at the
same frequency (see 225 kHz in 0° direction as example). In fact, the attenuation
of the A0 mode at around 100 kHz is similar to that of the S0 mode at elevated
frequencies up to 600 kHz. The S0 mode is therefore capable of preserving the higher
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Figure 5.34: Attenuation coefficients k ′′ (dB/m and Np/m) as a function of frequency
(kHz) for the (0°/90°)4s laminate in the 0° (a) and 90° (b) direction. Exper-
imental results (dots) from symmetric (red) and antisymmetric data (blue)
are shown along with results for the S0 (red) and A0 modes (blue) from
literature as previously presented in figure 2.6.

frequency content of AE sources for larger source-to-sensor distances.
Secondly, there are negative attenuation coefficients for the A0 and S0 mode. This
behaviour has already been observed by other authors [56, 63, 65] and could be
attributed to the limitations of the common geometric spreading function to isotropic
media. Due to the anisotropic properties, energy is inherently focused in the fibre
direction in FRP as already pointed out in section 2.2.2. This can lead to a non-uniform
spread of energy where amplitude reduction does not follow equation 2.8 in all
directions. Especially in the fibre direction, attenuation due to geometric spreading
seems to be overestimated, resulting in the partly negative attenuation coefficients in
figures 5.34 (a) and (b).
Finally, the attenuation coefficients for A0 and S0 mode are comparable with the
presented values from the literature. The results are in the same order of magnitude
and show similar trends. Deviations could be attributed to differences in the CFRP
plate (e.g. thickness, type of fibre, type of matrix, fibre volume content, etc.), the
measurement setup (e.g. minimum source-to-sensor distances, number of sensors,
etc.) or the evaluation methodology (e.g. method for filtering and modal separation).
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5.3 Preliminary conclusion

Characterization of guided wave propagation was accomplished in a two step pro-
cess on a theoretical and experimental basis. Group velocities, wavelengths and dis-
placement fields of guided wave modes were calculated as a function of frequency
and propagation direction. Results were presented with tolerance windows by taking
into account the variation in fibre volume content and layer thickness in the manufac-
tured laminates. The assumption of similar dispersion characteristics in the 0° and
90° direction could be confirmed for the two types of cross-ply laminates in this study.
Theoretical data on group velocities of the A0 and S0 modes could be validated with
experimental results at selected frequencies. These had to be constrained due to near
field effects, the presence of higher order modes, errors in wave superposition as well
as limited excitability and detectability of wave modes. Regarding wave attenuation, it
could be shown that the attenuation of the A0 mode around 100 kHz is similar to that
of the S0 mode at elevated frequencies up to 600 kHz. For larger source-to-sensor
distances, the S0 mode is therefore capable of preserving more of the high frequency
content than the A0 mode.
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6 Preliminary study: AE from artificial sources

6.1 Experimental

6.1.1 Setup

The goal of this section is to investigate the influence of source depth and source-to-
sensor distance through the systematic introduction of artificial AE sources. The stan-
dardized Hsu-Nielsen source (ASTM E976) was chosen as the source in this context
due to its high recognition in the AE community and its ability to produce broadband
AE. It is created by breaking a specific pencil lead (hardness 2H, diameter 0.5 or 0.3
mm, length 3±0.5 mm) through a guide ring under a defined angle on the object of in-
vestigation. By breaking the lead either on the surface or the edge of the plate, one can
create a strong out-of-plane or in-plane source respectively. In order to simulate fibre
breakage and transverse matrix cracking as typical in-plane sources, the pencil lead
was broken at different depths on the edge of the plate. For this objective, the fixture
in figure 6.35 was designed. It allows to systematically perform pencil leads breaks
(PLB) at different depths through an end stop that can be adjusted in height through a
linear stage. The design thereby allows the plate to be locked in position in a way that
its surface is oriented parallel to the surface of the end stop.

CFRP plate

Linear translation

stage

End stop

Fixation

Figure 6.35: Fixture for the systematic introduction of in-plane Hsu-Nielsen sources in
different depths in the CFRP laminate.

The fixture was incorporated in the setup shown in figure 6.36 (a) to introduce in-plane
Hsu-Nielsen sources (diameter: 0.35 mm, length: 3 mm) in 12.5, 25.0, 37.5 and 50%
relative depth position in the (0°/90°)4s laminate (red dots). The linear translation stage
thereby allowed an accuracy of 5 µm. A closeup on the setup in the lab can be seen in
figure 6.36 (b).
The resulting acoustic waves were measured in the 0° and 45° direction with a Vallen
VS900 sensor at 50, 100 and 150 mm distance from the source (blue dots). The
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Figure 6.36: Schematic sketch on the experimental setup for the preliminary study (a)
and closeup from the setup in the laboratory (b). Dimensions are given in
millimeters.

signals were amplified with an AEP4 amplifier and recorded with the Vallen AMSY 5.
The corresponding acquisition parameters are listed in table 6.11.

Table 6.11: Vallen AMSY 5 acquisition parameters for the preliminary study

Property Value

Sample rate (MS/s) 10
Samples per set (1) 4096
Duration per set (µs) 409.6
Pre-trigger samples (1) 512
Threshold (dB) 50
Duration discrimination time (µs) 100
Rearm time (µs) 100

At each depth position, the pencil was broken 10 times to capture statistical varia-
tions. Prior to evaluation, the signals were filtered with a high pass filter with a cut-off
frequency at 25 kHz to reduce the low frequency noise.

6.1.2 Evaluation methodology

The evaluation was divided into the following four steps:

1. Waveforms: First of all, the influence of source depth on the resulting signal
waveforms in the time and time-frequency domain were investigated qualitatively.
The CWT was applied in this context, to visualize changes in the modal con-
tent through the time-frequency representation. The complex Morlet wavelet was
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utilized as mother wavelet due to its similarity to the experimentally measured
waveforms.

2. Modal ratio: In the next step, the change in modal ratio with source depth was
quantified by evaluating the A0 to S0 ratio on the basis of their maximum ampli-
tudes. This was accomplished frequency wise by computing the corresponding
wavelet magnitude at respective scales. Modal separation was realized on a tem-
poral level at source-to-sensor distance of 150 mm where primary wave packets
of the A0 and S0 modes could be clearly distinguished. Theoretical dispersion
curves were utilized to identify and extract the corresponding signal amplitudes.

3. Frequency spectrum: A closer look was taken at the frequency spectra in the
next step to investigate how a change in modal content can affect frequency
characteristics. In this context, source-to-sensor distance was incorporated in
the analysis in order to visualize the combined influence with source depth.

4. Extracted features: Finally, a closer look was taken at common features for
source identification that were extracted from the frequency domain. These were
determined as a function of source depth and source-to-sensor distance in order
to visualize the impact of both influencing factors. In this context, the effect of the
evaluation windows on resulting features was investigated as well.

The corresponding results are presented in the next section.

6.1.3 Results

Waveforms
Figure 6.37 illustrates how signal waveforms vary with increasing source depth in the
CFRP laminate for detection in the 45° direction at a distance of 100 mm. Acquired
signals are presented in the time-frequency domain along with theoretical dispersion
curves of the S0 and A0 modes from section 5.1 to ease the identification of wave
modes. Dispersion curves are illustrated in corresponding color with mean values (solid
line) and lower and upper borders (dashed line). The SH0 mode was omitted since it did
not show any considerable out-of-plane displacement in the excited frequency range.
Time signals can be found in appendix H.
The S0 and A0 modes can be clearly distinguished through the theoretical dispersion
curves in figure 6.37. Whereas both modes show a similar magnitude for excitations
at 12.5% relative depth, the S0 becomes more and more dominant with increasing
source depth up to the plane of symmetry (50% relative source depth). This behaviour
is in accordance with results from previous work [93, 123, 180]. In fact, the A0 mode
should theoretically vanish for a pure in-plane excitation in the plane of symmetry
because it does not show any in-plane displacement component at this depth (see
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Figure 6.37: Normalized wavelet magnitude (1) as a function of time (µs) and frequency
(kHz) for relative source depths of 12.5, 25.0, 37.5 and 50.0% for detection
in the 45° direction at 100 mm distance. Theoretical dispersion curves of
the S0 and A0 mode are shown with mean values (solid line) and lower
and upper borders (dashed line).

figure 5.23). However, this situation is hard to recreate in an experiment because the
diameter of the pencil is not infinitesimal small, might not break exactly in the plane
of symmetry and may cause some out-of-plane displacement if it is broken under
an angle to the plane of the plate. Hence, a measurable portion of the A0 mode still
exists for excitation in the plane of symmetry. The same observations on the A0 and
S0 modes can be made for the other distances and a detection in the 0° direction as
shown in the appendix I.

Modal ratio
Following the procedure described in section 6.1.2, the change in modal content can
also be quantified. Figures 6.38 (a-d) show how the maximum magnitudes of the A0

and S0 modes are affected as source depth varies for a detection in the 0° and 45°
direction at 150 mm distance from the source. Mean values are shown along with
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single standard deviations as error bars. Evaluation was performed at frequencies of
125, 175, 225 and 275 kHz where both modes could be detected.
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Figure 6.38: Maximum magnitude (1) of the A0 (a,c) and S0 (b,d) mode as a function of
relative source depth (1) and frequency (kHz) for detection in the 0° (c,d)
and 45° (a,b) direction at 150 mm distance from the source.

Whereas the magnitude of the S0 mode is only slightly affected by the variations in
source depth, a steady decrease in magnitude can be seen for the A0 mode up to
the plane of symmetry. The loss in magnitude is thereby most pronounced at low
frequencies. This behaviour is in accordance with results from simulations that were
published previously [123]. The drop in A0 magnitude was found to be linear in this
study and the corresponding slopes decreased with increasing frequency.
The resulting A0 to S0 ratios as a function of source depth are shown for the 0° and 45°
direction in figures 6.39 (a) and (b).
As A0 magnitude drops with increasing source depth and S0 magnitude remains nearly
constant, a steady decrease in the A0 to S0 ratio can be observed.
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Figure 6.39: A0 to S0 ratio (1) as a function of relative source depth (1) and frequency
(kHz) for detection in the 45° (a) and 0° (b) direction at 150 mm distance
from the source.

Frequency spectrum
As modal ratio changes with source depth, resulting frequency spectra can differ due
to the factors discussed in section 2.4.1. In fact, significant changes can be observed
when looking at figure 6.40 where normalized amplitude spectra of the acquired time
signals (45° direction, 100 mm distance) are shown for the various source depths. The
spectra were generated from the signal section between 0 and 150 µs to capture the
primary wave packets of A0 and S0 mode. The spectra are represented by the mean
values (black, solid line) along with lower and upper boundaries (grey, dashed line) that
were defined through the standard deviation.
Two main frequency bands between 100 and 200 kHz as well as 250 and 350 kHz can
be identified in figure 6.40. By looking at the CWTs in figure 6.37, these bands can be
linked to the fundamental A0 and S0 modes, respectively. The fact that both modes
are dominant at different frequency bands leads to inevitable changes in frequency
spectra when modal content varies. As the amplitude of the A0 mode decreases with
increasing source depth up to the plane of symmetry (see figure 6.38), the magnitude
of the frequency band between 100 and 200 kHz is reduced accordingly. The peak
frequency (blue, dashed line) thereby switches from the A0 dominant region around
125 kHz to the S0 dominant region at 275 kHz when going from 12.5% to 37.5%
relative source depth. This change in peak frequency will consequently affect source
classification as will be shown later in this section.
At this point, it is also interesting to include the source-to-sensor distance in the
analysis. For this purpose, figure 6.41 shows a matrix plot that visualizes the influence
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Figure 6.40: Normalized FFT magnitude (1) for relative source depths of 12.5, 25.0,
37.5 and 50.0%. Signals were acquired in the 45° direction at 100 mm
distance from the source.

of both: relative source depth (%) and source-to-sensor distance (mm) on the resulting
frequency spectra. For every source-to-sensor distance, we can observe the same
trend on the reduction of magnitude of the A0 mode (between 100 and 200 kHz) with
increasing source depth. However, the relative source depth position where peak
frequency switches from the A0 (175 kHz) to the S0 mode (275 kHz) differs. With
larger source-to-sensor distances, this switch in peak frequency is shifted towards
lower source depths due to the stronger attenuation of the A0 mode compared to
the S0 mode [59]. Whether or not a Hsu-Nielsen source is characterized through a
peak frequency of 175 kHz or 275 kHz therefore strongly depends on both influencing
factors.
Regarding the 0° direction, no switch in peak frequency could be observed, due to
the small signal amplitude of the A0 mode at already low relative source depths. The
corresponding matrix plot can be seen in appendix J.
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Figure 6.41: Matrix plot of normalized FFT magnitude (1) as function of source-to-
sensor distance (50, 100 and 150 mm) and relative source depth (12.5,
25.0, 37.5 and 50.0%). Signals were acquired in the 45° direction.

Extracted features
The development of common features from the frequency domain as a function of
source depth and source-to-sensor distance is illustrated in figure 6.42 for the 45°
(a,c,e) and 0° (b,d,f) direction. Peak frequency, weighted peak frequency and partial
power 2 between 100-200 kHz were selected in this case. The values were normalized
by the respective maximum to visualize the relative change.
As already discussed in the previous section, in terms of the 45° direction, peak fre-
quency jumps from the A0 (175 kHz) to the S0 dominant region (275 kHz) depending on
the interaction of source depth and source-to-sensor distance. Accordingly, weighted
peak frequency and partial power 2 are affected likewise. In the 0° direction, however,
changes are not that significant due to the fact that the S0 mode dominates in all con-
figurations. The highest variations in the 0° direction can be seen for PP2. However,
this is due to the already low absolute values.
When putting together all signals from the 0° and 45° directions, the effect on feature
variation becomes obvious. This is done in figure 6.43 in terms of the weighted peak
frequency (kHz) and partial power 2 between 100 and 200 kHz (1).
Two separate clusters are visible in the feature space that could be correlated to
different sources when following the standard procedure described in section 2.3.3.
However, all signals can be traced back to a single source. The existence of these two
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(b) Peak frequency, 0°
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(c) Weighted peak frequency, 45°
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(d) Weighted peak frequency, 0°
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(e) Partial power 2, 45°
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(f) Partial power 2, 0°

Figure 6.42: Normalized peak frequency (1), weighted peak frequency (1) and partial
power 2 between 100-200 kHz (1) as a function of relative source depth
(1) and source-to-sensor distance (mm) for the 0° (b,d,f) and 45° (a,c,e)
direction.

clusters is just a result of the different frequency bands of the A0 and S0 modes that
compete against each other as source depth and source-to-sensor distance varies. A
change in modal content can thereby lead to different cluster assignments for a single
source.
This simple example demonstrates the effect of modal content on resulting frequency
spectra and features that are utilized for source classification. It visualizes the
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Figure 6.43: Weighted peak frequency (kHz) and partial power 2 between 100 and 200
kHz (1) of signals acquired at various source depths and source-to-sensor
distances in the 0° and 45° direction. Evaluation window from 0 to 150 µs.

bandwidth in acoustic fingerprint of a single source that can result from the variation of
source depth and source-to-sensor distance and thereby highlights potential risks for
misclassification.
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The influence of the evaluation window
The evaluation window can have a significant impact on resulting features. The results
in the previous section were presented for a window that contained the primary wave
packets of both: S0 and A0 modes. If this window size is reduced to contain only the
S0 mode, resulting features are not affected by the A0 mode and its dependency from
source depth and source-to-sensor distance. Consequently, cluster separation from
figure 6.43 can be avoided through the new evaluation window as shown in figure 6.44.
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Figure 6.44: Weighted peak frequency (kHz) and partial power 2 between 100 and 200
kHz (1) of signals acquired at various source depths and source-to-sensor
distances in the 0° and 45° direction. Evaluation window from 0 to 75 µs.

6.2 Preliminary conclusion

The influence of source depth and source-to-sensor distance was investigated by
means of artificial in-plane AE sources. It could be shown that the A0 amplitude re-
duces almost linear with increasing source depth up to the plane of symmetry. Due to
characteristic frequency bands of the A0 and S0 modes, frequency spectra and result-
ing features were affected as well. This was especially true for the 45° direction. At a
critical source depth position, peak frequency was shifted from the A0 dominated fre-
quency band between 100 and 200 kHz to the S0 dominated frequency band between
250 and 350 kHz. This critical depth was found to decrease with increasing source-
to-sensor distance due to the stronger attenuation of the A0 mode compared to the S0

mode. Consequently, two clusters were visible in the feature space as a result of the
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influence of source depth and source-to-sensor distance. These clusters could be di-
rectly attributed to the fundamental wave modes and their dominant frequency bands.
In order to avoid this cluster formation, the evaluation window had to be adjusted to
only contain the S0 mode which was less affected by variations in source depth and
source-to-sensor distance in this setup.
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7 Main study: AE from damaging events

7.1 Concept

Specimens for the quasi-static tensile tests were prepared from the manufactured 4-
and 16-ply laminates according to the procedure described in section 7.2. In order
to alternate the depth position of the 0° and 90° layers, specimens were cut out in a
way that the fibre orientation of the outer layer was either 0° or 90° and thereby either
parallel or perpendicular to the loading direction in 0°. This resulted in four different
specimen types that are denoted as (0°/90°)s, (90°/0°)s, (0°/90°)4s and (90°/0°)4s in the
following.
The main study was divided into 3 stages according to the test matrix in table 7.12.
Specific goals were assigned to each stage that built up on each other. The intention
of the first stage was to define load limits for the stage 2 and 3 experiments, where
acoustic emission analysis was incorporated in the setup. These load limits were
necessary to avoid specimen failure and potential associated damage to the AE
sensors. Stage 1 was therefore constrained to the determination of ultimate strengths
of the 4- and 16-ply specimens.

Table 7.12: Test matrix for the quasi-static tensile tests in the scope of the main study

Stage Name Specimen Goal

1

(0°/90°)s

Mechanical (90°/0°)s Define load limits
Characterization (0°/90°)4s for stage 2 and 3 experiments

(90°/0°)4s

2 Standard AE

(0°/90°)s Investigate the influence of
(90°/0°)s - source depth and
(0°/90°)4s - source-to-sensor distance
(90°/0°)4s on signal characteristics

3 Modal AE
(0°/90°)s Investigate the influence of source depth
(90°/0°)s on modal content and signal characteristics

At stages 2 and 3, damaging events were systematically initiated in different depths
and distances to the AE sensors in order to characterize variations in their acoustic
emission signature with respect to these parameters. The mid section of the specimen
edge was thereby observed with a camera during the test in order to visualize and vali-
date these damaging events. Digital image correlation (DIC) was utilized in this context
to ease the detection of TMC in the 90° layers. The structure of the layer itself served
as a ”quasi-random” pattern for the tracking of local displacement.
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Stages 2 and 3 differed mainly in the AE setup and evaluation methodology. At stage
2, AE analysis was accomplished with a state of the art setup using wideband AE
sensors. The influence of source depth and source-to-sensor distance were investi-
gated for all types of 4- and 16-ply specimen at this stage. For stage 3 experiments,
an advanced setup was developed that provided additional information on the modal
character of perceived acoustic emissions. This way, the influence of source depth
on modal content and resulting signal characteristics could be studied in more detail.
Experiments were limited to the 4-ply specimens at this stage, where the number of
symmetric and antisymmetric wave modes could be limited to the A0 and S0 modes for
frequencies up to 1500 kHz.

7.2 Specimens

The specimen geometry for the quasi-static tests is shown in figure 7.45. The speci-
mens show a length of 315 mm and an original width of 28 mm that narrows down to
25 mm in the mid section following a Bézier type curve. The tapered design allowed
to focus the evaluation to the mid section where damaging events should be gener-
ated predominantly due to the smaller cross-section and the higher resulting stresses.
A CNC milling machine was utilized to cut out the specimens from the manufactured
plates. To improve the surface quality, specimen edges were grinded manually with fine
abrasive sandpaper (1200 grit) afterwards. For the experiments of stages 2 and 3, a
section of ±5 mm from the centre of the specimen was prepared further with 2500 and
4000 grit sandpaper to create a polished edge that could be traced with digital image
correlation during mechanical testing.

x,0° 

y, 90°

Figure 7.45: Specimen geometry for the quasi-static tensile tests. Dimensions are
given in millimeters.

End tabs had to be installed for some specimen types to reduce the chance for early
failure in the gripping area. For the (0°/90°)s and (90°/0°)s laminates, the thin gripping
areas were reinforced with GFRP tabs (28 x 50 x 1 mm) with ±45° layup to promote a
smooth load transfer. Tabs were bonded to the specimen surface with two-component
epoxy adhesive. Among the 16-ply specimens, tabs had to be utilized for the (0°/90°)4s

specimens as well to protect the outer 0° layer from early failure. Kraft paper tabs (180
g/m2) were bonded to the specimen gripping area with super glue in this case.
Prior to testing, the specimens were dried to create a common reference state. This
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was accomplished in an oven at 105°C where specimens were stored for 72 hours to
reach a stable condition where the relative change in mass within 24 hours was below
0.01%. Afterwards, specimen remained in a desiccator with dry environment to stabi-
lize the condition until testing.
Specimen thickness was measured at 3 points in the 25 mm long centre section of
the specimen with an outside micrometer. Specimen width was measured at the same
positions with a calliper. The respective average values were taken for the calculation
of the nominal tensile stress. For every stage from the test matrix in table 7.12, five
specimens of each type were prepared this way. This resulted in a total of 50 speci-
mens.

7.3 Environmental conditions

Temperature and relative humidity were recorded at the beginning of each test through
all stages. A statistical overview on the average values, standard deviations as well as
minima and maxima over all stages can be found in table 7.13.

Table 7.13: Statistical overview on environmental conditions during quasi-static tensile
tests

Parameter N µ σ Min Max

Temperature (°C) 50 21.4 0.5 20.0 22.9
Rel. humidity (%) 50 41.5 6.3 32.5 56.8

7.4 Experimental setup: General

7.4.1 Quasi-static testing

Quasi-static testing was realized with a Zwick 1474 universal testing machine. Speci-
mens were clamped with custom hydraulic grips, resulting in a free length of 215 mm.
Testing speed was controlled by the machine head and set to 1 mm/min. The applied
force was measured with a 100 kN load cell. The axial strain was measured by the
machine head at stage 1 and by DIC of the specimen edge at stages 2 and 3. Static
preloads of 50 MPa at stage 1 and 10 MPa at stages 2 and 3 were selected to account
for settling effects.

7.4.2 Acoustic emission analysis

Acoustic emission analysis was carried out with the Vallen AMSY 5 system.
Two different types of broad band AE sensors were chosen for the experiments. For
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stage 2, acoustic waves were captured solely with VS900-M sensors from Vallen sys-
tems. With an aperture of around 19 mm, the sensor offers a high sensitivity in the
frequency band between 100 and 900 kHz where damaging events in FRP materials
are commonly detected. Its response is characterized by two peaks at 190 and 350
kHz with anti-resonances at 200 and 400 kHz. The full frequency characteristics can
be found online [198].
The VS 900-M sensors were also incorporated in the setup of stage 3 experiments.
However, they were only used as guard sensors while source localization and identi-
fication was realized with the KRNBB-PCP sensors from KRN Services at this stage.
With their small aperture and flat response in the frequency range between 100 kHz
and 2.5 MHz, they were suitable for source identification with the additional option of
performing modal analysis. More details on sensor characteristics can be found on-
line [199].
Sensor signals were amplified with AEP4 amplifiers from Vallen systems. The gain
was set to 34 dB for the VS900 sensors and to 40 dB for the KRNBB-PCP sensors.

7.4.3 Specimen edge observation

The polished specimen edge was observed with a CP90-25-M/C-72 camera from Op-
tronis at stages 2 and 3 during testing. With a sensor size of 5120 by 5120 pixels it
allowed to capture 72 frames per second at full frame resolution. The Makro-Symmar
120/5.6 lens was installed along with a 200 mm long extension tube, to image the spec-
imen edge on the 23.04 by 23.04 mm detector. Illumination was realized with Proxistar
LED lights to reduce temperature rise of the specimen during testing. Illumination
was optimized for the 90° oriented layers where transverse matrix cracking would take
place. Frame grabbing was controlled through an external signal that defined the frame
rate. This signal was triggered through the start of the test and was fed as well into the
acoustic emission system to synchronize the systems. The active detector size of the
camera was constrained to 5120 by 1000 pixels while specimen edge deformation was
captured at 5 frames per second within the 10 mm long polished section in the centre
of the specimen. The geometrical resolution was at around 3 µm/pixel.

7.5 Experimental setup: Specific

7.5.1 Stage 2: Standard AE

The experimental setup for stage 2 is shown in the figures 7.46 (a) and (b). Four wide
band VS900-M sensors were attached to the specimen with spring loaded clamps at
the positions shown in figure 7.46 (a). Silicon grease was utilized as coupling agent be-
tween the sensors and the specimen. The sensors were placed asymmetrically to the
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centre of the specimen to support the creation of different source-to-sensor distances.
The two inner sensors (1 and 2) were used for source localization and identification
whereas the outer sensors (3 and 4) served as guard sensors to filter out noise from
the gripping area. Each pair of sensors, on either side of the specimen ((1,3) and
(2,4)), was, in turn, utilized to identify the triggering waves modes and characterize
their distribution of group velocities.
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(a) Sensor configuration
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fixture 75 mm

(b) Setup in the laboratory

Figure 7.46: Experimental setup for stage 2 experiments.

Figure 7.46 (b) shows a closeup from the setup in the laboratory where camera and
LED lights can be seen along with the specimen and the attached AE sensors. The
mirrors were utilized for passive thermography measurements that are not part of this
thesis.
The acquisition settings for the acoustic emission analysis are summarized in table
7.14. Each sensor was triggered individually with a threshold crossing.

Table 7.14: Vallen AMSY 5 acquisition parameters for stage 2 experiments

Property Value

Sample rate (MS/s) 10
Samples per set (1) 4096
Duration per set (µs) 409.6
Pre-trigger samples (1) 800
Threshold (dB) 55
Duration discrimination time (µs) 100
Rearm time (µs) 100

Prior to each test, sensor coupling was validated by pulsing consecutively with all
VS900-M sensors while the specimen was under the static preload of 10 MPa.
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7.5.2 Stage 3: Modal AE

The fixture in figure 7.47 was designed and manufactured for stage 3 experiments.
Similar to the fixture from section 5.2, the design allowed to position two sensors of
a pair on opposite sides of the specimen so that they share a common axis (black
horizontal dashed line). This way, the symmetric and antisymmetric wave portions
could be extracted and analysed individually. Sensor pairs could be positioned on the
upper and lower half of the specimen. The clamping force of each sensor could thereby
be adjusted individually through the preload of the compression springs. In order to
reduce vibrations from the surroundings, the fixture was decoupled from the hydraulic
clamping system by rubber pads. The mirrors were utilized for passive thermography
measurements that are not part of this thesis.

75 mm

Sensor 1

Sensor 3 Sensor 4

Sensor 2

Sensor 5

Sensor 6

Specimen

Rubber pads

(a) Front view

75 mm

(b) Rear view

Figure 7.47: Front (a) and rear view (b) of the fixture for stage 3 experiments.

The fixture was set up to achieve the same asymmetric sensor configuration as in
stage 2 with the only exception that the inner evaluation sensors were replaced by
two evaluation pairs (see figure 7.48 (a)). Each pair ((1,2) and (3,4)) consisted of two
KRNBB-PCP sensors that were mounted to the fixture and aligned to share a common
horizontal axis. Two additional VS900-M sensors (5 and 6) were attached with spring
loaded clamps to the positions shown in figure 7.48 (a) to filter out noise from the
gripping area. Localization and identification of acoustic events were based on the four
inner evaluation sensors (1,2,3 and 4).
Figure 7.48 (b) shows a closeup from the setup in the laboratory where the fixture, the
specimen, the camera and the sensors can be seen.

The acquisition settings for the acoustic emission analysis are summarized in table
7.15. The outer guard sensors as well as each sensor pair were triggered individually
through a threshold crossing. However, sensors of a pair were grouped together and
triggered simultaneously to share the same time axis. Due to the differences in sensi-
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Figure 7.48: Experimental setup for stage 3 experiments.

tivity, the threshold values for the VS900-M (55 dB) and KRNBB-PCP sensors (45 dB)
were adjusted accordingly.

Table 7.15: Vallen AMSY 5 acquisition parameters for stage 3 experiments

Property Value

Sample rate (MS/s) 10
Samples per set (1) 4096
Duration per set (µs) 409.6
Pre-trigger samples (1) 800
Threshold (dB) 45 (55)
Duration discrimination time (µs) 100
Rearm time (µs) 100

Prior to each test, sensor coupling and alignment was validated by pulsing with the
outer VS900-M sensors while the specimen was under the static preload of 10 MPa.

7.6 Evaluation methodology

7.6.1 Stage 2: Standard AE

The evaluation of acoustic emission data was accomplished in the following seven
steps:

1. Grouping hits to events: Whenever a sensor is triggered through a thresh-
old crossing, an acoustic hit is detected. These hits at individual sensors can
be grouped to single AE events that caused them. This was accomplished by
defining a tolerance for the time difference of consecutive hits of an event. This
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tolerance can be estimated based on the slowest group velocity of present guided
waves modes and the maximum difference in source-to-sensor distance between
sensors. Assuming a minimum group velocity of 1550 m/s, the time difference
between the first and last hit of an event should not exceed 87 µs for the sensor
configuration in figure 7.46 where the position of sensors 3 and 4 define the max-
imum distance between sensors. With a safety factor of 1.5, the tolerance was
set to 130 µs. Following this procedure, each hit can be linked to a corresponding
event. Depending on the order of triggering, one can distinguish between the
1st , 2nd , 3rd and 4th hit sensor. Their individual time signals were analysed in
the next steps to determine the location of the event and characterize its source.
Events that originated from the gripping area were excluded from further analysis.
For these events, one of the outer sensors (3,4) represented the first triggering
sensor. Analysis was constrained further to events that triggered at least the eval-
uation sensors (1,2) since event localization was based on the difference in times
of arrival between these sensors.

2. Defining the evaluation window: The evaluation window defines the part of the
signal that is considered for feature extraction. This window has to be chosen
carefully due to its strong impact on features and classification results (see end
of section 6.1.3). In the first step of defining this window, the threshold based sig-
nal onset was dynamically adjusted through the Hinkley picker (see equation 2.10
and 2.11). As energy based criteria, the Hinkley picker allowed a more reliable
determination of signal onset than the AIC or common threshold based methods.
Furthermore, early threshold crossings due to the increasing noise level during
the test could be corrected within the recorded 4096 signal samples. In the next
step, the window size was estimated. In order to assess the individual contri-
bution of symmetric and antisymmetric wave modes, the signal window should
contain at least the primary wave packets of A0 and S0 mode. By constraining
the evaluation to the area between the two inner sensors (1,2), the maximum
source-to-sensor distance could be limited to 75 mm. Consequently, the maxi-
mum time difference between S0 and A0 mode was estimated to be around 40 µs
based on the corresponding group velocities of 1550 and 6900 m/s. Allowing a
wave packet length of 20 µs, the window size was set to 60 µs. However, since
either A0 or S0 could trigger the signal onset, the 60 µs defined the recorded time
span prior to and after the signal onset, resulting in a total window size of 120 µs.

3. Adjusting the time of arrival: The threshold based times of arrival had to be
corrected in the next step so that arrival times at both evaluation sensors would
be based on the same mode and the same frequency. This was accomplished
through band-pass filtering and subsequent determination of signal onset through
the Hinkley picker. A 2nd order Butterworth filter was chosen and applied twice,
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forward and backward, in order to eliminate phase shifts. For the (0°/90°)s lami-
nates, the frequency band between 20 and 250 kHz was chosen as a reference
because modal content could be limited to the A0 mode in this band. The sensors
resonance at 190 kHz thereby promoted the existence of this frequency band in
the measured signals. A different approach had to be followed for the (0°/90°)4s

laminates, where the S0 mode became more dominant in the lower frequencies
(see figure 5.31). In this case, the S0 mode had to be selected as the reference.
With a band-pass filter between 125 and 375 kHz, the S0 mode was found to be
identified reliably through the Hinkley picker. Both sensor resonances at 190 and
350 kHz thereby supported the presence of this frequency band in the measured
signals. The alpha value for the Hinkley criteria was set to 5 for all instances.

4. Visualizing and characterizing the triggering wave modes: The triggering
wave modes along with their distribution in group velocities could be identi-
fied during mechanical testing with the selected sensor configuration. This was
achieved by evaluating the difference in arrival times among the sensor pairs
(1,3) and (2,4), for every AE event registered. The time of arrival was thereby
determined by following the methodology from the previous section. This ap-
proach allowed an inline characterization of wave propagation where differences
between specimens (e.g. thickness, fibre direction), anisotropy, near field effects
and changes in elastic properties due to continuous degradation could be statisti-
cally accounted for. From the acquired group velocities only the ones with a value
smaller than 10,000 m/s were kept since group velocities of the A0 and S0 mode
in the manufactured laminates were found to be below this value (see figures
5.33). In order to identify groups in the data that could be attributed to triggering
wave modes, Gaussian Mixed Models (GMM) with a full covariance matrix were
fitted to the resulting distributions of group velocities. For the determination of the
number of gaussians, a wrapper approach was followed in combination with the
Akaike information criterion (AIC) as figure of merit. With the maximum likelihood
function L for the model and the number of estimated parameters p, the AIC can
be computed according to equation 7.24

AIC(p) = 2 · p − 2 · ln (L) (7.24)

As one method for model selection, the AIC provides a measure to optimize like-
lihood while penalizing model complexity with increasing number of Gaussians.
The selection was based on the knee in the course of the AIC score. With the ex-
tracted information, the methodology for the determination of time of arrival was
adjusted iteratively to identify appropriate frequency bands for source localization.
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5. Localizing events: One dimensional localization along the specimen length axis
was realized by evaluating the differences in arrival times between the evaluation
sensors 1 and 2. With the average group velocity of the most prominent Gaus-
sian distribution from the previous section, source position was estimated through
equation 2.12.

6. Extracting characteristic features: Feature extraction was limited to prominent
features from the frequency domain that have been frequently utilized for source
discrimination in FRP. These include the peak frequency fp, frequency centroid
fc, weighted peak frequency fwp as well as partial powers (PP1: 0-250 kHz, PP2:
250-500 kHz, PP3: 500-1000 kHz, PP4: 1000-1500 kHz). For the extraction of
these features, the spectrum was constrained to the frequency band between 0
and 1500 kHz. Details on the calculation of these features, can be found in [81].

7. Identifying clusters in the feature space: Cluster analysis was realized with
GMM with either shared or full covariance matrix. These could be fitted to the
various cluster shapes that could be found in the feature space. Before clustering,
each feature of a data set was standardized to show unit variance and zero mean.
If not otherwise stated, the number of Gaussians was determined based on a
wrapper approach with the AIC (see equation 7.24) as figure of merit.

7.6.2 Stage 3: Modal AE

The evaluation methodology for stage 3 followed the concept from stage 2 with the
following exceptions:

• Evaluation was constrained to the 4-ply specimens as already explained in sec-
tion 7.1.

• Analysis was constrained to events that were triggered by one of the evaluation
sensors (1,2,3 or 4) first to filter out noise from the gripping area. Furthermore,
only events were considered that triggered both sensor pairs ((1,2) and (3,4)) so
that source localization could be realized.

• Signals were filtered with a 2nd order Butterworth band-pass filter between 20 and
2000 kHz prior to analysis. The filter was applied twice, forward and backward to
eliminate phase shifts.

• The distribution of group velocities of the triggering wave mode was not deter-
mined during the test. The underlying group velocity was extracted from stage
2.

• Source localization was realized with one sensor of each sensor pair.
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Challenges
The goal of the setup in figure 7.48 was to extract the symmetric and antisymmetric
portions from the measurement signals and analyse their individual characteristics. In
the scope of section 5.2 experiments, symmetric and antisymmetric signals could be
extracted by simple addition or subtraction of opposing sensor signals. Differences in
the sensitivity of opposing sensors could be compensated by adjusting signal ampli-
tudes based on the ratio of their corresponding maximum amplitudes. This procedure
worked well for the artificial burst-type signals with a major central frequency. For the
broad band AE signals that were captured during mechanical testing, this methodology
could not be applied because sensitivities for the symmetric and antisymmetric wave
modes varied between sensors of a pair. Since both type of modes are detected at dif-
ferent frequency bands, the sensitivity can vary between symmetric and antisymmetric
signal portions due to differences in the frequency response of opposing sensors that
directly result from manufacturing tolerances. Simple normalization of signal amplitude
by the maximum was therefore not sufficient.
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Figure 7.49: Top and bottom sensor signals and resulting symmetric and antisymmetric
signal portions.

Figure 7.49 demonstrates this effect with an example. It shows the time signals from
an acoustic event that were captured by two opposing sensors (top and bottom). As
can be seen, there are differences between the amplitudes of the signal portions
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that are in phase (symmetric) in comparison to those that are 180° shifted in phase
(antisymmetric). Consequently, simple addition or subtraction of these signals did not
lead to pure symmetric or antisymmetric signals.

As an alternative, the underlying type of mode - symmetric or antisymmetric - was iden-
tified by evaluating the phase difference φ between the signals of opposing sensors.
By applying the FFT to each time signal, this phase difference was determined as a
function of frequency f based on the complex Fourier coefficients of top (FT (f )) and
bottom sensor (FB(f )) according to

φ(f ) = arctan
(

FT (f )
FB(f )

)
. (7.25)

The peak frequency was thereby selected as the evaluation frequency to identify the
corresponding mode that caused it. As an example, figure 7.50 shows the time signals
of opposing sensors from two events where the underlying mode was found to be either
symmetric (a) or antisymmetric (b). The corresponding absolute phase differences
were determined to 0.07π and 0.99π at the respective peak frequencies of around 600
and 200 kHz.
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Figure 7.50: Time signals of top and bottom sensors of a pair for an event with symmet-
ric (a) and antisymmetric (b) signal portions. The corresponding absolute
phase differences were determined to 0.07π and 0.99π at the respective
peak frequencies of around 600 and 200 kHz.

As shown in figure 7.50, this technique can be successfully applied if the evaluation
window contains a single mode. The evaluation methodology had to be adjusted ac-
cordingly.

7.6.3 Digital Image Correlation

Captured image stacks of the specimen edge were analysed using GOM Correlate soft-
ware. The structure within the 90° oriented layers thereby served as ”quasi-random”
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pattern to track the local deformation during the test. As an example, figure 7.51 shows
the cross section of a (0°/90°)4s coupon specimen with area components in the 90° ori-
ented layers. The axial strain in the loading direction is shown color coded. The black
marks constrain the area of evaluation that spans around ± 5 mm from the centre of
the specimen. Depending on the quality of the polished edge, the size and distance
between tracked area units (facets) had to be optimized individually.

Figure 7.51: Cross-section of a (0°/90°)4s coupon specimen where DIC was utilized to
track local displacement in the 90° oriented layers. The axial strain (%) in
the x-direction is shown color coded.

DIC was utilized

• to validate the Young’s modulus of the manufactured specimens and

• to determine the stress and strain level at which transverse matrix cracks in the
90° layer appeared.

For the determination of Young’s modulus Ex , the axial strain was extracted from a
single 90° layer, where local strain was averaged and tracked as a function of applied
stress in the ± 5 mm window in the centre of the specimen. Young’s modulus was
determined by a linear fit of stress and strain data between 0.05 and 0.25% axial strain
according to DIN EN ISO 527-4.

TMC detection was based on the fact that these cracks lead to an increase in local
strain. Figure 7.52 shows a cross section of a (0°/90°)s coupon specimen where two
transverse matrix cracks caused a visible contrast in the local axial strain.
The crack detection was accomplished by analysing cross-sections of the area com-
ponents inside the 90° layers. Figure 7.53 gives an example for such a cross section
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Figure 7.52: Cross-section of a (0°/90°)s coupon specimen where DIC was utilized to
identify transverse matrix cracks in the 90° oriented layers. The axial strain
(%) in the x-direction is shown color coded.

that maps tensile strain (%) against the relative x position (mm) from the centre of the
specimen. A total of four cracks can be seen that are characterized by a local increase
in axial strain of around 5 to 7 % while the average strain level is around 1 %. A soft-
ware was written to identify these cracks automatically and assign the corresponding
global stress and strain level to them. However, each potential crack had to be reviewed
manually in order to avoid false interpretation of artifacts that temporarily appeared as
peaks in the strain data. These artifacts generally develop from disturbances in the
recognition and assignment of facets.
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Figure 7.53: Tensile strain (%) in x-direction as a function of relative x position (mm)
from the centre of the specimen.
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7.7 Discussion & Results

7.7.1 Tensile strength

The nominal tensile stress (MPa) as a function of machine head displacement (mm)
can be found for the 4- and 16-ply specimens in the figures 7.54 (a) and (b) respectively.
The tensile stress was determined based on the average cross-section of the specimen
in the 25x25 mm centre part (see figure 7.45) that was measured prior to testing.
Specimens with (0°/90°)s and (0°/90°)4s layup are shown in red while (90°/0°)s and
(90°/0°)4s specimens are shown in blue.
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Figure 7.54: Nominal tensile stress (MPa) versus machine head displacement (mm) for
the (0°/90°)s and (90°/0°)s (a) as well as (0°/90°)4s and (90°/0°)4s speci-
mens (b).

Results on the tensile strength are summarized in table 7.16. None of the 4-ply speci-
mens showed a valid failure in the centre part. Despite the tapered geometry and the
installation of bonded tabs, the final failure of these specimens was a result of failure
close to the gripping area as can bee seen from the pictures of broken samples in
appendix K. Tensile strength values were therefore generally lower and showed higher
scattering compared to the 16-ply specimens.

Table 7.16: Statistical overview on the tensile strengths σm (MPa) derived from quasi-
static tensile tests in the 0° direction

Layup N µ σ Min Max No. valid failure

(0°/90°)s 5 935.6 35.4 883.5 982.4 0
(90°/0°)s 5 1041.9 88.5 870.7 1110.3 0
(0°/90°)4s 5 1142.8 21.7 1114.7 1181.0 5
(90°/0°)4s 5 1080.8 38.1 1010.1 1116.3 5

Nevertheless, based on these tensile strength values, the maximum stresses in table
7.17 were defined for stage 2 and 3 experiments where any type of final failure should
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be avoided to protect the AE sensors from potential damage.

Table 7.17: Tensile stress limits (MPa) for stage 2 and 3 experiments

Layup Stress limit (MPa)

(0°/90°)s 875
(90°/0°)s 950
(0°/90°)4s 1050
(90°/0°)4s 950

7.7.2 Young’s modulus

The tensile stress versus strain (based on DIC) curves for the determination of Young’s
modulus Ex can be found for the 4- and 16- ply specimens in the figures 7.55 (a) and
(b) respectively. Specimens with (0°/90°)s and (0°/90°)4s layup are shown in red while
(90°/0°)s and (90°/0°)4s specimens are shown in blue.
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Figure 7.55: Nominal tensile stress (MPa) versus tensile strain (%) for the determina-
tion of Young’s modulus Ex for the (0°/90°)s and (90°/0°)s (a) as well as
(0°/90°)4s and (90°/0°)4s specimens (b). Strain data is based on DIC of
the specimen edge.

Experimental results for the Young’s moduli Ex of the cross-ply laminates are summa-
rized in table 7.18. Due to variations in the quality of the polished edge, strain data
could not be reliably recorded from all specimens. The number of specimens that were
incorporated in the evaluation therefore differs between layups. Similar average values
could be observed for the 4- and 16- ply specimens. However, higher standard devi-
ations were found for the (0°/90°)s and (90°/0°)s specimens. This could be due to the
small amount of 0° layers. In contrast to the 16-ply specimens, any misalignment of
fibres or variation in fibre volume content of a single 0° layer can already have a strong
impact on the resulting stiffness of the whole specimen.
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Table 7.18: Statistical overview on Young’s moduli Ex (GPa) derived from quasi-static
tensile tests in the 0° direction

Layup N µ σ Min Max

(0°/90°)s 8 62.7 7.5 55.8 80.2
(90°/0°)s 6 66.1 3.5 61.4 70.2
(0°/90°)4s 8 66.7 1.2 65.1 68.6
(90°/0°)4s 5 67.4 2.2 64.5 69.8

Based on the elastic properties that were derived in the scope of section 5.1.1, a tol-
erance window for the theoretical Young’s modulus of the cross-ply laminates can be
determined using CLT [30]. This way, the theoretical elastic properties can be validated
with the experimental values. For a balanced (0°/90°) cross-ply laminate follows

Ex = 0.5 ·
E‖

1− ν⊥‖ · ν‖⊥
+ 0.5 · E⊥

1− ν⊥‖ · ν‖⊥
(7.26)

with the Young’s moduli E‖ and E⊥ as well as the Poisson ratios ν‖⊥ and ν⊥‖ from the
single layer. With the respective properties from table 5.7, the Young’s modulus Ex

should be between 69.7 to 75.1 GPa. However, the measured values from table 7.18
are below this tolerance window. Deviations could be due to miss-alignments of fibres
resulting from the manual layup process. Nevertheless, dispersion curves from figure
5.19 are likely to be shifted as a result of lower in-plane stiffness. This should mainly
affect the properties of the S0 mode. However, deviations of less than 10% in E‖ do not
significantly affect the dispersion properties of the S0 mode as shown for the different
fibre volume contents in figure 5.18 (b).

7.7.3 Transverse matrix cracking

Before discussing the experimental results, theoretical calculations on the onset of
transverse matrix cracking are presented first.

Theoretical

The critical stress for transverse matrix cracking can be calculated using CLT in com-
bination with Puck’s failure theory. Assuming constant strain between all plies in the
loading direction, the critical stress σxTMC for TMC can be determined by

σxTMC =
Ex

E⊥
· R+
⊥ (7.27)

where Ex represents the Young’s modulus of the laminate in x-direction, E⊥ the
Young’s modulus of the single layer perpendicular to the fibre direction and R+

⊥ denotes
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the fracture strength of the single layer under tensile load as a result of stresses acting
perpendicular to the fibre direction [25, 30]. For simplicity, laminate types are grouped
together for the calculation. The measured Young’s Modulus Ex in loading direction
is therefore averaged over all specimens. Regarding E⊥, the configuration with the
average fibre volume content from table 5.7 was chosen. The fracture strength R+

⊥
was found to be 82 MPa [192]. With these assumptions, the critical stress for TMC
should be around 628 MPa.
However, residual stresses from the curing process can potentially modify this window.
As a result of the different coefficients of thermal expansion of fibre and matrix
material, residual tensile stresses can arise perpendicular to the fibre direction. These
stresses can be determined based on the coefficients of thermal expansion α⊥ and α‖
of the single layer and the temperature difference ∆T between the curing temperature
(180°C) and the testing temperature (21°C). Since the parameters α⊥ and α‖ are
unknown, they have to be determined first following the theoretical models in [30].
These models require, in turn, the coefficients of thermal expansion of the matrix
material αm as well as of the fibre material parallel (αf‖) and perpendicular (αf⊥) to
the fibre direction. For Cycom 977-2, the coefficient of thermal expansion could be
extracted from [200] to 24.3 ·10−6 1/K. For the HTS40 fibre, αf‖ = −0.1 ·10−6 1/K could
be extracted from the data sheet of the manufacturer [190]. The αf⊥ value, however,
was not accessible and therefore had to be taken from another fibre. The T800 fibre
was taken as reference with αf⊥ = 12.5 · 10−6 1/K [30]. With the elastic properties from
the average fibre volume content in table 5.7, this resulted in α⊥ = 1.69 · 10−5 1/K and
α‖ = 1.79 · 10−7 1/K.
Using CTE, the residual tensile stresses acting perpendicular to the fibre direction
within a single layer can be determined to 20.7 MPa, based on the elastic properties
of the average fibre volume content. This can shift the theoretical onset for TMC to
external stresses of 469 MPa.
Due to the uncertainty in the actual extent of these residual stresses, TMC would be
expected between the lower end of 469 MPa (with residual stresses) and the higher
end of 628 MPa (no residual stresses).

Experimental

Transverse matrix cracks could be experimentally identified following the procedure
defined in section 7.6.3. Each crack could thereby be linked to a global stress and
strain level. This way the onset and development of TMC could be visualized. This
is accomplished in the form of the histograms in figures 7.56 (a) to (d) that show the
number of detected transverse matrix cracks as a function of nominal stress (MPa)
and strain level (%) for the 4- (a,b) and 16-ply specimens (c,d). The window for the
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theoretical onset of TMC is given as well. In total, 41 cracks could be detected over all
specimen types. The majority of cracks was thereby found in the inner and outermost
90° layers.
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Figure 7.56: Histograms showing the number of detected transverse matrix cracks in
the 90° layers (1) with respect to the nominal tensile stress (MPa) and
tensile strain (%) for the (0°/90°)s and (90°/0°)s (a,b) and (0°/90°)4s and
(90°/0°)4s specimens (c,d).

There are several different aspects to point out from these charts. The first aspect
deals with the overall onset of TMC. The first visible crack was found at around 600
MPa which is in line with upper end of the theoretical window for TMC. However, the
majority of TMC could be observed at stresses above 800 and 900 MPa for the 4-ply
and 16-ply specimens respectively. This deviation from the theoretical results could be
explained by the following two aspects:
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1. Only a small section of 10 mm of one specimen edge could be analysed during
the test. However, microscopic analysis of selected specimens after the test could
reveal that cracks also appeared outside the 10 mm section. These cracks as
well as cracks that did not extend to the observed specimen edge could not be
detected and might have appeared at lower stresses.

2. The toughened epoxy resin could delay crack propagation through crack pinning
mechanisms [201, 202]. The critical stress for macroscopic crack development -
that could be identified with DIC - could therefore be shifted to higher levels.

As already mentioned, TMC started to intensify at higher stress levels in the 16-ply
specimens, where the majority of cracks were detected between 900 and 1050 MPa.
However, this could result from differences in individual laminate stiffnesses since the
critical strain (0.9 to 1.0%) for TMC onset was comparable between 4- and 16-ply lam-
inates.
Regarding the orientation of the outer layer, TMC onset and development was com-
parable between the 4-ply specimens. However, higher stress and strain levels were
found for the (0°/90°)4s specimens among the 16-ply specimens. TMC in the outer 90°
layers of the (90°/0°)4s intensified at lower stress and strain levels than in the inner 90°
layers of the (0°/90°)4s specimens. This could be due to the fact that the outermost 90°
layers in the (90°/0°)4s specimens are only supported on one side by a single 0° layer.

7.7.4 Group velocity of triggering wave mode

The group velocity of the triggering wave mode could be characterized with the chosen
sensor configuration following the procedure described in section 7.6.1. Filter con-
figurations were iteratively optimized to constrain the triggering wave mode with its
corresponding group velocity for both types of specimen. The resulting differential and
cumulative distributions of group velocities for the 4- and 16-ply specimens are visu-
alized in the figures 7.57 (a-d) for the filter conditions specified in 7.6.1. Since the
stacking order only had a small impact on the group velocities (see figure 5.20) of
the cross-ply laminates in the 0° direction, data of 4- and 16-ply specimen types were
merged respectively.
Broad distributions can be observed for the 4- and 16-ply specimens with distinct peaks
at different group velocities. In terms of the 4-ply specimens, a single peak can be
identified between 1000 and 2000 m/s. Around 50% of registered AE events showed
a group velocity in this range. This part of the distribution can be attributed to the A0

mode that dominates the low frequency band (20 to 250 kHz) that was selected for the
estimation of time of arrival in this case. A different result was achieved for the 16-ply
specimens, where around 60% of AE events lead to a group velocity between 7000
and 8500 m/s. This peak could be attributed to the S0 mode which was favoured as
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Figure 7.57: Histograms showing the differential (a,c) and cumulative (b,d) distributions
of group velocities (m/s) resulting from AE events registered in the 4- (a,b)
and 16-ply (c,d) specimens. The arrival times were estimated based on
band-pass filtered signals following the approach from section 7.6.1.

triggering wave mode in the thicker 16-ply specimens in the frequency band between
125 and 375 kHz.
Although the major triggering wave mode with its group velocity could be identified
this way, around 40% of AE events still resulted in different group velocities. These
velocities may not necessarily be assigned to a certain wave mode but might be the
result of the following situations:

• The presented methodology for the determination of group velocity assumes a
constant difference in propagation distance (30 mm) between the sensors of a
pair. For acoustic events that occur between the two inner sensors 1 and 2, this
assumption is met. However, for AE events that originate between the sensors
of a pair (e.g. 1 and 3), different propagation paths arise and the assumption is
violated. A variety of group velocities can result from these situations depending
on the actual location of the source. This effect can therefore lead to a certain
noise level in the histograms.

• Another assumption that is required for the analysis aims at the triggering wave
mode. When the arrival times of both signals from a sensor pair are based on
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the same wave mode and group velocity, reliable results can be achieved. How-
ever, this wave mode along with its group velocity could change along the 30 mm
propagation path due to wave attenuation and near field effects. This effect could
again contribute to the noise level but also potentially lead to systematic peaks in
the histograms when similar mode combinations (e.g. S0 at one sensor and A0

on the other) are encountered.

• Finally, the methodology requires both sensors to be triggered by the same AE
event. In cases where both sensors are triggered by different events, these events
might be merged to one event and evaluated accordingly. As a result, various
differences in the times of arrival can arise, which again can contribute to an
increase in noise level.

As these situations do not necessarily imply another wave mode to be triggering wave
mode for sensors 1 and 2, the probability of a triggering group velocity between 1000
and 2000 m/s can therefore actually be higher than 50% for the 4-ply specimens. The
same applies to the 16-ply specimens where the triggering velocity should lie between
7000 and 8500 m/s for a big majority (> 60%) of events.
In order to extract the group velocity distribution of the triggering wave mode, GMM
are fitted to the data. The number of Gaussians was determined by iterative cluster
analysis with 1 to 10 Gaussians and evaluating the course of the corresponding AIC
values. For both types of specimen, an appropriate fit of the data could be achieved
already with two Gaussians. The resulting distributions with their respective mean µ

and standard deviation σ can be seen in the figures 7.58 (a) and (b).
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Figure 7.58: Histograms showing the differential distributions of group velocities (m/s)
resulting from AE events registered in the 4- (a) and 16-ply (b) specimens
with fitted Gaussian distributions.

Regarding the 4-ply specimens, the average group velocity of class 1 matched the pro-
file of the A0 mode in the frequency band between 20 and 250 kHz (see figure G.15 for
reference). Class 0, on the other hand, could be attributed to the previously described
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situations. For source localization in the 4-ply specimens, the average group velocity of
class 1 (1575 m/s) was therefore chosen as an appropriate estimate of the underlying
group velocity of the triggering wave mode.
In terms of the 16-ply specimens, class 1 could be correlated with the S0 mode,
whereas class 0 could again be attributed to the previously described effects. Con-
sequently, the average group velocity of 7753 m/s was chosen for source localization
in the 16-ply specimens.
Another interesting aspect to point out here, is that the group velocity of the associ-
ated S0 mode is above its theoretical level (around 6900 m/s) from figure 5.33. This
deviation could be due to near field effects that cannot be neglected due to the large
wavelength (15 to 60 mm) of the S0 mode in the frequency band between 125 and 375
kHz.

7.7.5 The influence of source-to-sensor distance

The influence of source-to-sensor distance is presented separately for the 4-and
16-ply specimens in the following sections based on stage 2 experiments.

(0°/90°)s and (90°/0°)s specimens

In order to visualize the effect of source-to-sensor distance on characteristic features
and classification results, clusters were identified in the feature space in the first step.
AE data sets from the (0°/90°)s and (90°/0°)s specimens were merged which resulted in
13,767 hits and 4,751 corresponding events. Cluster analysis was based on weighted
peak frequency (kHz) and partial power between 250 and 500 kHz (1). Following the
state of the art procedure, features for each event were solely extracted from the sig-
nals of the first triggering sensor among the evaluation sensors 1 and 2, since source
characteristics are more likely to be preserved for the sensor with the lowest source-
to-sensor distance. Classification of feature data was realized with GMM with a shared
covariance matrix. The most appropriate fit was identified for five Gaussians on the
basis of the course of the AIC. The resulting partitioning is shown in figure 7.59 along
with the absolute number of events per class.
According to the state of the art, each of these clusters would potentially represent
a single damaging event. However, instead of accomplishing this correlation, the
focus for now lies on the stability of classification results with respect to changes in
source-to-sensor distance.

This can be assessed by localizing each event and incorporating the features from the
second hit sensor among the evaluation sensors. This way, each feature can be visual-
ized as a function of source-to-sensor distance. This is accomplished class wise for the
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(a) (b)

Figure 7.59: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)s and (90°/0°)s specimens
with corresponding partitioning based on GMM (a) and absolute number
of events per class (1) (b). Features were extracted from the first triggering
evaluation sensor.

weighted peak frequency and the frequency centroid as one of the main discriminators
for source identification. Figure 7.60 shows the results for classes 1, 2 and 3. The
figures of the remaining classes can be found in appendix L. The class label for each
data point was based on the first triggering evaluation sensor. The source-to-sensor
distance is given with respect to the centre of the sensor. A minimum source-to-sensor
distance of 9.5 mm, which corresponds to the radius of the active area of the sensor,
was necessary for reliable source localization. This is indicated by the black vertical
line which corresponds to the sensors edge.
These charts give a good impression on the stability of both features with respect to
the source-to-sensor distance. There are several interesting aspects to point out here.
A steady decrease in frequency centroid can be observed with increasing source-to-
sensor distance for events from classes 1 and 3 as a result of the low pass filter char-
acteristics of the material (see section 5.2). The rate of change is thereby significantly
higher for class 3 events that are characterized by the highest weighted peak frequen-
cies among all classes. After around 60 mm, frequency centroid decreased from 600
to 400 kHz for these events. Class 2 events show a broad spectrum of frequency cen-
troids with no systematic trend with respect to source-to-sensor distance.
The weighted peak frequency, on the other hand, shows a completely different be-
haviour. Although a trend towards smaller values can be identified in the course of
events from classes 1 and 3, this trend is accompanied by high fluctuations. Due to
the discrete nature of the peak frequency, significant shifts can be observed in the
weighted peak frequency as well. Consequently, classification results based on the
weighted peak frequency can vary substantially with source-to-sensor distance.
Another interesting result can be seen for class 2, where events with weighted peak
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(a) Class 1 (b) Class 1

(c) Class 2 (d) Class 2

(e) Class 3 (f) Class 3

Figure 7.60: Weighted peak frequency (kHz) (a,c,e) and frequency centroid (kHz)
(b,d,f) as a function of source-to-sensor distance (mm) for AE events from
classes 1 (a,b), 2 (c,d) and 3 (e,f). Classification was based on the signals
of the first triggering evaluation sensor.

frequencies up to 700 kHz can be found with increasing source-to-sensor distance.
This increase in weighted peak frequency seems irrational at first glance, but is a phe-
nomena that can be understood when looking at the following example. Figure 7.61
shows signals of a single event that was localized around 10 mm away from the first
and 65 mm away from that of the second hit sensor. Time signals (a,b) are shown
along with frequency spectra (c,d) and continuous wavelet transforms (e,f).
In the time-frequency domain, the fundamental S0 and A0 modes can be recognized
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Figure 7.61: Time signals (a,b), normalized frequency spectra (c,d) and continuous
wavelet transforms (e,f) of first (a,c,e) and second hit data (b,d,f) of the
same event.

through their dominant frequency bands around 800 and 200 kHz, respectively. Be-
sides the primary wave packet, multiple reflections of the S0 mode can be recognized
in the time signal and the corresponding time-frequency representation. With increas-
ing source-to-sensor distance both modes separate due to their different group veloc-
ities. Whereas the A0 mode dominates the spectrum of the first hit sensor signal, the
S0 mode becomes more dominant with increasing source-to-sensor distance. With a
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change in modal content, frequency spectra are affected likewise as can be seen in
figures 7.61 (c) and (d). Whereas the A0 related peak around 200 kHz represents the
peak frequency for the first hit sensor signal, peak frequency is determined by the S0

related peak around 800 kHz for the second hit sensor. This phenomena has already
been encountered in the preliminary study in section 6.1.3 and could be validated here
once more. As mentioned before, this can be traced back to the different attenuation
characteristics of both modes as presented in section 5.2. Due to this effect, the peak
frequency can significantly shift for the same event, depending on where it is detected.
Following the state of art procedure, where peak frequency or weighted peak frequency
are commonly considered for the discrimination between fibre breaks and matrix crack-
ing, the event in figure 7.61 could be connected to either one of these damaging events
depending on the distance that it was detected.
The influence of source-to-sensor distance on classification results can be seen in fig-
ure 7.62, where the features from the second triggered evaluation sensor are shown
with the corresponding class labels from the first for each event registered.

(a) (b)

Figure 7.62: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)s and (90°/0°)s specimens
based on the second triggered evaluation sensor with corresponding class
labels from the first (a) and heatmap showing the correlation of classes
derived from first and second hit data.

Although the original cluster shapes can still be recognized, classification of single
events would differ greatly. In order to assess the stability of each class, classifi-
cation was accomplished for the second hit data based on the identified Gaussian
distributions from the first hit data. This way, the correlation between first and second
hit classes could be visualized in the form of the heatmap shown in figure 7.62 (b).
For every class label based on the first hit sensor, the heatmap shows the relative
fractions of class labels if the corresponding second hit sensor would have been
considered for classification instead. The fractions were determined based on the
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respective population of each first hit class. For example, 86% of class 2 events
would keep their class label if the second hit sensor would have been considered
for classification. However, approximately 11% would be classified as class 0 events
instead. It is interesting to note that only for the classes 2 and 4, the class label would
be retained for the majority of events. Regarding classes 0, 1 and 3, however, the
majority of events would be assigned to class 2 instead. This underlines the effect
of source-to-sensor distance on classification results based on the weighted peak
frequency.

(0°/90°)4s and (90°/0°)4s specimens

The 16-ply specimens were evaluated following the previous approach. The data sets
from (0°/90°)4s and (90°/0°)4s specimens were merged, which resulted in 50,315 hits
that could be assigned to 16,822 events. Classification was again realized based on
the weighted peak frequency (kHz) and partial power 2 (1) of first hit sensor signals as
visualized in figure 7.63 (a). Four different Gaussian distributions were identified in the
data set using the expectation maximization algorithm. The resulting number of events
per class is shown in figure 7.63 (b).

(a) (b)

Figure 7.63: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)4s and (90°/0°)4s specimens
with corresponding partitioning based on GMM (a) and absolute number
of events per class (1) (b). Features were extracted from the first triggering
evaluation sensor.

Since only a few events with weighted peak frequencies above 500 kHz were found for
the 16-ply specimens, there was no separate cluster assigned to them. Events from
classes 1 and 2 could also be merged to one cluster, but were split by the algorithm.
Nevertheless, the effects of source to sensor distance on cluster stability could still be
investigated for individual clusters.
For each class, feature development was analysed in the next step by incorporating the
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second hit data and assigning the corresponding source-to-sensor distance to each hit.
The resulting plots are shown for classes 0 and 2 in figures 7.64 (a-d). The weighted
peak frequency (kHz) and frequency centroid (kHz) were selected as features in this
case. The plots for the remaining classes can be found in appendix L.

(a) Class 0 (b) Class 0

(c) Class 2 (d) Class 2

Figure 7.64: Weighted peak frequency (kHz) and frequency centroid (kHz) as a func-
tion of source-to-sensor distance (mm) for AE events from classes 0 and
2 (a-d). Classification was based on the signals of the first triggering eval-
uation sensor.

For events from class 2, a steady decrease in frequency centroid can be observed
with increasing propagation distance. Similar observations can be made for class 0
events. However, changes are limited to the first 30 mm here, where the distribution
of frequency centroids seems to narrow down to a state that seems robust against a
further increase in source-to-sensor distance.
Regarding the weighted peak frequency, a steady decrease can be observed for class
2 events as well. However, when looking at class 0, there were events that show
substantial higher weighted peak frequencies for larger propagation distances. This
could again be attributed to the different attenuation coefficients of symmetric and
antisymmetric wave modes which can lead to an abrupt change in peak frequency
with increasing source-to-sensor distance.
Similar to the 4-ply specimens, cluster analysis based on second hit data would lead
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to completely different classification results as can be seen in figure 7.65 (a), where
the second hit features are visualized with their corresponding class labels from the
first triggering evaluation sensor. A comprehensive view on the correlation between
first and second hit classes can be drawn from the heatmap shown in figure 7.65 (b).

(a) (b)

Figure 7.65: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)4s and (90°/0°)4s specimens
based on the second triggered evaluation sensor with corresponding class
labels from the first (a) and heatmap showing the correlation of classes
derived from first and second hit data.

In contrast to the 4-ply specimens, more events would retain their class when evalu-
ation is shifted from first to second hit data. Especially for the classes 1 and 3, the
majority of events would still be grouped in the same cluster. For classes 0 and 2 on
the other hand, the majority of events would be assigned to class 1 instead. Never-
theless, clusters seem to be more stable in the 16-ply specimens. The reason for this
could be found in the differences in dispersion characteristics that directly result from
the differences in laminate thickness. Since shifts in the peak frequency towards 800
kHz could be attributed to the S0 mode in the 4-ply specimens, a closer look is taken
at the displacement fields of this mode in the 4- and 16-ply laminates at this particular
frequency. These are illustrated with respect to their in-plane (red), out-of-plane (blue)
and shear horizontal components (green) in the figures 7.66 (a) and (b) for a propaga-
tion in the 0° direction. Fundamental differences can be observed regarding the in- to
out-of-plane displacement components of the S0 mode in both types of laminates.
In the 4-ply laminates, the displacement field of the S0 mode is still dominated by
in-plane components whereas for the 16-ply laminates, it is strongly determined by
out-of-plane components. These changes in displacement fields affect the group
velocity and attenuation of the S0 mode. The impact on the group velocity of the S0

mode was already visible in figure 5.33 where a sudden drop could be recognized
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(a) (0°/90°)s (b) (0°/90°)4s

Figure 7.66: In-plane (red), out-of-plane (blue) and shear horizontal displacement
(green) components of the fundamental Lamb wave mode S0 at 800 kHz
for the (0°/90°)s (a) and (0°/90°)4s (b) laminate and propagation in the 0°
direction.

between 500 and 600 kHz. The attenuation of the S0 mode is affected likewise and
can increase significantly as shown in [59]. Consequently, the S0 mode is less capable
of retaining peak frequencies above 500 kHz. Higher order symmetric modes could
potentially take over, however there is a lack of studies dealing with the propagation
and attenuation properties of these modes.

Preliminary conclusion
Source-to-sensor distance can have a strong impact on signal features for source
identification. Analysis was focused on the weighted peak frequency and the frequency
centroid as two prominent features for source classification. A systematic reduction in
frequency centroid was observed with increasing source-to-sensor distance due to the
low pass filter characteristic of the material. This reduction was especially noticeable
for those classes that stood out with initially high weighted peak frequencies of 300
kHz and above. For the weighted peak frequency, significant shifts to either higher
or lower values could be observed due to the discrete nature of the underlying peak
frequency. The increase in weighted peak frequency could be traced back to a change
in modal content. In the 4-ply specimens, the S0 mode became the dominant mode
in the evaluation window with increasing source-to-sensor distance due to its lower
attenuation at high frequencies compared to the A0 mode. The peak frequency could
thereby shift from around 200 kHz to 800 kHz. In the 16-ply specimens, these shifts
were not as pronounced. Nevertheless, strong differences in classification results
could be observed for both types of specimen whether classification was based on
the first or second triggering sensor. Consequently, the influence of source-to-sensor
distance should be taken into account for reliable source identification.
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How to deal with the influence of source-to-sensor distance?
With increasing propagation path, source characteristics will inherently vanish due to
the attenuation of the acoustic waves that carry them. Authors have tried to com-
pensate this loss by calibrating models with information on attenuation characteris-
tics [122, 161, 188]. However, these models are limited to the small set of artificial
sources that were utilized to calibrate them since any change in modal or frequency
content of the underlying wave would lead to different results. Instead of compensating
the influence of source-to-sensor distance, it should rather be constrained by limiting
source identification to acoustic events that originated from a specific area. This area
of evaluation could be limited to the direct vicinity of a sensor so that the influence of
source-to-sensor distance could be minimized. However, wave modes would not be
separated for these short propagation distances and peak frequency would highly de-
pend on the relative strengths of wave modes in the evaluation window. Furthermore,
one would have to deal with near field effects that would affect symmetric and antisym-
metric wave modes differently due to their differences in wavelengths (see figure 5.21).
These effects could not only modify signal characteristics but also affect source local-
ization that is required to constrain the area of evaluation in the first place. In order to
overcome these issues, a different approach is suggested here that aims to focus the
evaluation to the first arriving mode. In order to achieve this, evaluation is constrained
to events that originate from a distance at which wave modes could be separated in
time. The size of the evaluation window is thereby reduced in order to constrain the
window to the first arriving mode. Although this approach might seem irrational at first
glance, the dispersion characteristics of wave modes along a fibre dominated propa-
gation direction in FRP support it since

• differences in group velocities of fundamental A0 and S0 modes are large enough
to accomplish modal separation within a reasonable distance (see figure 5.33),

• energy is inherently focused along the fibre direction so that information in the
higher frequency bands can be preserved for these distances (see figure 7.61)
and

• the S0 mode, that would be considered as evaluation mode, especially for the
high frequency events, shows lower attenuation than the A0 mode (see figure
5.34) and is therefore more likely to preserve this information.

The energy based Hinkley criteria, that is used to adjust signal onset, would thereby
allow to identify the first arriving mode in the spectrum.
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7.7.6 The influence of source depth

For the investigation of the influence of source depth, the evaluation methodology was
adjusted based on the results from the previous section. As suggested, evaluation
was constrained to events that originated from a distance at which modal separation
could be accomplished. This distance could be determined on the basis of the
theoretical dispersion curves from figure 5.33. For the 4-ply specimens, analysis could
be constrained to the fundamental wave modes A0 and S0 for frequencies below 1500
kHz. Assuming their average group velocities to be 1550 and 6900 m/s, a 20 µs time
difference between both modes could be achieved at a propagation distance of around
40 mm. Based on this minimum distance, two separate areas of evaluation were
defined for sensors 1 and 2. These areas were constrained on the other end by the
limitation that the inner sensors (1 or 2) had to be triggered before the guard sensors
(3 or 4). For the evaluation window, 400 pre-trigger (40 µs) and 200 post-trigger
samples (20 µs) were chosen.
For the 16-ply specimens, modal separation could not be limited to the A0 and S0

modes because higher order wave modes could already be excited at frequencies of
around 400 kHz (e.g. A1). A separation of wave modes is therefore challenging to
achieve. Nevertheless, it is assumed that source characteristics are more likely to be
retained by the first arriving mode. The evaluation was therefore realized the same
way as for the 4-ply specimens.

(0°/90°)s and (90°/0°)s specimens

Data sets of both specimen types - (0°/90°)s and (90°/0°)s - are merged again to
identify clusters in the feature space in the first step. The analysis was based on 8,389
hits that could be connected to 2,899 events. Figure 7.67 (a) shows acoustic events
with respect to their weighted peak frequency (kHz) and partial power 2 between
250 and 500 kHz (1). Features were based on the sensor that was at least 40 mm
away from the source. Using GMM, three clusters were identified in the data set.
The corresponding number of events per class can be found in 7.67 (b). Whereas
some of the clusters are similar to those found in figure 7.59, other clusters are
either merged or missing. A big difference can be seen in the number of events with
weighted peak frequencies above 600 kHz (class 1 in figure 7.67 and class 3 in figure
7.59). This number increased from 14 to 527 with the new evaluation methodology
and therefore shows that, despite the limitation to larger source-to-sensor distances,
the new approach is better suited to capture the high frequency characteristics of the
source.

Exemplary time signals and corresponding frequency spectra of each class are illus-
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(a) (b)

Figure 7.67: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)s and (90°/0°)s specimens
with corresponding partitioning based on GMM (a) and absolute number
of events per class (1) (b). Features were extracted from the sensor that
was at least 40 mm away from the source.

trated in figures 7.68 (a-f). Distinct peak frequencies could be recognized in the fre-
quency spectra of each class. For the majority of events, the evaluation window could
be constrained to a single mode. In some cases, however, the A0 and S0 modes were
both present in the evaluation window. These situations arose in particular for low S0

to A0 ratios, where the Hinkley picker would define the stronger A0 mode as signal on-
set. Consequently, the S0 mode was present in the pre-trigger samples and therefore
contributed to signal characteristics in these situations. However, since the S0 mode
showed comparably lower amplitudes in these events, no shift in weighted peak fre-
quency could be observed (examples can be found in appendix M).
The influence of possible reflections in the evaluation window could not be excluded.
However, these reflections should be from the same mode as the primary wave packet
and should have lower signal amplitudes so that weighted peak frequency should only
slightly be affected by them.
In order to visualize differences between the (0°/90°)s and (90°/0°)s specimens, a
closer look is taken at the number of events per class that occurred in each of these
specimen types (see figures 7.69 (a) and (b)). Since the absolute number of events
differed between both specimen types ((0°/90°)s: 2,058 events, (90°/0°)s: 841 events),
the relative contribution of each signal class is given as well in brackets based on the
individual number of events per specimen type.
Whereas the relative contributions of events from classes 0 and 2 were similar for both
specimen types, class 1 events were predominantly found in the(0°/90°)s specimens.
This difference can be directly observed in figure 7.70, where weighted peak frequency
(kHz) and partial power 2 (1) of the acoustic events from (0°/90°)s (a) and (90°/0°)s (b)
specimens are shown separately.
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Figure 7.68: Exemplary time signals (a,c,e) and normalized frequency spectra (b,d,f)
of class 0, 1 and 2 events from the (0°/90°)s and (90°/0°)s specimens.

In order to understand why the majority of class 1 events was found in the (0°/90°)s

specimens, a closer look is taken at the activity of all classes in relation to the external
stress and strain level during the test. Exemplary stress versus strain curves are shown
in combination with the cumulative number of events per class in the figures 7.71 (a)
and (b) for a (0°/90°)s and (90°/0°)s specimen, respectively.
The overall onset of significant AE was found at around 0.6% strain and 400 MPa
stress for the (0°/90°)s specimen while it was shifted towards higher stress (600 MPa)
and strain levels (0.8%) for the (90°/0°)s specimen. Following the general degradation
behaviour of cross-ply specimens, as described in section 2.1.2, one would expect
matrix cracking in the 90° layers among the first damaging events. This matrix cracking
will likely initiate at local stress concentrations that result from inhomogeneities in the
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Figure 7.69: Absolute number of acoustic events in each class (1) for the (0°/90°)s (a)
and (90°/0°)s (b) specimens. The corresponding relative amount (%) of
events in each class is given in brackets.

(a) (0°/90°)s (b) (90°/0°)s

Figure 7.70: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)s (a) and (90°/0°)s specimens
(b). Features were extracted from the sensor that was at least 40 mm
away from the source.

laminate structure. Assuming that these inhomogeneities are equally spread in both
types of specimen, the onset of micro cracking should be similar. Likewise, one would
expect the number of events to be the same for both laminate types. However, this is
not the case. The reason for this could be found in the differences in layer thickness.
Due to the double 90° layer in the plane of symmetry, layer thickness of the 90° layer
in the (0°/90°)s specimen is twice that of the (90°/0°)s specimen. As studies have
shown, the onset of matrix cracking in cross-ply laminates can be shifted towards
lower stress levels when the thickness of the 90° layer is increased [203, 204]. This
phenomenon is explained by the supporting effect of the surrounding 0° layers that can
shift matrix cracking in the 90° layer towards higher stress levels. However, this effect
is constrained to the vicinity of the 0° layer and therefore decreases with increasing
distance from the interface. The earlier onset of matrix cracking as well as its larger
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(a) (0°/90°)s (b) (90°/0°)s

Figure 7.71: Nominal tensile stress (MPa) versus strain (%) and cumulative number
of events (1) per class for an exemplary (0°/90°)s (a) and (90°/0°)s (b)
specimen.

quantity in the (0°/90°)s specimen could therefore be attributed to this effect.

For a more statistical view on the onset and development of cluster activity, data from
all specimens is shown in figures 7.72 (a-c). The cumulative number of events is shown
in relation to the tensile stress level (MPa) for every class in a separate figure. Data
from the (0°/90°)s and (90°/0°)s specimens are shown in red and blue, respectively.
The theoretical onset of TMC (grey) as well as the stress windows, where TMC could
be experimentally detected for each specimen type (red and blue), are shown as well in
the form of boxes. The experimental TMC windows were defined based on the lowest
and highest stress levels at which TMC could be detected in each specimen type (see
figure 7.56).
Similar trends can be discovered regarding the onset and development of each class.
For the (0°/90°)s specimens, the onset of all three classes can observed between 200
and 400 MPa. The activity of each class thereby increases till the end of the test for the
majority of the specimens. Changes in class activity - identified by a change in slope
- can especially be observed for class 1 events within the window of experimentally
detected TMC. Regarding the (90°/0°)s specimens, the onset of significant AE activity
is shifted to stress levels above 600 MPa for the events of classes 0 and 2. The few
class 1 events that could be detected, appeared at even higher stresses above 800
MPa. At this stress level, a significant change in AE activity of class 0 and 2 events
could be observed as well.
Since fibre filament failure should generate AE with higher peak frequencies than
matrix cracking as discussed in section 2.3.3, class 1 events could be correlated with
fibre breakage. However, why should fibre filament failure in the (0°/90°)s specimens
start already at 250 MPa which corresponds to around 25% of the ultimate strength
of these specimens? In general, fibre filament failure would be expected at higher
stresses around 50 to 70% of the ultimate strength [29]. If, however, fibre filament
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(a) Class 0 (b) Class 1

(c) Class 2

(d)

Figure 7.72: Cumulative number of events (1) per class as function of nominal tensile
stress (MPa) for class 0 (a), 1 (b) and 2 (c) events from the (0°/90°)s and
(90°/0°)s specimens. The theoretical onset of TMC (grey) as well as the
stress windows, where TMC could be experimentally detected for each
specimen type (red and blue), are shown as well in the form of boxes.

failure would start earlier, it should be observed in the (90°/0°)s specimens as well
since fracture strength distribution of the fibres in the 0° layers should be similar. But
looking at figure 7.72 (c), the onset of class 1 events was found at stresses above 850
MPa for this layup. Besides this shift in onset, there is also a substantial difference in
the number of class 1 events that cannot be explained with fibre filament failure as
being the only underlying damaging mode. Consequently, the underlying damaging
mode of class 1 events is expected to differ between both types of specimen. For
the (0°/90°)s specimens, class 1 events could be attributed to TMC in the inner 90°
layers due to the early onset and the change in cluster activity at the experimentally
determined TMC onset. This would also be in accordance with recent findings from
other authors who could show that TMC is capable of generating AE with high peak
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frequencies when the 90° layer was situated in the plane of symmetry [24, 25]. The
reason for this could indeed lay in the modal spectrum that is excited in this case.
As shown in section 6, peak frequency can rise for in-plane sources with increasing
source depth up to the plane of symmetry due to the fact that the S0 mode becomes
the most dominant mode in the spectrum. Due to the lower attenuation of this mode
- especially in one of the principal fibre directions (see figure 5.34) - high frequency
content of the source is retained for longer distances. Besides TMC in the inner 90°
layers, fibre fracture in the 0° layers could potentially contribute to class 1 events at
higher stresses. A differentiation between both damaging modes could, however, not
be accomplished due to their similar frequency content.
For the (90°/0°)s specimens on the other hand, class 1 events are unlikely to result
from TMC, since similar amounts of TMC were detected for both types of specimen
(see figure 7.56). Additionally, several studies could already show that TMC in the
outer 90° layers is rather accompanied by AE with low peak frequencies [25, 26, 74].
The underlying damaging mechanism is therefore more likely to be fibre filament
failure. TMC is expected to either be correlated to class 0 or class 2 events in this case
since it should predominantly excite the A0 mode that will, in turn, result in lower peak
frequencies in the spectrum.

(0°/90°)4s and (90°/0°)4s specimens

Evaluation for the 16-ply specimens was also constrained to events where a minimum
distance of 40 mm to one of the evaluation sensors could be guaranteed. Similar
results could be observed, however, the differences between both types of speci-
men were not that obvious as for the 4-ply specimens. Due to the small amount of
events with weighted peak frequencies above 500 kHz (around 6) compared to the to-
tal amount of events (around 15,000), cluster analysis was not capable of identifying
a unique cluster in the data set of the (0°/90°)4s specimens. Nevertheless, differences
could be observed when looking at figure 7.73 (a), where events from the constrained
area of evaluation are visualized with respect to their weighted peak frequency (kHz)
and partial power between 250 and 500 kHz (1). Again, events with weighted peak
frequencies above 500 kHz were limited to the specimens where the 90° layer was
situated in the plane of symmetry. The onset of these events corresponded with the
detected onset of TMC for the (0°/90°)4s specimens as can be seen in figure 7.73 (b).
The stress levels for TMC were based on the minimum and maximum stress level
where TMC could be detected in these specimens. TMC in the inner 90° layers could
again be responsible for the events with weighted peak frequencies above 500 kHz
based on these results. However, fibre filament failure could be attributed to these
events as well due to the high stress level (around 80% of ultimate strength) at which
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(a) (b)

Figure 7.73: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) (a) as well as nominal tensile stress (MPa) versus weighted
peak frequency (kHz) (b) of AE events from the (0°/90°)4s and (90°/0°)4s

specimens. Features were extracted from the sensor that was at least 40
mm away from the source.

these events occurred. The fact that the (90°/0°)4s specimens were only loaded to 950
MPa could thereby support the fact that none of these events were found here since
fibre filament failure might have started at more elevated stresses.
The reason why the influence of source depth is not as obvious as in the 4-ply
specimens could again be attributed to the different dispersion characteristics that
result from the differences in laminate thickness.

Stage 3: (0°/90°)s and (90°/0°)s specimens

In the first step, acoustic events were analysed based on single sensor data to identify
clusters in the data sets. One sensor from each pair was considered for the evaluation.
Data sets from the (0°/90°)s and (90°/0°)s specimens were again merged to identify
common and exclusive clusters among specimen types. The evaluation was accom-
plished following the adapted methodology from stage 2 experiments that was applied
to investigate the influence of source depth. The evaluation window was constrained
accordingly to 600 samples (400 pre-trigger and 200 post-trigger samples) while only
events that were at least 40 mm away from a sensor pair were considered for the eval-
uation. Analysis was thereby limited to 18,532 hits that could be grouped into 4,633
events. These events are shown with respect to their weighted peak frequency (kHz)
and partial power between 250 and 500 kHz (1) in figure 7.74 (a). Features were ex-
tracted from a single sensor of the sensor pair that was at least 40 mm away from the
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source. The data was grouped into 4 clusters that were fitted with GMM with a full
covariance matrix. The number of events per class is shown in figure 7.74 (b).

(a) (b)

Figure 7.74: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)s and (90°/0°)s specimens
with corresponding partition based on GMM (a) and absolute number (1)
of events per class (b). Features were extracted from the sensor pair that
was at least 40 mm away from the source.

Exemplary time signals and corresponding frequency spectra of each class are illus-
trated in figures 7.75 (a-h). Each class stands out with a characteristic frequency spec-
trum.
The differences between the (0°/90°)s and (90°/0°)s specimens become obvious again
when looking at the respective number of events per class that occurred in each type
of specimen (see figure 7.76).
Since the absolute number of events differed between both specimen types ((0°/90°)s:
3,456 events, (90°/0°)s: 1177 events), the relative portion of each signal class is given
as well in brackets based on the individual number of events per specimen type. Similar
to stage 2, there is a class of events that is dominantly found in the (0°/90°)s specimens
(class 3). This difference can be directly observed in figure 7.77, where weighted peak
frequency (kHz) and partial power 2 (1) of the acoustic events from (0°/90°)s (a) and
(90°/0°)s (b) specimens are shown separately. The big majority of events with weighted
peak frequencies above 600 kHz can be found in the data from the (0°/90°)s specimens.
Differences among specimen types can also be seen in the relative percentages of
the other classes. Whereas the majority of events is assigned to class 0 in (0°/90°)s

specimens, it is class 1 for the (90°/0°)s specimens. In order to correlate these classes
with underlying damaging mechanisms, a closer look is taken at the activity of these
classes as a function of global stress and strain level in the specimens. Figure 7.78
shows one example of each specimen type, where the number of events per class (1)
is accumulated and plotted on a logarithmic scale against the nominal tensile stress
(MPa) and strain (%).
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Figure 7.75: Exemplary time signals (a,c,e,g) and normalized frequency spectra
(b,d,f,h) of classes 0 to 3 events from the (0°/90°)s and (90°/0°)s speci-
mens.

The onset of significant AE activity was again shifted from around 200 MPa and 0.4 %
strain for the (0°/90°)s to around 800 MPa and 1.1% strain for the (90°/0°)s (b) speci-
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Figure 7.76: Absolute number of acoustic events (1) in each class for the (0°/90°)s (a)
and (90°/0°)s (b) specimens. The corresponding relative amount of events
(%) in each class is given in brackets.

(a) (0°/90°)s (b) (90°/0°)s

Figure 7.77: Partial power 2 (1) between 250 and 500 kHz and weighted peak fre-
quency (kHz) of AE events from the (0°/90°)s (a) and (90°/0°)s specimens
(b). Features were extracted from the sensor pair that was at least 40 mm
away from the source.

men. This effect could again be attributed to the supporting effect of the neighboring 0°
layers that could effectively postpone the onset of damaging events in the thinner 90°
plies that were found in the (90°/0°)s specimen.
For a more statistical view on the onset and development of cluster activity, data from
all specimens is shown in figures 7.79 (a-d). The cumulative number of events (1) is
shown in relation to the tensile stress level (MPa) for every class in a separate fig-
ure. Events from the (0°/90°)s and (90°/0°)s specimens are shown separately in the
form of red and blue lines, respectively. The theoretical onset of TMC as well as
the stress levels, where TMC could be experimentally detected in the (0°/90°)s and
(90°/0°)s specimens, are shown as well in the form of grey, red and blue colored boxes.
These windows were based on the lowest and highest stress level at which TMC could
be detected in each specimen type.
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(a) (0°/90°)s (b) (90°/0°)s

(c) (90°/0°)s

Figure 7.78: Nominal tensile stress (MPa) versus strain (%) and cumulative number of
events per class (log scale) for an exemplary (0°/90°)s (a) and (90°/0°)s

(b) specimen from stage 3 experiments.

The onsets of classes 0, 1 and 2 from (90°/0°)s specimens were found to fall into the
corresponding experimentally determined stress level window for TMC. These classes
could therefore be associated with this damaging event in the (90°/0°)s specimens.
Class 3 events could again be the result of fibre filament failure at the end of the test.
For the (90°/0°)s specimens, AE onset could already be observed around 200 MPa
for all classes. However, significant changes in AE activity around the experimentally
determined stress level of TMC could mainly be observed for class 3 events. Similar
to stage 2, these events - with weighted peak frequencies above 500 kHz - are likely
to result from TMC in the 90° layer since fibre filament failure is again not expected
to start around 20% of the ultimate strength. Regarding the classes 0, 1 and 2, the
underlying damaging mechanism is likely to be micro cracking in the matrix material.
Depending on the source-to-sensor distance, the source depth and the layer (0° or
90°) where micro cracking takes place, events could either be grouped to classes 0, 1
or 2.

So far, only a single sensor of a pair was considered for the evaluation. In the next
step, the underlying mode (symmetric or antisymmetric) was determined that lead to
the characteristics peak frequency of each identified class. With this methodology the
distribution of absolute phase differences could be investigated class wise to identify
the underlying type of wave mode (symmetric or antisymmetric). The resulting distri-
butions for classes 0, 1, 2 and 3 events are visualized in figures 7.80 (a) to (d).
These distributions should be centred around absolute phase differences of either 0
or π, indicating that either the symmetric or antisymmetric mode determined the eval-
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(a) Class 0 (b) Class 1

(c) Class 2 (d) Class 3

(e)

Figure 7.79: Cumulative number of events per class (1) as function of nominal tensile
stress (MPa) for classes 0 to 3 (a-d) events from the (0°/90°)s and (90°/0°)s

specimens. The theoretical onset of TMC as well as the stress levels,
where TMC could be experimentally detected in each specimen type, are
shown in the form of grey, red and blue colored boxes.

uation window and respective feature values. However, the distributions in figure 7.80
show also values in between 0 and π. These could result from potential misalignment
between opposing sensors or situations where symmetric and antisymmetric signal
portions are still present at the same peak frequency in the evaluation window. Despite
these effects, there are significant differences between classes 0 ,1 and 2 on one hand
and class 3 on the other. For the majority of events from classes 0, 1 and 2, absolute
phase differences between the top and bottom sensors were around π, indicating that
the antisymmetric wave mode dominated the evaluation window and the respective
features. For class 3, however, the majority of phase differences were found around
0, indicating that these features could be traced back mainly to the symmetric wave
mode. Figure 7.81 gives examples for typical signals from all classes.
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Figure 7.80: Histograms showing the distribution of absolute phase difference (rad)
between opposing sensors of a pair for events from classes 0 to 3 (a-d)
from (0°/90°)s and (90°/0°)s specimens. Signals were evaluated at the
peak frequency of the corresponding evaluation sensor (1 & 3).

The fact that the symmetric mode is present in class 3 can be an explanation for the
high weighted peak frequencies (>500 kHz) that were encountered. Due to the low
attenuation of this mode in one of the principal fibre directions, high frequency content
of the source can be retained for source-to-sensor distances of 40 mm and more.
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Figure 7.81: Exemplary time signals of opposing sensor signals of class 0 to 3 (a-d)
events from the (0°/90°)s and (90°/0°)s specimens.

Preliminary conclusion

Source depth can have a strong impact on the modal as well as frequency content of
the excited acoustic waves due to the different characteristics of the symmetric and an-
tisymmetric wave modes. The majority of acoustic events with weighted peak frequen-
cies above 500 kHz were found in those specimens where the 90° layer was situated
in the plane of symmetry of the laminate. These high weighted peak frequencies could
be attributed to the symmetric mode, that is predominantly generated as a result of in-
plane acting sources (e.g. transverse matrix cracking) in the plane of symmetry. Due
to the low attenuation of this mode especially along one of the principal fibre directions,
these high weighted peak frequencies could be retained and detected at propagation
distances of 40 mm and more. Transverse matrix cracking in the plane of symmetry
could therefore lead to peak frequencies that have been solely attributed to fibre break-
age so far. Discrimination between these two damaging modes can therefore only be
accomplished reliably if the influences of source depth and source-to-sensor distance
are taken into account. Knowledge on the properties of the guided wave modes in the
structure is thereby the key to estimate the impact of those parameters.
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8 Conclusion

Understanding the complex mechanical degradation behaviour of fibre reinforced
plastics is crucial in order to exploit their full lightweight potential. Acoustic emis-
sion analysis can be a valuable tool in this context. As an integral non-destructive
testing method with very high sensitivity, AE analysis allows to characterize damage
progression through the detection and analysis of released acoustic emissions from
crack initiation and propagation during mechanical loading. This way, AE analysis has
been successfully utilized in the scope of material characterization, component testing
and quality assurance of high performance products. The discrimination between
damaging events such as fibre breakage, matrix cracking or delaminations based on
their resulting acoustic emissions has thereby been an ongoing challenge for more
than 30 years. Damaging events have been specifically generated to catch their
acoustic signatures in order to identify them in various loading scenarios. The peak
frequency has been frequently considered to discriminate between fibre breakage
and matrix cracking in this context. In accordance with the general theory of acoustic
emission and the elastic properties of fibre and matrix material, events with high
peak frequencies were attributed to fibre breakage whereas events with lower peak
frequencies could be correlated with matrix cracking. Although the absolute borders
varied between authors due to differences in material, measurement equipment and
evaluation methodology, this common scheme could be found in many studies.

Recent studies questioned this general scheme and thereby set the starting point
for this thesis. They could show that matrix cracks that take place in the inner 90°
layers of a laminate - in particular in the plane of symmetry - could produce AE with
peak frequencies that are similar to those of fibre breakage. A possible explanation
was seen in the characteristics of ultrasonic guided wave modes. However, an
experimental validation of these wave modes could not be accomplished so far
and a comprehensive study on how and to what extent modal content could affect
signal features was missing. Besides source depth the influence of source-to-sensor
distance was addressed likewise as potential source for wrong interpretations due to
the low pass filter characteristic of the material itself.

The goal of this thesis was to systematically investigate the influence of both - source
depth and source-to-sensor distance – on the acoustic signatures of damaging events
in CFRP laminates. While the focus was put on fibre breaking and transverse matrix
cracking as in-plane acting damaging modes, the work was concerned with the
question how their acoustic emission signature is modified when source depth and
source-to-sensor distance vary. One main goal was to visualize this dependency and
create awareness for the underlying mechanisms by incorporating modal acoustic
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emission analysis. By evaluating the effect of source depth and source-to-sensor
distance on modal content, frequency content and characteristic features, the thesis
aimed to create the link between these and highlight the potential of modal acoustic
emission for the interpretation of acoustic emission signals.

Balanced (0°/90°) cross-ply CFRP laminates with 4 and 16 layers, respectively, have
been manufactured for the investigations in this study. As fundamental basis for the
interpretation of AE test results, the propagation of ultrasonic guided wave modes
was characterized in the first step. Group velocities, attenuation coefficients and
displacement fields were determined theoretically and validated experimentally with
a new setup and evaluation methodology that allowed the individual extraction and
analysis of symmetric and antisymmetric wave modes. The attenuation measurements
on the 16-ply laminates could show that the attenuation of the fundamental symmetric
mode S0 at around 600 kHz is comparable to the attenuation of the antisymmetric
wave mode A0 at around 100 kHz for waves propagating in one of the principal
fibre directions (0° or 90°). This result demonstrated the potential of the S0 mode of
retaining high frequency source information for larger propagation distances.
Besides these differences between wave modes, a mismatch between the experimen-
tal data and the theoretical model for the attenuation of guided waves was observed
that could be traced back to the anisotropy in FRP.

The impact of source depth and source-to-sensor distance on modal content and
signal features was investigated first with pencil lead breaks as artificial in-plane
sources. By breaking the pencil in different depths on the edge of the 16-ply plate and
detecting the resulting wave at various distances and directions from the source, the
resulting modal and frequency content could be systematically analysed as a function
of source depth and source-to-sensor distance. The A0 amplitude was thereby found
to decrease linearly with increasing source depth up to the plane of symmetry while
the amplitude of the S0 remained almost constant. This change in modal content
affected the frequency spectrum and resulting features such as the peak frequency
because both modes could be predominantly found in specific frequency bands. The
S0 mode was found at higher frequencies while the A0 mode dominated the lower
frequency bands. The origin of these bands could be traced back to differences in the
wavelengths and displacement fields of both modes.
Similarly, source-to-sensor distance affected the resulting frequency spectrum be-
cause modal content varied as a result of the different attenuation coefficients of both
modes. With increasing source-to-sensor distance, the S0 mode became more domi-
nant, shifting the peak frequency towards higher frequencies. The critical distance, at
which the peak frequency shifted from the A0 to the S0 mode thereby decreased with
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increasing source depth up to the plane of symmetry. Consequently, as a result of
varying source depth and source-to-sensor distance, AE data split into two separate
clusters with distinct peak frequencies that could both be attributed to a single source.

In the main study, artificial sources were replaced by real damaging events. These
were systematically generated during quasi-static tensile testing in various depths and
distances to the sensors in order to validate the findings from the preliminary study.
Whereas the presence of different source-to-sensor distances could be promoted
through the asymmetrical sensor configuration, variation of source depth could be
realized through the specimen design. Both, 4- and 16-ply laminates were tested in
the 0° and 90° direction to alternate the positions of the 0° and 90° layers inside the
laminate. Consequently, depth position of transverse matrix cracking as well as fibre
breakage could be varied between specimen types.

For reliable source localization, a new evaluation methodology was developed that
allowed an in-situ characterization of the group velocity distributions of the dominant
wave modes in the structure. With this methodology, the dominant triggering wave
mode could be identified while the determination of time of arrival and source localiza-
tion could be optimized this way.

Source-to-sensor distance showed a strong impact on signal features that could lead
to wrong interpretations. The frequency centroid as well as the weighted peak fre-
quency were considered in this context as prominent features for source classification.
Whereas a steady decrease in frequency centroid could be observed with increasing
source-to-sensor distance, weighted peak frequency was found to either increase or
decrease. The increase could thereby be explained through a change in modal content
that was accompanied by a change in frequency content. At some point, the S0 mode
could dominate the evaluation window and the resulting frequency spectrum, leading
to a shift in peak frequency towards higher frequencies. This result questions the state
of the art procedure in which the first hit data of an event is commonly considered for
source classification. High frequency characteristics of the source may, however, be
suppressed by the presence of the A0 mode so that the bandwidth of the acoustic
event is underestimated.
A comparison between first and second hit data of corresponding events could show
that classification significantly differs for the same event depending on which hit is
considered for the evaluation. Although these effects could be observed in both - 4-
and 16-ply specimens - source-to-sensor distance had a stronger impact in the 4-ply
laminates. Especially due to the presence of the S0 mode at frequencies of around
800 kHz, tremendous shifts in peak frequency could be mainly observed in these
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specimens. These differences could be explained through the differences in thickness
that directly impact dispersion behaviour of guided wave modes.

Based on the previous results, a new evaluation methodology was proposed to
investigate the influence of source depth. This was accomplished with two setups: A
standard setup utilizing conventional wideband, resonant sensors and an advanced
setup with broadband, non-resonant sensors where the symmetry of the underlying
wave mode could be identified through a special sensor configuration. Specimen
edge observation was incorporated in both setups in order to identify cracks in the 90°
layers. Digital image correlation could be successfully implemented in this context for
crack detection based on local strain distribution.
Results for the 4-ply specimens showed significant differences in the AE data from
the (0°/90°)s and (90°/0°)s specimens. Events with weighted peak frequencies above
500 kHz were predominantly found in the (0°/90°)s specimens and could be traced
back to TMC in the inner 90° plies. These high weighted peak frequencies for TMC
could be explained with the characteristics of guided wave modes that were previously
discovered. As an ideally in-plane acting source, TMC in the plane of symmetry would
predominantly excite the S0 mode. Due to the low attenuation of this mode - especially
in one of the principal fibre directions - high frequency components could be retained
and detected by the sensor. With the modal acoustic emission setup, the symmetric
mode could indeed be verified as the underlying mode for the majority of these high
weighted peak frequency events. This could be realized by evaluating the phase shift
between the signals of two opposing sensors. For the 16-ply specimens, events with
high weighted peak frequencies were again limited to the specimens where the 90°
layer was situated in the plane of symmetry. However, there were significantly less
events than in the 4-ply specimens due to different dispersion characteristics.

At the end of the thesis, the scientific questions that were defined in the scope of
section 3 are addressed.

How does released modal content vary as a function of source depth and source-to-
sensor distance for in-plane acoustic emission sources in CFRP laminates?

Wave modes are predominately excited if the resulting displacement field of the crack
resembles the displacement field of the wave mode in the depth that the crack occurs.
Consequently, modal content of symmetric and antisymmetric wave modes changes
with source depth due to their fundamentally different displacement fields. For the
16-ply laminate, a linear decrease in A0 to S0 ratio could be observed for in-plane
sources with increasing source depth up to the plane of symmetry. The corresponding
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slope thereby decreased with increasing frequency.
Due to the different attenuation of symmetric and antisymmetric waves modes, modal
content can also substantially vary with increasing source-to-sensor distance. For the
16-ply laminate and propagation in one of the principal fibre directions, it could be
shown that the attenuation of the A0 mode is significantly higher than that of the S0

mode. With increasing propagation distance, the S0 mode can therefore become more
dominant.
All in all, the S0 mode is favoured for larger source-to-sensor distances and in-plane
sources acting close to the plane of symmetry.

How can a change in modal content affect signal features for source classification?
How sensitive are features towards a change in modal content?

Changes in modal content are likely to result in changes in frequency content due to
the differences in attenuation coefficients, displacement fields (detection is generally
limited to the out-of-plane component) and wavelengths (aperture effect) of ultrasonic
guided wave modes. This could be demonstrated with artificial as well as real AE
sources from damaging events. A change in the dominant mode from A0 to S0 could
thereby lead to a substantial increase in weighted peak frequency. Frequency centroid,
on the other hand, was more robust against a change in modal content.

Can transverse matrix cracks in the plane of symmetry produce acoustic emissions
with similar frequency components as fibre breaks?

As a result of the above mentioned aspects, TMC, acting in the plane of symmetry,
could indeed lead to AE with peak frequencies that are similar to those of fibre breaks
since the S0 mode that is predominantly excited this way could retain high frequency
components of the source. The fact that events with high weighted peak frequencies
(> 500 kHz) were predominantly found in those specimens where the 90° layer was
situated in the plane of symmetry, supported this hypothesis.

What is the critical source-to-sensor distance in cross-ply CFRP laminates where
acoustic emissions from transverse matrix cracking and fibre breakage cannot be
distinguished anymore? Which parameters affect this critical distance?

This question could not be answered completely since a differentiation between fibre
breaks and TMC in the inner 90° plies could not be achieved. Nevertheless, this
distance will certainly be affected by the source depth and the individual attenuation
characteristics of guided wave modes in the specimen. In the 4-ply specimens, for
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example, peak frequencies of up to 800 kHz could be retained for source-to-sensor
distances of 40 mm and more due to the low attenuation of the S0 mode. However,
further research is necessary in order to specify this critical distance.

All in all, this thesis could demonstrate the impact of source depth and source-to-sensor
distance on signal features and classification results in the scope of AE source identifi-
cation in cross-ply CFRP laminates. The role of modal acoustic emission analysis was
thereby highlighted as crucial in order to understand the underlying phenomena and to
increase reliability of source identification results.
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9 Outlook

This thesis could demonstrate the important role of modal acoustic emission analysis
for source identification in CFRP. In the future work, individual properties of guided
wave modes should therefore be considered for the interpretation of source classifi-
cation results. Furthermore, source-to-sensor distance should be incorporated in the
analysis to determine the reliability of source classification results. Finite element sim-
ulations could support in this context, in order to define critical scenarios where a dis-
crimination between fibre breakage and matrix cracking on the basis of their resulting
acoustic emissions could not be accomplished anymore. Besides material, layup, thick-
ness, measurement equipment and propagation direction, source depth should be in-
corporated as a critical parameter in this context. Based on simulation results, potential
features should be identified that would allow a more reliable discrimination between fi-
bre and matrix cracking with respect to variations in source depth and source-to-sensor
distance.
In addition to that, a closer look should be taken on the theoretical model that is used
to describe the attenuation of guided waves in anisotropic materials. As results have
shown, geometrical spreading overestimates the loss in amplitude due to the natural fo-
cusing effect of energy towards the principal fibre directions. Adjustments to this model
are crucial in order to analyse the influence of source-to-sensor distance in detail.
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A Laminate properties

Overview on properties of the manufactured cross-ply laminates. The corresponding
measurement procedures are described in section 4.4.

A.1 (0°/90°)s laminates

Table A1: Properties of the manufactured (0°/90°)s laminates from batch 1

Property N µ σ Min Max

Laminate thickness d (mm) 12 0.53 0.01 0.51 0.55
Laminate density ρ (g/cm3) 5 1.58 0.005 1.575 1.587
Tg, Onset E ′ (°C), 1st cycle 5 174.0 2.2 171.6 177.5
Tg, Onset E ′ (°C), 2nd cycle 5 189.7 0.9 188.8 191.0

Tg, Peak tan(δ) (°C), 1st cycle 5 197.7 0.8 196.9 198.8
Tg, Peak tan(δ) (°C), 2nd cycle 5 210.5 0.6 209.7 211.3

Layer thickness di (µm) 54 121.8 8.8 96.2 138.0
Fibre volume content Vf (Vol.-%) 18 56.7 1.7 52.7 59.4

Table A2: Properties of the manufactured (0°/90°)s laminates from batch 2

Property N µ σ Min Max

Laminate thickness d (mm) 12 0.51 0.01 0.50 0.54
Laminate density ρ (g/cm3) 5 1.578 0.007 1.572 1.589
Tg, Onset E ′ (°C), 1st cycle 5 187.3 0.9 186.1 188.6
Tg, Onset E ′ (°C), 2nd cycle 5 199.2 0.4 198.6 199.7

Tg, Peak tan(δ) (°C), 1st cycle 5 208.7 0.4 208.3 209.2
Tg, Peak tan(δ) (°C), 2nd cycle 5 219.2 0.3 218.8 219.5

Layer thickness di (µm) 54 132.7 5.4 121.3 153.2
Fibre volume content Vf (Vol.-%) 18 54.2 1.7 51.8 57.9
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A.2 (0°/90°)4s laminates

Table A3: Properties of the manufactured (0°/90°)4s laminates from batch 1

Property N µ σ Min Max

Laminate thickness d (mm) 12 2.06 0.05 2.00 2.14
Laminate density ρ (g/cm3) 5 1.582 0.003 1.576 1.585
Tg, Onset E ′ (°C), 1st cycle 5 171.2 0.8 170.0 172.5
Tg, Onset E ′ (°C), 2nd cycle 5 179.4 1.0 178.0 180.9

Tg, Peak tan(δ) (°C), 1st cycle 5 196.8 0.3 196.4 197.2
Tg, Peak tan(δ) (°C), 2nd cycle 5 205.4 0.5 204.8 206.2

Layer thickness di (µm) 270 128.2 7.5 106.9 157.4
Fibre volume content Vf (Vol.-%) 18 56.8 2.0 52.8 59.1

Table A4: Properties of the manufactured (0°/90°)4s laminates from batch 2

Property N µ σ Min Max

Laminate thickness d (mm) 12 2.04 0.02 2.00 2.06
Laminate density ρ (g/cm3) 5 1.571 0.003 1.567 1.576
Tg, Onset E ′ (°C), 1st cycle 5 183.1 0.6 182.2 183.8
Tg, Onset E ′ (°C), 2nd cycle 5 190.2 0.9 189.1 191.5

Tg, Peak tan(δ) (°C), 1st cycle 5 207.5 0.8 206.9 208.8
Tg, Peak tan(δ) (°C), 2nd cycle 5 214.7 0.7 214.2 215.9

Layer thickness di (µm) 270 132.9 8.2 115.0 156.5
Fibre volume content Vf (Vol.-%) 18 55.3 1.8 52 58.6
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B Microscopic images

B.1 (0°/90°)s laminates

100 µm

(a)

100 µm

(b)

Figure B.1: Exemplary cross-sections of (0°/90°)s laminates. The cuts were realized
along the 0° (a) and 90° direction (b).
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B.2 (0°/90°)4s laminates

200 µm

Figure B.2: Exemplary cross-section of (0°/90°)4s laminate. The cut was realized along
the 0° direction.
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200 µm

Figure B.3: Exemplary cross-section of (0°/90°)4s laminate. The cut was realized along
the 90° direction.
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C Recalculation of elastic properties

This section deals with the recalculation of elastic properties through analytical models
from the literature [30]. The presented approach was utilized to recalculate the elastic
constants of a single layer of Cycom 977-2 HTS40 based on reference properties that
were given in the literature [190, 191, 195]. Recalculation had to be done due to the
differences in fibre volume content between the reference (Vf ) and manufactured (V ′f )
laminates. In order to fully describe the elastic properties of a single layer, the elas-
tic moduli E ′‖,E

′
⊥,G′⊥‖ and Poisson’s ratios ν ′⊥‖ and ν ′⊥⊥ are derived from the original

properties in the following. Derived properties are denoted with an apostrophe (’) to
distinguish them from the original properties in the following.
Due to a linear relationship of Young’s modulus E‖ with fibre volume content Vf , the
Young’s modulus E ′‖ at fibre volume content V ′f can be directly derived from the original
value E‖ according to equation C.28 [30].

E ′‖ = E‖ ·
V ′f
Vf

(C.28)

For the Young’s modulus E ′⊥ perpendicular to the fibre direction, Puck derived the fol-
lowing relationship [31]:

E ′⊥ =
Em

1− ν2
m
·


 1 + 0.85 · V ′2f

(1− V ′f )1.25 + Em
(1−ν2

m)·Ef⊥
· V ′f


 . (C.29)

The Young’s modulus Ef⊥ of the single fibre can thereby be determined from the original
properties by rearranging equation C.29 and inserting the original properties. This
leads to the relationship

Ef⊥ =
1

1
E⊥
· 1

Vf
· (1 + 0.85 · V 2

f )− (1−ν2
m)

Em
· (1−Vf )1.25

Vf

. (C.30)

To obtain the shear modulus G⊥‖, the semi-empirical relationship derived by Förster
[205] can be utilized. The shear modulus G⊥‖ follows as a function of fibre volume
fraction Vf and shear moduli of the matrix (Gm) and the fibre (Gf⊥‖) according to

G′⊥‖ = Gm ·
1 + 0.4 · V ′0.5

f

(1− V ′f )1.45 + Gm
Gf⊥‖
· V ′f

. (C.31)

The shear modulus Gf⊥‖ in equationC.31 can, in turn, be determined from the orignal
values by again rearranging the equation and inserting the original values (see equa-
tion C.32).

Gf⊥‖ =
1

1
G⊥‖
· 1

Vf
· (1 + 0.4 · V 0.5

f )− (1−Vf )1.45

Gm·Vf

(C.32)
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Based on a rule of mixture, the Poisson’s ratio ν ′⊥‖ can be directly estimated. It follows
as a function of fibre volume content V ′f and Poisson’s ratios of fibre νf⊥‖ and matrix νm

according to equation C.33.

ν ′⊥‖ = V ′f · νf⊥‖ + (1− V ′f ) · νm. (C.33)

The unknown Poisson’s ratio νf⊥‖ can be derived from the original properties according
to

νf⊥‖ = ν⊥‖ −
(1− Vf ) · νm

Vf
. (C.34)

By combining Poisson’s ratios ν ′⊥‖ and νf , Young’s moduli E ′‖ and Em, as well as fibre
volume content V ′f , the Passion’s ratio ν ′⊥⊥ can be estimated according to the refined
rule of mixture from Foye [206] as follows:

ν ′⊥⊥ = V ′f · νf + (1− V ′f ) · νm ·




1 + νm − ν ′⊥‖ · Em
E ′‖

1− ν2
m + νm · ν ′⊥‖ · Em

E ′‖


 (C.35)

The Poisson’s ratio νf of the fibre can thereby be derived again from the original lami-
nate properties following equation C.36.

νf =

(
ν⊥⊥ −

(
(1− Vf ) · νm ·

(
1+νm−ν⊥‖·Em

E‖
1+ν2

m+νm·ν⊥‖·Em
E‖

)))

Vf
(C.36)



177

D Theoretical dispersion diagrams

D.1 (0°/90°)s laminates
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Figure D.4: Group velocities (m/s) (a,b,c) of Lamb wave modes in (0°/90°)s laminates
for propagation in the 0°, 45° and 90° direction.
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Figure D.5: Wavelengths (mm) (a,b,c) of Lamb wave modes in (0°/90°)s laminates for
propagation in the 0°, 45° and 90° direction.
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D.2 (0°/90°)4s laminates
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Figure D.6: Group velocities (m/s) (a,b,c) of Lamb wave modes in (0°/90°)4s laminates
for propagation in the 0°, 45° and 90° direction.
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Figure D.7: Wavelengths (mm) (a,b,c) of Lamb wave modes in (0°/90°)4s laminates for
propagation in the 0°, 45° and 90° direction.
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E Fixture for the characterization of wave propagation

Figure E.8: Side view
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Figure E.9: Top view
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Figure E.10: Isometric view
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F Limitations to wave characterization

F.1 Near field effects
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Figure F.11: Minimum number of wavelengths (1) of the A0 and S0 mode as a function
of frequency (kHz) for the (0°/90°)4s and (0°/90°)s setups from table 5.9.
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F.2 Excitability & detectability
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Figure F.12: Energy portions of symmetric and antisymmetric signals (1) as a function
of excitation frequency (kHz). The values were experimentally determined
from acquired signals in the 0° and 90° direction in the (0°/90°)4s (a,b) and
(0°/90°)s (c,d) laminate.
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F.3 Modal separation
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Figure F.13: Relative amplitude (1) as a function of frequency (kHz) and spatial offset
(mm) for the superposition of wave packets from the A0 and S0 mode
propagating in the 0° direction in the (0°/90°)4s (a,b) and (0°/90°)s (c,d)
laminate.
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Figure F.14: Relative amplitude (1) as a function of frequency (kHz) and spatial offset
(mm) for the superposition of wave packets from the A0 and S0 mode
propagating in the 90° direction in the (0°/90°)4s (a,b) and (0°/90°)s (c,d)
laminate.
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G Experimental dispersion diagrams
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(b) (0°/90°)4s, 90° direction
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Figure G.15: Filtered (full color) and non-filtered (pale color) experimental results (dots)
as well as theoretical results (lines) for the group velocities of wave modes
as a function of frequency for the (0°/90°)4s and (0°/90°)s laminate in the
0° (a,c) and 90° (b,d) direction.
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H Preliminary study: Time signals

H.1 45° direction
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Figure H.16: Matrix plot of normalized time signals as function of source-to-sensor dis-
tance (50, 100 and 150 mm) and relative source depth (12.5, 25.0, 37.5
and 50.0%). Signals were acquired in the 45° direction.
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H.2 0° direction
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Figure H.17: Matrix plot of normalized time signals as function of source-to-sensor dis-
tance (50, 100 and 150 mm) and relative source depth (12.5, 25.0, 37.5
and 50.0%). Signals were acquired in the 0° direction.
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I Preliminary study: Continuous wavelet transforms
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Figure I.18: Matrix plot of normalized CWTs as function of source-to-sensor distance
(50, 100 and 150 mm) and relative source depth (12.5, 25.0, 37.5 and
50.0%). Signals were acquired in the 45° direction.
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Figure I.19: Matrix plot of normalized CWTs as function of source-to-sensor distance
(50, 100 and 150 mm) and relative source depth (12.5, 25.0, 37.5 and
50.0%). Signals were acquired in the 0° direction.
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J Preliminary study: Frequency spectra
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Figure J.20: Matrix plot of normalized FFT spectra as function of source-to-sensor dis-
tance (50, 100 and 150 mm) and relative source depth (12.5, 25.0, 37.5
and 50.0%). Signals were acquired in the 45° direction.
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J.2 0° direction
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Figure J.21: Matrix plot of normalized FFT spectra as function of source-to-sensor dis-
tance (50, 100 and 150 mm) and relative source depth (12.5, 25.0, 37.5
and 50.0%). Signals were acquired in the 0° direction.
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K Main study: Tensile strength

K.1 (0°/90°)s and (90°/0°)s specimens
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Figure K.22: Nominal tensile stress (MPa) versus machine head displacement (mm)
for the (0°/90°)s (a) and (90°/0°)s (b) specimens.
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Figure K.23: (0°/90°)s (a) and (90°/0°)s (b) specimens after mechanical testing.
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K.2 (0°/90°)4s and (90°/0°)4s specimens
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Figure K.24: Nominal tensile stress (MPa) versus machine head displacement (mm)
for the (0°/90°)4s (a) and (90°/0°)4s (b) specimens.
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Figure K.25: (0°/90°)4s (a) and (90°/0°)4s (b) specimens after mechanical testing.
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L Influence of source-to-sensor distance: Feature de-

velopment

L.1 (0°/90°)s and (90°/0°)s specimens

(a) Class 0 (b) Class 1

(c) Class 2 (d) Class 3

(e) Class 4

Figure L.26: Weighted peak frequency (kHz) as a function of source-to-sensor distance
(mm) for AE events from classes 0 to 4 (a-e). Classification was based on
the signals of the first triggering evaluation sensor.
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(a) Class 0 (b) Class 1

(c) Class 2 (d) Class 3

(e) Class 4

Figure L.27: Frequency centroid (kHz) as a function of source-to-sensor distance (mm)
for AE events from classes 0 to 4 (a-e). Classification was based on the
signals of the first triggering evaluation sensor.
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L.2 (0°/90°)4s and (90°/0°)4s specimens

(a) Class 0 (b) Class 1

(c) Class 2 (d) Class 3

Figure L.28: Weighted peak frequency (kHz) as a function of source-to-sensor distance
(mm) for AE events from classes 0 to 3 (a-d). Classification was based on
the signals of the first triggering evaluation sensor.
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(a) Class 0 (b) Class 1

(c) Class 2 (d) Class 3

Figure L.29: Frequency centroid (kHz) as a function of source-to-sensor distance (mm)
for AE events from classes 0 to 3 (a-d). Classification was based on the
signals of the first triggering evaluation sensor.



201

M Influence of source depth: Exemplary signals

Exemplary time signals and frequency spectra of class 0 events from figure 7.67 are
visualized where more than one mode is present in the evaluation window.
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Figure M.30: Exemplary time signals (a,c) and normalized frequency spectra (b,d) of
class 0 events from (0°/90°)s and (90°/0°)s specimens where more than
one mode was present in the evaluation window.
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künstlichen Schallquellen in dünnwandigen Faserverbundstrukturen auf Basis
der Schallemissionsanalyse und künstlicher neuronaler Netzwerke, Studienar-
beit, IVW Bericht 19-023, 04/2019



206

Curriculum Vitae

Personal information

Name Benjamin Kelkel

Work experience

05/2020 – present August-Wilhelm Scheer Institute, Saarbrücken (Germany)
Digitization Professional

07/2014 – 12/2019 Institute for Composite Materials GmbH, Kaiserslautern (Germany)
Research Associate

08/2012 – 06/2014 Ferchau Engineering GmbH, Heilbronn (Germany)
Development Engineer (Automotive)

02/2012 – 07/2012 Robert Bosch GmbH, Gerlingen Schillerhöhe (Germany)
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