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Kurzfassung

Im Bereich Messtechnik kommt der Einsatz von unbemannten Fluggeräten immer häufiger in 
Frage. Für zahlreiche Messaufgaben bietet der Einsatz solcher Geräte viele Vorteile bezüglich 
der Kosten und der zu treibender Messaufwand. Jedoch sind die auftretenden Vibrationen 
und Störungen ein wesentlicher Nachteil für die Anwendung von diesen Geräten bei vielen 
Messaufgaben. Im Rahmen dieser Arbeit wird eine Plattform für Messgeräte entwickelt. Die 
Plattform wird speziell für den Einsatz auf Drohnen entworfen. Die Aufgabe der Plattform ist 
die darauf angebrachte Messeinrichtung von den Drohnenstörungen zu isolieren. Zu diesem 
Zweck gehen wir durch das Produktentwicklungsprozess nach VDI 2221, um ein mechanisches 
Modell der Plattform zu entwickeln. Dann werden Regelstrategien zur Isolierung der Plattform 
entworfen. Da die auf einer Drohne wirkenden Störungen nicht immer stationär sind, werden 
zwei Regelstrategien angewendet, die für ihren Umgang mit unsicheren Systemen bekannt sind, 
wobei eine von den beiden Methoden aus dem Bereich Akustik kommt.

Abstract

In the field of measurement technology, the use of unmanned aerial vehicles is becoming more 
and more popular. For many measurement tasks, the use of such devices offers many advantages 
in terms of cost and measurement effort. However, the occurring vibrations and disturbances are 
a significant disadvantage for the application of these devices for several measurement tasks. 
Within the scope of this work, a platform for measurement devices is developed. The platform 
is designed specifically for use on drones. The task of the platform is to isolate measurement 
equipments mounted on it from the drone disturbances. For this purpose we go through the 
product development process according to VDI 2221 to design a mechanical model of the 
platform. Then, control strategies are applied to isolate the platform. Since the disturbances 
acting on a drone are not always stationary, two control strategies known for their ability to 
handle uncertain systems are used. One of them comes from the field of acoustic. 
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Abstract

In the ϐield of measurement technology, the use of unmanned aerial vehicles is
becoming more and more popular. For many measurement tasks, the use of such
devices offers many advantages in terms of cost and measurement effort. However,
the occurring vibrations and disturbances are a signiϐicant disadvantage for the
application of these devices for several measurement tasks. Within the scope of this
work, a platform for measurement devices is developed. The platform is designed
speciϐically for use on drones. The task of the platform is to isolate measurement
equipments mounted on it from the drone disturbances. For this purpose we go
through the product development process according to VDI 2221 to design a
mechanical model of the platform. Then, control strategies are applied to isolate the
platform. Since the disturbances acting on a drone are not always stationary, two
control strategies known for their ability to handle uncertain systems are used. One
of them comes from the ϐield of acoustic.

Kurzfassung

Im Bereich Messtechnik kommt der Einsatz von unbemannten Fluggeräten immer
häuϐiger in Frage. Für zahlreiche Messaufgaben bietet der Einsatz solcher Geräte
viele Vorteile bezüglich der Kosten und der zu treibender Messaufwand. Jedoch
sind die auftretenden Vibrationen und Störungen ein wesentlicher Nachteil für die
Anwendung von diesen Geräten bei vielen Messaufgaben. Im Rahmen dieser Arbeit
wird eine Plattform für Messgeräte entwickelt. Die Plattform wird speziell für den
Einsatz auf Drohnen entworfen. Die Aufgabe der Plattform ist die darauf
angebrachte Messeinrichtung von den Drohnenstörungen zu isolieren. Zu diesem
Zweck gehen wir durch das Produktentwicklungsprozess nach VDI 2221, um ein
mechanisches Modell der Plattform zu entwickeln. Dann werden Regelstrategien
zur Isolierung der Plattform entworfen. Da die auf einer Drohne wirkenden
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Störungen nicht immer stationär sind, werden zwei Regelstrategien angewendet,
die für ihren Umgang mit unsicheren Systemen bekannt sind, wobei eine von den
beiden Methoden aus dem Bereich Akustik kommt.
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Summary

Due to the wide range of possibilities they can offer, unmanned aerial vehicles are
being used more and more in various ϐields. Whether for inspections of
difϐicult‑to‑access elements, for agriculture, or for surveillance, to name just a few,
unmanned aerial vehicles offer an efϐicient and cost‑effective solution for
accomplishing multiple tasks.
Depending on the mission and the tasks, the are several requirements on the UAVs.
From missions such as ϐire detection or gas leak detection to missions such as
precise 3D reconstruction through missions such as monitoring of photovoltaic
plants or monitoring of structures and buildings, the requirements on the stability
of UAVs are becoming always higher. Especially in the ϐield of metrology and
photography, the requirements for stability are very high, since it has a signiϐicant
impact on the result.
To compensate the effect of these disturbances, various stabilization strategies have
been developed, which can be sorted into four categories. One of them, which is
very application‑speciϐic, is the use of post‑processing algorithms. This strategy
does not improve the collected data per se, but the post‑processing algorithms are
robust enough to produce acceptable result‑quality based on collected data. The
second strategy, which is also application‑speciϐic, is to adapt the measurement
principle and the measurement components so that they can compensate
disturbances on their own. A variant of this strategy is the optical image
stabilization in the ϐield of photography. Another strategy is inertia‑based
stabilization, which is usually implemented as a gimbal. The fourth strategy is
mechanical vibration damping. This strategy consists in incorporating mechanical
elements between the UAV and the measurement devices to isolate the
measurement devices from the disturbances occurring on the UAV. The last strategy
has the advantage of being application‑independent. Moreover, it can be used as a
complement to the other strategies.
The aim of this work is to design a mechanical vibration isolation structure. For this
purpose, a mechanical model for the isolation platform is designed. The platform is
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to be mounted on a drone and should be usable for many applications. The design
process of the mechanical model of this platform with actuators is carried out
according to VDI 2221.
The platform should be actively isolated. For this purpose, controller strategies for
the isolation of the platform are designed. Since the disturbances occurring on the
drone are not always predictable, these strategies should be able to deal with
uncertainties. Two control strategies are used therefore. One is the principle of
Active Noise Control (ANC), which is often used for acoustic systems. ANC belongs
to the class of adaptive controllers. With its application, online identiϐication and
disturbance reduction are aimed simultaneously. In this work, an algorithm for
ANC is proposed. This algorithm aims to achieve better results by combining
equation‑error formulation and output‑error formulation for adaptive IIR ϐilters.
An Optimization App for simulations is also developed to help ϐind good parameters
for the ANC algorithm. The second strategy used for vibration isolation is robust
control. A simulation environment and test benches are designed for testing
purposes.
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Zusammenfassung

Aufgrund des breiten Spektrums an Möglichkeiten, dass sie anbieten, werden
unbemannte Fluggeräte mehr und mehr in verschieden Bereichen eingesetzt. Sei es
für Inspektionen von schwierig zugänglichen Elementen, für die Uǆ berwachung, oder
für die Landwirtschaft, um nur diese zu nennen, bieten sich unbemannte Fluggeräte
als eine efϐiziente und kostengünstige Lösung zur Erledigung vielfacher Aufgaben.
Abhängig von der Mission und von den zu erlidigenden Aufgaben ändern sich die
Anforderungen an den Fluggeräten. Ausgehend von Missionen wie
Branderkennung oder Gasleckerkennung zu Missionen wie präzises
3D‑Rekonstruktion durch Missionen wie Monitoring von Fotovoltaikanlagen oder
Monitoring von Bauwerken und Gebäuden werden die Anforderungen an der
Stabilität von Fluggeräten immer höher. Vor allem in dem Messtechnikbereich und
in der Photographie sind die Anforderungen an der Stabilität sehr hoch, da sie einen
großen Einϐluss auf die Ergebnisse hat.
Um den Effekt diese Störungen auszugleichen, wurden verschiedene Strategien für
Stabilisierung entwickelt, die in vier Kategorien sortiert werden können. Eine
davon, was sehr anwendungsspeziϐisch ist, ist die Anwendung von
Postprocessing‑Algorithmen. Da werden die gesammelten Daten an sich nicht
verbessert. Aber die Postprocessing Algorithmen sind robust genug, um daraus
eine akzeptable Qualität der Ergebnisse zu erzeugen. Die zweite Strategie, die
ebenfalls anwendungsspeziϐisch ist, ist die Anpassung des Messprinzips und der
Messkomponenten, sodass sie selbstständig Störungen kompensieren. Eine
Ausführung davon ist die optische Bildstabilisierung im Bereich der Photographie.
Eine andere Strategie ist die trägheitsbasierte Stabilisierung, die meistens als
Gimbal implementiert wird. Die vierte Strategie ist die mechanische
Vibrationsdämpfung. Diese Strategie besteht darin, mechanische Elemente
zwischen dem Fluggerät und der Messeinrichtung einzubauen, die die
Messeinrichtung von den im Fluggerät auftretenden Störungen isolieren sollen. Die
letzte Variante hat den Vorteil, anwendungsunabhängig zu sein. Darüber hinaus,
kann sie komplementär zu den anderen Strategien verwendet werden.
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Ziel dieser Arbeit ist eine mechanische Vibrationsisolierungseinrichtung zu
entwerfen. Dafür wird ein mechanisches Modell für eine Isolierungsplattform
entworfen. Die Plattform ist an einer Drohne zu montieren, und soll für möglichst
viele Anwendungen einsetzbar sein. Der Entwurfprozess des mechanines Modell
dieser Plattform mit Aktuatoren wird nach VDI 2221 durchgeführt.
Die Plattform soll aktiv isoliert werden. Zu diesem Zweck werden Reglerstrategien
für die Isolierung der Plattform entworfen. Da die auf der Drohne auftretenden
Störungen nicht immer vorhersehbar sind, sollen diese Strategien mit
Unsicherheiten umgehen können. Zwei Arten von Reglern werden hierfür
entworfen. Die eine basiert auf dem Prinzip der Active Noise Control (ANC), das
häuϐig für akutische Systeme verwendet wird. ANC gehört zu der Klasse der
adaptiven Regler. Durch seine Anwendung erfolgt gleichzeitig eine online
Indentiϐikation und eine Unterdrückung der Störungen. Im Rahmen dieser Arbeit
wird auch ein Algorithmus für ANC vorgeschlagen. Dieser Algorithmus soll durch
eine Kombination von Equation‑Error Formulierung und Output‑Error
Formulierung für adaptive IIR Filter bessere Ergebnisse anstreben. Es wird auch
eine Optimization App für Simulationen entwickelt, die dabei helfen soll, gute
Parameter für den ANC Algorithmus zu ϐinden. Die zweite angewendete Strategie
für die Vibrationsisolierung ist die robuste Regelung. Zu Testzwecken werden eine
Simulationsumgebung und Prüfstände entworfen.
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1 Introduction 1

1 Introduction

Nowadays, the application ϐields of modern Unmanned Aerial Vehicles (UAVs),
commonly known as drones, are gradually moving from military ϐields to a wide
range of civil applications [23], and their use in civilian market is continually
growing [21]. This trend is due to the continuous integration of additional systems
composed of multiple sensors, actuators and computing units on UAV platforms,
that allow the accomplishment of complex assignments with higher efϐiciency than
the techniques used so far. Depending on the types of sensors attached to UAV
platforms, they can be used in many different areas like agriculture [31],
surveillance [41], aerial photography [42], gas leak detection [65], ϐire detection
mission [30], environmental monitoring [35], archaeology [48], monitoring of
photovoltaic systems [63], monitoring of structure and building [74], inspection of
power lines [38] etc. (Figure 1.1).

Figure 1.1: UAV for civil applications [23]

In agriculture, UAVs are used for monitoring biomass, crop growth and food quality,
harvest and logistic optimization, and precision farming [31]. There is a camera



2 1 Introduction

mounted on the drone to collect images from the ground. However the problem of
platform stability and the wind inϐluence during the image acquisition occurs.
To localize and map gas leaks, drones can be equipped with gas sensing systems
based on a MEMS gas sensor array, USM‑VOC 3.0 from Unitronic [65], that allows
measurements of CO2, NO2 and SO2 concentrations.
In environmental monitoring applications, UAVs can be used to detect dangerous
situations based on different environmental quantities measurements of hardly
accessible place (e.g. volcano). They can also be used for water pollution
monitoring to quantify the presence of living vegetation, etc.
For the monitoring of photovoltaic systems, a video camera , a thermal camera and
a GPS are mounted on the UAV platform. The goal is to detect crack, misalignment,
bubbles, snail trails and brunt cells [63].
In industrial plants and buildings, UAVs are used for inspection. The materials
usually deteriorates with time and should be change at the right time to prevent
eventual damages. Drones are a cheap and efϐicient solution for inspection of the
state of the material, especially for high and large plants.
For power line inspection the foot patrol and the helicopter‑assisted inspection are
the two well‑known methods. UAV platforms allow faster inspection than the foot
patrol, and they have a better accuracy and are cheaper than inspections with
helicopter.
In this work, the area of interest is the Large‑Scale Dense 3D Reconstruction from
Multi‑View Stereo Airbone Cameras. This is related to the research project of the
Institute of Measurement and Automatic Control of the Leibniz University of
Hanover entitled ”Simultaneous Localization and Mapping System using Aerial
Camera” [27]. There are some available high‑quality 3D reconstruction
instruments. One of them is the Terrestrial Laser Scanning system. It uses the
time‑of‑ϐlight principle and the waveform, but it has limited view directions, and is
cumbersome and costly. There is also the structured‑illumination system, which is
based on triangulation measurement principle. This system works only for small
volumes and is intended for indoor applications. Another available system for 3D
reconstruction is the industrial photogrammetry system. It uses two‑cameras
stereo conϐiguration and requires ϐiducial markers, control points and well‑trained
human operator. The drawbacks of this system is that it is time‑consuming, labour
intensive and technically complex. The target is to have an affordable, practical and
effective solution that enables a complete and highly‑detailed 3D reconstruction of
relatively large‑scale objects and scenes. The solution proposed for the
imaged‑based 3D reconstruction is light‑weight digital cameras with low
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power‑consumption and high‑resolution. Since computer vision algorithms for 3D
reconstruction are already available, this solution is cost effective and efϐicient for
large‑scale reconstruction tasks. To acquire the necessary data, the measurement
system should be moved around. Therefore, an unmanned aerial vehicle is used as
data acquisition platform (Figure 1.2). UAVs provide high maneuverability,

Figure 1.2: Measurement platform for 3D reconstruction attached to an UAV [68]

relatively low cost and good portability. However, as for every application of UAVs
with data acquisition platform, one the main problem is the vibrations caused by
the motors, the propellers and the wind disturbances. According to Windau and Itti
[79], these vibration have ϐive main sources: the engine, the unexpected strong
sources (e.g. wind gusts), the stabilizing task, the ϐly manoevers, and the
aerodynamic sources (e.g. headwind). These vibrations can be compensated using
different techniques. Two of them are very popular. The ϐirst way to compensate
vibrations is to improve the robustness of the processing algorithm in order to
handle the imperfections caused by the vibrations. This method can be classiϐied as
digital stabilization method. It usually use software‑based post‑processing
algorithms, whose task is to ϐilter out the effects of vibrations on collected data.
This method is often used for image‑based applications, since many algorithms for
image processing already exists. However, these algorithms are effective for small
and medium amplitudes. Moreover, depending on the application or on the nature
of collected data, such post‑processing algorithms for stabilization may not exist.
The second and the certainly most popular way is to isolate the data acquisition
platform from UAV vibrations. This is known as mechanical stabilization. According
to Verma et al. [75], it is the only stabilization method which can perform well in the
entire frequency range for all amplitudes. As the name says, this method consists of
changing or adding a mechanical construction or mechanical components to the
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system in order to reduce the effect of vibration on the data collection system.
There are different varieties of this method, which can be classiϐied in three main
categories: passive isolation, semi‑active isolation, and active isolation. Many types
materials such as rubber elements, wire ropes (Maës, Binczak, and Lhenry [51]),
viscoelastic elements (Webster and Semke [76]), etc., have been employed for
passive isolation on UAVs. According to Verma et al. [75], the passive isolation
structures are effective near the resonance frequency, but the amplify
high‑frequency vibrations. These problem can be avoid by using active isolation
systems. These systems use actuators to compensate unwanted vibration noises.
Different types of actuators have been used to design such systems. The most
popular are piezo stack actuators (Stuckel and Semke [72]) and voice‑coil actuators
(Verma et al. [75]).
This thesis aims to design an application‑independent isolation system for UAVs.
Usually, most of the isolation systems designed for UAV applications are designed in
form of gimbal systems. The structure of gimbal systems is optimal for camera and
lightweight payloads, but it may limit the usability of isolation systems for other
applications. The isolation system to design in thesis should have a platform that is
adaptable for various applications.
The structure of the thesis is organized as follows:
Chapter 2 deals with the state of the art. This chapter reports on the existing
scientiϐic advances in the ϐield of vibration isolation in UAVs. Different materials
used for passive and semi‑active vibration isolation in UAVs are overviewed. Then,
different control strategies and isolation platform structures developed so far are
reviewed.
Chapter 3 deals with the theoretical basics that are necessary for a good
understanding of this thesis. In this chapter, the basics of mechanics for
establishing the dynamics of a rigid body are covered. Then different types of
vibration isolation systems and control strategies are presented. After that,
optimization algorithms are presented, with a focus on gradient‑free algorithms.
Chapter 4 focuses on the design of the isolation platform. Here, a construction
design of the platform is made according to the product development process
conform to VDI 2221. For testing purposes, two test benches are also developed.
Before the manufactured physical equipment is tested, a simulation environment is
developed for it. It is used to test the algorithms to be designed without the risk of
damaging the physical system. This is the subject of Chapter 5. In addition, Chapter
5 also deals with the mathematical analysis of the isolation system.
Chapter 6 is dedicated to the design of control strategies for the isolation platform.



1 Introduction 5

Because of their ability to deal with imprecise systems, the focus is put on two
methods: robust control and adaptive control. The designed controllers are tested
in the simulation environment and the result is presented.
Chapter 7 deals with the implementation of the designed algorithms on the test
benches. The components and the structure of the test benches are presented.
In the last section, a summary of the results of the work is given, followed by an
outlook on possible research approaches.
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2 States of the Art

In this chapter, the state of the art regarding vibrations in UAVs is reported. Materials
used so far to decouple the weight are presented. Control strategies developed for
this purpose are also presented.

2.1 Vibration sources in UAVs

Due to their ϐlexibility and their low cost, UAVs offer a wide range of applications in
different domains. They are a cheaper and efϐicient alternative solution for several
Tasks. For some applications, the sensitivity of the equipment is relatively high. In
[40] it is mentioned that UAV as a measurement system is restricted through
vibrations during the ϐlight and the camera gimbal conϐiguration.
Vibrations occurring in UAVs have many sources. They can be mechanical,
aerodynamic and from normal ϐlight motion with broad amplitude and frequency
spectrum [62]. Windau and Itti [79] give an overview of the different vibration
sources in UAVs in a frequency‑amplitude diagram (Figure 2.1). They are:

Figure 2.1: Source of vibrations in aerial robotic [79]

UAV Motors: the engine vibrations are usually high‑frequency and have low
amplitudes. They do not directly affect the payload, since they must be propagated
through the UAV frame to reach it. So, the effects of the engine vibrations on the
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payload do not only depend on engine vibrations themselves, but also on the
propagation path to the payload.
Unexpected strong sources: it makes reference to all sources that cannot be
predict. Most of these sources are related to weather conditions (e.g. wind gusts).
But they can also refer to all noise related to the environment surrounding the
system (e.g. trafϐic around). These sources can generates vibration with large
amplitudes in the range of medium up to high frequencies.
Stabilizing tasks: the stabilizing task in UAV consists in maintaining the position of
the UAV constant. Since UAV are not inherently stable system, the control algorithm
has to be continuously active to react to disturbances, however small they may be.
This stabilization maneuvers generate small amplitude vibrations with low and
medium frequencies.
Flight maneuvers: as ϐlight maneuvers we denotes all necessary operations to
ϐlight the drone from a point to another following a speciϐied course. Flight
maneuvers generates produce vibrations with large amplitudes and low
frequencies.
Aerodynamic sources: this refers to the shape of the UAV. The shape of the UAV
and the materials used inϐluence the its interactions with the environment. The
basics for this are provided by the ϐluid mechanics. The vibrations caused by these
sources have usually medium amplitudes and medium frequencies.
Due to these vibration sources, data obtained from onboard equipment are
distorted [1]. According to Li et al. [46], mechanical vibrations of UAV, which greatly
hinder the accuracy of on‑board sensors, become an increasingly important issue.
Therefore, the equipment should be decoupled from all vibration sources as well as
possible.

2.2 Vibration isolation

Vibrations in UAVs have always been an important topic of research. Most of
previous researches about it focused on the aspects of vibration damping design,
attitude control and post‑processing algorithm for non‑real‑time applications [55],
[44]. According to Windau and Itti [79], there are four main types of stabilization
techniques. They are represented in Figure 2.2 in a frequency‑amplitude diagram.
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Figure 2.2: Stabilization method [79]

2.2.1 Optical image stabilization

Optical image stabilization is an effective solution to increase the quality of an
image taken in a noisy environment. This noisy environment is responsible for
small amplitude vibrations which cause blurriness and defocussing. It was ϐirst
introduced to the consumer market in 1995, with the introduction of stabilized
zoom lens by canon [66].
The basic principle of optical image stabilization is to compensate the effect of the
movement caused by the object holding the camera by adjusting optical elements in
the system (Figure 2.3). The adjustment of optical elements is done by a control

Figure 2.3: Optical image stabilization compensation [43]

system. Gyroscopes are usually employed to sense the movement of the holding
object. As actuators, the common types are voice‑coil actuators (Song et al. [70],



10 2 States of the Art

Chiu et al. [19], Yu and Liu [81]) and piezo actuators (Xu et al. [80]).
La Rosa et al. [43] give an overview of the basic structure of the control system for
optical image stabilization. Sachs, Nasiri, and Goehl [66] present requirements on it,
and they illustrate it with PID controllers. Various other control models have also
been developed, including adaptive algorithms (Yu and Liu [81]) and genetic
algorithms (Song et al. [70], Chiu et al. [19]).
Optical image stabilization mostly ϐinds use in smartphones and professional
camera, and it is effective for relatively small amplitudes in low up to medium
frequency range.

2.2.2 Digital image stabilization

The aim of digital image stabilization is to remove the global motion effects from an
image sequence in order to obtain a compensated sequence that displays smooth
camera movements only [26]. It is a software‑based stabilization methods which
can compensate a wide range vibrations, except those with high amplitudes.
According to Peng et al. [60], in contrast to optical image stabilization which uses
gyro sensors to detect hand motion and shifts a corrective lens inside the lens
system (or alternatively shifts the image sensor while keeping the lens ϐixed), digital
image stabilization detects the induced image motion based on the video data and
shifts the image display window accordingly to compensate the hand motion. This
statement acknowledges that digital image stabilization is a post‑processing
procedure, since the data have to be captured ϐirst before being processed. Figure

Figure 2.4: Digital image stabilization compensation [47]
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2.4 show the architecture of the digital image stabilizer represented by Liang et al.
[47].
The three main stages of digital image stabilization are motion estimation, motion
compensation, and mage warping [64]. Rawat and Singhai [64] give an overview of
the developed methods for digital image stabilization.

2.2.3 Inertia-based stabilization

An inertial stabilization platform is used to stabilize the line of sight of an object or
device that is tracking another object with stationary or moving targets or targets
moving forward [20]. It ϐinds use in several applications including stabilizing
cameras, array sensors, and weapons mounted on a moving base [10].
Such stabilization systems are usually realize in form of gimbals. There are two

Figure 2.5: Gimbal system architecture [39]

gimbals structures: two‑axis gimbals, and three axis gimbals. Three‑axis gimbals
(Figure 2.5) are more suitable to compensate disturbances in all space directions.
The compensation can be done passively or actively. In case of passive stabilization,
low friction joints and high inner axis inertia can passively contribute to
maintaining the desired attitude [22]. Active compensation uses sensors such as
accelerometers, gyroscopes, and magnetometers to estimate the position of the
hosting system. These sensors are usually integrated in the inertial measurement
unit (IMU) system of the hosting system. Based on the estimated data of the IMU
system and the control algorithm, commands are sent to the actuators which are
usually motors mounted in the joints. A feedforward approach for inertia‑based
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stabilization is proposed by DeBruin et al. [24]. However, most of the control
algorithms used for gimbals systems are feedback designs. While Baskin and
LEBLEBIǚCIǚOGǎ LU [9] used robust control design to stabilize a two‑axis gimbal
system, Battistel and Oliveira [10] used sliding mode based controllers for
three‑axis gimbals, and Cong Danh [20] designed adaptive controller for two‑axis
gimbals.
As shown in Figure 2.2, this stabilization technique is effective for a large range of
vibration, but not for those with high frequency.

2.2.4 Mechanical vibration damping

Similar to inertia‑based stabilization, mechanical vibration damping use
mechanical elements to compensate vibration. However, its implementation is not
in form of gimbal systems, but usually in form of payload attached to the hosting
system through isolating mechanical components. These components are often
designed to allows translational motion. Through a clever combination of the
components, rotational movements of the payload can also be performed.
There are different models of mechanical vibration damping design. Most of them
can be categorized as passive design, or as active design. The passive design only
used passive mechanical components to damp vibrations, without requiring any
energy. Well‑known materials purposes are springs, dampers, rubber mounts,
viscoelastic material. Gjika and Dufour [28] used hysteric suspensions to improve
the dynamic behavior of a body attached to another one. Experiments on a camera
mounted on an helicopter show a reduced vibration level. Viscoelastic elements
have the advantage to act like compact spring‑damper systems.
Webster and Semke [76] used these elements in a rotational vibration absorption
system for remote sensing application. With viscoelastic elements, they achieved to
design a broad frequency band passive system. Maj [52] proposed foam‑type
isolators to reduce the effect of vibrations on on‑board sensors. Compared to
common damping materials like neoprene and rubber, tempur‑pedic has a higher
damping coefϐicient. This make it better for low‑frequency vibrations. Besides the
advantage of not needing power, the tempur‑pedic is also very lightweight. Tests
showed an amelioration around 50% in the measurement error.
The use of wire‑rope isolators and rubbers dampers to minimize vibration effects
towards data logging during ϐlight has been discussed in [16]. Maës, Binczak, and
Lhenry [51] integrated wire‑rope isolators (Figure 2.6) in a camera system
mounted on an aircraft as passive element to reduce the vibrations affecting the
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camera. Wire‑rope isolator achieved to reduce the vibration, but not enough to have

Figure 2.6: Wire‑rope isolator [51]

a good video quality.
Pete et al. [61] used a spring‑damper system on bird‑inspired drones to model the
neck of a bird. The goal was to decouple the payload (bird head) to the drone itself
(bird body) by modeling the neck using passive elements.
As damping system, kyosho Zeal and its performances have also been brieϐly
studied in [46].

For active isolation, some passive elements are used. But additionally, sensors,
actuators, a controller board, and an energy source are needed to implement the
isolation strategy. Hence, active isolation systems are usually heavier that the
passive ones.
Piezo actuators (Stuckel et al. [73], Oh, Han, and Choi [59]) and voice‑coil actuators
(Verma et al. [75]) are the most used actuators for active isolation systems on UAVs.
In [75], a voice‑coil actuator is combined with springs and rubber element to form
the suspension structure between the gimbal system and the UAV. Through this
combination, the isolation system could reach a better performance, and also had a
fail‑safe behavior.
Oh, Han, and Choi [59] designed an isolation platform for UAVs with piezostack
actuators integrated in rubber mounts. The actuators were controlled by a sliding
mode controller which is known for its robust behavior. For a camera mount, four
active rubber mounts were needed. To evaluate the performance of the suspension
system, a hardware‑in‑the‑loop simulation (HILS) was designed (Figure 2.7).
Most of the controllers used are of the PID type. But the trend of research nowadays
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Figure 2.7: Conϐiguration of HILS system for vibration damping in UAV [59]

is towards more robust, and adaptive controllers. Mat Darus and Tokhi [54]
proposed an adaptive controller based on genetic algorithm to control the vibration
of ϐlexible structure, and a neuro‑fuzzy approach was proposed by Marichal et al.
[53]. Oh, Han, and Choi [59] proposed an approach with a sliding mode controller.
Mechanical vibration damping is the only damping type which is capable of
damping vibrations, no matter which amplitudes and frequencies occurs. The
effectiveness of the vibration damping depends on the system itself, the control
strategy, and the actuators used.

2.3 Summary

In this Chapter, the state of the art of vibration in UAVs was presented. The main
sources of vibrations and their effects on UAVs were represented in a
frequency‑amplitude diagram. The four main sources presented are: unexpected
strong sources, stabilizing task, ϐlight maneuvers, and aerodynamic sources.
To damp the induced vibration, there are different classes of compensation
strategies. The four well‑known ones are: optical image stabilization, digital image
stabilization, inertia‑based stabilization, and mechanical vibration damping. Each
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of these methods and their damping areas were presented in a frequency‑amplitude
diagram. The mechanical vibration damping appears to be the most effective
method to damped vibration in a wider range. But according to Windau and Itti
[79], the combination of the four stabilization methods in one application may give
better result. Design an isolation platform using a robust strategy for mechanical
vibration damping to combine with other application‑dependent stabilization
methods to achieve a better stabilization of the payload is what we aim.
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3 Theoretical background

In this section, the basics that are used in this thesis are presented. First, the design
procedure of technical products is presented, then equation of motion of dynamic
systems is discussed. After that, the basics of vibration control and optimization
algorithms are introduced.

3.1 Design procedure of technical products

The procedure for developing products is characterized by the integration of a
multitude of partly competing goals and requirements, which have to be
implemented in a task‑sharing and discipline‑speciϐic manner [12]. According to
Bender et al. [13], a methodical approach helps inexperienced product developers
in particular, to avoid fundamental mistakes and to follow up competing
requirements in parallel.
According to VDI 2221 [36], the technical product life cycle (Figure 3.1) has ϐive

Figure 3.1: Lifecycle of technical product [36]

main phases, which are:
Product planning: in this phase, the framework conditions on which the later
design of the product is based, are set [12].
Product design: during this phase, the requirements on the product are set. The
requirements are handled and at the end a prototype for the product is created,
which is ready for production or implementation.
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Implementation/production: usually, the prototype resulting from product
design is a digital model or a set of technical drawings and documents. In this
phase, this documents are sent to the production so that the physical prototype of
the product can be manufactured.
Product usage: if the physical prototype fulϐills the requirements on the product,
the design phase is done, and the product can be manufactured and used. To the
product usage belong also the installation of the product and the maintenance if
needed.
End of product life: this phase marks the end of the product use. After its use, the
product is either disposed of or recycled.
The focus here is on the second phase, the product design.

3.1.1 Product development process

According to [12], the product design phase is divided in four subphases represented
in Figure 3.2.

Figure 3.2: Product Development Process (PDP)

Specification phase

During the speciϐication phase, all information about the product that should be
designed is collected. It helps to clarify the purpose and the function of the product.
With this information, a list of requirements can be created. At the end of this
phase, functions and technical speciϐications are established, as well as the
requirement list.

Concept phase

This phase is the part of the design process which after clarifying the requirements
by means of abstracting to the essential problems, setting up functional structures
and by searching for suitable working principles and their combination in an
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structure, determines the principle solutions [12]. In this phase, the questionswhat
and how should be answered. This phase is usually divided into different steps:
Elaboration of the black box: the black box is a tool for an abstract and
solution‑neutral description of the functions of a technical system. It provides a
summary of the system inputs and outputs, and an abstraction and delimitation of
the tasks of the system.
Creation of the functional structure: the purpose of the functional structure is to
break down a complex problem into clearer subproblems, and to represent logical
connections. It combines subfunctions into an overall function.
Solution ϐinding and creation of morphological box: here, different solutions are
proposed for each subfunction. Then, the proposed solutions are combined in a
morphological box. The aim of the morphological box is the systematic combination
of subsolutions and the derivation of different suggestions for the overall solution.
From the concept phase, there are usually more than one concept resulting.
However, only the best concept should be chosen. Therefore, an evaluation process
must be carried out to ϐind the best concept methodically. According to DIN EN ISO
9000 ff, an evaluation describes an activity to determine the suitability, the
appropriateness and the effectiveness of the unit of consideration to achieve the
deϐined objective [12]. The evaluation process consists of establishing common
evaluation criteria for all concepts, which can be evaluated with uniform values for
each concept, and comparing the results. The steps of the evaluation process are
usually: deϐinition and weighting of the evaluation criteria, quantiϐication of the
criteria and individual evaluation of each criterion, and overall evaluation of each
concept and formation of the ranking order. More details to the evaluation process
are given in Chapter 4.

Design phase

According to [12], design is a clear and complete elaboration of the building
structure of a technical system according to technical and economic aspects,
including veriϐication. Based on the qualitative ideas, the quantitative design
solution is determined. In contrast to the concept phase, the design phase is more
iterative than creative. Through the iterations, adjustments can be made to correct
some imperfections in the system.



20 3 Theoretical background

Finishing phase

In short, this phase serves to prepare the entire documentation for production and
operation [56]. All dimensions, tolerances, performance data, safety instructions
and operating instructions must be deϐined [56]. Documents such as CAD models,
technical drawings, production speciϐications, etc. result from this phase.

3.1.2 Development process for control system

Technical constructions and control systems are in many cases complementary,
however, their development process are not the same. The development process of
a control system can be divided in ϐive main phases: establishment of control goals,
plant modeling and analysis, controller design and analysis, controller simulation,
controller implementation, and validation and veriϐication.

Establishment of control goals

In this phase, the goals of control system should be deϐined. Under the consideration
of the deϐined goals, requirements on the control system can be set. This helps to
choose which kind of control techniques are to use to successfully accomplish the
goals deϐined for the control system. Its alsohelps for the choice of actuators, sensors,
and control board.

Plant modeling and analysis

In order to design a controller, themodel of the system should be deϐined. This can be
done by determining the dynamic equation of the plant using different modeling law
like Lagrange equation, mesh rule, etc. For more complex systems, an identiϐication
can be carried out to approximate the plant dynamic. Depending on the ϐirst phase
and the strategy used, the identiϐication can be done ofϐline or online. After the plant
dynamic is derived, an analysis of it allows the designer to identify system properties
that can be helpful for the controller design.
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Controller design, simulation, and analysis

Based on the dynamicmodel of the plant and the requirements on the control system,
a controller should be designed. The closed control‑loop should then be analyzed in
term of stability, performance, reference tracking, etc. Based on the dynamic model
of the plant, a simulation environment for the controller can be created. This helps
for a further analysis of the controller, and a ϐirst veriϐication of the property for the
closed‑loop system. This concept is know as Model‑in‑the‑Loop (MIL).

Controller implementation

In this phase, the designed controller should be implemented in form of physical
system. The controller is ϐlashed on a controller board. The controller board is
responsible for reading sensor information. This information is then processed
based on the implemented control algorithm, and commands are sent to actuators.
This phase may require further steps in controller design depending on how the
implementation is done. Usually a digitalization of continuous controllers is
required. The digitalization may deteriorate the predicted properties of the
closed‑loop system, and thus requires an adjustment of the control design.

Validation and verification

This phase consists in testing the controller on the physical system to validate the
predicted behavior. Some adjustments can still be made to reϐine the system
behavior.

3.2 Vibration control

Nowadays, vibration control has become a very important topic in industries.
Whether in the in automobile for passenger comfort, in the photography for better
images. or in the production for better precision, vibration control gets a big
attention.
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3.2.1 Types of vibration control

Roughly spoken, all undesirable recurrent effects in a system can be described as
vibrations. There are usually divided in three main categories: ground vibrations,
acoustic vibrations and forces acting directly on the system. Ground vibrations refer
to any source around the system that can cause mechanical vibrations like trafϐic
around the system, wind etc. Acoustic vibrations are mostly related to sound or
pressure ϐluctuation caused by any sources around the system. The last category is
the forces acting directly on the system. There are usually inherent to the system
and can come frommotors or any rotating element of the system.
The main task of vibration control is to minimize the effect of vibration sources on
sensitive equipments. Vibration control systems are categorized in three classes:
passive, semi‑active, and active vibration control.
Passive vibration control strategies consist of mounting passive elements on the
system considered in order to intentionally inϐluence some properties of the
system. Usually, the passive elements are springs, damper, and additional masses
(Figure 3.3). They are often limited to tackle high frequencies, single structural

Figure 3.3: Example of passive vibration control conϐigurations [37]

resonance or speciϐic disturbance frequencies [11].
Semi‑active vibration control systems are very similar to passive vibration control
system in the sense that they both consists in adding passive elements in the
structure. However, semi‑active systems use passive elements with variable
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properties (spring with variable stiffness, damper with variable damping ratio, etc.)
and eventually different conϐigurations (Figure 3.4). Some active elements are
integrated to switch between the different system conϐigurations and component
properties. The switch mechanism between different conϐigurations requires some

Figure 3.4: Example of semi‑active vibration control conϐigurations

energy. Therefore, an external energy source may be needed for semi‑active control
systems.
In active vibration control systems, sensors and actuators are integrated to the
system to actively inϐluence the system behavior (Figure 3.5). For this purpose,
controllers are usually designed to generate control signals based on sensor signals.
Depending on the design of the controller, we can distinguish between feedback
and feedforward controllers. While feedback controllers use signals of sensors

Figure 3.5: Feedback and feedforward control for active vibration control [11]

mounted on the surface to generate the control signal, feedforward controllers use
signals from the noise sources and try to generate an opposite signal to cancel the
effect of the noise sources on the surface to isolate. Active control strategies are
usually applied for low frequencies and wide‑band frequencies control.

3.2.2 Actuators for active vibration control

There are many types of actuators used to control vibrations. Depending on the
application, three kinds of actuators are often employed: pneumatic,
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electrodynamic and piezoelectric actuators.
Pneumatic actuators usually consist of two chambers and a valve that regulates the

Figure 3.6: Pneumatic actuator [17]

air pressure in the chambers (Figure 3.6). By controlling the valve, the forces
generated by the actuator can be speciϐically inϐluenced. Pneumatic actuators can
withstand large forces and displacements. They are often used in laboratories to
isolate measurement equipments and installations.
Electrodynamic actuators (Figure 3.7) exploit the principle of Lorentz force. They
are composed of a permanent magnet and a moving coil. That is why they are also
known as voice‑coil motors. When the coil is connected to a voltage source, a

Figure 3.7: Electrodynamic actuator [77]

Lorentz force is generated, which is proportional to the ϐlowing electrical current.
Piezoelectric transducers exploit the piezoelectric effect. Piezoelectric elements

have the property that they deform when the are submitted to an electrical
potential difference. Reciprocally, an electrical voltage is also induced when their
body is deformed. The induced voltage is function of the deformation, and vice
versa. Piezoelectric transducers can be deployed as actuators as well as sensors.
Piezoelectric actuators (Figure 3.8) can generate very large forces and have very
high dynamics, but the displacements generated are very small. Therefore, they are
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Figure 3.8: Piezo actuator [29]

only used in applications where a few micrometers are sufϐicient. A well‑known
ϐield of application for such sensors is optical precision measurement.
There are many other kinds of actuators for active vibration control like dielectric
actuators, magnetostrictiv actuators, electromagnetic actuators etc. In his
dissertation, Karsten [37] gave an overview of these actuators with their
characteristics, their advantages and their drawbacks.

3.3 Control Strategies

There are several kinds of controllers used for vibration control. Due to their ability
to react to non‑predictable behavior, the focus is set on robust control and adaptive
control strategies.

3.3.1 Robust control

The robustness of a controller describes its ability to deal with uncertainties in the
system. Let’s consider the classical feedback control loop shown in Figure 3.9. There
are four main requirements on such a system. The most important is the stability,
which protects different system components from potential damages. The second
requirement is the good tracking of the reference signal, which is what the controller
is basically made for. The requirement of good tracking performance leads to other
requirements, which are the attenuation of process disturbances and the reduction
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Figure 3.9: Classical feedback control system

of the effects of themeasurement noise. Referring to the block diagram in Figure 3.9,
the output y can be formulated as

y =
GK

1 +GK
r +

Gd

1 +GK
d− GK

1 +GK
n

=
L

1 + L
r +

Gd

1 + L
d− L

1 + L
n

= T (s)r + S(s)Gd(s)d− T (s)n,

where L(s), T (s) and S(s) are respectively deϐined as loop transfer function,
complementary sensitivity function, and sensitivity function. The error ε is
formulated as

ε = r − y = S(s)r − S(s)Gd(s)d+ T (s)n.

Ideally, the error canceled for S(s) = 0 and T (s) = 0. However, this is not possible
due to the relation

T (s) + S(s) =
L(s)

1 + L(s)
+

1

1 + L(s)
= 1 ⇒ T (s) = 1− S(s).

Now, let us considered the different input signals r, d and n. The reference signal r
does not usually contains high frequencies respectively frequency below the so
called crossover frequency. So, to cancel the term S(s)r, S(s) only need to be very
low for low frequencies. The measurement noise n usually comes from sensors and
mainly contains high frequencies. For this reason, T (s) only need to be low for high
frequencies. The process noise d can contain low as well as high frequencies. The
high frequencies of d are damped through the eigendynamic and the physical
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limitation of the system. The low frequencies can be damped if S(s) fulϐills the
requirements posed for S(s)r. These requirements on S(s) and T (s) can also be
deduced from the formulation of the output signal y, which should ideally
correspond to the reference signal r. The requirements on T (s) and S(s) can be
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Figure 3.10: Requirements on T (s) and S(s)

represented in a bode diagram as shown in Figure 3.10, and they lead to the
representation of the desired loop transfer function L(s) as shown in this Figure.
While the low frequency design of L(s) is responsible for the good performance and
reference tracking, the high frequency design is responsible for the robustness of
the controller. The transition interval from low to high frequencies contains the
crossover frequency ωc, and is a critical range, because S(s) and T (s) usually have
their maximums magnitudes deϐined as

MS = max |S(jω)| , MT = max |T (jω)|

in this interval. The higherMS andMT are, the worse their effects on the system are.
This is well explain by Skogestad and Postlethwaite [69]. A geometric analysis of the
Nyquist plot presented in [69] shows that

GM ≥ MS

MS − 1
, PM ≥ 2 arcsin

(
1

2MS

)
≥ 1

MS

and

GM ≥ 1 +
1
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, PM ≥ 2 arcsin
(
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2MT

)
≥ 1
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,
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where GM and PM are respectively the gain margin and the phase margin. So, MT

and MS directly affect the lower bounds of stability margins. Moreover, the
relationship

dT

T
= S

dG

G

holds, and shows that the effect the plant uncertainties on the whole system is
ampliϐied by the sensitivity function S. One of the classical methods used to ϐind a
controller Gc based on bode diagram so that the requirements on L are fulϐilled is
the loop shaping.
An approach of the loop shaping is to reshape the sensitivity function considering
the so‑called performance weighting function. This function is deϐined based on the
requirements on the system. There are:

• Minimum bandwidth frequency ω⋆
B ,

• Maximum tracking error at selected frequencies,

• Maximum steady‑state tracking error A,

• Shape of S over selected frequency ranges,

• Maximum peak magnitudeM of S
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Figure 3.11: Bode plot of the inverse performance weight
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[69]. A proposition of the performance weighting function is

Wp(s) =
s/M + ωB

s+ ωBA

and Figure 3.11 shows the bode plot of 1/ |Wp(s)|. The condition required for the
nominal performance is that the magnitude of the weighted sensitivity function
should be lower that one:

|WpS| < 1 ⇔ |S| < 1

|Wp|
.

This means that the nominal performance is ensured if the loop transfer function
L(s) is reshaped such that the curve of the sensitivity function S(s) is always below
the curve of the inverse performance weight in the bode magnitude diagram.
Furthermore, the shape of the complementary sensitivity function can be speciϐied
using a weightWt, and some requirements can be made on uwith a speciϐied weight
Wu. All these speciϐications can be resumed as

∥N∥∞ = max
ω

σ̄ (N (jω)) < 1, with N =

 WpS

WtT

WuKS

 ,

where σ̄(N) is the maximum singular value ofN , which can be expressed as

σ̄(N) =

√
|WpS|2 + |WtT |2 + |WuKS|2

for SISO systems. From these requirements, a desired shape for the loop transfer
function can be derived (Figure 3.12). The task of theH∞ control design is to ϐind a
controllerK⋆ that minimizes σ̄(N):

N (K⋆) = min
K

∥N(K)∥∞ . (3.1)

This type of H∞ design based on transfer function shaping is known as
mixed‑sensitivity H∞ control. This structure of a classical feedback system can be
remodeled to a general control conϐiguration with exogenous inputs and exogenous
outputs as shown in Figure 3.13 with the formulation[

z

v

]
=

[
P11 P12

P21 P22

][
w

u

]
, with u = Kv.



30 3 Theoretical background

Figure 3.12: Shape of L based on the requirements on S and T [33]

This leads to

z =
[
P11 + P12K (I − P22K)−1 P21

]
w =: Fl(P,K)w,

where Fl(P,K) is the lower linear fractional transformation of P and K [69]. The
initial problem of the H∞ optimization is to ϐind the optimal stabilizing controller
K⋆ such that

Fl (P,K
⋆) = min

K
∥Fl(P,K)∥∞ .

Considering the weights deϐining the requirements on performance, the robustness
and the input restrictions, it leads to Equation 3.1. There is usually no analytic
solution for this problem. In the practice, it is sufϐicient to ϐind a controller K

solving the so calledH∞ suboptimization problem

∥Fl(P,K)∥∞ < γ, with γ > min
K

∥Fl(P,K)∥∞ .

The problem can then be solved by starting with a large value of γ to ensure the
existence of the solution for the suboptimal problem, then the value of γ is
iteratively reduced.
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+-

Figure 3.13: Control structure for mixed‑sensitivityH∞ [69]

Now let us consider an uncertain system G(s). System uncertainties can be
classiϐied in two main categories: dynamic uncertainties and parametric
uncertainties. While parametric uncertainties are related to uncertain parameters
in a system, which structure is known, dynamic uncertainties are related to missing
dynamic in the mathematical description of the system. Multiplicative dynamic
uncertainties are one of the often used formulations to describe uncertain
dynamics. With this class of uncertainties, the uncertain system is deϐined as

G = {G(s) : G(s) = G0(s) [1 + ∆W (s)] , ∆ ∈ C, |∆| ≤ 1} ,

whereG0(s) is the nominal plant. Assumed that a controllerK stabilizes the nominal
plantG0. The system is robust stable ifK stabilizes all members of G. This is the case
if

|T (jω)W (jω)| < 1, ∀ω ⇔ |T (jω)| < 1

|W (jω)|
,

with T (s) = G0(s)K(s) [1 +G0(s)K(s)]−1 .

Mackenroth [50] gives more details on the interpretation of the formulation in the
Nyquist plot (Figure 3.14). The robust performance of the uncertain system
controlled by K is guaranteed if the performance is guaranteed for all members of
G

|Wp(jω)Sp(jω)| < 1 ⇔ |Sp(jω)| <
1

|Wp(jω)|
,

with Sp(s) =
1

1 + Lp(s)
=

1

1 +K(s)G0(s) [1 + ∆W (s)]
, |∆| ≤ 1.
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According to Mackenroth [50], a necessary and sufϐicient theorem for the robust
performance is

|WpS|+ |WT | < 1.

This theorem is graphically interpreted in Figure 3.14.

Figure 3.14: Robust stability (left) and robust performance (right) [50]

To deϐine the concept of robust performance for MIMO systems, the so calledM/∆‑
structure (Figure 3.15) is required with

N = Fl(P,K) = P11 + P12K (I − P22K)−1 P21, and M = N11.

Assuming that the nominal systemM(s) and∆(s) are stable, and the perturbations

Figure 3.15:M/∆‑structure [69]

c∆ are allowed, with c deϐined as complex scalar with a norm lower than 1. Then, it
can be derived that theM/∆‑structure is robust stable against perturbations if

σmax(M(jω)) < 1 ⇔ ∥M∥∞ < 1
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[69]. By adding some blocks on theM/∆‑structure without modifying the structure
itself (Figure 3.16), a least conservative robust stability condition is obtained as

min
D(ω)∈D

σmax
(
D(ω)M(jω)D−1(ω)

)
< 1 ∀ω.

Another tool used to deϐined the robust stability of MIMO systems is the structured

Figure 3.16:M/∆‑structure withD [69]

singular value. Denoted by µ, the structured singular value is deϐined as

µ∆(M) =
1

min{σmax | ∆ ∈ ∆, det (I −M∆) = 0}
,

if there is a perturbation∆ ∈ ∆ such that det (I −M∆) = 0. Otherwise µ∆(M) = 0.
[50]
The robust stability of aM/∆‑system is guaranteed if

µ∆ (M(jω)) < 1, ∀ω.

To deϐine the robust performance, an additional ϐictitious uncertainty block ∆p is
added to the system (Figure 3.17). The system is said to be robust performant if the

Figure 3.17:N/∆‑structure for robust performance analysis [69]
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N/∆′ structure in Figure 3.17 is robust stable. This means

µ∆′ (M(jω)) < 1, with ∆′ =

[
∆ 0

0 ∆′

]
.

H∞ controller may fulϐill the requirements for robust stability and nominal
performance, however the robust performance is not guaranteed. In order to
design a H∞ controller considering the requirements for robust performance,
iterative methods known as µ‑synthesis were developed.
The ϐirst iterative method is the D‑K iteration method. In this method, the
controller is designed by iteratively recomputing D(jω) in order to get a better
controller K . Gu, Petkov, and Konstantinov [33] presented this algorithm in four
steps:

• Step 1: start with an initial guess forD;

• Step 2: ϐixD and solve theH∞ optimization

K = arg inf
K

∥∥∥Fl

(
P̃ ,K

)∥∥∥
∞

with P̃ =

[
D 0

0 I

]
P

[
D−1 0

0 I

]
;

• Step 3: ϐix K and solve the following convex optimization problem for D at
each frequency over a selected frequency range

D(jω) = arg inf
D∈D

σmax
[
DFl(P,K)D−1(jω)

]
;

• Step 4: Curve ϐitD(jω) to get a stable, minimum‑phaseD(s); go to Step 2 and
repeat, until a prespeciϐied convergence tolerance is achieved, or a prespeciϐied
maximum iteration number is reached

[33].
The secondmethod is theµ‑K iterationmethod. Thismethod rather ϐitsµ to increase
the performance. In [33], this method is declined in ϐive steps:

• Step 1: solve theH∞ optimization problem forK0,

K0 := arg inf
K

∥∥∥Fl

(
P̃ ,K

)∥∥∥
∞
;

• Step 2: compute the µ curve corresponding to K0 over a chosen frequency



3 Theoretical background 35

range,

µ0(jω) := µ [Fl (P,K0) (jω)] ;

• Step 3: normalize µ0 by its maximum value, i.e.

µ̃0 :=
µ0

maxω µ0

;

• Step 4: curve ϐit µ̃0(jω) to get a stable, minimum‑phase, rational µ̃0(s);

• Step 5: solve for theH∞ optimal controllerK1(s),

K1 := arg inf
K

∥∥∥µ̃0Fl

(
P̃ ,K

)∥∥∥
∞

go to Step 2, multiply the newly obtained µ curve function onto the previous
cost function in last equation

(
e.g.

∥∥∥µ̃1µ̃0Fl

(
P̃ ,K

)∥∥∥
∞

)
; repeat until the µ

curve is sufϐiciently ϐlat or until the desired level of performance has been
reached

[33].

3.3.2 Adaptive control

While robust control strategies are made to design controllers, which remain
effective even if the system properties are not well‑known, adaptive control
strategies are made to design controllers, which can adapt their parameters to the
changing system behavior. One of the very popular and most effective strategies
used in adaptive control is the active noise canceling (ANC) strategy. ANC is a class
of control that is very popular in acoustic applications. It consists in generating a
secondary noise, which should destructively interfere with the primary noise in
order to cancel it (Figure 3.18). ANC is usually applied in form of feedforward
control, but in some applications it can also be designed as feedback control (Figure
3.19). While feedback control is widely applied for vibration control, it is not very
suitable for some kind of systems like those with persistent excitations. Since the
control signal strongly depends on the error signal, it may decrease if the error
decreases. However, the persistent excitation has not changed and a high control
signal may still be needed to decrease the error signal. Thus, a contradiction
appears, and this may lead to instability or performance limitations in the system.
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Figure 3.18: Destructive interference [2]

ANC controllers can be categorized as ϐixed or adaptive. Fixed ANC controllers are
like their name indicates static controllers. They are designed based on the system
model and the environment in which they will be deployed. Fixed ANC controllers
have the advantages of having simple algorithms, an easy and compact
implementation, a low power consumption, etc. These characteristics made
ANC‑headsets as one of the main applications of ϐixed ANC controllers. However,
ϐixed ANC controllers are only designed for linear time‑invariant systems and are
not robust against uncertainties and changes in the system and in the environment.
In order to handle system uncertainties and time‑variant processes, adaptive ANC
controllers were adopted.
Adaptive ANC controller design is done with adaptive ϐilters. The primary noise
goes through the primary path and generates the signal to cancel. This primary
noise is also fed into an adaptive ϐilter which generates a control signal that goes
through the secondary path to generate the signal that should cancel the one
coming from the primary path (Figure 3.20).

Adaptive FIR-filter

The ϐinite impulse response (FIR) is one of the most used ϐilter architectures in
adaptive digital signal processing. As shown in Figure 3.21, it is commonly realized
as tapped delay line. [34]
A discrete FIR ϐilter of order N is deϐined such that the output of the ϐilter is a
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Figure 3.19: ANC feedforward (above) and feedback (below) [14]

weighted sum of the actual input and theN most recent inputs.

y(k) =
N−1∑
n=0

wn(k)x(k − n) = wT (k)x(k) = xT (k)w(k) with

x(k) =
[
x(k) x(k − 1) . . . x(k −N − 1)

]T
and

w(k) =
[
w0(k) w1(k) . . . wN−1(k)

]T
After applying the Z‑transform, discrete FIR ϐilters provide the following transfer
function formulation

Y (z)

X(z)
= w0 + w1z

−1 + . . .+ wN−1z
−(N−1).

Transfer functions of FIR ϐilters have only zeros and no poles. From this follows the
most important characteristic of FIR ϐilters, namely the inherent stability.
The adaptive ϐiltering found its main application is system identiϐication. The goal is
to ϐind the optimal weight vectorw(k)minimizing the error e(k) between the output
d(k) of an unknown system and the output of the adaptive ϐilter y(k) at each time
step k.

e(k) = d(k)− y(k) = d(k)−wT (k)x(k)
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Figure 3.20: ANC with adaptive ϐiltering [34]

For this purpose, the mean square error ξ(k) deϐined as the expected value of the
squared error e(k) is deϐined as the cost function to minimize:

J(k) = ξ(k) = E
{
e2(k)

}
= E

{
d2(k)

}
+w(k)TE

{
x(k)xT (k)

}
w(k)− 2d(k)wT (k)x(k)

= σ2
d +wT (k)Rxxw(k)− 2wTpdu, (3.2)

with Rxx = R as input signal auto‑correlation and pdu = p as cross‑correlation
between the input and the output to estimate. Making the assumption that
variables are equal to their expected values changes the cost function into a
deterministic function [34]. Equation 3.2 shows that the cost function is linear
quadratic. The most important property of linear quadratic functions in
optimization problems is that they are uninodal. This means that they only have
one extremum which is the global minimum in this case. So, the optimal weight
vector can be computed by a simple differentiation of the cost function with respect
to the weight vector, and its formulation is known as discrete form of the solution to
the Wiener‑Hopf integral equation.

∂J

∂w
= 2Rw − 2p

!
= 0 ⇒ wopt = R−1p

∂2J

∂w2
= 2R > 0

The minimal cost is then deϐined as

J (w = wopt) = σ2
d + pTR−1RR−1p− 2pTR−1p
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Figure 3.21: Tapped‑delay structure of FIR ϐilter (above) and adaptive FIR‑ϐilter
(below) [34]

= σ2
d − pTwopt.

This minimal cost describes the optimal squared error that the ϐilter may achieve
(Figure 3.22). It is usually a non‑zero value and may results from some
non‑correlations in the system or non‑sufϐicient ϐilter length. The implementation

Figure 3.22: Cost function [34]

of the optimal weight vector as deϐined as solution of the Wiener‑Hopf integral
equation faces many problems such as the numerical difϐiculty of inverting a matrix,
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the changes in systems, and the average values required. To overcome this problem,
numerical algorithms are considered to ϐind the optimal weight vector wopt. Since
the cost function is linear quadratic, a simple gradient descent algorithm is
sufϐicient to ϐind the global minimum.
The basic gradient descent algorithm is based on the following formulation

w(k + 1) = w(k)− µ ·∆w(k), with ∆w(k) =
∂J(k)

∂w(k)
,

where µ is the step‑size. Considering the assumption that made the cost function
function deterministic, we have:

J(k) = ξ(k) = E
{
e2(k)

}
≈ e2(k) =

(
d(k)−wT (k)x(k)

)2
⇒ ∆w(k) =

∂J(k)

∂w(k)
= −2

(
d(k)−wT (k)x(k)

)
x(k)

= −2e(k)x(k).

Thus, the following rule results for weight vector update

w(k + 1) = w(k) + 2µe(k)w(k),

also known as least mean square or LMS algorithm.

Adaptive IIR-Filter

As their name indicates, inϐinite impulse response (IIR) ϐilters have in contrast to FIR
ϐilters inϐinite impulse response. Their output is usually deϐined as a weighted sum
of the actual and the recent inputs, and the recent outputs in form of

y(k) =
N−1∑
n=0

anx(k − n) +
M−1∑
m=1

bmy(k −m)

= aT (k)x(k) + bT (k)y(k − 1) = wT (k)u(k)

with

wT =
[
aT bT

]
=
[
a0 a1 . . . aN−1 b1 b2 . . . bM−1

]
and

u(k) =
[
xT (k) yT (k − 1)

]
=
[
x(k) x(k − 1) . . . x(k −N + 1) y(k − 1) . . . y(k −M + 1)

]
.



3 Theoretical background 41

IIR ϐilters can be interpreted as combination of two FIR ϐilters, namely one for the

adaptive algorithm

adaptive IIR filter

-

Figure 3.23: Adaptive IIR‑ϐilter

input processing and one for the output feedback (Figure 3.23). From
Z‑transformation follows the formulation

Y (z)

X(z)
=

a0 + a1z
−1 + . . .+ aN−1z

−(N−1)

1− b1z−1 − b2z−2 − . . .− bM−1z−(M−1)
.

as transfer function. Unlike FIR ϐilters, IIR ϐilters have poles. This makes IIR ϐilters
more suitable for identiϐication of feedback or resonant systems using a small
number of coefϐicients. However, stability issues may occur during the adaption.
Using the same formulation as for FIR for the cost function, it follows

e(k) = d(k)−wT (k)u(k)

J(k) = σ2
d +wT (k)Ruu − 2wTpdu,

with

Ruu =

[
E
{
x(k)xT (k)

}
E
{
x(k)yT (k − 1)

}
E
{
y(k−)xT (k)

}
E
{
y(k − 1)yT (k − 1)

}] =

[
Rxx Rxy

RT
xy Ryy

]
and

pdu =

[
E {d(k)x(k)}

E {d(k)y(k − 1)}

]
=

[
pdx

pdy

]
.

However, the cost function in this case is not linear quadratic with respect tow. This
is due to the term y in the auto‑correlation matrix Ruu, because y depends on w,
and so introduces nonlinearity in the cost function. This leads to the fact that the
existence of only one extremum is not guaranteed anymore, and the cost function
may have local minima and so bemultinodal (Figure 3.24). Find the optimal solution
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global optimumlocal optimum

Figure 3.24: Multimodal function

analytically is more difϐicult than for FIR ϐilter. In fact, the equation

∂J

∂w
= 0

does not have the solution to theWiener‑Hopf integral equation as solution anymore.
Therefore, gradient‑based techniques are used to ϐind a solution to the problem. The
application of the LMS algorithm to adaptive IIR ϐilters gives:

w(k + 1) = w(k)− µ ·∆w(k) with

∆w(k) =
∂J(k)

w(k)
≈ ∂e2(k)

w(k)
= −2e(k)

∂y(k)

∂w(k)
,

∂y(k)

∂w(k)
=

[
∂y(k)

∂a0(k)
. . .

∂y(k)

∂aN−1(k)

∂y(k)

∂b1(k)
. . .

∂y(k)

∂bM−1(k)

]T
=
[
α0(k) . . . αN−1(k) β1(k) . . . βM−1(k)

]T
and

αn(k) =
∂y(k)

∂an(k)
≈ x(k − n) +

N−1∑
j=1

bj(k)
∂y(k − j)

∂an(k − j)

βm(k) =
∂y(k)

∂bm(k)
≈ y(k −m) +

M−1∑
j=1

bj(k)
∂y(k − j)

∂bm(k − j)
.

This algorithm is known as full gradient IIR LMS. By choosing small step‑size, the
assumption of of slow varying weights can be made for the simpliϐied gradient IIR
LMS which leads to

Bk(z) ≈ Bk−1(z) ≈ . . . ≈ Bk−M+1(z) ≈ . . . ≈ Bk−N+1(z) with
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Bk(z) = b1z
−1 + b2z

−2 + . . .+ bM−1z
−M+1.

The Feintuch’s IIR LMS makes further simpliϐications of the model with the
assumption that all derivatives of past outputs with respect to current weights are
zero. That leads to

αn(k) ≈ x(k − n) and βm(k) ≈ y(k −m).

The resulting formulations for the coefϐicient update of IIR ϐilters are similar to the
coefϐicient update of FIR ϐilters

a(k + 1) = a(k) + 2µe(k)x(k),

b(k + 1) = b(k) + 2µe(k)y(k − 1).

Despite the simpliϐications and assumptions made while deriving the Feintuch’s IIR
LMS to reduce the needed computational effort, it appears to be more stable and
more efϐicient except for some rare cases.
Adaptive ϐilters for ANC applications can be designed using these basic principles.
More to this will be developed in Chapter 6.

3.3.3 Central and decentral control

Many control algorithms can be used for platform isolation. Depending on how the
algorithms are used and applied to the system, one can distinguish between central
and decentral control. The concept of central and decentral control cannot be used
for every systems. This concept only makes sense when the system is of type MIMO
(multi‑input multi‑output), and each actuator respectively each group of actuator
has a predominant inϐluence on one output or a group of outputs.
Central control consists in designing a ”central” controller for the whole system. All
data needed for control are processed in the control unit as one task. In case of
Gimbal i.e., the controller receives the actual roll, pitch and yaw data, and can
compute the control inputs for the different motors (Figure 3.25).
In case of decentral control, different ”decentral” controllers are designed to run in
parallel. Each decentral controller computes the control inputs for a group of
actuators to control speciϐic outputs of the system. Considering a gimbal system,
three motors are usually integrated to the system and each of these has a major
inϐluence on a speciϐic rotation direction (Figure 3.26).
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Figure 3.25: Central control for Gimbal

Figure 3.26: Decentral control for Gimbal

Decentral control should be applied on systems whose dynamic can be easily
decoupled. The advantage is that the decoupled conϐiguration are easier to handle,
and it is well suited for several control algorithms. However, to obtain such a
structure in the dynamic, some effects are usually neglected. In some cases, the
system is already split in subsystems for decentral control before the dynamic is
derived. This is the case for vehicle suspensions, where the quarter vehicle model is
exploited to calculate the dynamic of a single suspension and to design a decentral
controller for this suspension. But the neglected effects, which was not taken into
account while designing the decentral controllers, inϐluence the system and can
lead to instability if the designed controllers are not robust enough. This
phenomenon has less impact in a central control since the coupling terms between
the main channels were considered in the controller design. However, considering
these terms limits the possibility of designing certain classes of controllers.
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3.4 Optimization algorithms

Whether it is linear or nonlinear, an optimization problem can generally be described
as

min
x

f(x), f : X → Y.

In case of constrained optimization, restrictions formulated as equality or inequality
constraints are added to the optimization problem:

hi(x) = 0, i = 1, . . . ,m,

gj(x) ≤ 0, j = 1, . . . , p.

f(x) is usually called cost function. How the cost function is deϐined depends on the
objective of the optimization problem. But, it usually has a quadratic form.
The point x⋆ ∈ X is called local minimum of f(x) if

∃ ε > 0 / f (x⋆) ≤ f(x) ∀ x ∈ X \ {x⋆}, ∥x− x⋆∥ < ε,

and global minimum of f(x) if

f (x⋆) ≤ f(x) ∀ x ∈ X \ {x⋆}.

A cost function can have many local minima but only one global minimum. There
are no methods yet, to check if a minimum is global. However, in case of convex
optimization problem, there is only one minimumwhich is the global minimum.
An optimization problem is convex if the feasible set X is convex and the cost
function f is convex on X.
The set X is convex if

(1− µ)x+ µy ∈ X, ∀ x,y ∈ X, µ ∈ (0,1).

The function f : X → Y is convex on X if

f ((1− µ)x+ µy) ≤ (1− µ) f(x) + µf(y), ∀ x,y ∈ X, µ ∈ (0,1).
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To solve constrained optimization problem analytically, the Lagragian function

L(x,λ,µ) = f(x) +
m∑
i=1

λihi(x) +

p∑
j=1

µjgj(x) = f(x) + λTh(x) + µTg(x) [6]

is deϐined. The parameters λi are called Lagrange multiplier and µj

Karush‑Kuhn‑Tucker (KKT) multiplier. The problem is solved using the KKT
optimality conditions for constrained optimization problems.
Karush‑Kuhn‑Tucker Conditions: x⋆ ∈ X a local minimizer of the constraint
optimization problem, then there exist a Lagrange multiplier λ⋆ ∈ Rm and a
Karush‑Kuhn‑Tucker multiplier µ⋆ ∈ Rp such that

∇xL (x⋆,λ⋆,µ⋆) = ∇f (x⋆) + JT
h (x⋆)λ⋆ + JT

g (x⋆)µ⋆ = 0,

∇λL (x⋆,λ⋆,µ⋆) = h (x⋆) = 0,

g (x⋆) ≤ 0,

gT (x⋆)µ⋆ = 0,

µ⋆ ≥ 0.

These equations are ϐirst‑order necessary conditions for a local minimum. The
second‑order necessary respectively sufϐicient conditions are that a regular and
feasible point x⋆ is a local minimizer if the necessary ϐirst‑order conditions for local
minimum are fulϐilled, and

HL (x
⋆,λ⋆,µ⋆) ≥ 0 respectively HL (x

⋆,λ⋆,µ⋆) > 0

subject to the constraints

Jh (x
⋆) δx = 0, Jga (x⋆) δx = 0,

where ga denotes the active inequality constraints.
These optimality conditions are just applicable for problem formulationswhich have
differentiable cost functions. This is not always the case. For problems that do not
have differentiable cost functions, there are metaheuristic methods. Metaheuristic
methods belong to the class of gradient‑free optimization procedures. Some of these
algorithms are presented in the next subsection.
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3.4.1 Biologically-inspired algorithms

For several years, nature has been a source of inspiration for various ϐields of
engineering. There is even a ϐield of engineering sciences called Bionic, that is
mainly dedicated to apply the principles of nature to technical systems. For
example, the structure of the skeleton of human and various animals is exploited in
robotics (human‑like robots, insect‑like robot, etc.). The functioning principles of
the brain are used as basics of neural networks, which are used in machine learning,
deep learning, reinforcement learning, etc. For optimization problems e.g.,
evolutionary theory has inspired evolutionary algorithms, bird ϐlock has inspired
swarm optimization, etc.
Evolutionary algorithms are stochastic biologically inspired optimization
approaches to solve optimization problems iteratively (Figure 3.27). The

Figure 3.27: Principle of evolutionary algorithms

evolutionary theory has three main principles: the natural selection of the best
individuals of the current population, the inheritance to preserve the genes of the
best individuals, and the mutation to maintain the diversity in the new population.
Evolutionary algorithms are categorized in four classes. One of these classes is
genetic algorithm.

Genetic algorithms

Genetic algorithms were developed in the United States under the leadership of
John Holland and his students [78]. These algorithms are made of seven steps. The
basic procedure is:

Step 1: Population creation
To start a genetic algorithm, a population of N individuals is created for the ϐirst
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generation. An individual is a candidate solution for the optimization problem. The
individuals are chosen randomly in the deϐinition domain. Depending on the
problem, an individual can be represented as a binary string or as a vector of real
numbers:

x = 1000110111, or x =
(
1 − 1.3 0 5

√
2
)T

.

Step 2: Fitness function evaluation
The goal is to ϐind an individual respectively the parameters, which will ϐit our
application the best. To judge how good an individual ϐit to the problem, a scalar
ϐield called ϐitness function is deϐined. This function is evaluated for each individual
of the current generation.

Step 3: Selection
A pair of individuals from the current population considered as parents for the next
generation are selected based on their ϐitness values. The idea is to transmit good
genes of the current generation to the next generation. Three widely used methods
for selection are the roulette wheel method, the rank based method, and the
tournament selection method. The common point of these methods is the high
probability to have individuals with good performances as parents.

Step 4: Crossover
The Crossover is the most important step of the genetic algorithm. In this Step the
chosen parents are combined to generate individuals for the next generation
(offsprings). This is done with a speciϐied crossover rate. There are several
crossover techniques. The most known are the single‑point crossover and the
multi‑point crossover. They consist in dividing an individual in two or multiple
parts and to swap the parts. The resulting individuals are the offsprings.

parent 1: p1 = a b c d offspring 1: o1 = a f c h

parent 2: p2 = e f g h offspring 2: o2 = e b g d

For real‑coded genetic algorithms, The crossover is done by a linear combination of
the parents with a randomly chosen real parameter α.

parent 1: p1 = x offspring 1: o1 = αx+ (1− α) y

parent 2: p2 = y offspring 2: o2 = (1− α) x+ αy
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Step 5: Mutation
In this step, one or multiple elements of an offspring are changed with a speciϐied
mutation rate. The candidates for the mutation are randomly chosen. In case of
binary‑string individuals, the selected elements just ϐlipped from 1 to 0 or from 0 to
1. In case of real‑vector individuals, the selected elements are replaced by random
values.

Step 6: Replacement
The steps 3, 4 and 5 is repeated until the number of offsprings required for the next
generation is reached. Then, the current population is replaced by the new
generation.

Step 7: Stopping criteria
If one of the stopping criteria is fulϐilled, the algorithm ends. Otherwise, the
algorithm goes to Step 3.

Particle swarm optimization

Particle swarm optimization (PSO) is one of the most popular population‑based
algorithms inspired from the social behavior of animals. The swarm optimization is
based on the cooperative behavior of animals. Each individual in the swarm
communicates with others in such a way to ϐind the food in the shortest time and
way [25]. Each individual uses its own knowledge (cognitive part) and the global
knowledge of the swarm (social part) to make the next movements.
In the swarm, each individual i at the step k has a position x(i)(k) and a velocity
v(i)(k). The goal of the algorithm is to ϐind the best position x(i), minimizer of the
ϐitness function f

(
x(i)

)
. The next position x(i)(k + 1) of an individual depends the

current position x(i)(k) of the individual and its velocity v(i)(k + 1) at the next
step:

x(i)(k + 1) = x(i)(k) + v(i)(k + 1).

The equation above describes the iteration step needed in many optimization
algorithms. The intelligent part of swarm optimization algorithms is in the way the
velocity v(i)(k + 1) is calculated. The velocity v(i)(k + 1) of the an individual at the
next step depends on its velocity v(i)(k) at the current step, as well as its best
position p(i)(k) reached so far in term of cost function called particular best, and the
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best position reached by the swarm so far g(k) called global best. It is deϐined as

v(i)(k + 1) = wv(i)(k) + c1ϵ1
(
p(i)(k)− x(i)(k)

)
+ c2ϵ2

(
g(k)− x(i)(k)

)
,

where w is the inertia coefϐicient, c1 and c2 are respectively cognitive and social
weighting parameters, and ϵ1 and ϵ2 are random numbers in the interval (0,1)
(Figure 3.28). As well as for the particles positions, constraints can also be deϐined

Figure 3.28: Particle swarm optimization: position update

for the velocity. This is called vmax method. It prevents from too fast changes of
particles positions in the swarm which can lead to instability of the algorithm.
In order to reach a better convergence, the constriction method can also be used. In
this method, a so called constriction factor χ deϐined as

χ =
2∣∣∣2− φ−
√
φ2 − 4φ

∣∣∣ , φ = c1 + c2,

is applied to the velocity

v(i)(k + 1) = χ
(
wv(i)(k) + c1ϵ1

(
p(i)(k)− x(i)(k)

)
+ c2ϵ2

(
g(k)− x(i)(k)

))
.

Analyses of this method presented by Bratton and Kennedy [15] have shown that the
convergence has a better behavior for φ > 4. Usually following values are used:

c1 = 2.05, c2 = 2.05 ⇒ χ = 4.1.

Particle swarm optimization is known to be very powerful. Based on the basic PSO
algorithm, many other biologically‑inspired algorithms using the swarm intelligence
principleweredeveloped. Someof themare ϐireϐly algorithms, ant colony algorithms,
bee colony algorithms, cuckoo search algorithms etc.
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3.4.2 Generalized pattern search optimization

Generalized pattern search optimization (GPSO) algorithms are one of the well
known and powerful heuristic optimization algorithms. According to Audet [7], the
original algorithm was described by Lewis and Torczon [45].

Algorithm 1 Generalized pattern search algorithm
1: randomly choose n candidates x(i) such that

∥∥∥x(i) − x
(k)
(0)

∥∥∥ = ∆k

2: ϐind x(p) such that f
(
x(p)

)
≤ f

(
x(i)

)
∀ i = 1 . . . n

3: if f
(
x(p)

)
≤ f

(
x
(k)
(0)

)
then

4: x
(k+1)
(0) = x(p)

5: ∆k+1 = ∆k

6: else
7: x

(k+1)
(0) = x

(k)
(0)

8: ∆k+1 = w ·∆k, w < 1

9: end if
10: k = k + 1

11: if break condition fulϐilled then
12: break
13: else
14: goto 1
15: end if

Figure 3.29: Global pattern search optimization

The main idea of GPSO algorithms consists in a randomly selection N candidates
x(i) around the current minimizer x(0) in a radius∆ and evaluating their costs. If the
cost function of the candidate with the smallest cost is smaller than that of the
current minimizer, then it is chosen as new minimizer. Otherwise, the search radius
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∆ is scaled down. Then the process starts against from the beginning until one of
the termination conditions is fulϐilled. Figure 3.29 shows a graphical interpretation
of this algorithm.
The algorithms presented in this section have this point in common that the
gradient of the objective function is not needed. This extends the application of
these algorithms to many optimization problems that cannot be solved with
gradient‑based methods. However, the computational cost of these algorithms are
high and their convergence behavior is not unique.

3.5 Summary

This Chapter presented the basics for what is handled in the next Chapters. First,
development processes were presented. The focus were on technical products and
control systems. Then, techniques for deriving the equation of motion of dynamic
systems are presented.
After that, the theme vibration control was discussed. Two control strategies were
presented: robust control and active noise canceling. They are both known for their
robust behavior against uncertainties. However, while robust controllers are ϐixed
controllers that can tolerate uncertainties in the system, active noise controllers
adapt their behavior to the changes in system.
The last part of this chapter was about optimization algorithms. The attention was
more on heuristic gradient‑free optimization methods, because they can cover a
wider range of problems. In total three types of algorithms were presented: genetic
algorithms, particle swarm optimization algorithms, and general pattern search
optimization algorithms.
The next step in this thesis handles the mechanical design of the isolation
platform.
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4 Isolation platform design

As stated in Chapter 1, the main objective of this thesis is to design an isolation
platform for data acquisition on UAVs. The objective of this thesis is to ϐind a good
mechanical design for the isolation platform. Therefore, we will go through
different steps of the product development process (PDP) as presented in Chapter
3.

4.1 Specification phase

The primary problem was the development of a framework for active 3D
reconstruction. Therefore, image‑based 3D reconstruction solutions were chosen.
They use digital cameras which are lightweight, have low power‑consumption and
high resolution. Furthermore, there are already computer vision algorithms for
3D‑reconstruction available, and they are cost‑effective and efϐicient for large‑scale
reconstruction tasks. To acquire images to feed in the reconstruction algorithm,
UAVs are chosen as platform for the scanning system. They are namely easy to
maneuver, have a good stability behavior, and are not expensive.
As UAV for data acquisition the hexacoptor ”DJI Matrice 600 Pro” was chosen

Figure 4.1: Data acquisition platform on DJI Matrice 600 Pro [68]

(Figure 4.1). It can hover a payload up to 6Kg for a duration of over a half hour. The
data acquisition elements build a subsystem which is attached to the hexacopter
through four rigid connections. To collect the data, discrete points in space are
deϐined to which the drone is supposed to ϐly. When the drone reaches these points,
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Figure 4.2: Image of data acquisition [68]

its control is switched to stabilized mode and only then, the images are snapped.
Figure 4.2 shows a capture of the data acquisition process. During image capture,
the stabilized mode is active so that the ϐlight controller keeps the drone stable, and
thus compensating for some disturbances. However, the drone is still submitted to

Figure 4.3: Main vibration sources in UAV

some vibrations. The main sources of these vibrations are on one hand inherent to
system like vibrations coming motor‑propeller subsystems (Figure 4.3 ‑ red arrow),
and on the other hand independent from the system like wind blowing around
(Figure 4.3 ‑ blue arrow).
Since the data acquisition platform has a stiff connection to the hexacopter, the
vibrations to which the hexacopter is submitted are directly transmitted to the
platform. To reduce the vibrations reaching the platform, the stiff connections to
the drone should be replace with an appropriate suspension system.
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4.1.1 Load requirements

The suspension system should be designed to carry all equipment components for
data acquisition. The weight of the data acquisition platform depends on the
elements attached to the platform. It may vary if additional components are added.
So, as long as the components of the acquisition platform are not chosen, a total
mass of the platform cannot be calculated. However, the mass of the whole system
(suspension system + data acquisition platform + equipments) must be lower than
the maximum allowable payload of the UAV. So, to carry a maximum payload on the
platform, the suspension system and the platform itself should be as lightweight as
possible.

4.1.2 Dynamic requirements

UAVs belong to high dynamic systems. This high dynamic comes from the
motor‑propeller subsystems which have to rotate with very high frequency to
generate enough torque and thrust to hover the vehicle. In fact, for drone the thrust
and torque generated by a motor‑propeller system depend on the motor speed:

F = cFω
2, M = cTω

2,

where cT and cM are respectively drag and torque coefϐicients which depend on the
geometry of propellers. Due to imbalances in motor‑propeller subsystems,
vibrations are generated by the rotational movements. Since the rotational
movements of the motors have very high frequencies, the resulting vibrations are
high‑frequency. These vibrations are transmitted through the drone structure to
the platform, since the drone‑structure is generally stiff. If the structure were soft,
the high‑frequency vibrations would not be transmitted, but natural vibrations
would occur, which is also undesirable.
In addition to engine vibrations, there are also vibrations from the environment,
which are mostly generated outdoors by wind. In contrast to engine vibrations,
they do not have much high frequencies, and their effects on the measurement
system are not as signiϐicant as the effects of engine vibrations.
To compensate motor vibrations as well as wind vibrations, the suspension system
to design should be able to absorb high frequencies of motors noises, and to
counteract low frequencies of wind noises.
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4.1.3 Energy consumption requirements

Active suspension systems need energy to drive embedded actuators. Since the data
acquisition platform should be mounted on an UAV and moved around, immobile
energy sources cannot be used for the suspensions. Considering the fact that the
drone has a maximum payload that it can carry, it is obvious that the energy source
should be chosen as lightweight as possible, to save mass for the data acquisition
components.

4.1.4 Other requirements

Besides the requirements deϐined above, there are others requirements that are
more implicit and are not necessarily explicitly deϐined. In case of an isolation
platform, they may be the stability of the platform, the degree of freedom of motion,
the capacity of the platform to create a motion in the frequency range of the
disturbances to compensate them, etc. Table 4.1 shows a shortened list of
requirements for the isolation platform.

Table 4.1: Compact requirements
Types of requirements Description
Mass lightweight
Dynamic Motion frequency up to thousandHz
Energy Mobile energy source
Cinematic Translation in the vertical, roll and pitch; or roll,

pitch, and yaw
Forces Carry the payload / measurement system
Cost Minimal cost
Geometry Ability to ϐit for many types of applications

4.2 Concept phase

The ϐirst step of the concept phase is the elaboration of a black box. There are three
types of inputs and outputs for a black box: material, energy and signal. In our case,
as material we have a vibrating ground surface as input which should be decoupled
from the platform considered as system output. For the energy, the vibrations of the
ground generate mechanical energy while electrical energy will be provided to run
the isolation system. The isolation system should absorb the mechanical energy of
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the ground vibrations and dissipates it. As disturbance input, there are vibrations
coming fromUAVsmotors, wind, UAVsmotion etc. The systemwill generate acoustic
noise and heat coming mainly from the actuation system. Figure 4.4 shows a black
box model of the isolation system for the platform we want to design.

isolation system

of a platform

mounted on an UAV

wind direction, wind velocity, motor vibatiron, etc.

vibrating ground
(high amplitude)

vibrating platform
(low amplitude)

electrical energy
mechanical energy dissipative energy

minimize platform
vibration

platform vibration
minimized

acoustic noise, heat, wear, etc.

Figure 4.4: Black box model of the isolation platform

After the black box has been made, the next step is the creation of a functional
structure. Our system has ϐive main components: the platform, the control board,
the sensors, the actuators, and the energy supply. The task of the control board is to
execute the algorithms for vibration reduction. Therefore, it communicates with
sensors and actuators. The different components are supplied with electrical
energy.
Energy is also dissipated in Form of heat coming from electrical component or
dissipative elements of the isolation system. Figure 4.5 shows a functional structure
of the isolation platform. The main task is split in four main subfunctions. Two of
them are responsible for sensing vibrations of the ground and of the platform. The
remaining two are responsible of carrying the platform and driving the actuators to
reduce the vibrations.
The next step of the PDP is the solution ϐinding and the creation of the
morphological box. In total, ϐive subfunctions are identiϐied: type of isolation,
energy supply, sense vibration source, carry platform, actuation type, actuator type,
sense platform vibration, and control board.
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Figure 4.5: Functional structure of isolation platform
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For the type of isolation, there are three possible type: passive, semi‑active, and
active. Due to the advantages listed in the last Chapters, active isolation is the
choice made here.
The energy supply for an additional system on a UAV can be done in two manners.
The one way is to use the energy supply of the UAV itself, and the second way is to
use an additional energy source onboard. While one method shrinks the total
energy available for the UAV, the other brings additional mass that increases the
total payload of the UAV. Both alternatives lead to a reduction of the time of ϐlight.
Up on the system considered, there are many types of sensors for vibration. There
are e.g. position sensor, velocity sensor, acceleration sensor, etc. Before using a
sensor, it should be checked if the parameter to measure is at least measurable in
the system, and how complex the measurement will be. In our case, the acceleration
sensor is the best choice for vibration sensing.
We proposed three solutions to carry the platform. The ϐirst one is a rotating
platform like in a gimbal. The second one is the platform on top of the suspension
system like in laboratory table. The last proposition is a platform suspended on the
bottom of suspension system like a swing.
With actuation type, the type of motion of actuators is meant. Rotary actuation can
be used to allow roll, pitch, and yaw movements. The other alternative is linear
actuation. Since the position of a plane in space can be deϐined by three points that
are not collinear, three linear actuators are sufϐicient.
As actuator type for vibration control, electric, pneumatic and hydraulic actuators
are very common.
For the control board, important requirements are the compatibility with sensors
and actuators, the compatibility with computer programs, and the possibility to use
it in a Hardware‑in‑the‑Loop (HiL) system. Most used board so such project are
Arduino boards and Raspberry Pi.
Table 4.2 presents a morphological box for the isolation platform. In this table, the
different suggestions for an overall solution are colored in purple, blue and brown.
From this, a total of 42 suggestions for the overall solution are counted.
From the 42 suggestions, four mechanical models shown in Figure 4.6. The design 1
is a platform attached to the drone legs with rotary actuators. The design 2 is a kind
of gimbal system. The design 3 is a platform connected like a swing to the drone
using linear actuators. The design 4 is a kind of table with three linear actuators as
table legs, and the ground plate is connected to drone legs.
An evaluation of the four proposed models must be carried out and the model with
the best evaluation will be selected. Therein lies the next step of the PDP. The ϐirst
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Table 4.2: Morphological box of isolation platform

Solution

Subfunction 1 2 3 4
1 Type of

isolation
passive semi‑active active

2 Energy
supply

UAV
battery

Rechargeable
battery

Non‑
rechargeable
battery

3 Sense
vibration
source

Position
sensor

Velocity
sensor

Acceleration
sensor

Force
sensor

4 Carry
platform

Rotating
platform
(gimbal
system)

active
suspension
(table
system)

active
suspension
(suspended
plate)

5 Actuation
type

Rotary
actuation

Linear
actuation

6 Actuator
type

Electric Pneumatic Hydraulic

7 Sense
platform
vibration

Position
sensor

Velocity
sensor

Acceleration
sensor

Force
sensor

8 Control
board

Arduino Raspberry Pi

step of the evaluation of each concept is the deϐinition of evaluation criteria and
their quantiϐications with weighting coefϐicients. For that, there are many
procedures. The most used procedures are the weighted point evaluation by
ranking method, and the weighted point evaluation by preference matrix.
Brieϐly described, the ranking method is employed to determine the importance of
each evaluation criterion based on general judgment. It consists of comparing the
individual evaluation criteria in pairs and determining the importance of each
criterion in form of weighting factors. In contrast to the preference matrix, two
criteria can be equally important. This method is applied to ϐind the weighting
factors for the evaluation criteria for the mechanical design. There is a total of six
evaluation criteria. As evaluation criteria following are chosen:

• Task fulϐillment: this is related to thenumber of degree of freedomof thedesign
which directly affects the direction in which the vibration can be damped;

• Weight: since the platform is mounted on a UAV, the weight of the design is a
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factor that should not be neglected because it may reduce the ϐlight time and
decrease the payload;

• Space required: this factor is also important because the space on the UAV is
limited;

• Motor load: this is for the load to which the motors in the actuator systems are
submitted;

• Stability degree: this is a factor for the inherent stability of the isolation
platform;

• Construction effort: this described the complexity that could be faced during
the construction.

Figure 4.6: Mechanical designs

The result of the ranking method is presented in Table 4.3. Out of this result, it turns
out that the task fulϐillment is the most important criterion. This is obvious because
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Table 4.3: Ranking procedure for mechanical construction
Nr. Evaluation

criteria
1 2 3 4 5 6 Number

of ”+”
Ranking Factor

1 Task
fulϐillment

x + + + + + 5 1 45

2 Weigth ‑ x + 0 0 + 2 2 18
3 Space

required
‑ ‑ x ‑ ‑ + 1 3 9

4 Motor load ‑ 0 + x 0 + 2 2 18
5 Stability

degree
‑ 0 + 0 x + 1 3 9

6 Construction
effort

‑ ‑ ‑ ‑ ‑ x 0 4 0→ 1

Number of ”‑” 5 2 1 2 1 0 11

this is what the system is designed for. The second most important criteria are the
weight, and the motor load. These criteria directly inϐluence the ϐlight time of the
UAVs. The last criterion is the construction effort because it does not impact the
effectiveness of the system. It is preceded by the stability degree and the space
required.
The second step of the evaluation procedure consists in quantifying the evaluation
criteria for all suggestions and choosing the best suggestion by comparing the
scores of each suggestion. There exists a rating system from VDI 2225 which
evaluates each criterion from 0 to 4, where 0 is the worst evaluation and 4 is the
best one. A correspondence table of the rating system of VDI 2225 is shown on
Table 4.4.
Table 4.6 shows the application of the second step of the evaluation procedure for
the mechanical design. Since the ϐirst design only allows roll and pitch motion of the
platform, the task can not be fully fulϐilled. However, it needs only two rotary
actuators. This makes it lighter than the second design, which need three rotating
actuators to be able to fulϐill the task. To move the platform, rotary actuators in the
designs 1 and 2 have to generate high torques, since the system is only supported
by one actuator in each direction. The actuators should be big enough to generated
the required torques. This is not the case for the designs 3 and 4 where the load is
distributed to the three linear actuators. This step of the evaluation procedure
shows that the design 3 and 4 are the best mechanical designs, with design 4 having
the highest score, and therefore being the best mechanical design.
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Table 4.4: Guideline VDI 2225 ‑ Rating System [13]
Rating system

User analysis Guideline VDI 2225

Points Meaning Points Meaning

0 absolutely useless solution
0 unsatisfactory1 very poor solution

2 weak solution
1 just acceptable3 acceptable solution

4 sufϐicient solution
2 sufϐicient5 satisfactory solution

6 good solution with minor lacks
3 good7 good solution

8 very good solution

4 very good (ideal)9 solution exceeding the objective

10 ideal solution

Table 4.5: Ranking procedure for actuator
Nr. Evaluation

criteria
1 2 3 4 5 6 Number

of ”+”
Ranking Factor

1 Dynamic x 0 0 + + + 3 1 27
2 Load 0 x 0 + + + 3 1 27
3 Stroke 0 0 x + + + 3 1 27
4 Construction

effort
‑ ‑ ‑ x 0 ‑ 0 3 0→ 0.5

5 Heat ‑ ‑ ‑ 0 x ‑ 0 3 0→ 0.5
6 Cost ‑ ‑ ‑ + + x 2 2 18

Number of ”‑” 5 2 1 2 1 0 11
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The same procedure is applied to choose the type of actuators to use for the
mechanical design 4. Four suggestions are made: pneumatic actuators,
electrodynamic actuators, electromagnetic actuators and piezoelectric actuators.
Six evaluation criteria are chosen: the dynamic range, the load, the stroke, the
construction complexity, the generated heat and the ϐinancial cost. Their ranking
procedure is done in Table 4.7. Because of their wide dynamic range, their stroke in
millimeter range, and their sufϐicient load capacity, the best suggestion for the
actuators is electrodynamic actuators.

4.3 Design phase

The design phase is one of the last phases of the PDP. In this phase the developed
CAD models of the solutions found in the last phase will be presented.
Figure 4.7 shows the mechanical construction for the actuators. As actuators, we
have chosen voice‑coil motors actuator which are electrodynamic actuators.
Electrodynamic actuators require passive elements to be integrated in the
construction. Therefore, three springs are integrated to the construction in parallel
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Figure 4.7: Actuator design
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to the voice‑coil motor itself. Other springs are added to the construction to adjust
the actuator properties for control purposes. This will be discussed in detail in

Figure 4.8: Free‑body diagram of the actuator

Chapter 5. The actuator has only one degree of freedom which is the vertical
direction. This is ensured by the built‑in dowels, which are considered as guidance.
However, it should be possible to have an inclination angle between the actuator
and the payload. Therefore, a kind of spherical joint is build on the top of the
actuator. Figure 4.8 shows the free‑body diagram of one conϐiguration of the
actuators. The electrical circuit represents the motor, and mp represents the
payload of the actuator. The damper stands for the friction in the voice‑coil motor.
The overall construction of the isolation platform on a quadcopter is shown in
Figure 4.10. Using the PDP, this design was chosen as the best suggestion from the
four proposed designs. The platform has three support points where it is connected
to each actuator. The choice to use three actuators for the platform is because three
points are sufϐicient to clearly deϐine the position and the inclination of a plane in
space, and thus the position of the platform. Through the in each actuator
integrated spherical joint, an inclination of the platform in each space direction and
a translation in vertical direction are possible. The inclination of the platform also
induces a small displacement of the support points of the platform. That is reason
why there is free space in the spherical joint of each actuator. The free‑body
diagram of the isolation platform is in Figure 4.9.
The design of the actuator and the isolation platform is now ϐixed. The next task is
the design of a control system for the platform. The various controllers to be
designed must be tested on a real system. However, make the ϐirst tests of control
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Figure 4.9: Free‑body diagram of the isolation platform

algorithms directly on a ϐlying UAV may be very dangerous and expensive. That is
the reason why test benches are developed to test different controllers.

4.3.1 Test bench for single suspension

Figure 4.11 shows the technical drawing of the test bench for a single suspension.
The aim of this test bench is to test the functionality of single suspensions in
different conϐigurations. Brieϐly described, the test bench is a single suspension
excited from the bottom with a motor‑propeller system, and to which an to isolate
load is attached on the top. Because the motor‑propeller pair is one of the vibration
sources on an UAV, it is used in the test bench with the purpose of trying to replicate
the vibrations occuring on the UAV. To ensure that the vibrations only appear in the
vertical direction, three dowels are used as guidance system in this direction. To
allow the vibrations, the vibrating system is not rigidly connected to the rest of the
system, but it is supported by three parallel springs.

4.3.2 Test bench for isolation platform

The test bench for the whole isolation platform is shown in Figure 4.12. It is
composed of a drone frame with an isolation platform, the whole supported by an
aluminum frame. The drone is connected to the aluminium frame through springs
to allow relative motion between the drone and the aluminium frame. This is done
to replicate the vibration behavior of a drone.
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Figure 4.10: CAD model of isolation platform on quadcopter
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Figure 4.12: Test bench for isolation platform

4.4 Summary

In this Chapter a mechanical model for the isolation platform has been designed.
This is done following the product design process of VDI 2221. The requirements
have been established, then different mechanical models resulted from the concept
phase. The different models have been evaluated with the ranking method. The
model 4 in Figure 4.6 has the best score. The evaluation procedure was also applied
to ϐind out which kind of actuator should be used. The best comprise was found in
electrodynamic actuators.
In the design phase, the free‑body diagrams of the actuator system and of the whole
isolation platform were presented, as well as technical drawings. For safety reasons
test benches have been designed to test the control algorithm to design. There are
one test bench for single suspensions and another one the whole platform. Their
technical drawings are also presented.
Now that the mechanical design of the isolation platform is completed, we will start
with the development of the control system. The plant modeling and analysis, and
the setup of a simulation environment are themes of the next Chapter.
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5 Simulation design

In the last Chapter, a model has been chosen for the mechanical design and the type
of actuators. Here, a mathematical modeling of the isolation platform with the
chosen components will be made. Then, a simulation environment will be set.
In the design phase, we have decided to use active suspensions with electrodynamic
actuators. They can operate at frequencies ranging from a few Hz to kHz, and can
support a mass up to 100kg. As motor in the electrodynamic actuator we have

Figure 5.1: Voice‑coil motor

chosen a voice‑coil motor (Figure 5.1). According to Zirn and Weikert [83], the
voice‑coil motor can be represented as shown in Figure 5.2. Electrodynamic

Figure 5.2: electical circuit of voice‑coil motor

actuators need passive elements. Depending on how the passive elements are
integrated in the actuator, some properties of the actuator change.

5.1 Actuator dynamic

Concerning the actuator conϐigurations, four main conϐigurations are proposed.
There are are displayed in Figure 5.4. While conϐiguration 3 is directly inspired
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from the well‑known single mass damper system, conϐiguration 2 is inspired from
the car suspension conϐiguration (Figure 5.3). In this section, two versions of the

Figure 5.3: Car suspension (left) and single mass damper (right)

dynamic of each actuator will be derived. The reason for this will be explained in
the Chapter 6. The main difference between the two versions is the integration of
the ground disturbance in the system dynamic. While the ground acceleration is
considered as disturbance input in the ϐirst version, the ground displacement is
considered as disturbance in the second version.

5.1.1 Single suspension

Configuration 1

The suspension conϐiguration 1 is an extension of the conϐiguration of an active car
suspension. Instead of attaching the payload directly to the voice‑coil motor, a spring
is connected between them so that the payload is now only connected to the spring.
The damper does not represent an additional passive component, but insteadmodels
the friction and energy dissipation in the motor.
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Configuration 1

Configuration 2

Configuration 3 Configuration 4

Figure 5.4: Different suspension conϐigurations

Considering the free‑body diagram in Figure 5.5, following dynamic can be
derived:



mpẍp = Fcp

mcẍc = −Fcp + Fcm + Fbm + F

mvẍv = −Fcm − Fbm − F + Fcr

U = RI + Lİ + e

with



Fcp = cp (xc − xp)

Fcm = cm (xv − xc)

Fbm = bm (ẋv − ẋc)

F = KI

Fcr = cr (r − xv)

e = K (ẋc − ẋv)

.

Out of these equations, following state‑space representation results for the ϐirst
version: ẋ = Ax+BUU +Barr̈

y = Cx+DUU +Darr̈
, with

x =
[
xp ẋp xc ẋc xv ẋv r ṙ I

]T



74 5 Simulation design

Figure 5.5: Free‑body diagram of suspension conϐiguration 1
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y = ẍp ⇒ DU = 0, Dr = 0,

⇒ C =

[
− cp
mp

0
cp
mp

0 0 0 0 0 0
]
.

For the second version of the state‑space model is represented as:ẋ = Ax+BUU +Brr

y = Cx+DUU +Drr
, with

x =
[
xp ẋp xc ẋc xv ẋv I

]T
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y = ẍp ⇒ C =
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0
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0 0 0 0
]
, DU = 0, Dr = 0.

The system is modeled with two inputs (the input voltage U of the motor as control
input and the ground acceleration r̈ respectively the ground displacement r as noise
input) and one output (the acceleration ẍp of the payloadmp).
Themotor chosen is the voice‑coil linear motor AIVCL18‑06 from AGICO. Table 5.1 is
an extract of the data sheet of this motor. As parameters, following were chosen:

mp = 0.75Kg, mc = 0.12Kg, mv = 0.223 kg,

bm = 0.5
N

m/s
, cm = 3× 0.146N/mm, cr = cp = 0.174N/mm,

R = 2.6Ω, L = 0.95mH, K = 8N/A = 8
V

m/s
.
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Table 5.1: Extract from the voice‑coil motor data sheet
Coil Parameter: Symbol Unit AIVCL18‑06
Coil Resistance R Ω 2.6
Max. Terminal Voltage Vp V 14.3
Peak Current Ip A 5.5
Force Constant Kf N/A 8

Back EMF Constant Kb
V

m/s
8

Inductance L mH 0.95
Motor Parameter:
Peak Force at 150◦ within 10 second Fp N 44.5
Continuous Stall Force at 150◦ Fc N 17.8

Motor constant Ka N/
√
W 4.96

Electrical time constant Te ms 0.37
Power at peak force Pp W 79
Stroke S mm 6
Clearance of coil CL mm 0.5
Thermal resistance ϑth α/W 9.8
Max coil temperature Tmax ◦C 150
Coil assembly mass WTc g 45
Core assembly mass WTf

g 173

The input‑output transfer functions of the dynamic are derived using the
formulation

Gyu = C (sI −A)−1 BU +DU

Gyar = C (sI −A)−1 Bar +Dar,

and their bode magnitude plots are shown in Figure 5.6.

Configuration 2

The conϐiguration 2 of the actuators is the same as the model of a car suspension
whose tires are modeled as springs. The free‑body diagram in Figure 5.7 leads to
this ϐirst version of the state‑space representation:ẋ = Ax+BUU +Barr̈

y = Cx+DUU +Darr̈
, with

x =
[
xp ẋp xc ẋc xv ẋv r ṙ I

]T
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Figure 5.6: Bode Plot of transfer functions ‑ Conϐiguration 1
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Figure 5.7: Free‑body diagram of suspension conϐiguration 2

The second version can be expressed as:ẋ = Ax+BUU +Brr

y = Cx+DUU +Drr
, with

x =
[
xp ẋp xc ẋc xv ẋv I

]T

A =
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]
.

The bodemagnitude plots of the input‑output transfer functions are shown in Figure
5.8.
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Figure 5.8: Bode Plot of transfer functions ‑ Conϐiguration 2

Configuration 3

The conϐiguration 3 is a simple single mass damper with a motor. Figure 5.9 shows

Figure 5.9: Free‑body diagram of suspension conϐiguration 3

its free‑body diagram. The dynamic of this suspension is represented through this
ϐirst version of the state‑space representation:ẋ = Ax+BUU +Barr̈

y = Cx+DUU +Darr̈
, with

x =
[
xp ẋp xc ẋc xv ẋv r ṙ I

]T
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The second version has the following representation:ẋ = Ax+BUU +Brr +Bvrṙ

y = Cx+DUU +Drr +Dvrṙ
, with

x =
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The bodemagnitude plots of the input‑output transfer functions are shown in Figure
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Figure 5.10: Bode Plot of transfer functions ‑ Conϐiguration 3

5.10.

Configuration 4

The conϐiguration 4 is an expanded single mass damper suspension with an
additional spring on the top. The free‑body diagram of this conϐiguration is
illustrated in Figure 5.11. The dynamic of the ϐirst state‑space representation is
derived as:ẋ = Ax+BUU +Barr̈

y = Cx+DUU +Darr̈
, with

x =
[
xp ẋp xc ẋc xv ẋv r ṙ I

]T



82 5 Simulation design

Figure 5.11: Free‑body diagram of suspension conϐiguration 4
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For the second version of the state‑space is represented as:ẋ = Ax+BUU +Brr +Bvrṙ

y = Cx+DUU +Drr +Dvrṙ
, with
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The bode magnitude plots of the input‑output transfer functions are shown in
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Figure 5.12: Bode Plot of transfer functions ‑ Conϐiguration 4
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Figure 5.12.

Figures 5.6, 5.8, 5.10 and 5.12 show on their ϐirst subplots the bode magnitude of
the transfer function from the noise input (ground acceleration r̈) to the output
(payload acceleration ẍp), and on their second subplots the bode magnitude of the
transfer function from the control input (voltage U of the voice‑coil motor) to the
output. The comparison of the bode diagrams shows that the conϐiguration 1 has
the best passive damping behavior for frequencies above 20Hz. The passive
isolation of conϐigurations 2 and 4 are not better in this frequency range, but they
show a better behavior for frequencies lower than 20Hz. The conϐiguration 3 is a
bit stiffer and has the worst passive isolation behavior. However, it has the best
active behavior. It has a wide bandwidth, this means that the actuator can react to
noises in a large frequency range. The conϐiguration 4 has also a good active
behavior. It is really effective for frequencies between 2Hz and 35Hz. In
conϐiguration 2, the actuator has a similar behavior as an inverse notch ϐilter. The
actuator in conϐiguration 2 is very effective for noise frequencies between 2Hz and
11Hz, and higher than 17Hz. The conϐiguration 1 has the same inverse notch
characteristic, and it is even worse. In fact, it is the worst conϐiguration for the
active behavior. It can only effectively react to noise frequencies between 2Hz and
12Hz, and between 15Hz and 33Hz.
A closer analysis from the impact of the suspension structures related to the bode
diagram shows that the lower spring is responsible for a better passive damping
behavior, but it is also responsible for the inverse notch effect of actuators on the
payload. The upper spring ampliϐies the passive damping behavior, however, it
reduces the frequency bandwidth of actuators.
In summary, while the conϐiguration 1 has the best passive behavior and the worst
active behavior, the conϐiguration 3 has the worst passive behavior and the best
active behavior. The conϐigurations 2 and 4 are a kind of tradeoff between the
conϐigurations 1 and 3, whereby the conϐiguration 4 seems to be the better
compromise.

5.1.2 Isolation platform

With the dynamic of single suspension, the behavior of SISO systems have been
derived. Now, the question is, what is the effect of the different suspension
conϐigurations on the isolation platform? To answer this question, we consider the
free‑body diagram of the isolation platform as shown in Figure 5.13. The dynamics
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Figure 5.13: Free‑body diagram of the isolation platform

derived for each single suspension are coupled by the platform dynamic.
Figures 5.14, 5.15, 5.16 and 5.17 show extracts from the bode diagrams of the
isolation platform for each conϐiguration. It shows that the response of each
suspension to its excitation is very similar to the response of a single suspension.
The suspensions also have inϐluences on each other. Although each suspension is
mainly inϐluenced by its excitation, the effects of the dynamic of other suspensions
on it are not negligible.

Figure 5.14: Bode diagram of isolation platform ‑ conϐiguration 1

Figure 5.15: Bode diagram of isolation platform ‑ conϐiguration 2
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Figure 5.16: Bode diagram of isolation platform ‑ conϐiguration 3

Figure 5.17: Bode diagram of isolation platform ‑ conϐiguration 4

5.2 Simulation design

Banks [8] deϐines simulation as the imitation of a real‑world process or system over
time. The aim of the simulation is to replicate the physical world in computer as
good as possible in order to do some investigations on the system without using the
physical system. The main advantage is that, simulation can take any input without
damaging the physical system. So, we can test whatever we can think of in the
simulation and predict the behavior of the physical system without the risk of
damaging the physical system. However, it is difϐicult and even impossible to build a
simulation that is identical to the physical system. Of course, the precision can be
increased, but the both systems will not be identical.
To build the simulation Matlab/Simulink is used. There are at least three ways to
build simulations with this software. The ϐirst alternative is to use Matlab to write a
code which modeled the system dynamic. The second one is to use Simulink and to
model the system dynamic using different Simulink blocks like integrator,
differentiator, sum etc. These ϐirst two alternatives require the dynamic equations
to be known before designing the simulation, and this implicitly required a very
good understanding of physical systems and processes, and of the methods to
derived their dynamic. So if the system dynamic cannot be well derived, it will be
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difϐicult to design a good simulation. The third way is to use Simscape to modeled
the system. Simscape allows to quickly create models of physical systems within the
Simulink environment [67]. With Simscape, it is possible to create physical
component models based on physical connections that are directly integrated into
block diagrams and other modelling paradigms [67]. Simcape provides libraries for
several types of systems like electrical systems, multibody systems, ϐluids etc. The
main advantage of Simscape is that knowledge about the dynamic of physical
systems and its derivation is not required. It is enough to know the properties of the
different components of the physical system and how they are connected to each
other. Moreover, the similarities between the simulation desing and the physical
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Figure 5.18: Simscape model of single suspension Conϐiguration 1

system are more obvious to recognize. Compared to Simulink, Simscape can be
considered as a programming language with a higher level.
Because of the advantages mentioned above, Simscape is used to model the
dynamic of the different systems. Figure 5.18 shows the Simscape model of a single
suspension in the conϐiguration 1. The Simscape mechanical foundation library is
used to model the suspension itself and the Simscape electrical foundation library
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to model the voice‑coil motor.
For the isolation platform, the Simscape multibody library is used to connect each
suspension to the platform. The simulation is build according to the model in Figure
5.13. The Simscape model is displayed in Figure 5.19.
The simulation models built in Simscape are just approximations of real models of
the test bench for single suspension and the test bench of the isolation platform.
These models will be used to test control algorithms that will be designed before
testing them on the test benches. The next section focuses on controller design.

5.3 Summary

In this Chapter, the ϐirst steps of the development process of control system. The
mathematical models of each suspension conϐiguration were derived and analyzed.
The analysis has shown that the conϐiguration 3 has the best active behavior.
Conϐiguration 1 has the best passive behavior, but also the worse active behavior.
Then, an analysis of the isolation platform with each suspension conϐiguration was
done. The analysis shows a similar behavior as for single suspensions. However, it
exists a coupled dynamic between the different actuators.
After the model analysis, simulation environments have been set using the Simulink
environment of Matlab. The Simscape Toolbox has been used for this purpose.
Simulation environments have been set for single suspension systems, and for the
whole isolation platform.
Now that the analysis of the plant is done, and the simulation environments are set,
the next step is the controller design and analysis.
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Figure 5.19: Simscape model of isolation platform
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6 Controller design

In this section, controllers will be designed for the isolation platform. The main goal
is to reduce the vibration of the platform mounted on the drone using suspension
systems. The controllers to designed will be deployed in a rough environment. The
environment is considered as rough because there are many disturbance sources
which cannot be clearly identiϐied. As example, the disturbance resulting from wind
is not constant and is not repeatable. It depends on the weather that cannot be
controlled by the user. Additionally, the effect of the disturbances coming from the
motor‑propeller subsystems on the actuator ground depends on the propagation
path from the motor to the actuator. This path depends on the physical structure of
the drone. Despite all these disturbances, the controllers should achieve their tasks
and should be able to handle those disturbances. Therefore, we should choose
controller designs, that can handle changes in systems or that are robust enough to
achieve the tasks despite these changes. Therefore, we have chosen to use adaptive
control design and robust control design as strategies.

6.1 Adaptive Control

Due to its effectiveness theANC technique is one of themost popular adaptive control
strategies. As explained inChapter2, the aimofANC is to generate a signal thatwill be
transferred through the secondary path to destructively interfere with the primary
noise. While ϐixed ANC is adequate for constant systems, adaptive ANC is suitable
for time‑variant systems or systems operating in rough environments. Adaptive ANC
is usually designed using adaptive ϐilters. Therefore, either adaptive FIR ϐilters or
adaptive IIR ϐilters can be used. ANC with adaptive FIR ϐilters has fast algorithms
and is stable due to the ϐilter structure that does not allow poles. However FIR ϐilters
are not adequate for resonant systems or systems with internal feedback because
they have no poles and they need a lot of coefϐicients to approximate the behavior of
poleswithout having inherent poles. Thiswill increase the computational load of and
slow down the algorithm. For those kinds of systems, adaptive IIR ϐilters are more
appropriate. IIR ϐilters have an inherent pole‑zero structure which allows them to
approximate resonant systemswith less coefϐicients. But the algorithms for adaptive
IIR ϐilters are more complex and the stability of the IIR ϐilters during the adaption
is not guaranteed. To ϐix the problem of stability some adaptive algorithms using
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inherent stable IIR structures like Lattice structure and Laguerre structure have been
developed [82] [49] [18]. But this is done on cost of increasing computational load
and decreasing convergence rate.
In this thesis, the focus is onmade the ANC strategywith adaptive IIR ϐilters. The ϐirst
step of the ANC is to ϐind a good identiϐication algorithm. This is handled in the next
subsection.

6.1.1 Identification algorithm

The problematic of identiϐication is illustrated in Figure 6.1. The goal is to ϐind

+ +

+

-

Figure 6.1: Problem of system identiϐication

optimal parameters for Ĥ(z) to approximate the system H(z) to identify. In case of
identiϐication with an IIR ϐilter it can be formulated as

H(z) =
Y (z)

X(z)
≈ Ĥ(z) =

A(z)

1− B(z)
=

M∑
k=0

akz
−k

1−
N∑
l=1

blz−l

⇒ y(n) =
M∑
k=0

akx(n− k) +
N∑
l=1

bly(n− l).

The objective is the minimization of the error

e(n) = d(n)− y(n),

where y(n) is the output of the adaptive IIR ϐilter. The IIR ϐilter is composed of two
paths: the feedforward path, and the feedback path. Depending on which input is
used for the feedback path, we distinguish two types of error formulations: the
equation‑error formulation, and the output‑error formulation.
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Output-error formulation

The structureof theoutput‑error formulation is shown inFigure6.2. Theadaptive IIR

+

+

- +

+ +

Figure 6.2: Output‑error formulation

ϐilter has the classic tapped delay structure with the output of the ϐilter as feedback
input. This leads to the formulation

y(n) =
M∑
k=0

akx(n− k) +
N∑
l=1

bly(n− l).

As explained in Chapter 2, using y as input in the feedback path will lead to a
nonlinear optimization problem with a multimodal cost function. So, solving the
optimization does not necessarily lead to the optimal solution. However, if the
optimal solution is reached, it will not be biased. To avoid the problem of local
minima, there is the equation‑error formulation.

Equation-error formulation

Figure 6.3 shows the structure of the equation‑error formulation. In contrast to the
output‑error formulation, the equation‑error formulation uses the output of the real
plant instead of the ϐilter output as input for the feedback path. This leads to the
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+

+

- +

+ +

Figure 6.3: Equation‑error formulation

formulation

y(n) =
M∑
k=0

akx(n− k) +
N∑
l=1

bld
′(n− l)

=
M∑
k=0

akx(n− k) +
N∑
l=1

bld(n− l) +
N∑
l=1

blv(n− l).

This structure leads to a linear quadratic optimization problem which has only one
optimum. However, the signal fed back is corrupted by v(n). So, if v(n) is neither zero
nor white noise, the optimumwill be biased.

Algorithms for adaptive IIR filtering

The purpose of the algorithms here is to ϐind the optimal parameters ak and bl

minimizing the cost function

ξ(n) = E
{
e2(n)

}
.

As mentioned in Chapter 2, the gradient descent algorithm formulated as

θ(n+ 1) = θ(n)− µ
∂ξ(n)

∂θ
with

θ(n) =
[
a0(n) . . . aM(n) b1(n) . . . bN(n)

]T
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is used to solve this problem. After some simpliϐications shown in Chapter 2, the
Feintuch’s algorithm results as

ak(n+ 1) = ak(n) + 2µe(n)x(n− k)

bl(n+ 1) = bl(n) + 2µe(n)η(n− l)

η(n− l) =

y(n− l) for output‑error formulation
d′(n− l) for equation‑error formulation

[71]. To increase the performance many other algorithms are developed based on
the Feintuch’s algorithm. Most of them deal with the step size µ that is not deϐined
as a constant but as a variable. Akhtar, Abe, and Kawamata [4] proposed to adapt the
step size depending on the error. In fact, at the adaption beginning the error is high,
and according toAkhtar, Abe, andKawamata [4] a small step size should be used until
the error signal decrease, and the step size can be increased when the error signal is
low. This is well resumed in [5] as

µ(n) = ρ(n)µmin + [1− ρ(n)]µmax, with
ρ(0) = 1 and lim

n→∞
ρ(n) = 0. (6.1)

According to Ahmed, Akhtar, and Tufail [3], themethod proposed by Akhtar, Abe, and
Kawamata [4] allows a fast initial convergence, but compromises the steady state
performance due to the high step size near the eventual optimum. They proposed
the new formulation

µs(n) = [1− ρ(n)]µ(n),

with ρ(n) having the same formulation as in 6.1. µ(n) is given as

µ(n) = βvss,

and is bounded by µmin and µmax to guarantee respectively the tracking performance
and the stability, and βvss(n) is recursively computed as

βvss(n+ 1) = βvss(n) + [1− α] f 2(n),

where α is a control parameter and f(n) is a kind of error signal [3].
Narasimhan, Veena, and Lokesha [58] proposed an algorithm called variable
step‑size Grifϐiths’ algorithm which is a combination between the Grifϐiths’
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algorithm and the Okello’s algorithm. While the Grifϐiths’ algortihm uses the
cross‑correlation between desired signal and the input signal to update the
parameters, the Okello’s algorithm uses the cross‑correlation between the input
signal and the error signal to update the step size [58]. Narasimhan and Veena [57]
updated this algorithm by proposing a bias‑free adaptive structure for IIR ϐilter
(Figure 6.4). This leads to the update equations deϐined as

Figure 6.4: Bias‑free IIR adaptive ϐilter structure proposed byNarasimhan and Veena
[57]

ak(n+ 1) = ak(n) +
µ

MPx(n)
[Gak(n)− y(n)x(n− k)] , k = 0, . . . ,M

bl(n+ 1) = bl(n) +
µ

NPd̂(n)

[
Gbl(n)− y(n)d̂(n− k)

]
, l = 1, . . . , N

wherePx(n) andPd̂ are the powers of the input signals, and are computed recursively
as

Px(n) = γPx(n− 1) + (1− γ) x2(n),

Pd̂(n) = γPd̂(n− 1) + (1− γ) d̂2(n), 0 < γ < 1,

Gak(n) andGbl(n) are the cross‑correlation between the desired signal and the input
signal deϐined as

Gak(n) = βGak(n− 1) + [1− β] d(n)x(n− k),

Gbl(n) = βGbl(n− 1) + [1− β] d(n)d̂(n− k), 0 < β < 1.
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[57]. In case of variable step size, the step sizes are updated using Grifϐiths’ variable
step‑size algorithm

µa(n) = αaµa(n− 1) + σa

M∑
k=0

[Gak(n)− y(n)x(n− k)]2 , 0 < αa, σa < 1

µb(n) = αbµb(n− 1) + σb

N∑
l=1

[
Gbl(n)− y(n)d̂(n− k)

]2
, 0 < αb, σb < 1

[58].

6.1.2 Proposed algorithm

No matter which formulation is used for the IIR adaptive ϐiltering, there are always
problems occurring during the adaption. The output‑error formulation has the risk
of leading the algorithm to a local optimum, and the equation‑error formulation
leads to an unique solution, which may be biased if there are noises in the system.
To ϐix this problem, Narasimhan, Veena, and Lokesha [58] used an updated
structure of the equation‑error formulation to solve the problem of biased optimum
(Figure 6.4). However, taking a closer look at the mathematical formulation of this
structure shows that this structure is equivalent to the output‑error formulation, at
least in a pure mathematical point of view. This indeed may solve the problem of
biased estimator, but it brings the problem of multimodal cost function back.
Our proposition is a combination of the two error formulations for the IIR adpative
ϐiltering to build a better algorithm. The idea is to avoid local minima appearing in
the output‑error formulation and simultaneously avoid the biased estimator
appearing in the equation‑error formulation. We literally want to reach the global
optimum of the cost function of the output error formulation, respectively to
decrease the chance of getting stuck in a local optimum. Therefore, block diagrams
in Figures 6.5 and 6.6 are developed. The main difference between the two error
formulations is the input of the feedback path. Using an appropriate algorithm, we
estimate B̂ for the equation‑error formulation B̂EQE and for the output‑error
formulation B̂OE . Therefore, the following formulation is used to fuse both
estimators

B̂(n) = [1− τn] B̂OE(n) + τnB̂EQE(n), 0 < τ < 1,
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+

+

- +

+ +

++

Figure 6.5: Combination of output‑error and equation‑error

+

+

Figure 6.6: Adaptive IIR ϐilter with OE and EQE fusion block

where f(n) = τn is the interpolation between both estimators. One of the main
challenges of the output the output‑error formulation is to ϐind a good starting
point in order to avoid local minima as shown in Figure 6.7. The equation‑error
formulation always converges to an unique point, since its optimization problem is
linear quadratic. This solution may in fact be biased depending on the nature of the
noise, but if the biased term is not too high, then the biased estimator will not be far
from the unbiased optimum which is actually the global minimum of the
multimodal cost function of the output‑error formulation. In order to avoid local
minima, the estimator should begin with the equation‑error formulation and
gradually goes over to the output‑error formulation with increasing n. This is what
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biased minimumunbiased global minimumlocal minimum

equation-error
output-error

Figure 6.7: Possible optima for different formulations

is implemented through the interpolation function f(n) = τn:

B̂(0) = B̂EQE(n) and lim
n→∞

B̂(n) = B̂OE(n).

If after the ϐirst iterations the estimator reaches the green area from Figure 6.7, then
it will reach the unbiased global minimum while going over to output‑error
formulation.
The proposed method increases the probability of ϐinding the unbiased global
optimum. However, it is not guaranteed that the global optimum will be found.
Since the equation‑error estimator and the output‑error formulation run in parallel,
the computing effort for B̂ is doubled. To notice is that if the number of coefϐicients
chosen for the IIR ϐilter does not exactly correspond to the number of coefϐicients
required to model the real plant, it may happen that the solution considered as
global optimum is not unique. Let us for example assume that

Ĥ⋆ =
A⋆(z)

1− B⋆(z)

is the optimal approximation of the plant to identify, then all estimations that can
lead to the form

Ĥ(z) =

A⋆(z) ·
p∏

i=1

[1 + qiz
−1]

[1− B⋆(z)] ·
p∏

i=1

[1 + qiz−1]
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are also candidates for the optimal solution [71].
Like with all algorithms using the tapped‑delay structure, this algorithm does not
guarantee the stability of the IIR ϐilter. To ensure the stability, Algorithm 2 is
proposed. This algorithm always ensures the stability of system by switching

Algorithm 2 Stability monitoring
if B̂OE stable and B̂EQE stable then

B̂(n) = [1− τn] B̂OE(n) + τnB̂EQE(n)

else if B̂OE stable and B̂EQE not stable then
B̂(n) = B̂OE(n)

else if B̂OE not stable and B̂EQE stable then
B̂(n) = B̂EQE(n)

else
B̂(n) = B̂(n− 1)

end if

between different estimators, if one of them is not stable. But it may also happen
that the stability monitoring gets stuck when B̂ does not upgrade over many time
samples. This may happen, when B̂OE and B̂EQE remain unstable for many steps.
This situation leads to

B̂(n) = B̂(n− 1) = B̂(n− 2) = . . . = B̃, (6.2)

where B̃ corresponds to the last estimated stable B̂, but does not necessarily
correspond to a good approximation of the real plant. In this case, since the
adaption of Â is still proceeding, the solution now only depends on the adaption law
of Â.
The stability monitoring as presented in Algorithm 2 ensures the stability of the
system, but not the effectiveness of the adaptive ϐilter. In order to increase the
performance of the stability algorithm, some modiϐications can be applied to the
interpolation function f(n) = τn. Some propositions are:

1. f(n) = τn.

2. f(n) = τn−n0 , with n0 deϐined as the last step where B̂EQE or B̂OE was
unstable.

3. f(n) = τn−n0 ,withn0 deϐined as the last stepwhere B̂EQE or B̂OE wasunstable
and f was lower than a predeϐined value γ.

4. f(n) = τn−n0+κ = τn−n0 · τκ, with n0 deϐined as the last step where B̂EQE or
B̂OE wasunstable and f was lower than apredeϐined value γ, and τκ represents
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the new start value for f in case of instability of B̂EQE or B̂OE . κ is a predeϐined
constant value which is considered as 0 until one unstable estimator occurs.

Proposition (1) is the interpolation function proposed at the beginning. The aim of
this interpolation is to start the adaptive ϐiltering algorithm with equation‑error
formulation which has only one but eventually biased minimum, and to go gradually
over to the output‑error formulation which has the unbiased minimun but also local
minima. It is important to understand The meaning behind this in order to follow
the other propositions. Let us consider the case where one of the two formulations
or both return unstable B̂. The estimator is somewhere it should not be, and should
not stay longer there. In this case, a new start point should be given to the
estimator. But it may be better, if the estimator is not moved around randomly. At
the current step, the estimator is somewhere between the equation‑error estimator
and the output‑error estimator. Setting the interpolation function to 1 will give the
estimator a new start point, which is not randomly chosen and correspond to one of
the actual estimator. This is what is proposed in the Propostion (2).
However, if one of the estimators stay permanently unstable, the Proposition (2)
may only use the equation‑error formulation since the interpolation function will
remain 1. To avoid this case, a reset of the interpolation function can be made if the
conditions of Proposition (2) are veriϐied, and additionally if the interpolation
function has already reached a deϐined value γ. This protects the algorithm from
some bad start effects after resetting the interpolation function. After the
interpolation function is reset, the algorithm is constrained to perform some steps.
A reset will then just occur only if after these steps unstable estimators still appear.
This corresponds to Proposition (3).
Each time the interpolation function is reset, the estimator jumps to the actual
equation‑error formulation, which may be biased. This may eventually lead to an
offset in the error between the plant and the output of the adaptive ϐilter. In order
to reduce this effect, a factor ν = τκ can be set as new start value for the reset
interpolation function. This is the Proposition (4). ν should be considered as a
balance factor between the two estimators for the start value after the reset. The
new start value is in this case a mixture of both estimators.
The different Propositions made until now allow the interpolation function reset in
case of unstable equation‑error formulation or unstable output‑error formulation.
However the interpolation function rapidly goes over to output‑error estimator.
This means that the instability of the equation‑error estimator does not heavily
affect stability of the whole estimator after a certain number of steps, because the
current estimator from the fusion block is almost inϐluenced by the output‑error
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formulation alone. Therefore, it would not be wrong to reset the interpolation
function just in case instability of the output‑error estimator. So, other candidates
of interpolation function to improve the effectiveness of the estimator are
Propositions (2), (3) and (4) with an update of ”the last step where B̂EQE or B̂OE

was unstable” to ”the last step where B̂OE was unstable”.

6.1.3 Application on ANC algorithms

Adaptive ANC ist very similar to adaptive ϐiltering or system identiϐication. In fact,
the main difference is that in ANC, there exists a secondary path S(z) also known
as cancellation path. In case of system identiϐication, the secondary path transfer
function is either 1 or −1 depending on how the adaption algorithm is formulated.
While the goal of the system identiϐication if to ϐind an Ĥ such that

H(z)x(n)− Ĥ(z)x(n) ≈ 0,

the ANC has the same goal, but it should take the secondary path in consideration

P (z)x(n) + S(z)C(z)x(n) ≈ 0. (6.3)

P (z) is the primary path, S(z) is the secondary path, and the both form the plant.
C(z) is the controller to design. Let us assume that the primary path model can be
decomposed in the secondary path S(z) and another transfer function Q(z). Then,
Equation 6.3 can be reformulated as

P (z)x(n) + S(z)C(z)x(n) = S(z)Q(z)x(n) + S(z)C(z)x(n)

= S(z) [Q(z) + C(z)] x(n) ≈ 0,

which in case of SISO can be expressed as

P (z)x(n) + S(z)C(z)x(n) = [Q(z) + C(z)]S(z)x(n)

= [Q(z) + C(z)] xf (n) ≈ 0.

This formulation shows that ANC can be considered as the identiϐication of Q(z)

respectively −Q(z) with xf (n) = S(z)x(n) as input signal. Hansen et al. [34]
presented this for ANC with adaptive FIR ϐilters as SISO ϐiltered‑x LMS algorithm
with the corresponding block diagram in Figure 6.8. It should be noticed that the
notations in Figure 6.8 are different from the notations used here. To compute
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Figure 6.8: ANC block diagram with adaptive FIR ϐilter [34]

xf (n) for the adaptive algorithm, the model of the secondary path is needed.
Applying the structure of Figure 6.8 on ANC with adaptive IIR ϐilters leads to the
block diagram in Figure 6.9. In contrast to FIR adaptive ϐilters, IIR adaptive ϐilters
need the ϐilter output to compute the ϐilter parameters. Therefore, the output of the
real plant is modeled as

d̂′(n) = −Ŝ(z)C(z)x(n) + e(n) ≈ −s(n) + e(n) = p(n).

As shown in Figure 6.9, it is necessary to have the model of the secondary path S(z)

+

+controller design

plant

Figure 6.9: ANC block diagram
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or at least an estimation Ŝ(z) to successfully cancel the primary noise. Up on the
system, the secondary path may be known respectively easy to estimate, or may be
unknown respectively time‑variant. Therefore, there are two types of secondary
path modeling. The ofϐline secondary path modeling is for systems where the
secondary path is easy to model or easy to estimate. This can be done by deriving
the differential equation describing the dynamic model of the secondary path.
Another alternative called random noise injection (Figure 6.10) consists in injecting
some identiϐication noises through the secondary path without primary
disturbance, then the secondary path modeling is equivalent to an estimation task
respectively to an adaptive ϐilter problem.
The secondary path may also vary, but only within a very small range. Else, the
stability and the performance of the system will be badly affected. For systems with
time‑variant secondary path or deployed on a rough environment, the online
secondary path estimation is more adequate. The most popular method is the
secondary path modeling through the injection of an additional uncorrelated noise
into the secondary path as perturbation signal [34]. This method is somehow

Figure 6.10: ANC with random noise injection for secondary path modeling [34]

counter‑productive, since additional noises are injected to the system. Therefore,
the level of the noises injected should be as low as possible. However, it should not
be to low. Else, the effect of the injected noises will not be strong enough to allow an
effective identiϐication of the secondary path. Hansen et al. [34] reported that 30dB
below the unwanted primary noise (around 3.2%) is low enough and can still
provide a model with a suitable accuracy over a relatively long time interval.
The other method is the extended online secondary path modeling method which
uses the control signal as modeling signal (Figure 6.11). The idea is to avoid adding
additional noises to the system for identiϐication purposes, and instead use the
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Figure 6.11: Structure used for extended least‑square method [34]

primary noise to achieve the task. In [34], this is done by using an extended
least‑squares approach.
Each of both approaches has advantages and drawbacks. The method with injection
of random noises indeed introduces additional disturbances to the system, but the
model obtained for the secondary path contains information over the full frequency
bandwidth of the injected noises. In contrast to this, the method of extended
least‑squares does not require an extra disturbance and uses the primary noise for
secondary path estimation. So, the model from the secondary path obtained with
this method has only information about frequencies appearing in the primary
noises. So, the control system may not react well if some changes in primary
disturbances frequencies occur while deploying the controller. Furthermore, the
extended least‑squares method needs to be updated more often than the random
noise injection, because an update of the random noise injection after it has
converged is necessary only in case of signiϐicant changes in the secondary path,
meanwhile even a change in the primary path necessitates an update of the
extended least‑squares method. According to Hansen et al. [34], the random noise
injection method is better in many aspects like the convergence speed of the
estimator and of the controller, the reaction to changes in primary or secondary
path etc. However, its implementation requires more memory than the extended
least‑squares method.
For the reasons mentioned above, we will use online secondary path modeling with
random noise injection (Figure 6.12). For control and estimation, the Grifϐiths’
algorithm with variable step size as presented in [58] is applied. We should pay
attention, that an adaptive ϐilter here is the equivalent of three FIR adaptive ϐilter:
one for the feedforward path Â of the ϐilter, and two for the two formulations of the
feedback path B̂EQE and B̂OE . To determine the controller using the Grifϐiths’
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+ +

+

+
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+

secondary path identification
controller design

plant

Figure 6.12: ANC block diagram with secondary path estimation
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are parameter that should be chosen in the interval (0, 1). The choice of these
parameters is system‑dependent and directly affects the performance of the
algorithm. There is a total of 16 parameters whose optimal values should be chosen
in the interval (0, 1) and depend on the system considered. Now, the question is
how to choose the optimal parameters.

6.1.4 Determination of optimal parameters for ANC algorithms

As mentioned in the last subsection, the application of ANC required different
parameters to be chosen in deϐined intervals. However, to achieve a good
performance of ANC, optimal values for these parameters should be chosen, and
they are system‑dependent. Testing the chosen values without damaging the
physical system requires a simulation. The optimal parameters should be ϐirst
found for the simulation, and they will be later adjusted for the physical system.
Searching the optimal parameters may be a very exhausting and time‑consuming
task, especially when there are a large number of parameters, and in our case, there
are 16 parameters.
To ϐind the optimal parameters for the ANC in simulations, we will proceed in a
methodical way. This problem will be reformulated in a kind of optimization
problem. Therefore, an adequate cost function is needed. The goal of ANC is to
minimize the amplitude of the error signal. So, a kind of power formulation for the
error signal can be considered as a cost function:

J =
end∑
n=0

e2(n).

The error signal e(n) depend on the parameter vector υ deϐined as

υ =
[
β
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(S)
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(S)
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(S)
b , σ

(S)
b

]T
,

this means that the cost function also depends on υ, J = J(υ). The optimization
problem can be reformulated as

min
υ

J(υ), J : (0, 1)16 −→ R+.
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The simulation contains some random signals that are chosen as non‑repeatable.
This is for example the case for the random noise injected to identify the secondary
path model. This means that the cost function is non‑deterministic with respect to
υ, because it often happens that

υ1 = υ2 but J (υ1) ̸= J (υ2) .

The cost function is not only dependent from the parameter vector υ but also from a
random parameter ε:

J = J(υ,ε).

ε is a random parameter that changes each simulation run and characterizes the
non‑repeatable aspect of random signals in the simulation. It is therefore
responsible for the non‑deterministic characteristic of the cost function. Due to the
non‑deterministic aspect of the cost function, some changes are made in it. For each
parameter vector υ, the simulation is run Q‑times and for each simulation, a cost
function Jq = J (υ,εq) is calculated. The new cost function for υ is deϐined as

J (υ,ε) = max{J1 (υ,ε1) , . . . , Jq (υ,εq) , . . . , JQ (υ,εQ)}

The idea is to choose the worst simulated case, and to ϐind the best worst case of all
parameter vectors tested. It should be noticed that the gradient of the simulation
cannot be determined.
In summary, the optimal argument for a non‑deterministic function whose gradient
cannot be calculated should be found. For such a problem, metaheuristic
procedures are a convenient option. For this purpose, a Matlab App named
”Simulation Parameters ‑ Global Optimization Toolbox” was developed with the
Matlab AppDesigner Toolbox.
The App developed is a kind of optimization toolbox for simulations. It can handle
non‑deterministic simulations and can also use the parallel tools of Matlab to run
the simulations in parallel. In the App, three algorithms have been implemented so
far, namely genetic algorithm (GA), particle swarm optimization (PSO), and general
pattern search optimization (GPSO). Three versions of the App were design. The
ϐirst version is for optimizing a one‑dimensional signal in a simulation. The second
version named ”Simulation Parameters ‑ Global Optimization Toolbox ‑ Weighted
Version” is for optimizing two one‑dimensional signals under consideration of given
weights for each signal. Figure 6.13 shows
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Figure 6.13: Simulation optimization app ‑ SISO Weighted version

a screenshot of this version of the App. The third version named ”Simulation
Parameters ‑ Global Optimization Toolbox ‑ Weighted Version ‑ MIMO” has the same
function as the second version, but can also handle multidimensional signals. More
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details to the App and the different versions are given in the Appendix A.1.

6.1.5 SISO-system

In this section, the result of the simulations for single suspensions corresponding to
each conϐiguration will be presented. Here, we used feedforward ANC. For that
reason a feedforward signal (primary noise) and a feedback signal (error signal)
should be provided to the control algorithm. This means that not only the error
signal should be sensed, but also the primary noise. To minimize vibrations, three
physical quantities can be considered: the position, the velocity and the
acceleration. Which physical quantity is to choose depends on the application. In
our case for example, the acceleration is the physical quantity that can be easily
measured with low effort compared to the velocity and the position. Therefore, the
acceleration is used as quantity to minimize. So, the primary noise is in this case the
ground acceleration, and the acceleration measured on the payload is considered as
error signal. The secondary path is the path from the control input to the error
signal. In this case, the control input is the input voltage of the voice‑coil motor.
The block diagram of the simulation is shown in Figure 6.14. For all conϐigurations,
a signal containing the frequencies of 5Hz, 10Hz, 15Hz and 20Hz with an
amplitude around 21.5m/s2 is input as primary noise. A band‑limited white noise is
injected in the secondary path for identiϐication purposes. According to Hansen
et al. [34], the amplitude of the secondary noise should be chosen such that the
output caused by it is only around 4% of the output caused by the primary noise.
The simulation will run for 100 seconds. From the beginning, the secondary noise is
injected to the system and after 30 seconds the primary noise is activated.
It should be mentioned, that the simulations designed here are only for test
purposes on some arbitrarily chosen frequencies. To complete the simulation
design, some tests should be done on test benches to identify which frequencies
really appear in the physical system. Then, tests should be made to ϐind if the found
optimal parameters are also effective for those frequencies, or if the parameters
should also be optimized for those frequencies.
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Figure 6.14: Simulink block diagram of ANC simulation
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Configuration 1

Figure 6.15 shows the result of the simulation for the suspension conϐiguration 1. In
the ϐirst column, there are the plots shown in the optimization app.
For all conϐigurations, the general pattern search algorithm is used as optimization
algorithm. From the App, we get the graphs of the error and the generated input for
the best candidate of the last iteration. We also get the progression of the cost
function and of the search radius over the generations. On the right column, the
during the simulation generated primary and secondary noises, and the resulting
error with inactive ANC controller are plotted. To make the comparison easier, we
have then plotted the error generated from the noises without any control strategy
(black curve), and the error generated when the ANC controller is applied to the
system (red curve) are plotted in the same graph.
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Figure 6.15: Result of the Simulation Optimization App ‑ Conϐiguration 1

Figure 6.15 shows that the passive behavior of the system reduces the acceleration
from an amplitude around 21.5m/s2 to an amplitude around 5.5m/s2, which
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corresponds to an attenuation of 11.84dB. The application of the ANC reduces this
noise to 1.90m/s2, which is an additional reduction of 9.23dB. So, the total
attenuation is 21.07dB. The control signal generated by the ANC controller has an
amplitude around 2.25V with an offset of 0.45V .

Configuration 2

Figure 6.16 shows the result for the suspension conϐiguration 2. The suspension
passively attenuates the noise to an amplitude of 5m/s2 with an offset of 1m/s2. So,
for this conϐiguration a passive attenuation of 12.67dB is reached. The ANC
controller leads to a reduced error signal with an amplitude around 1.2m/s2 with
no offset. This corresponds an additional attenuation of 12.40dB and a total
reduction of 25.07dB. The control signal generated has an amplitude around 14.4V

with an offset of−0.6V .
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Figure 6.16: Result of the Simulation Optimization App ‑ Conϐiguration 2
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Configuration 3

The result of the simulationof suspension systemwith the conϐiguration3 is in Figure
6.17. Without controller, the suspension was able to damp the noise to an error with
an amplitude of 6.4m/s2 and an offset of 1m/s2. This corresponds to a reduction of
10.53dB. The ANC controller reduces the error signal to an amplitude of 0.75m/s2, so
an additional attenuation of 18.62dB, which gives a total reduction of 29.15dB. The
control signal has an amplitude around 2.13V with an offset of 0.1V .
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Figure 6.17: Result of the Simulation Optimization App ‑ Conϐiguration 3

Configuration 4

Figure 6.18 presents the result of the simulation of suspension system with the
conϐiguration 4. This conϐiguration passively reduces the noise to an error signal
with an amplitude of 5.72m/s2 and an offset of 1.38m/s2. This is an attenuation of
11.5dB. The integration of the ANC controller to the system leads to an error signal
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with an amplitude of 1m/s2. This an additional attenuation of 15.15dB and a total
attenuation of 26.65dB. The control signal generated by the ANC controller has an
amplitude around 2V with an offset of ‑0.3V .
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Figure 6.18: Result of the Simulation Optimization App ‑ Conϐiguration 4

The simulation results of the four suspension conϐigurations are resumed in Table
6.1. We can noticed that the conϐigurations that do not have a lower spring

Table 6.1: Simulation results of ANC on single suspensions
Passive damping Active damping Actuation

Conϐigu‑
ration

Ampli‑
tude in
m/s2

Attenua‑
tion in
dB

Ampli‑
tude in
m/s2

Attenua‑
tion in
dB

Ampli‑
tude in
V

Offset
in V

Total
attenua‑
tion

1 5.50 11.84 1.90 9.23 2.25 0.45 21.07
2 5.00 12.67 1.20 12.40 14.40 ‑0.60 25.07
3 6.40 10.53 0.75 18.62 2.13 0.10 29.15
4 5.72 11.50 1.00 15.15 2.00 ‑0.30 26.25
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(conϐigurations 3 and 4) have a lower passive attenuation, but a higher active
attenuation with lower control effort. Conϐiguration 2 has also a good overall
attenuation, however, the control effort required is too high compared to others
conϐigurations. The found parameters were also used to run the simulations with
other frequencies. They still worked, and the result was similar to the ones
presented here. However, there are some frequencies for which they does not
work.

6.1.6 MIMO-system

The are two possibilities to used ANC on the isolation platform (MIMO‑system). The
ϐirst one is to use the proposed ANC algorithm for SISO‑system and to apply it on
each suspension. This is a kind of decentral control, since the ANC algorithm does
not consider the inϐluences of the suspensions on each other. The second possibility
is to adjust the algorithm proposed for SISO‑systems to apply it on MIMO‑systems.
This would be the central control with ANC.

Decentral Control

For decentral control, the same ANC algorithm used for the single suspension is
used. The Simulation Optimization App is used to determine the optimal
parameters for the simulation for each conϐiguration. Since simulations for single
suspensions have already been optimized, the optimal values found are used as
start value for the new optimization problem. Therefore, an additional option has
been added to the Simulation Optimization App. This is the start value, which is
optional and should be stored in the mat‑ϐile required for the simulation.
Figures 6.19, 6.20, 6.21, and 6.22 show the result of the App for decentral control of
the isolation platform respectively with the suspension conϐigurations 1, 2, 3, and 4.
The ϐirst remark here is that the solutions obtained for the parameters for single
suspension problem are not optimal for the decentral control problem.
Another optimization problem should be solved using the MIMO version of the
Optimization App to ϐind better parameters. The results are also shown in Table
6.2.
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Figure 6.19: Result of Simulation Optimization App ‑ Decentral ‑ Conϐiguration 1
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Figure 6.20: Result of Simulation Optimization App ‑ Decentral ‑ Conϐiguration 2
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Figure 6.21: Result of Simulation Optimization App ‑ Decentral ‑ Conϐiguration 3
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Figure 6.22: Result of Simulation Optimization App ‑ Decentral ‑ Conϐiguration 4
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Table 6.2: Simulation results of decentral ANC for MIMO‑system
Passive damping Active damping Actuation

Conϐigu‑
ration

Ampli‑
tude in
m/s2

Attenua‑
tion in
dB

Ampli‑
tude in
m/s2

Attenua‑
tion in
dB

Ampli‑
tude in
V

Offset
in V

Total
attenua‑
tion

1 7.40 9.26 4.02 5.30 1.85 0.10 14.56
2 5.50 11.84 4.55 1.65 5.75 ‑0.25 13.49
3 7.50 9.15 1.05 17.08 2.00 0.10 26.23
4 6.70 10.13 3.14 6.58 2.00 ‑0.10 16.71

According to the results, the conϐiguration 3 has the best attenuation behavior,
followed by the conϐiguration 4. In the conϐigurations 1 and 2, the in the App used
algorithm could not ϐind reasonable parameters to increase the primary noise
reduction.

Central Control

For central control with ANC, the algorithm is adapted for MIMO‑systems. This leads
to following reformulations for the control part:
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and to the following reformulations for the secondary path identiϐication:
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]T
. . .[

G
(S)
oebl(n)− y(n)ŷT (n− k)
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Like in SISO‑case, the parameters
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should be chosen in the interval (0, 1). Here, we should notice, that the
formulations above were written intuitively based on SISO ANC, and a formal
derivation is not available.
The parameter optimization for each conϐiguration is done using the MIMO version
of the Simulation Optimization App. The results of the Optimization App for each
conϐiguration are shown in Figures 6.23, 6.24, 6.25, and 6.26. Table 6.3 gives an
overview of the results in a quantitative form.

Table 6.3: Simulation results of central ANC for MIMO‑system
Passive damping Active damping Actuation

Conϐigu‑
ration

Ampli‑
tude in
m/s2

Attenua‑
tion in
dB

Ampli‑
tude in
m/s2

Attenua‑
tion in
dB

Ampli‑
tude in
V

Offset
in V

Total
attenua‑
tion

1 7.40 9.26 4.50 4.32 1.50 0.03 13.58
2 5.50 11.84 6.10 ‑0.90 15.00 ‑0.02 10.94
3 7.50 9.15 4.90 3.69 1.90 0.04 12.84
4 6.70 10.13 5.00 2.54 1.75 ‑0.05 12.67
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Figure 6.23: Result of Simulation Optimization App ‑ Central ‑ Conϐiguration 1
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Figure 6.24: Result of Simulation Optimization App ‑ Central ‑ Conϐiguration 2
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Figure 6.25: Result of Simulation Optimization App ‑ Central ‑ Conϐiguration 3
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Figure 6.26: Result of Simulation Optimization App ‑ Central ‑ Conϐiguration 4
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The results show that the conϐiguration 1 has the best noise reduction. For the
conϐiguration 2, the App could not ϐind parameter to achieve noise reduction with
the active part of the system. What can be observed here is that central ANC was not
able to achieve better noise reduction than decentral ANC.

6.2 Robust control

Robust control is the second alternative we have chosen for suspension control. In
contrast to feedforward ANC, robust controllers based on H∞ optimization do not
need the primary noise signal to be measured, and the controller is not adaptive.
Therefore, it does not need as much computational resources as feedforward ANC to
be implemented. The main goal is to design a controller that will ensure the robust
stability and the robust performance of the system. To test the functionality of robust
control on our system, we will ϐirst design robust controllers for each suspension
conϐiguration considered as SISO‑system. Then, they will be applied on the whole
platform considered as MIMO‑system.

6.2.1 SISO-system

In order to design a robust controller for each suspension, the suspension dynamic
is reformulated in form of a generalized plant as shown in Figure 6.27.

+ +

Figure 6.27: Generalized plant for single suspension

As weighted exogenous outputs, we consider the signals ea and eu, which are
respectively the weighted payload acceleration and the weighted control input. The
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weights Wa and Wu are kind of performance weighting functions which implicitly
specify some design requirements. At the very beginning, the idea were to consider
the ground acceleration as system input. However, the generalized plant derived
using ground acceleration as system input did not fulϐill all necessary requirements
for a controller design with this method (e.g. controllability, observability). For that
reason, the generalized plant is considered with the ground displacement r as
suspension input.
Robust controllers should be designed for the four suspension conϐigurations.
However, the generalized plants of the conϐigurations 3 and for 4 have implicit
dynamics in form ofEẋ = Ax+Bu

y = Cx+Du
,

whereE is a singular matrix. Therefore, their dynamic cannot be transformed in an
explicit dynamic, and this is an obstacle to the design of anH∞ controller. So, for the
robust controller design usingH∞ optimization based methods, only conϐigurations
1 and 2 are concerned.
The ϐirst step to describe the generalized plant is the deϐinition of the uncertainties
and the differentweight functions. As plant uncertainties, we considered the payload
with an uncertainty of±20%, and the motor damping with an uncertainty of±50%.
The weight function Wa of the acceleration output is a kind of performance weight
function deϐined in this case as

Wa(s) = 1.67 · s+ 173.21

s+ 0.8661
.

The weightWu of the control effort is deϐined a high pass with

Wu(s) = 0.1 · s+ 5.44

s+ 1088
.

The weight functions of the input disturbance and sensor noises are chosen as
constants:

Wr = 0.005, Wda = 0.5.

In the blockAct, the uncertain dynamic of the actuator is considered. The dynamic
of the voice‑coil actuator itself has already been considered in the plant dynamic. As
dynamic uncertainty, we consider a multiplicative uncertainty coupled with a delay
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of 1ms. The nominal dynamic of this block is

Act(s) = W unc(s) =
2000

s+ 2000
.
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Figure 6.28: Bode diagram of weight functions

Figure 6.28 shows the bode diagrams of the different weight functions and the
multiplicative uncertainty of the actuator dynamic.
To design the controller, the Matlab functions for H∞‑synthesis, and for the
µ‑synthesis with µ‑K iteration andD‑K iteration are used.

Configuration 1

As mentioned above, three H∞‑based controllers were designed: KH∞, KµK and
KDK . They are all robust stable but the robust performance is not guaranteed.
Figure 6.29 shows the different singular values for each controller. The left row is
for the robust stability and the right row for the robust performance.
The designed controllers have the orders

NK−H∞ = 10, NK−µK = 19, and NK−DK = 25.
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Figure 6.29: Singular value for robust stability (left) and performance (right) ‑
Conϐiguration 1
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Figure 6.31: Bode diagram of designed controllers ‑ Conϐiguration 1

For implementation, it is desirable to have controllers with low orders. Therefore,
an order reduction is applied on the controllers (Figure 6.30). The aim of the order
reduction is to reduce the order of a transfer function while preserving its main
characteristics. After the order reduction, the order of the new controllers are

N red
K−H∞ = 7, N red

K−µK = 8, and N red
K−DK = 7.
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Figure 6.32: Bode diagram of closed‑loop ‑ Conϐiguration 1
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The bode diagrams of the designed controllers are shown in Figure 6.31. The bode
diagrams of the closed‑loop systemwith each controller are shown in Figure 6.32.

Configuration 2

The same procedure is applied for the suspension conϐiguration 2. Like for
conϐiguration 1, the designed controllers guarantee the robust stability but not the
robust performance (Figure 6.33). The orders of the initial controllers are

NK−H∞ = 8, NK−µK = 37, and NK−DK = 35.

After applying the order reduction on them (Figure 6.34), their orders become

N red
K−H∞ = 7, N red

K−µK = 7, and N red
K−DK = 10.

The bode diagrams of the closed‑loop system with each controller are shown in
Figure 6.36.
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Conϐiguration 2
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Figure 6.34: Controller order reduction ‑ Conϐiguration 2
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Figure 6.36: Bode diagram of closed‑loop ‑ Conϐiguration 2

In summary, three types of H∞‑based controllers were design for the robust
control of single suspensions. The bode diagrams of the closed‑loops (Figures 6.31
and 6.35) show that the controllers designed with H∞‑synthesis (KH∞) have the
best damping behavior and the ones designed with the µ‑K iteration (KµK) the
worst. However, the singular values (Figures 6.29 and 6.33) show that the KH∞

have the worse performance behavior, and KµK the best. The controllers designed
with the D‑K iteration KDK seem to be a good compromise. Considering Figures
6.32 and 6.36, we can say that the damping behavior of the closed‑loop is better for
the conϐiguration 2 than for the conϐiguration 1.

6.2.2 MIMO-system

For the three dimensional platform, two control structures are applied: decentral
structure and central structure.

Decentral control

For the decentral control, no new controllers are designed. Instead, the controllers
designed for single suspensions are applied on each suspension of the isolation
platform. Since the controllers were designed with position excitation as input, we
also use the dynamic which has the position excitation as disturbance input, and we
apply the reduced order controllers. Figures 6.37, 6.38 and 6.39 show the bode
diagrams of the closed‑loop systems with the suspension conϐiguration 1, with
respectively H∞ controller, µ‑K controller and D‑K controller. Figures 6.40, 6.41
and 6.42 show the same diagrams for the suspension conϐiguration 2. Although the
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positions xr is written as input in the bode diagrams, the accelerations ar are
considered as input to plot these diagrams.

Figure 6.37: Bode diagram of closed‑loop of MIMO system ‑H∞ ‑ Decentral control ‑
Conϐiguration 1

Figure 6.38: Bode diagram of closed‑loop ofMIMO system ‑ µ‑K iteration ‑ Decentral
control ‑ Conϐiguration 1

Figure 6.39: Bode diagramof closed‑loop ofMIMOsystem ‑D‑K iteration ‑Decentral
control ‑ Conϐiguration 1

The results of the bode diagrams show that the decentral controllers stabilize the
isolation platform and have a good damping behavior. Like for single suspension, the
robust stability is guaranteed, but not the robust performance, and the best tradeoff
remains the controllers designed with theD‑K iteration.
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Figure 6.40: Bode diagram of closed‑loop of MIMO system ‑H∞ ‑ Decentral control ‑
Conϐiguration 2

Figure 6.41: Bode diagram of closed‑loop ofMIMO system ‑ µ‑K iteration ‑ Decentral
control ‑ Conϐiguration 2

Figure 6.42: Bode diagramof closed‑loop ofMIMOsystem ‑D‑K iteration ‑Decentral
control ‑ Conϐiguration 2

Central control

In the central control structure, not only single suspensions are considered for
controller design, but the whole system dynamic. The same weight functions as for
single suspensions are used here. The three types ofH∞‑based controllers used for
single suspensions are designed for the MIMO‑system. They are all robust stable
but do not achieve the robust performance as their singular values show in Figures
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6.44 and 6.48. After controller order reduction, we get controllers with orders

N red
K−H∞ = 19, N red

K−µK = 24, and N red
K−DK = 19

for conϐiguration 1, and

N red
K−H∞ = 16, N red

K−µK = 22, and N red
K−DK = 24

for conϐiguration 2. Figures 6.45, 6.46 and 6.47 show the bode diagrams of
closed‑loop systems for each controller with conϐiguration 1, and Figures 6.50, 6.51
and 6.52 show the same for conϐiguration 2. Like in other control structures,
controllers designed with D‑K iteration give the best tradeoff between the robust
stability and the robust performance.
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Figure 6.43: Controller order reduction ‑ Central control ‑ Conϐiguration 1
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Figure 6.44: Singular value for robust stability (left) and performance (right) ‑
Central control ‑ Conϐiguration 1

Figure 6.45: Bode diagram of closed‑loop of MIMO system ‑ H∞ ‑ Central control ‑
Conϐiguration 1



6 Controller design 137

Figure 6.46: Bode diagram of closed‑loop of MIMO system ‑ µ‑K iteration ‑ Central
control ‑ Conϐiguration 1

Figure 6.47: Bode diagram of closed‑loop of MIMO system ‑ D‑K iteration ‑ Central
control ‑ Conϐiguration 1
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Figure 6.48: Singular value for robust stability (left) and performance (right) ‑
Central control ‑ Conϐiguration 2
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Figure 6.49: Controller order reduction ‑ Central control ‑ Conϐiguration 2

Figure 6.50: Bode diagram of closed‑loop of MIMO system ‑ H∞ ‑ Central control ‑
Conϐiguration 2

Figure 6.51: Bode diagram of closed‑loop of MIMO system ‑ µ‑K iteration ‑ Central
control ‑ Conϐiguration 2
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Figure 6.52: Bode diagram of closed‑loop of MIMO system ‑ D‑K iteration ‑ Central
control ‑ Conϐiguration 2

Out of this section about robust control, we can said that the controllers designed
guaranteed the robust stability but not the robust performance. A crucial element
of robust control with H∞ optimization is the choice of the weight functions.
However, there are no formal procedures describing how to choose these functions,
just some indications on how they should look like. The choice of good weight
functions required a good knowledge of the physical system and a good experience
of the control engineer. And even if these criteria a met, they do not guarantee the
choice of the optimal weight functions for the controller design.
From the three types of H∞‑based controllers designed here, the µ‑synthesis with
D‑K iteration had the best results. The closed‑loop behavior was better for
decentral control than for central control. This is a bit surprising because the
central control is designed based on the whole system dynamic including the
inϐluence of the suspensions on each other, which is not taken in account while
designing decentral controllers. This may be due to the inappropriate choice of the
weighting functions.

6.3 Summary

The aim of this Chapter was the design and simulation of controllers for the
vibration control on the isolation platform. Two types of control strategies have
been used. The ϐirst one is the ANC. For ANC, an algorithm based on adaptive IIR
ϐilters has been proposed. With this algorithm, the chances of landing on a local
optimum or having a biased optimum while solving the optimization problem of
adaptive IIR ϐiltering should be reduced. Since the stability of adaptive IIR ϐilters is
not guaranteed, propositions have been made to monitor the stability during the
adaption. The adaption algorithm contains many parameters whose values are not
clearly specify, and are case‑dependent. Only the intervals in which the values
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should be chosen are given. For an application with many parameters, ϐind the
optimal parameters without any tool is very time consuming, and it is not
guaranteed that good parameters will be found. This issue was solved by
reformulating the problem as an optimization problem w.r.t the parameters.
Therefore, a Matlab‑App has been developed. This App is designed to ϐind the
optimal parameters in simulation (Simulink) optimizing speciϐic signals. There are
three versions of the App depending on the application.
The Optimization App was used for parameter optimization for the simulation of
ANC controllers. The application of ANC for single suspensions gave good results,
especially for the conϐiguration 3. The conϐiguration 2 also achived a good
attenuation, but it needs much more energy compared to the others conϐigurations.
This results were summarized in Table 6.1.
ANC has also been applied on the whole platform. Since the platform is a MIMO
system, there were two possibility. The ϐirst one is the decentral control. The
parameters found for the single suspension did not worked for decentral control.
Another parameter optimization problem had to be solved with the optimization
App to ϐind better parameter values. The results are shown in Table 6.2. All
conϐigurations could achieved an active attenuation except the conϐiguration 2. The
best attenuation was achieved by the conϐiguration 3.
For central ANC, an algorithm for MIMO system were proposed based on SISO ANC
algorithm. Similar to decentral ANC, all conϐigurations could achieved an active
attenuation except the conϐiguration 2. The best conϐiguration was achieved by the
conϐiguration 1. Overall, using ANC, the decentral control has achieved better
results than the central control.
The second control strategy used was robust control. This was only possible for the
conϐigurations 1 and 2. Three types of H∞‑based controllers were used:
H∞‑synthesis, µ‑synthesis with µ‑K iteration, and withD‑K iteration. The analysis
of controllers for single suspensions showed that theH∞‑synthesis controllers had
the best nominal damping, but the worst performance. In contrast, the µ‑K
iteration controllers had the best performance and the worst damping behavior.
The D‑K iteration controllers appeared like a compromise between H∞‑synthesis
and µ‑K iteration. The robust control design for the whole platform gave similar
results for decentral control as well as central control. The results of the decentral
control were even better than the results of the central control.

After controller design, the next step of the development process for control system
is the controller implementation. This is theme of the next Chapter.
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7 Hardware implementation

The three ϐirst steps of the development process for control systems have been
worked through in Chapters 5 and 6. In this chapter, we will deal with a part of the
controller implementation, which is next stage of the control system development
procedure. Our focus here is on the On‑Target Rapid Control Prototyping (OTRCP).
The objective of the OTRCP is the design and the analysis of the controller under
real environment conditions and with real target hardware. Therefore, the
controller should be implemented by code generation on a Target system, and the
real plant is considered. OTRCP allows data logging and visualization blocks so that
further analysis of the system is possible. However, it is not optimal from memory
usage and stability point of view [32]. Figure 7.1 shows the signal ϐlow of OTRCP for
our control system. The control algorithm designed in Matlab/Simulink is ϐlashed
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Figure 7.1: On‑Target Rapid Control Prototyping

on a processing unit. The processing unit receives information from sensors. Based
on the algorithm ϐlashed on it, it should process the received data and generate a
control signal for the actuators. For analysis purposes, the connection and the
signal ϐlow between the development computer and the processing unit should
remain active. However, this causes an additional latency, which can affect the
performance of the system.

7.1 Components

For the implementation of a control system, three main components are needed: the
processing unit, the sensors, and the actuators.
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Processing unit

The processing unit is the central component of a control system. It must manage
and regulate all communications between the different components and perform
the operations and calculations implemented in the control algorithm. One of the
requirements here is the compatibility with Matlab/Simulink and the possibility to
run Matlab/Simulink in external mode on the processing unit. Regarding these
requirements, Arduino boards are a good choice. There are already a Matlab
extension and Simulink extension for Arduino boards, which facilitate the
implementation of Simulink programs on Arduino boards and the real‑time analysis
of data coming from Arduino in Simulink. There are many variants of Arduino
boards. For our control system, Arduino Due were chosen (Figure 7.2). Arduino
Due is the ϐirst Arduino board with an 32‑bit ARM architecture. It has a clock speed

Figure 7.2: Arduino Due board

of 84MHz, a ϐlash memory of 512KB for storing code, and a SRAM of 96KB. In
comparison, the well known Arduino Uno board has a clock speed of 16MHz, a
ϐlash memory of 32KB and a SRAM of 2KB. The operating voltage of Arduino Due
is 3.3V . Arduino Due provides many interfaces. The most relevant for our
application are the USB interface for the connection with the computer; the analog,
digital, PWM, SPI, I2C interfaces for reading sensor data and sending commands to
actuators.

Accelerometer

Accelerometers are used to sense the vibration on the platform, and also on the
ground for ANC. As accelerometer, ADXL345 was chosen. It is an low power 3‑axis
accelerometer that can measure up to ±16g and has an I2C as well as a SPI digital
interface. Its maximum SPI clock speed is 5MHz, and with I2C it can reach a
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Figure 7.3: ADXL345 accelerometer

maximum clock speed of 400kHz. It has an output data rate up to 3200Hz.
However, this is only possible with an SPI communication rate greater than 2MHz.
The maximum output data rate with I2C communication is 800Hz and can only be
reached if the 400kHz I2C are used.

Voice-coil motor and motor driver

The voice‑coil motor chosen for our application has already been described in
Chapter 5. To interpret the actuation command given from Arduino, a motor driver
is needed. The motor driver is generally connected to the control board, to the
voltage source, and to the actuator. Its task is to convert the motor commands
coming from control board into input voltage for the motor. MD10C was chosen as
motor driver (Figure 7.4). MD10C is a bidirectional motor driver for brushed DC

Figure 7.4: Voice‑coil motor and motor driver

motors. It is designed for high current applications (up to 13A continuous and 30A

peak) and does not required a heat sink. It supports motor voltages between 5V

and 25V , and has a logic voltage level of 3.3V and 5V . It can support PWM
frequency up to 20KHz and both locked‑antiphase and sign‑magnitude PWM
operations. For the test benches, the voltage for the motor drivers is supplied with a
laboratory power supply unit.
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Disturbance generation

To test the control algorithms, ground vibrations should be generated in the test
benches. In order to build a noise proϐile similar to the real plant disturbances, a
drone motor and a corresponding propeller are used to generate the vibrations. In

Figure 7.5: Excitation system components

the single suspension test bench, the drone motor is attached on the bottom of the
actuator, so that the vibrations generated by the motor‑propeller subsystem are
directly transmitted to the actuator. To control the motor velocity, an Electronic
Speed Controller (ESC) is used, which is controlled with an Arduino Nano and a
potentiometer. The voltage is provided from a Lithium Polymer (LiPo) battery.
These different components are shown in Figure 7.5.

7.2 SISO-system

Figure 7.6 shows the OTRCP system for the single suspension test bench. The
disturbance generation system is an independent system as described above. The
Arduino Due board used here as processing unit is connected to the computer via
an USB cable. Then, it is connected to other components as shown in Figure 7.8. We
have two accelerometers to measure the ground vibrations and the vibrations of the
payload. The accelerometers communicate with the Arduino Due using SPI
protocol. SPI communication has the advantage of being faster than I2C
communication. Furthermore, the I2C communication with ADXL345
accelerometers has only two addresses. This means that more than two
accelerometers cannot be connected to the Arduino board using the I2C
communication protocol. The motor driver is control with two PWM signals. One
signal modulates the amplitude of the motor voltage, and the other signal
modulates the sign of the voltage.
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Figure 7.7: Test bench for single suspension ‑ Physical system

Figures 7.7 shows the single suspension test bench in the laboratory.
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7.3 MIMO-system

In the isolation platform test bench, six accelerometers are used for three
suspensions mounted. Each suspension has an accelerometer at the bottom and
another on the top. The SPI communication is used. For each suspension, there is
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Figure 7.9: Sensor and actuator system for isolation platform test bench

one motor driver, which is connected to the Arduino board through PWM pins
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(Figure 7.9). The excitation system is similar to the excitation system of the single
suspension. But here, all four motors of the drone form an independent system
which is controlled with an Arduino board. The vibrations generated by the motors
are transmitted through the drone frame to the suspension systems. Figure 7.10

Figure 7.10: Test bench for isolation platform ‑ Physical system

shows the isolation platform test bench in the laboratory.

7.4 Summary

The goal of this Chapter were the OTRCP. The different components of the OTRCP
have been presented. The test bench for single suspension and the test bench for the
whole platform in the laboratory were shown in Figures 7.7 and 7.10.
Due to delays in the production, actuator components could not be manufactured on
time. Hence, it was not possible to go to the end of OTRCP.
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8 Conclusion and outlook

Owing to their low cost and wide perspectives they offer, UAVs are becoming more
and more popular for several applications. However, there are some limitations on
their applications due to the vibrations occurring. There are several concepts
developed to reduce the effect of vibrations on the payload. The concepts that can
be classiϐied as mechanical vibration damping have the capacity of damping a wide
range of vibration frequency and amplitudes.
Within the scope of this work, a concept for the isolation of measurement
equipments on an UAV should be developed. Therefore, the design of an isolation
platform for measurement equipments for UAV applications was the main objective
of this thesis. The platform should be usable for several applications.
Based on the application of the platform, different requirements were established.
Then a concept were derived following the technical product design procedure
according to VDI 2221. From this procedure, a mechanical model for the isolation
platform and the actuator could be derived. Additionally, two test benches were
developed for test purposes.
Also for test purposes, simulation environments were designed. Therefore, four
structural conϐigurations of the actuators have been considered. The dynamic of
each conϐiguration was derived and analyzed. The conϐiguration 1 offered the best
passive property while the conϐiguration 3 offered the best active property. The two
other conϐigurations were somewhere between the both, but the conϐiguration 4
showed a better compromise. The analysis was also done on the dynamic of the
whole isolation platform, and it showed similar behavior as in single suspensions.
But it also showed that the system dynamic is coupled. The simulation environment
was designed using the Simscape Toolbox of Matlab/Simulink.
After the dynamic analysis, the next step of the development process of the control
system was controller design and analysis. Since the platform should operate in a
rough environment, adaptive control and robust control were chosen as control
strategies. Both strategies are known to be capable of handling uncertain systems.
As adaptive control strategy, ANC was chosen. An algorithm for IIR ANC was
proposed. The aim of this algorithm is to decrease the probability of ϐinding a local
optimum or biased optimum while solving the adaptive IIR ϐiltering problem.
Propositions are also made for stability monitoring. The proposed algorithm and
one of the propositions for stability monitoring were implemented in the
simulation environment. There was also the problem of ϐinding the best algorithm
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parameters ϐitting the application. For that, a Matlab‑App were develop with three
versions depending on the problem to solve. The combination of the self‑developed
App with the proposed algorithm and stability monitoring gave satisfactory
simulation results for single suspensions. The best isolation were achieved by the
conϐiguration 3. The conϐiguration 2 also achieved a good isolation as all other
conϐigurations, but it required to high control input.
After using ANC on single suspensions, it was also used on the isolation platform in
form of decentral and central control. For both strategies, the best isolation was
achieved by the conϐiguration 3, and the conϐiguration 2 could not achieve
satisfactory attenuation in the system. In general, decentral control provided better
results than central control. The best isolation of the platform was achieved by the
conϐiguration 3 in the decentral control strategy.
The second control strategy considered was the robust control. This strategy could
only be used for two conϐigurations. For controller design, a payload uncertainty of
±20%, and a motor damping uncertainty of±50%were considered. TheH∞‑based
controllers were design: H∞‑synthesis, µ‑synthesis with µ‑K iteration, and
µ‑synthesis with D‑K iteration. For single suspensions, the best nominal damping
was achieved by the H∞‑synthesis controllers, and the best performance was
achieved by the controllers designed with the µ‑K iteration. The controllers
designed with D‑K iteration are somewhere between both other methods in term
of attenuation and performance. The design of controller for the whole platform
showed similar results for both central and decentral control, whereby the
decentral control achieved a better result.
After controller design, the ϐirst steps of the implementation in terms of On‑Target
Rapid Control Prototyping (OTRCP) of the isolation platformwere done. The OTRCP
is one of the ϐirst steps to the implementation of the designed controllers in the
physical system. The different components used for OTRCP were presented for both
test benches. Due to delays in the production, actuator components could not be
manufactured on time, and a further analysis using OTRCP data was not possible.

In summary, during this thesis, we achieved to design a mechanical model for an
isolation platform for several UAV applications. Different actuator designs were also
proposed for the active isolation of the platform. A simulation environment were
designed in Matlab/Simulink using Simscape Toolbox. To control the simulation,
two control strategies were proposed. The ϐirst proposition was ANC. A new
algorithm for ANC with propositions for stability monitoring for IIR ϐilters was
developed. Combined with a self‑developed Optimization Matlab‑App, the new
algorithm achieved to attenuate vibrations in the system. Robust control strategy
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was the second proposition. Attenuation could also be achieved with this strategy,
and the closed‑loop behavior were represented in Bode‑diagrams. After controller
design, the ϐirst steps in the implementation of the controller were made in term of
OTRCP.
To ϐind the parameters for ANC using the self‑developed Optimization App, only the
global pattern search algorithm was used. Other algorithms can be tried out for
optimizing the ANC parameters. In the Optimization App, there are already two
other algorithms that can be tried: genetic algorithm, and particle swarm
optimization. There are also other biologically‑inspired algorithms and heuristic
algorithms that may generates better results, especially for MIMO‑systems. After
ϐinding better optimization algorithms, the proposed algorithm for IIR adaptive
ϐiltering problem can be compared to the already existent bias‑free algorithms. The
effect of the different stability monitoring propositions on ANC with adaptive IIR
ϐilter can also be examined.
Regarding the robust control design, there was a problem of ϐinding optimal
weighting functions. They usually depend on the application, but there are no
formal method how to ϐind them. In the medium term, a task may be to examine
and to characterize the system in order to derived suitable weighting functions
corresponding to the problem. Another task in the medium term is to continue the
OTRCP and the commissioning of the test benches.
A task in the long term could be the integration of the isolation platform on a real
drone with measurement equipments, the analysis of its behavior, and the
comparison with existing isolation systems. Furthermore, the effect of the stability
monitoring algorithm on ANC could be analyzed and an extension of the proposed
ANC algorithm to MIMO systems can be derived.
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A.1 Matlab application designed with AppDesigner

To solve parameter optimization problems, a Matlab App has been designed during
this thesis. The main objective of the App is to solve simulation optimization
problems, where the task is to ϐind the optimal parameters optimizing the power of
speciϐic signals.
There are three versions of this App. The ϐirst version whose interface is shown on
Figure A.1 is developed to optimize the power of a one‑dimensional signal in a
simulation. The cost function formulated in this version is

J =

(
K∑
k=1

e2k

)α

,

where e denotes the signal whose power is to optimize, and ek the discrete values of
e. If the problem is a power minimization problem, then α = 1, else α = −1.
The second version whose interface is shown in Figure A.2 is an update of the ϐirst
version with an expansion of the optimization to two one‑dimensional signals. The
cost function is in this case deϐined as

J =

(
K∑
k=1

Qe · e2k

)αe

+

(
L∑
l=1

Qu · u2
l

)αu

,

where e and u denote the signals whose powers are to optimize, and ek and ul the
discrete values of e and u. αe respectively αu are deϐined as 1 if the power of e
respectively u are to minimize and as−1 if they are to maximize.
The third version whose interface is shown on Figure A.3 is designed for two
multidimensional signals. The cost function used is

J =

(
K∑
k=1

eT
kQeek

)αe

+

(
L∑
l=1

uT
l Quul

)αu

.

e andu are themultidimensional signals whose powers should be optimized, and αe

and αu are deϐined as in the second version.
This formulation of the cost function may be problematic for maximization tasks if
the case where

K∑
k=1

eT
kQeek = 0 or

L∑
l=1

uT
l Quul = 0
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occurs. This leads to an inϐinite cost function, independent from the power of the
other signal. To avoid this problem, the cost function is reformulated as

J = γ1−αe ·

(
1 +

K∑
k=1

eT
kQeek

)αe

+ γ1−αu ·

(
1 +

L∑
l=1

uT
l Quul

)αu

,

where γ is a positive parameter to be deϐine, especially for maximization tasks. This
formulation leads to following formulations for the cost function:

min e2 ∧minu2 ⇒ J = 2 +
K∑
k=1

eT
kQeek +

L∑
l=1

uT
l Quul,

max e2 ∧minu2 ⇒ J = 1 + γ2 ·

(
1 +

K∑
k=1

eT
kQeek

)−1

+
L∑
l=1

uT
l Quul,

min e2 ∧maxu2 ⇒ J = 1 +
K∑
k=1

eT
kQeek + γ ·

(
1 +

L∑
l=1

uT
l Quul

)−1

,

max e2 ∧maxu2 ⇒ J = γ2 ·

(
K∑
k=1

eT
kQeek

)−1

+ γ2 ·

(
L∑
l=1

uT
l Quul

)−1

.

These formulations are normally deϐined for two multidimensional signals. But it
can also be used for one‑dimensional signals. This will cover the functionality of the
second version of the App. It can also be used for one one‑dimensional or one
multidimensional signal. In this case, the App considers the ϐirst signal also as
second signal, but a zeros‑matrix is deϐined as weight for the second signal. The
new cost function is

J = γ1−αe ·

(
1 +

K∑
k=1

eT
kQeek

)αe

.

So, the third version of the App can also cover the functionality of the ϐirst version.
Therefore, only the third version will be used to solve simulation optimization
problems. For a problem with more than two signals to optimize, the different
signals can be packed in a vector an their weights in a matrix in form of

e =


s1
s2
...
sR

 , Qe =


Qs1 0 · · · 0

0 Qs2
. . . 0

... . . . . . . ...
0 0 · · · QsR

 .

The interface of the App is divided in three main sections. The ϐirst section titled
”Simulation Parameters” is for the deϐinition of the problem. It contains following
components:

• continue optimization switch: with this switch, the user can tell the App if he
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want to deϐine a new optimization problem or continuous an already started
optimization problem.

• load .slx or .mdl ϐile for new optimization: with this button, the user can
choose the Simulink ϐile which will be used for the simulation. In the
simulation, the signals to optimize should each go to ”To Workspace” blocks.
All ”To Workspace” blocks should have the save format ”Timeseries” and the
same sample time.

• load .mat ϐile for simulation: by clicking this button, the user can load a mat‑
ϐile, in which all required variables for the simulation are saved.

• load .mat ϐile to continue optimization: this button allows the user to load
a previously from App saved mat‑ϐile of an optimization problem in order to
continue the optimization. This button is only active if the continue
optimization switch is on ”Yes”.

• load .xlsx ϐile, save .xlsx ϐile and clear table: these buttons allow the user to
respectively load the parameters to optimized and their minimum values and
maximum values as xlsx‑ϐile in the App, to save the deϐined parameters as xlsx‑
ϐile, and to clear the table. The table can also be edited manually in the App
with the ”add parameter” and ”delete parameter” subsections.

• Text box below ”delete parameter” subsection: this text box outputs error
messages if an error occurs while deϐining the simulation parameters.

• error name, Qe, ctrl input name and Qu: they are for the deϐinition of the
signals to optimize and the corresponding weights.

• start variable: to deϐine a start value for the optimization problem. This is
optional.

• nondeterministic switch: with this switch, the user can deϐine if the
problem is deterministic or not. In case of nondeterministic simulation, the
”multiple simulations switch” is activated. If the ”multiple simulations
switch” is switched to ”Yes”, the user can choose how many simulations
should be done for each solution candidate. In case of nondeterministic cost
function, the optimization problem is formulated as

min
x

J (x,ε) , x ∈
(
x, x

)
,

where ε is a random parameter. The cost function used for a nondeterminstic
optimization problem withQ simulation runs for each solution candidate is

J (x,ε) = max{J1 (x,ε1) , . . . , Jq (x,εq) , . . . , JQ (x,εQ)}.

The idea behind this formulation is the optimization of the worst case
respectively the best worst case behavior.
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• parallel tool switch: when it is switched to ”Yes”, the App will use the parallel
tool of Matlab for the simulation. It activates a slider to choose the number of
workers that the parallel tool should use.

The second section of the interface is titled ”Algorithm Parameters”. Here, the
optimization algorithm can be chosen and its parameters can be set. So far, three
algorithms have been implemented in the App. They are Genetic Algorithm (GA),
Particle Swarm Optimization (PSO), and Global Pattern Search Optimization
(GPSO). The difference to the classical algorithms is the parameter ”percentages of
new candidates”. With this parameter, the user can set how many solution
candidates of each generation will be randomly chosen in the solution space. This
helps the chosen algorithm to explore the whole solution space when the algorithm
dynamic leads to a local minimum. There are two switch buttons to choose if the
power of the signals deϐined in ”Simulation Parameters” should be minimized or
maximized. ”save each …steps” deϐines after how many iterations App data will be
saved. The App generates a mat‑ϐile containing the solution and some App data.
The generated mat‑ϐiles contains three variables of type structure. The for the user
most important structure variable is named ”Solution” and it contains two ϐields:
”FoundOptimum” and ”FoundOptimumEachStep”. The two other structure variables
are ”AlgoParStruct” and ”SimParStruct”. They are important for the App to continue
an already started optimization problem. In fact, if the user want to continue an
optimization problem, he should load the generated mat‑ϐile by clicking on the
”load .mat to continue optimization” and choosing the ϐile.
The third section of the interface is the ”Algorithm Results”. This section contains
ϐigures in which the signals and the progression of the cost function will be plotted.
There is also a gauge to visualize the evolution of the iterations in percentage, and a
status bar to show information about iterations.
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Figure A.1: Simulation optimization app ‑ SISO version
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Figure A.2: Simulation optimization app ‑ SISO Weighted version
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Figure A.3: Simulation optimization app ‑ MIMOWeighted version
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Kurzfassung

Im Bereich Messtechnik kommt der Einsatz von unbemannten Fluggeräten immer häufiger in 
Frage. Für zahlreiche Messaufgaben bietet der Einsatz solcher Geräte viele Vorteile bezüglich 
der Kosten und der zu treibender Messaufwand. Jedoch sind die auftretenden Vibrationen 
und Störungen ein wesentlicher Nachteil für die Anwendung von diesen Geräten bei vielen 
Messaufgaben. Im Rahmen dieser Arbeit wird eine Plattform für Messgeräte entwickelt. Die 
Plattform wird speziell für den Einsatz auf Drohnen entworfen. Die Aufgabe der Plattform ist 
die darauf angebrachte Messeinrichtung von den Drohnenstörungen zu isolieren. Zu diesem 
Zweck gehen wir durch das Produktentwicklungsprozess nach VDI 2221, um ein mechanisches 
Modell der Plattform zu entwickeln. Dann werden Regelstrategien zur Isolierung der Plattform 
entworfen. Da die auf einer Drohne wirkenden Störungen nicht immer stationär sind, werden 
zwei Regelstrategien angewendet, die für ihren Umgang mit unsicheren Systemen bekannt sind, 
wobei eine von den beiden Methoden aus dem Bereich Akustik kommt.

Abstract

In the field of measurement technology, the use of unmanned aerial vehicles is becoming more 
and more popular. For many measurement tasks, the use of such devices offers many advantages 
in terms of cost and measurement effort. However, the occurring vibrations and disturbances are 
a significant disadvantage for the application of these devices for several measurement tasks. 
Within the scope of this work, a platform for measurement devices is developed. The platform 
is designed specifically for use on drones. The task of the platform is to isolate measurement 
equipments mounted on it from the drone disturbances. For this purpose we go through the 
product development process according to VDI 2221 to design a mechanical model of the 
platform. Then, control strategies are applied to isolate the platform. Since the disturbances 
acting on a drone are not always stationary, two control strategies known for their ability to 
handle uncertain systems are used. One of them comes from the field of acoustic. 
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