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Abstract

In the representation theory of finite groups, the so-called local-global conjectures assert a
relation between the representation theory of a finite group and one of its local subgroups.
The McKay–Navarro conjecture claims that the action of a set of Galois automorphisms
on certain ordinary characters of the local and global group is equivariant. Navarro,
Späth, and Vallejo reduced the conjecture to a problem about simple groups in 2019
and stated an inductive condition that has to be verified for all finite simple groups.
In this work, we give an introduction to the character theory of finite groups and state
the McKay–Navarro conjecture and its inductive condition. Furthermore, we recall the
definition of finite groups of Lie type and present results regarding their structure and
their representation theory. In the second part of this work, we verify the inductive
McKay–Navarro condition for various families of finite groups of Lie type.

In defining characteristic, most groups have already been considered by Ruhstorfer.
We show that the inductive condition also holds for the groups with exceptional graph
automorphisms, the Suzuki and Ree groups, the groups Bn(2) for n ≥ 2, as well as
for the simple groups of Lie type with non-generic Schur multiplier in their defining
characteristic. This completes the verification of the inductive McKay–Navarro condition
in defining characteristic. We further consider the Suzuki and Ree groups and verify
the inductive condition for all primes. On the way, we show that there exists a Galois-
equivariant Jordan decomposition for their irreducible characters. Moreover, we consider
some families of groups of Lie type that do not admit a generic choice of a local subgroup.
We show that the inductive condition is satisfied for the prime ℓ = 3 and the groups
PSL3(q) with q ≡ 4, 7 mod 9, PSU3(q) with q ≡ 2, 5 mod 9, and G2(q) with q ≡ 2, 4, 5, 7
mod 9. Further, we verify the inductive condition for the prime ℓ = 2 and G2(3

f ) for
f ≥ 1, 3D4(q), and

2E6(q) where q is an odd prime power.

Zusammenfassung

In der Darstellungstheorie endlicher Gruppen stellen sogenannte lokal-globale Vermu-
tungen einen Zusammenhang zwischen den Darstellungen einer endlichen Gruppe und
einer ihrer lokalen Untergruppen her. Die McKay–Navarro-Vermutung besagt, dass die
Wirkung von bestimmten Galoisautomorphismen auf einigen gewöhnlichen irreduziblen
Charakteren beider Gruppen equivariant ist. Navarro, Späth und Vallejo führten die-
se Vermutung 2019 auf ein Problem über endliche einfache Gruppen zurück und for-
mulierten eine induktive Bedingung, die für alle endlichen einfachen Gruppen überprüft
werden muss. In dieser Arbeit geben wir eine kurze Einführung in die Charaktertheorie
endlicher Gruppen und formulieren die McKay–Navarro-Vermutung sowie ihre induktive
Bedingung. Außerdem stellen wir endliche Gruppen vom Lie-Typ und wichtige Resultate
über ihre Charaktertheorie vor. Im zweiten Teil wird die induktive McKay–Navarro-
Bedingung für verschiedene Familien endlicher Gruppen vom Lie-Typ nachgewiesen.

In definierender Charakteristik wurde die Bedingung für die meisten Gruppen bereits
von Ruhstorfer betrachtet. Wir zeigen, dass die Gruppen mit exzeptionellen Graphau-
tomorphismen, die Suzuki- und Ree-Gruppen, Bn(2) für n ≥ 2 und die einfachen Grup-
pen mit exzeptionellem Schur-Multiplikator die induktive Bedingung in ihrer definieren-
den Charakteristik erfüllen. Dies schließt den Fall der definierenden Charakteristik ab.
Außerdem betrachten wir die Suzuki- und Ree-Gruppen und weisen die induktive Be-
dingung für alle Primzahlen nach. Dabei zeigen wir, dass es eine Galois-equivariante
Jordan-Zerlegung für ihre irreduziblen Charaktere gibt. Zudem betrachten wir einige
Familien von Gruppen, die keine generische Wahl einer lokalen Untergruppe zulassen.
Wir zeigen, dass die Gruppen PSL3(q) mit q ≡ 4, 7 mod 9, PSU3(q) mit q ≡ 2, 5 mod 9
und G2(q) mit q ≡ 2, 4, 5, 7 mod 9 die induktive Bedingung für die Primzahl ℓ = 3
erfüllen. Außerdem weisen wir die induktive Bedingung für ℓ = 2 und die Gruppen
G2(3

f ) mit f ≥ 1, 3D4(q) und
2E6(q) für ungerade Primpotenzen q nach.
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Introduction

The main object of this thesis is the study of the inductive McKay–Navarro condition
for some finite groups of Lie type. With this work, we contribute to the verification of the
McKay–Navarro conjecture for all finite groups.

Local-global conjectures. The McKay–Navarro conjecture is one of the so-called
local-global conjectures in the representation theory of finite groups. Local-global conjec-
tures assert a relation between the representation theory of a finite group and some of
its subgroups. Thus, they describe a correspondence between a global setting that is the
group itself and its local subgroups that are usually normalizers of subgroups of prime
power order.

The most basic local-global conjecture is the McKay conjecture. It claims that there
is a correspondence between certain irreducible characters of a group and of normalizers
of Sylow subgroups.

Conjecture (McKay). Let G be a finite group, ℓ a prime, and R a Sylow ℓ-subgroup of
G. There exists a bijection

{χ ∈ Irr(G) | ℓ ∤ χ(1)} → {ψ ∈ Irr(NG(R)) | ℓ ∤ ψ(1)}.

This correspondence has originally been observed in [McK72] for the prime ℓ = 2. In
[Isa73], Isaacs proved the above claim for groups of odd order at any prime ℓ. The first
formal statement of the McKay conjecture appeared in [Alp76] together with a refinement
to the setting of blocks. In the following years, many generalizations, refinements, or
related conjectures have been stated, e.g. the Isaacs–Navarro conjecture, Alperin’s weight
conjecture, or Dade’s counting conjectures. For an overview of these related conjectures,
see for example [Nav18].

In this thesis, we are interested in a refinement of the McKay conjecture that was
proposed by Navarro in 2004, see [Nav04]. The values of characters of groups are sums of
roots of unity in C and we can therefore consider the action of Galois automorphisms in
Gal(Qab/Q) on the character values. This induces an action on the irreducible characters
of a group. Navarro observed that the actions of certain Galois automorphisms on the
global and local characters in the McKay conjecture are permutation isomorphic. This
yields the McKay–Navarro conjecture that is also known as the Galois–McKay conjecture.

Reduction to simple groups. The claim of the McKay conjecture is amazingly
simple and can be understood right after introducing irreducible characters of groups as
in Section 1.1. It has been investigated and verified for many families or classes of groups.
However, so far no conceptual proof of it is known. In the last years, there has been a
lot of progress on the proof of the McKay conjecture by using the Classification of Finite
Simple Groups (CFSG).

As a first step, Isaacs, Malle, and Navarro proved the following reduction theorem for
the McKay conjecture by introducing the so-called inductive McKay condition. Thereby,
they reduced the McKay conjecture to a problem about finite simple groups.

Theorem. [IMN07] Assume that the inductive McKay condition holds for all finite sim-
ple non-abelian groups and a fixed prime ℓ. Then, the McKay conjecture is true for ℓ.

7



Introduction

In a second and final step to prove the McKay conjecture, one now has to verify the
inductive McKay condition for all non-abelian simple groups appearing in the CFSG. For
the prime ℓ = 2, this has already been completed in [MS15]. Therefore, the McKay
conjecture holds for ℓ = 2.

For the McKay–Navarro conjecture, Navarro, Späth, and Vallejo proved a similar
reduction theorem in [NSV20]. Thus, they introduced the inductive McKay–Navarro
condition in [NSV20, Definition 3.1] that now has to be verified for all finite simple
groups.

We will state the McKay–Navarro conjecture and its inductive condition in the first
chapter of this thesis after introducing ordinary representations and characters of finite
groups and some preliminary character theoretic results and constructions.

Finite groups of Lie type. From the CFSG we know that, besides the alternating
and sporadic groups, all non-abelian finite simple groups are finite groups of Lie type.
Thus, if we want to verify inductive conditions for all finite simple groups, we naturally
have to study finite groups of Lie type and their representation theory.

Starting with the work of Deligne and Lusztig, the representation theory of finite
groups of Lie type has been investigated thoroughly in the last 50 years. Thus, there is
an extensive and far-reaching theory available that allows us to study representations of a
whole infinite family of groups of a certain type at the same time. We can use these tools
to consider the inductive McKay–Navarro condition for finite groups of Lie type.

We present some basic results about linear algebraic groups and their structure in
Chapter 2. Using this, we give the definition of finite groups of Lie type and mention some
of their properties that we need in later chapters. In Chapter 3, we focus on their repre-
sentation theory and introduce concepts such as Lusztig induction, Jordan decomposition
of characters, Harish-Chandra induction, Gelfand–Graev characters, and a generalization
of these ideas to finite disconnected reductive groups.

Main results. Starting from Chapter 4, we apply the theory that has been introduced
in the previous chapters to the inductive McKay–Navarro condition. There, we first collect
some results that will be useful in the proof of the following main results.

Finite groups of Lie type arise from connected reductive linear algebraic groups that
are defined over an algebraically closed field of positive characteristic p. If we consider the
inductive McKay–Navarro condition for a finite group of Lie type and a prime ℓ, then the
situation depends on whether ℓ is the same as the characteristic p or not. If these primes
are equal, then we say that we are in the case of defining characteristic.

In [Ruh21], Ruhstorfer verified the inductive McKay–Navarro condition for finite
groups of Lie type in their defining characteristic with some exceptions. We considered
these exceptions in [Joh22], yielding the following theorem.

Theorem A. The inductive McKay–Navarro condition is satisfied in the defining charac-
teristic for the groups B2(2

i), G2(3
i), F4(2

i), Bn(2) for integers i ≥ 1, n ≥ 2, for the Suzuki
and Ree groups, as well as for B2(2)

′, G2(2)
′, 2G2(3)

′, 2F4(2)
′, and the simple groups of

Lie type with non-generic Schur multiplier.

This completes the verification of the inductive McKay–Navarro condition in defining
characteristic. We present these results in Chapter 5.

Inspired by the work on Suzuki and Ree groups in their defining characteristic, we
also consider the inductive McKay–Navarro condition for the Suzuki and Ree groups and
arbitrary primes. Since they are the only finite groups of Lie type that do not arise
from Frobenius endomorphisms, it seems natural to study them separately. The following
results can be found in [Joh21].
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Theorem B. The inductive McKay–Navarro condition is satisfied for the Suzuki and Ree
groups for all primes ℓ.

To prove this, we generalize the existence of a Galois-equivariant Jordan decomposition
for connected reductive groups with connected center and Frobenius morphisms from
[SV20] to the Suzuki and Ree groups. Note that the main work for the proof of the
following theorem has already been done by Srinivasan and Vinroot and we only consider
the case of Suzuki and Ree groups, see Proposition 6.6.

Theorem C. Let G be a connected reductive group with connected center defined over
Fq for some prime power q, F a Steinberg endomorphism, and (G∗, F ∗) in duality with
(G, F ). Let m be the exponent of GF and ζm a primitive m-th root of unity. For a Galois
automorphism σ ∈ Gal(Q(ζm)/Q), let b ∈ Z with gcd(b,m) = 1 such that ζσm = ζbm. If

χ ∈ Irr(GF ) has Jordan decomposition (s, ν) for s ∈ G∗F ∗
semisimple and ν a unipotent

character of CG∗F∗ (s), then χσ has Jordan decomposition (sb, νσ).

Theorem B and Theorem C are proven in Chapter 6 apart from some special cases
that are considered separately in Chapter 7.

Similar to these special cases for the Suzuki and Ree groups, there are also other finite
groups of Lie type and primes that cannot be considered together with the other groups
of Lie type of the same type. In the inductive McKay–Navarro condition, we choose and
investigate a normal subgroup that contains the normalizer of a Sylow subgroup. For
most groups of Lie type, there is a canonical choice of this local subgroup that has been
introduced in [Mal07], see Section 2.7. There are some exceptions to this canonical choice
for the primes ℓ = 2 and ℓ = 3. For ℓ = 2, these are the symplectic groups and it has
already been shown that they satisfy the inductive McKay–Navarro condition in [RSF22].
In [Joh21], we considered the exceptions that occur for ℓ = 3.

Theorem D. The inductive McKay–Navarro condition holds for ℓ = 3 and the groups

(a) PSL3(q) with q ≡ 4, 7 mod 9,

(b) PSU3(q) with q ≡ 2, 5 mod 9, and

(c) G2(q) with q ≡ 2, 4, 5, 7 mod 9.

We present the proof of this theorem in Chapter 7.

Besides the work on the case of defining characteristic, most progress on the inductive
McKay–Navarro condition has been made for the prime ℓ = 2 in [SF22] and [RSF22].
We complete the verification of the inductive McKay–Navarro condition for ℓ = 2 and
some families of groups for which it has been already shown that parts of the inductive
McKay–Navarro condition are true.

Theorem E. The inductive McKay–Navarro condition holds for the prime ℓ = 2 and the
simple groups G2(3

f ) for f ≥ 1, 3D4(q), and
2E6(q) for any odd prime power q.

The proof of this theorem is contained in Chapter 8.

9





CHAPTER 1

Representations and the McKay–Navarro conjecture

In this chapter, we give a short introduction to the representation theory of finite
groups and state the McKay–Navarro conjecture and its inductive condition. Throughout,
G always denotes a finite group.

1.1. Representations, characters, and projective representations

We start by introducing some background theory from the representation theory of
finite groups. The definitions and results from this section can be found in any introductory
book on representation theory, see e.g. [Isa76].

In an attempt to be as self-contained as possible, we present the basic definitions
and constructions that are most important in this work. However, we do not aim for
completeness and assume that the reader is familiar with the basic notions.

Representation theory is a powerful tool to investigate the structure of groups. The
idea is easy: We embed a given group G into a group of matrices in order to obtain a
better understanding of the group G itself. As it turns out, considering different choices
of such a group homomorphism for different matrix groups leads to a beautiful theory
that is deeply connected to the structure of the group. In the following, we only study
finite groups and their representation theory. Besides being an interesting concept itself,
representation theory can also be used to prove results that are purely group-theoretic.
Therefore, the representation theory of finite groups (and further also of all kinds of
mathematical objects) has evolved into a huge research area.

Studying representations of finite groups highly depends on the considered matrix
groups and the characteristics of the fields they are defined over. In this work, we are only
concerned with ordinary representation theory, i.e. complex representations and charac-
ters. Therefore, we do not consider representations over other fields and all mentioned
representations and characters are defined over the complex numbers.

Definition 1.1. Let V be any complex vector space of finite dimension n. A complex
representation of a finite group G is a group homomorphism

R : G→ GL(V ).

We say that R has degree n. Two representations R1 and R2 of G are called similar if
there exists an invertible matrix M such that R1(g) =MR2(g)M

−1 for all g ∈ G. Then,
we write R1 ∼ R2.

Similarity defines an equivalence relation on the set of representations. We can also
consider substructures of representations. In the following, we are often interested in
representations that do not have any proper substructures.

Definition 1.2. Let {0} ⊊W ⊆ V be a subspace such that R(g)(W ) ⊆W for all g ∈ G.
We can define a representation by

R′ : G→ GL(W ), g 7→ R(g)|W .

This is called a subrepresentation of R. A representation is called irreducible if it does
not have a proper subrepresentation and has positive degree.

11



Chapter 1. Representations and the McKay–Navarro conjecture

Every representation of a group corresponds to a module of the group algebra CG.
Many of the structures that are introduced in the following can also be considered in
terms of modules. However, we only present them in the language of representations and
characters here.

The following elementary result holds in much more generality and can also be stated
for representations in any characteristic.

Proposition 1.3 (Schur’s lemma). Let R be an irreducible representation of G of degree n.
If M ∈Mn(C) satisfies

MR(g) = R(g)M

for all g ∈ G, then M = ζIn for some ζ ∈ C.

Here and in the following, we write Mn(C) for the set of all n×n-matrices over C and
In for the identity matrix of dimension n.

We now define characters of groups.

Definition 1.4. Let R be a complex representation of G. Then

χ : G→ C, g 7→ Tr(R(g))

is called the character of G afforded by R. The degree of χ is the degree of R. A character
of degree 1 is called a linear character.

Characters of irreducible representations are called irreducible characters. We denote
the set of irreducible characters of G by Irr(G). Let ℓ be a prime. We call a character
of G an ℓ′-character if its degree is not divisible by ℓ and denote the subset of complex
irreducible ℓ′-characters by Irrℓ′(G).

It is easy to see that similar representations afford the same character. Conversely, it
is more involved to show that two representations are only similar if they afford the same
character. Thus, characters are a convenient way to study representations of a group.

Definition 1.5. A class function of a group G is a function from G to C that is constant
on the conjugacy classes of G. We denote the vector space of class functions of G by
CF(G).

The set of irreducible characters forms a C-basis of the space of class functions of a
group. This basis is even orthogonal with respect to the following inner product.

Definition 1.6. For χ, ψ ∈ CF(G), we can define an inner product

⟨χ, ψ⟩G :=
1

|G|
∑
g∈G

χ(g)ψ(g−1).

We sometimes omit the group name in the index. Since the irreducible characters
form a basis of the space of class functions, every class function can be written as a sum
of irreducible characters. More precisely, the following holds.

Lemma 1.7. For every ψ ∈ CF(G) we have

ψ =
∑

χ∈Irr(G)

⟨χ, ψ⟩ · χ.

Definition 1.8. Let χ ∈ Irr(G) and ψ ∈ CF(G) such that we have ⟨χ, ψ⟩ ̸= 0. Then, we
say that χ is an irreducible constituent of ψ. The integer ⟨χ, ψ⟩ is called the multiplicity
of χ in ψ.

We have already mentioned in the introduction that we will be interested in the values
of characters and the action of Galois automorphisms on them. Character values inherit
some important properties from their affording representation.
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1.1. Representations, characters, and projective representations

Lemma 1.9. Let χ be a character of G with degree n and g ∈ G.

(a) χ(g) = ϵ1 + · · ·+ ϵn where ϵi ∈ C such that ϵ
ord(g)
i = 1.

(b) χ(g) ∈ Q(ζm) where m is the exponent of G and ζm ∈ C is a primitive m-th root of
unity.

(c) χ(g−1) = χ(g) where χ(g) denotes the complex conjugate of χ(g) in C.

These claims directly follow after diagonalizing the matrix image of the affording
representation. In the next proposition, we collect some elementary results that are used
in later chapters.

Proposition 1.10. (a) The degree of a character divides the group order.

(b) The number of irreducible characters of G is the same as the number of conjugacy
classes of G.

(c) (Degree formula) We have

|G|2 =
∑

χ∈Irr(G)

χ(1)2.

In the following, we will need basic operations of characters like induction, restriction,
inflation and deflation. We give the definitions here to introduce our notation.

Definition 1.11. Let H ≤ G and ψ ∈ CF(H), χ ∈ CF(G).

(i) The induction of ψ from H to G is given by

IndGH : G→ C, g 7→ 1

|H|
∑
h∈G

ψ◦(h−1gh)

where for all y ∈ G

ψ◦(y) :=

{
ψ(y) if y ∈ H,

0 else.

(ii) The restriction of χ from G to H is given by

ResGH(χ) := χ|H .
Assume that N is a normal subgroup of G and let π : G → G/N be the quotient homo-
morphism.

(iii) For θ ∈ Irr(G/N), the inflation of θ from G/N to G is

InfGG/N (θ) := θ ◦ π ∈ Irr(G).

(iv) For χ ∈ Irr(G) with N ⊆ ker(χ), the deflation of χ from G to G/N is given by

DefGG/N (χ)(gN) := χ(g)

for all gN ∈ G/N . Here, the set ker(χ) := {g ∈ G | χ(g) = χ(1)} is called the kernel
of χ.

Induction and restriction behave very naturally with respect to the inner product of
characters defined above.

Proposition 1.12 (Frobenius reciprocity). Let H ≤ G, ψ ∈ CF(H), χ ∈ CF(G). Then

⟨IndGH(ψ), χ⟩G = ⟨ψ,ResGH(χ)⟩H .

Given two different subgroups of G, we can induce a class function of one of the
subgroups to G and then restrict it to the other subgroup. This is described by Mackey’s
formula. Here, we only state a restricted version that can be generalized to arbitrary
subgroups of G, see e.g. [Isa76, Problem 5.6].

13



Chapter 1. Representations and the McKay–Navarro conjecture

Theorem 1.13 (Mackey formula). Let H,K ≤ G such that G = HK and ψ ∈ CF(H).
Then, we have

ResGK(IndGH(ψ)) = IndKH∩K(ResHH∩K(ψ)).

Given a representation or character, we can also consider the determinant or its values
on the center of G.

Definition 1.14. Let R be a representation of G affording χ.

(i) The determinant of the character χ (or determinantal character) is the linear char-
acter

det(χ) : G→ C, g 7→ det(R(g)).

(ii) The central character of χ is the linear character θ : Z(G) → C given by

R(z) = θ(z) · Iχ(1)
for all z ∈ Z(G). We can also extend this definition to the center of χ

Z(χ) := {g ∈ G | |χ(g)| = χ(1)} = {g ∈ G | R(g) = ζIχ(1) for some ζ ∈ C}.

Note that the central character is well-defined by Schur’s lemma.
We will also need the notion of projective representations that generalizes the concept

of representations.

Definition 1.15. Let V be a finite-dimensional complex vector space. A projective rep-
resentation is a map P : G → GL(V ) such that for every g, h ∈ G there exists some
α(g, h) ∈ C× satisfying

P(g)P(h) = α(g, h)P(gh).

The map α : G×G→ C× is called the factor set of P.

1.2. Actions on characters

As already mentioned in the introduction, the McKay conjecture asserts that we can
find bijections between subsets of irreducible characters of a group and one of its local
subgroups. Navarro’s refinement proclaims that this bijection is compatible with the
action of certain Galois automorphisms on the character sets. In this section, we give a
formal definition of this action and of the action of group automorphism on characters.

1.2.1. Action of group automorphisms. The automorphism group ofG is denoted
by Aut(G). For a subgroup H ≤ G, we write Aut(G)H for the setwise stabilizer of H in
Aut(G), i.e.

Aut(G)H := {κ ∈ Aut(G) | κ(H) ⊆ H}.
In particular, the inner automorphisms induced by elements of NG(H) are the inner au-
tomorphisms in Aut(G)H .

We often use the element g ∈ G itself or cg to denote the corresponding conjugator
isomorphism and write

cg(h) =
gh = hg

−1
= ghg−1

for all h ∈ H.

Definition 1.16. Let N be a normal subgroup of G. We define an action of κ ∈ Aut(G)N
on the characters of N by setting

χκ(x) := χ(xκ
−1
) = χ(κ(x))

for all x ∈ N and all characters χ of N . In the same way, we obtain an action of Aut(G)N
on the (projective) representations of N .

14



1.3. Clifford theory and character extensions

In particular, this also gives us an action of the inner automorphisms of G on the

characters of N and we write χcg(x) = χg(x) = χ(xg
−1
) = χ(gxg−1) for an element g ∈ G.

We write Inn(G) for the set of inner automorphisms in Aut(G) and Inn(G | H) ≤ Inn(G)
for the inner automorphisms induced by the elements of a subgroup H ≤ G.

The elements of A ≤ Aut(G) fixing a character χ of N form the stabilizer Aχ. The
stabilizer of χ under the action of G is also called the inertia group of χ in G and denoted
by IG(χ) = Gχ.

Since the action of Aut(G)N preserves irreducibility and character degrees, it restricts
to an action on Irr(N) and also on Irrℓ′(N) for all primes ℓ.

1.2.2. Action of Galois automorphisms. Let ζexp(G) ∈ C be a fixed primitive
exp(G)-th root of unity. We know that all values of characters of G lie in Q(ζexp(G)). Thus,

G := Gal(Qab/Q) acts on the character values where Qab is the subfield of C generated by
Q and all roots of unity. This allows us to define an action of G on the characters of G.

Definition 1.17. For σ ∈ G and a character χ of G, we set

χσ(g) := (χ(g))σ

for all g ∈ G. This defines a character χσ. Analogously, σ acts on a (projective) represen-
tation P defined over Qab by applying the automorphism to the matrix entries, i.e.

(Pσ(g))ij := P(g)σij .

We always find an integer b that is coprime to exp(G) such that ζσexp(G) = ζbexp(G). This

b fully determines the action of σ on the characters of G and we say that σ is described by
b. Again, this restricts to an action on Irr(N) and Irrℓ′(N) for all primes ℓ.

We denote the orbit of a character χ ∈ Irr(G) under the action of G′ ⊆ G by χG′
. Later,

we will consider the setwise stabilizer of the orbit χG′
under the action of an automorphism

group A ≤ Aut(G). We denote it by AχG′ .

1.3. Clifford theory and character extensions

We have already seen above that we can use constructions like induction and restriction
to relate the characters of a group to those of its subgroups. In the special situation of
a normal subgroup, this relation is understood quite well and can be described by the
so-called Clifford theory.

In this section, we state the main results from Clifford theory and introduce the con-
cepts of character extensions and projective representations associated to some character
of a normal subgroup.

1.3.1. Clifford theory. Clifford theory describes the relationship between the char-
acter theory of G and of a normal subgroup N ≤ G. We state some basic results that can
be found in many textbooks about character theory, see e.g. [Isa76, Chapter 6].

Proposition 1.18. Let N be a normal subgroup of G and χ ∈ Irr(G). Let θ ∈ Irr(N) be
an irreducible constituent of ResGN (χ). Then, we have

ResGN (χ) = m ·
t∑
i=1

θi

where θ = θ1, . . . , θt are the distinct G-conjugates of θ and m = ⟨ResGN (χ), θ⟩N .

In this case, we say that χ lies above θ and θ is a character under χ. It directly follows
from Frobenius reciprocity that all characters over θ are a constituent of IndGN (θ). The set
of all irreducible characters over a fixed θ ∈ Irr(N) is denoted by Irr(G | θ).
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Chapter 1. Representations and the McKay–Navarro conjecture

Proposition 1.19 (Clifford correspondence). Let N be a normal subgroup of G and
θ ∈ Irr(N). Then, we have a bijection

Irr(IG(θ) | θ) → Irr(G | θ), ψ 7→ IndGIG(θ)(ψ).

The characters ψ ∈ Irr(IG(θ) | θ) and IndGIG(θ)(ψ) ∈ Irr(G | θ) are called Clifford

correspondents in the situation of the theorem.

1.3.2. Character extensions. As we will see in the next section, extensions of char-
acters and representations play an important role in the inductive McKay–Navarro con-
dition.

Definition 1.20. Let H be a subgroup of G, ψ ∈ Irr(H) and χ a character of G. We
say that χ extends ψ if we have χ|H = ψ. Similarly, a (projective) representation P of G
extends a representation R of H if we have P|H = R.

If H ⊴G, it is clear that ψ can only be extended to G if it is G-invariant. Even if this
is the case, it does not ensure that an extension exists. The situation is different if G/H
is cyclic.

Lemma 1.21. Let N ⊴G be a normal subgroup, ψ ∈ Irr(N) a G-invariant character and
assume that G/N is cyclic. Then, ψ extends to G.

This can be proven elementary, see e.g. [Nav18, Theorem 5.1] which even gives us a
construction of the representation affording the extension.

The next proposition is due to Gallagher and tells us about the different extensions of
an irreducible character.

Proposition 1.22. Let N ⊴ G and χ ∈ Irr(G) be an extension of ψ ∈ Irr(N). For
β ∈ Irr(G/N), the characters βχ are irreducible and distinct for different β. They form
all of the irreducible constituents of IndGN (ψ) and we have

IndGN (ψ) =
∑

β∈Irr(G/N)

β(1) · βχ.

Proof. This is proven in [Isa76, Corollary 6.17] and the last claim follows from
Frobenius reciprocity since we have ⟨IndGN (ψ), βχ⟩ = ⟨ψ, β(1)ψ⟩ = β(1). □

We need a possibility to generalize the notion of character extensions in the case of
characters that cannot be extended. This is provided by projective representations.

Lemma 1.23. Let N⊴G and ψ be an irreducible character of N . There exists a projective
representation P of Gψ such that its restriction to N affords ψ and

P(ng) = P(n)P(g), P(gn) = P(g)P(n)

for all n ∈ N and g ∈ Gψ. It can be chosen such that it is defined over Qab and its factor
set takes roots of unity values.

We say that such a projective representation P is associated to ψ. The first part of this
lemma is well-known, see e.g. [Isa76, (11.2)]. The second part can be found in [NSV20,
Corollary 1.2] and allows us to assume that all (projective) representations that occur in
the following are defined over Qab.

To state the inductive McKay–Navarro condition, we have to consider the action of
group and Galois automorphisms on projective representations associated to a character.
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Lemma 1.24. [NSV20, Lemma 1.4] In the setting of Lemma 1.23, let P be a projective
representation associated to ψ and (g, σ) ∈ G × G with ψgσ := (ψg)σ = ψ. Then, there
exists a unique function µgσ : Gψ → C× that is constant on cosets of N with µgσ(1) = 1
such that

Pgσ := (Pg)σ ∼ µgσP
where ∼ denotes similarity between projective representations.

In the following, we use µgσ to denote the transition function defined here. In the
situation of the lemma, we can say more about the µgσ if we know that ψ extends to G
and P is a representation of G. Then, Pgσ is again a representation affording an extension
of ψ and it follows from Proposition 1.22 that µgσ is a linear character of G/N .

1.4. The McKay–Navarro conjecture and its inductive condition

In this section, we state the McKay conjecture and the McKay–Navarro conjecture.
Further, we define universal covering groups and use this to present the inductive McKay
and McKay–Navarro condition. Finally, we introduce the notion of character triples that
can be used to rephrase the inductive conditions in a more condensed way.

1.4.1. The McKay–Navarro conjecture. We now present the McKay–Navarro
conjecture that is the main object of this work. The McKay conjecture has already been
stated in the introduction. We recall it here to emphasize its relation to the McKay–
Navarro conjecture.

Conjecture (McKay). Let G be a finite group, ℓ a prime, and R a Sylow ℓ-subgroup of
G. There exists a bijection

Irrℓ′(G) → Irrℓ′(NG(R)).

To state Navarro’s refinement of this conjecture, we have to specify a subset of G
depending on a fixed prime ℓ.

Definition 1.25. Let Hℓ ⊆ G be the subset of all Galois automorphisms that map all

roots of unity ζ ∈ C with ℓ ∤ ord(ζ) to some ℓ-th power ζℓ
k
for some integer k.

Definition 1.26. For any integer z and prime ℓ we define integers zℓ, zℓ′ ∈ Z by z = zℓzℓ′
where zℓ is an ℓ-power and ℓ ∤ zℓ′ . We say that zℓ is the ℓ-part of z and zℓ′ is the ℓ′-part
of z.

We will write H := Hℓ if the index is clear from the context. In particular, if G is
given then σ ∈ G is contained in Hℓ if and only if σ is described by b and b is an ℓ-power
modulo exp(G)ℓ′ .

In 2004, Navarro claimed that the bijection from the McKay conjecture can be chosen
equivariant under the action of Galois automorphisms in Hℓ [Nav04].

Conjecture (McKay–Navarro). Let G be a finite group, ℓ a prime, and R a Sylow ℓ-
subgroup of G. There exists an Hℓ-equivariant bijection

Irrℓ′(G) → Irrℓ′(NG(R)).

In the same work, Navarro also proposed a blockwise version of this conjecture. How-
ever, we are only concerned with this ordinary version of the McKay–Navarro conjecture
in the following.

The conjecture itself has been verified for groups with cyclic Sylow ℓ-subgroups and for
the sporadic groups by Navarro himself. Further, it has been checked for solvable groups
by Dade and for symmetric groups by Fong, see [Nav04]. Nath and Brunat–Nath also
showed that it holds for the alternating groups, see [Nat09] and [BN21].
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Chapter 1. Representations and the McKay–Navarro conjecture

1.4.2. Universal covering groups. We later state the inductive McKay–Navarro
condition in terms of finite simple groups. In order to do this, we first have to define
universal covering groups. We follow [Nav18, Appendix B]. For more information, see
also [Asc00, Section 33].

Definition 1.27. Let S be a finite group.

(i) A central extension (or covering) of S is a group G together with a surjective ho-
momorphism π : G→ S such that ker(π) ⊆ Z(G).

(ii) Let G1, G2 be central extensions of S with corresponding homomorphisms π1, π2. A
morphism of central extensions is a group homomorphism φ : G1 → G2 such that
π1 = π2 ◦ φ.

(iii) A central extension π : G → S is called universal covering group of S if for every
central extension π1 : G1 → S there is a unique morphism of central extensions
φ : G→ G1.

G G1

S

π

∃!φ

π1

We say that ker(π) is the Schur multiplier of S.

Lemma 1.28. [Nav18, Lemma B.3, Lemma B.4] If a finite group S has a universal
covering group and Schur multiplier, then they are unique up to isomorphism. If S is
perfect, i.e. it equals its commutator subgroup [S, S], then it possesses a universal covering
group that is also perfect.

In this work, we often have to consider universal coverings of finite simple groups.
The following result allows us to identify automorphisms of a group and of its universal
covering.

Lemma 1.29. [Nav18, Lemma B.8] Let S be a perfect group and π : G→ S a universal
covering group. For every κ ∈ Aut(S), there exists a unique κ̂ ∈ Aut(G) such that
π ◦ κ̂ = κ ◦ π. Further, κ̂ stabilizes ker(π) and every automorphism of G stabilizing ker(π)
arises in this way from an automorphism of S.

1.4.3. Inductive conditions. As mentioned in the introduction, one tries to prove
local-global conjectures in two steps:

(1) Reduction of the conjecture to a problem about simple groups: If all simple groups
involved in a finite group G satisfy a possibly stronger inductive condition, then
the conjecture holds for G itself. A simple group S is involved in G if S ∼= K/N
for some N ◁K ≤ G.

(2) Verification of the inductive condition for all finite simple groups (using the CFSG).

We now state the inductive condition for the McKay and McKay–Navarro conjecture.
For the McKay conjecture, the first step has already been completed in 2007 by Isaacs,

Malle and Navarro [IMN07], yielding the inductive McKay condition.

Condition (Inductive McKay condition). For a finite non-abelian simple group S and
a prime ℓ dividing |S|, let G be a universal covering group of S. Let R ∈ Sylℓ(G) and
Γ := Aut(G)R. Then, S satisfies the inductive McKay condition for ℓ if the following
holds:

(1) (Equivariance condition) There exists a Γ-stable subgroup NG(R) ⊆ N ⊊ G and a
Γ-equivariant bijection

Ω : Irrℓ′(G) → Irrℓ′(N).
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1.4. The McKay–Navarro conjecture and its inductive condition

(2) (Extension condition) For all χ ∈ Irrℓ′(G), there exist projective representations P of
G⋊Γχ and P ′ of N ⋊ΓΩ(χ) associated to χ respectively Ω(χ) such that the respective
factor sets α, α′ coincide on (N ⋊ Γχ)× (N ⋊ Γχ) and the scalar matrices P(c), P ′(c)
correspond to the same scalar for all c ∈ CG⋊Γχ(G).

Note that the matrix P(c) is indeed scalar for all c ∈ CG⋊Γχ(G) by Schur’s Lemma
since it has to commute with all P(g) for g ∈ G.

This is not the original inductive McKay condition as stated in [IMN07] but an equiv-
alent formulation due to Späth [Spä12]. The inductive McKay condition has been verified
for many groups and group series by several authors. It was shown in [Mal08b] that it is
true for the alternating and sporadic groups, leaving us with the simple groups of Lie type.
In their defining characteristic (see Section 2.7), the inductive McKay condition holds by
[Spä12] building on work in [Bru09], [BH11], and [Mas10]. For other primes, we know
that the inductive condition holds for all series of groups of Lie type except possibly those
of type Dn and 2Dn: In [Mal07], [Spä09], and [Spä10], Malle and Späth constructed a
suitable local subgroup and a bijection Ω. Some exceptions to these constructions have
been settled in [Mal08a]. In an extensive series of papers, Cabanes and Späth showed
that this bijection Ω satisfies the required equivariance and extension properties for type
A, B, C, E, F4, and G2 in [CS13], [CS17a], [CS17b], and [CS19].

Using this work, Malle and Späth completed the proof of the McKay conjecture for
ℓ = 2 in [MS15]. This shows us that the strategy of reducing the conjecture and then
verifying the inductive condition actually leads to results about the conjecture itself.

The McKay–Navarro conjecture has been reduced to a problem about simple groups
in 2019 by Navarro, Späth, and Vallejo [NSV20]. The resulting inductive condition is the
following [NSV20, Definition 3.1]:

Condition (Inductive McKay–Navarro condition). For a finite non-abelian simple group
S and a prime ℓ dividing |S|, let G be a universal covering group of S. Let R ∈ Sylℓ(G)
and Γ := Aut(G)R. Then, S satisfies the inductive McKay–Navarro condition for ℓ if the
following holds:

(1) (Equivariance condition) There exists a Γ-stable subgroup NG(R) ⊆ N ⊊ G and a
Γ×Hℓ-equivariant bijection

Ω : Irrℓ′(G) → Irrℓ′(N).

(2A) (Extension condition) For all χ ∈ Irrℓ′(G), there exist projective representations P
of G ⋊ Γχ and P ′ of N ⋊ ΓΩ(χ) with entries in Qab associated to χ respectively
Ω(χ) such that the respective factor sets α, α′ take roots of unity values, coincide on
(N ⋊ Γχ) × (N ⋊ Γχ), and the scalar matrices P(c), P ′(c) correspond to the same
scalar for all c ∈ CG⋊Γ

χH (G).

(2B) Further, the transition functions µa and µ′a arising from P and P ′ as in Lemma 1.24
agree on N ⋊ Γχ for all a ∈ (Γ×Hℓ)χ.

Theorem 1.30. [NSV20, Theorem A] Let G be a finite group and ℓ a prime. If all
simple groups involved in G satisfy the inductive McKay–Navarro condition for ℓ, then
the McKay–Navarro conjecture holds for G and p.

We can see that the inductive McKay–Navarro condition refines the inductive McKay
condition: In (1), we require an additional Hℓ-equivariance of the bijection; in (2A) we
need projective representations over Qab; and (2B) is a new condition. Thus, we can often
use the work that has already been done on the inductive McKay condition and extend it
to verify the inductive McKay–Navarro condition.
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1.4.4. Character triples and H-triples. The inductive McKay–Navarro condition
can also be stated in terms of H-triples. We do not use this notion very often and write
down the full corresponding conditions instead. Since the inductive McKay–Navarro con-
dition has originally been stated in the language of H-triples in [NSV20, Definition 3.1],
we still give the basic definitions of character triples and their relations. This will also be
useful to shorten the statement of some results in later chapters.

Definition 1.31. [NSV20, Section 1] Let H be a finite group and G a normal subgroup.

(i) If χ ∈ Irr(G) is H-invariant, then we say that (H,G, χ) is a character triple.

(ii) If χ ∈ Irr(G) satisfies

{χh | h ∈ H} ⊆ {χσ | σ ∈ H},
then (H,G, χ) is called an H-triple and denoted by (H,G, χ)H.

Thus, in the statement of the inductive McKay–Navarro condition, (G ⋊ ΓχH , G, χ)
and (N ⋊ ΓψH , N, ψ) are H-triples for all χ ∈ Irr(G) and ψ ∈ Irr(N).

Character triples and H-triples can be ordered. Since we only need an ordering of
H-triples in the following, we only give this definition.

Definition 1.32. [NSV20, Definition 1.5] Let (H,G, χ)H and (M,N,ψ)H be H-triples.
Then, we write (H,G, χ)H ≥c (M,N,ψ)H if

(i) H = GM , G ∩M = N , CH(G) ⊆M ;

(ii) (M ×H)χ = (M ×H)ψ;

(iii) there exist projective representations P of Hχ and P ′ of Mψ over Qab associated
with χ and ψ such that the corresponding factor sets take roots of unity values,
coincide on Mχ ×Mχ and the scalar matrices P(c), P ′(c) correspond to the same
scalar for all c ∈ CH(G);

(iv) for every a ∈ (M ×H)ψ the functions µa and µ′a agree on Mψ.

Lemma 1.33. In the setting of the inductive McKay–Navarro condition, the extension
conditions (2A) and (2B) are equivalent to

(G⋊ ΓχH , G, χ)H ≥c (N ⋊ ΓχH , N,Ω(χ))H

for all χ ∈ Irrℓ′(G).

Proof. It is clear that this ordering of H-triples implies (2A) and (2B). Conversely,
we immediately know

G⋊ ΓχH = G(N ⋊ ΓχH), G ∩ (N ⋊ ΓχH) = N

since N ≤ G. For g ∈ G, κ ∈ Γ and with id ∈ Γ denoting the identity automorphism, we
have

(g, κ) ∈ CG⋊Γ(G) ⇔ (g, κ)(h, id) = (h, id)(g, κ) for all h ∈ G

⇔ (gκ(h), κ) = (hg, κ) for all h ∈ G

⇔ gκ(h) = hg for all h ∈ G

⇔ κ(h) = g−1hg for all h ∈ G.

Since conjugation with elements in NG(R) forms the subgroup of inner automorphisms in
Γ and acts trivially on the characters of G and N , we can conclude

CG⋊Γ
χH (G) = {(zg, c−1

g ) | g ∈ NG(R), z ∈ Z(G)} ⊆ N ⋊ ΓχH .

For a Γ×H-equivariant bijection Ω,

((N ⋊ ΓχH)×H)χ = ((N ⋊ ΓχH)×H)Ω(χ) = ((N ⋊ Γ)×H)χ = ((N ⋊ Γ)×H)Ω(χ)

follows by equivariance and since N acts trivially on all characters of G and N . □
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CHAPTER 2

Finite groups of Lie type

In this chapter, we introduce finite groups of Lie type and some basic ideas about their
structure. The Classification of Finite Simple Groups (CFSG) tells us that every finite
simple group is a member of one of the following families:

• Cyclic groups of prime order.

• Alternating groups An of degree n ≥ 5.

• The simple groups of Lie type.

• The 26 sporadic groups and the Tits group 2F4(2)
′.

Cyclic groups and alternating groups each form one family of infinitely many finite simple
groups. As we will see in the following chapter, finite groups of Lie type consist of many
families of infinitely many finite simple groups. Therefore, the simple groups of Lie type
form “most of” the finite simple groups. Since we want to verify the inductive conditions
for all finite simple groups, we have to study finite groups of Lie type.

We start with the description of characteristic structures in algebraic groups and their
associated Lie algebras. We continue with the definition of root data, the classification
of connected reductive groups and the description of isogeny types. After this, we define
parabolic and Levi subgroups and state the Chevalley relations for semisimple groups.

In the second part of this chapter, we define Steinberg endomorphisms, construct finite
groups of Lie type, and give information about their orders and maximal tori. Next, we
study simple groups of Lie type and state results about their universal coverings and
automorphism groups. We continue with the concept of dual groups and construct a
regular embedding of a connected reductive group into a group with connected center.
Finally, we describe a canonical choice of the local group in the inductive McKay–Navarro
condition for simple groups of Lie type.

2.1. Basics about linear algebraic groups

Linear algebraic groups are affine varieties that possess a group structure such that
inversion and the group operation are morphisms of varieties. We assume that the reader
is familiar with the basic concepts about linear algebraic groups as provided in [Gec03],
[MT11], or [GM20, Chapter 1]. In this section, we recall the basic definitions and
statements that we need in this thesis. We first consider the structure of linear algebraic
groups themselves and then define the associated Lie algebra.

Let G be a linear algebraic group over an algebraically closed field k. In the following,
all algebraic groups that we are interested in are linear and we often do not explicitly
mention this property. We follow [MT11].

2.1.1. Jordan decomposition, tori, and related structures. We first introduce
possible properties of algebraic groups and their elements.

Due to the following theorem, we can understand algebraic groups as in the Zariski
topology closed subgroups of general linear groups of finite dimensional vector spaces.

Theorem 2.1. [Gec03, Corollary 2.4.4] Every linear algebraic group over k can be em-
bedded as a closed subgroup of the general linear group

GLn(k) := {A ∈ kn×n | det(A) ̸= 0} for some n ≥ 1.
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This provides an intuitive understanding of algebraic groups aside from their formal
definition in terms of algebraic varieties. Naturally, GLn(k) is an example of an algebraic
group.

In the following, we often consider connected algebraic groups and are moreover inter-
ested in whether certain subgroups are also connected.

Definition 2.2. A linear algebraic group is called connected if it cannot be written as a
disjoint union of two non-empty open subsets (with respect to the Zariski topology). Every
linear algebraic group G can be written as the disjoint union of connected components.
We denote the connected component containing the identity element by G◦.

Note that G◦ is a closed normal subgroup of finite index in G.
In the following, we are only interested in algebraic groups defined over algebraically

closed fields of positive characteristic. Since this simplifies some concepts, from now on
we restrict our considerations to this case and assume char(k) = p > 0.

Definition 2.3. (i) An element g ∈ G is called unipotent if the order of g is a power of
p. We write Gu for the set of unipotent elements in G. We say that G is unipotent
if Gu = G.

(ii) An element g ∈ G is called semisimple if its image under an embedding as in
Theorem 2.1 is diagonalizable. We write Gs for the set of semisimple elements in
G.

Note that the definition of semisimple elements does not depend on the choice of the
considered embedding. Every element of G can be written in terms of semisimple and
unipotent elements.

Proposition 2.4 (Jordan decomposition of elements). [MT11, Theorem 2.5] Every el-
ement g ∈ G has a unique decomposition g = us = su where s ∈ G is semisimple and
u ∈ G is unipotent.

We now define certain subgroups that occur in algebraic groups and tell us a lot about
their structure.

Definition 2.5. (i) An algebraic group is called a torus if it is isomorphic to a direct
product of a finite number of copies of k×.

(ii) A Borel subgroup of G is a maximal closed, connected, solvable subgroup of G.

Tori are therefore connected, abelian, and isomorphic to a group of diagonal matrices.
Further, they consist of semisimple elements. Since tori are closed, connected and solvable,
every torus of G is contained in a Borel subgroup of G. We are often interested in the
maximal tori of a group that are maximal with respect to inclusion.

The following results show that maximal tori and Borel subgroups are characteristic
for the algebraic group they are contained in.

Proposition 2.6. (a) [MT11, Theorem 6.4] All Borel subgroups of G are conjugate.

(b) [MT11, Corollary 6.5] All maximal tori of G are conjugate.

(c) [MT11, Corollary 6.11(a)] If G is connected, every semisimple element of G lies in
a maximal torus of G.

Example 2.7. We consider the general linear group GLn := GLn(k). Let Tn := Tn(k)
be the subgroup of diagonal matrices of GLn and Bn := Bn(k) be the subgroup of upper
triangular matrices of GLn. It is obvious that Tn is a maximal torus of GLn and one can
easily show that Bn is a Borel subgroup of GLn, see [MT11, Example 6.7].

We now define the character group of an algebraic group. Note that this notion differs
from the definitions in Chapter 1. However, G is in general not a finite group and the
different usage of the same expression should thereby not lead to confusion.
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Definition 2.8. Let G, H be algebraic groups.

(i) A map φ : G → H is called a morphism of algebraic groups if it is a morphism
of varieties, i.e. it can be defined by polynomial functions in the coordinates of the
varieties, and a group homomorphism.

(ii) A morphism of algebraic groups G → k× is called a character of G. The set of
characters of G is called the character group of G and denoted by X(G).

(iii) A morphism of algebraic groups k× → G is called a cocharacter of G. The set of
cocharacters of G is denoted by Y (G).

We can define a so-called perfect pairing between the character and cocharacter group
of a torus.

Lemma 2.9. [MT11, Proposition 3.6] Let T be a torus with character group X := X(T)
and set of cocharacters Y := Y (T). Then, the map

⟨ , ⟩ : X × Y → Z, χ(φ(t)) = t⟨χ,φ⟩

defines a perfect pairing between X and Y , i.e. any homomorphism X → Z is of the form
χ 7→ ⟨χ, φ⟩ for some φ ∈ Y and any homomorphism Y → Z is of the form φ 7→ ⟨χ, φ⟩ for
some χ ∈ X.

We now define the radical of a group and the related notions of being semisimple and
reductive. Note that this is not analogous to the definition of unipotent groups, i.e. in
general semisimple groups do not consist of semisimple elements.

Definition 2.10. (i) The maximal closed connected solvable normal subgroup of G is
called the radical R(G) of G.

(ii) The maximal closed connected normal unipotent subgroup of G is called the unipo-
tent radical Ru(G) of G.

(iii) The group G is called semisimple if it is connected and we have R(G) = {1}.
(iv) The group G is called reductive if we have Ru(G) = {1}.

2.1.2. Lie algebra and root spaces. To every algebraic group, we can associate a
Lie algebra. We now define the Lie algebra of G, its weight spaces and roots. This also
allows us to define subgroups in the algebraic group itself, the so-called root subgroups.

Definition 2.11. Let k[G] be the coordinate ring of G.

(i) A (point) derivation of k[G] at x ∈ G is a k-linear map D : k[G] → k such that

D(fg) = f(x)D(g) + g(x)D(f)

for all f, g ∈ k[G].

(ii) All point derivations at x form the tangent space Tx(G) of G at x.

(iii) The Lie algebra Lie(G) := T1(G) of G is the tangent space of G at the identity.

(iv) Let H be an algebraic group over k and φ : G → H a morphism of algebraic groups.
For any x ∈ G, there is a natural linear map

dxφ : Tx(G) → Tφ(x)(H)

that is called the differential of φ at x.

(v) For g ∈ G, let cg be the inner automorphism of G defined by cg(x) = gxg−1 for all
x ∈ G. We define the adjoint representation of G by

Ad : G → GL(Lie(G)), g 7→ (Ad(g) := d1cg : Lie(G) → Lie(G)).

The Lie algebra of GLn(k) is naturally isomorphic to the vector space of all n × n-
matrices Mn(k). For an algebraic group G we can therefore use the embedding from
Theorem 2.1 to obtain an embedding Lie(G) ⊆ Mn(k). We can define a Lie product on
Lie(G) via [A,B] = AB −BA for all A,B ∈ Lie(G).
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Definition 2.12. Let T ⊆ G be a maximal torus and g := Lie(G).

(i) The weight space of χ ∈ X(T) under the action of G on g is the set

gχ := {x ∈ g | Ad(t)(x) = χ(t)x for all t ∈ T}.

(ii) The roots of G with respect to T are the non-zero characters that have non-zero
weight spaces. Thus, the set of roots of G with respect to T is given by

Φ(G) := {χ ∈ X(T) | χ ̸= 0, gχ ̸= 0}.

(iii) The Weyl group of G with respect to T is WG(T) := NG(T)/CG(T). If G is
connected reductive, we have CG(T) = T and thereby WG(T) = NG(T)/T.

We fix a maximal torus T ⊆ G and write Φ := Φ(G) for the set of roots with respect
to T. We can now state a structure theorem for connected reductive groups.

Theorem 2.13. [MT11, Theorem 8.17] Let G be connected reductive and g := Lie(G).

(a) With g0 := Lie(T), we have the root space decomposition

g = g0 ⊕
⊕
α∈Φ

gα

and dim gα = 1 for all α ∈ Φ.

(b) For each α ∈ Φ, there exists a morphism of algebraic groups

uα : k+ → G with tuα(c)t
−1 = uα(α(t)c)

for all t ∈ T, c ∈ k such that the restriction onto its image is an isomorphism. It is
unique up to multiplication with some constant c′ ∈ k×.

(c) We have G = ⟨T,Uα | α ∈ Φ⟩ for Uα := uα(k
+).

Definition 2.14. For α ∈ Φ, the groups Uα from Theorem 2.13 are called the root
subgroups of G with respect to T.

We can construct a set of generators of the Weyl group that we will refer to in the
following.

Proposition 2.15. [MT11, Proposition 8.20] For α ∈ Φ, we set Tα := (kerα)◦ ⊆ T and
Cα := CG(Tα). Choose an element nα ∈ NCα(T) \CCα(T) and let sα be the image of nα
in NCα(T)/CCα(T) ⊆ WG(T). Then, the Weyl group is generated by the reflections sα.

Note that the reflections sα act naturally on the character group X(T).

Example 2.16. We illustrate the definitions from this section with an example that can
be found in more detail and with the omitted computations in [MT11, Example 3.5, 7.13,
8.2] and [GM20, Example 1.3.7].

Let GLn = GLn(k) be the general linear group and Tn ⊆ GLn the subgroup of diag-
onal matrices of GLn. We already know that Tn is a maximal torus of GLn. We write
diag(t1, . . . , tn) for any diagonal n × n-matrix with entries t1, . . . , tn ∈ k on its diagonal.
We now determine the characters of Tn. For all 1 ≤ i ≤ n, we have a character given by

χi : Tn → k×, diag(t1, . . . , tn) 7→ ti.

In fact, every character of Tn can be written as a sum of these characters χi and we have

X(Tn) := {a1χ1 + · · ·+ anχn | ai ∈ Z} ∼= Zn.

Similarly, the cocharacters are given by

φ(b1,...,bn) : k
× → Tn, c 7→ diag(cb1 , . . . , cbn)
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for tuples (b1, . . . , bn) ∈ Zn. Thus, we have Y (Tn) ∼= Zn ∼= X(Tn). The perfect pairing
between X(Tn) and Y (Tn) is given by

⟨a1χ1 + · · ·+ anχn, φ(b1,...,bn)⟩ =
n∑
i=1

aibi.

The Lie algebra of GLn is the k-vector space of all n×n-matrices gln =Mn(k). The
adjoint representation is given by matrix conjugation, i.e.

Ad : GLn → GL(gln), X 7→
(
Ad(X) = cX : gln → gln, M 7→ XMX−1

)
.

We now determine the weight spaces of characters. For 1 ≤ i, j ≤ n, let Eij be the
matrix that has a 1 at the position (i, j) and zeros otherwise. Then, we have

Ad(diag(t1, . . . , tn))(Eij) = tit
−1
j Eij .

Since conjugation is linear and every element in gln can be written as a linear combination
of the Eij , the only non-zero weight spaces occur for the characters

χij := χi − χj : Tn → k×, diag(t1, . . . , tn) 7→ tit
−1
j .

If we choose i = j, then the character χij is trivial. Thus, the roots of GLn with respect
to Tn with corresponding weight spaces are

Φ = {χij | 1 ≤ i, j ≤ n, i ̸= j}, (gln)χij = ⟨Eij⟩k.

This yields the root space decomposition

gln = Lie(Tn)⊕
⊕
i ̸=j

⟨Eij⟩k

where Lie(Tn) is the Lie algebra of Tn. It consists of all diagonal matrices in Mn(k).
To determine the root subgroups, let

uχij : k
+ → GLn, c 7→ In + cEij .

This map satisfies

tuχij (c)t
−1 = t(In + cEij)t

−1 = In + ctit
−1
j Eij = uχij (tit

−1
j c) = uχij (χij(t)c)

for all t = diag(t1, . . . , tn) ∈ Tn, c ∈ k. Thus, the root subgroups are given by

Uχij = {In + cEij | c ∈ k}.

We see that we have

GLn = ⟨Tn, (In + cEij) | c ∈ k, 1 ≤ i, j ≤ n, i ̸= j⟩

as claimed.
The Weyl group of GLn with respect to Tn is WGLn(Tn) = NGLn(Tn)/Tn since GLn

is connected reductive. The normalizer of the group of diagonal matrices is given by all
monomial matrices that permute and scale the entries on the diagonal. Taking the quotient
by Tn, the representatives ofWGLn(Tn) inNGLn(Tn) are given by the permutation matrices
in GLn. Thus, WGLn(Tn) is isomorphic to the symmetric group on n letters Sym(n).

2.2. Root data and connected reductive groups

As we have seen in the previous section, every algebraic group is associated to a set of
roots with respect to a maximal torus. The roots of a group contain a lot of information
about the structure of a group and can be used to classify connected reductive groups.

In this section, we define abstract root systems and root data and describe their
connection to connected reductive groups. We further use these tools to state Chevalley’s
classification of connected reductive groups.
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2.2.1. Root systems. We now define the abstract notion of root systems that is
independent of the previous notion of roots of algebraic groups. Note that Φ does not
denote the set of roots of an algebraic group anymore unless it is explicitly defined like
this.

Definition 2.17. A subset Φ of a finite-dimensional real vector space E is called an
abstract root system in E if

(R1) Φ is finite, 0 /∈ Φ, Φ generates E;

(R2) if c ∈ R such that α, cα ∈ Φ, then c = ±1;

(R3) for each α ∈ Φ there exists a reflection sα ∈ GL(E) along α that stabilizes Φ;

(R4) sα.β − β ∈ Zα for all α, β ∈ Φ.

The group W = ⟨sα | α ∈ Φ⟩ is called the Weyl group of Φ and the dimension of E is
called the rank of Φ.

(R4) is also called the crystallographic condition and is not always required. The
elements of Φ are also called roots.

The Weyl group W of an abstract root system is always finite. Thus, we can choose
a W -invariant positive definite bilinear form on E that is unique up to non-zero scalars
on each irreducible W -submodule of E. We fix such a form and can therefore consider
lengths and angles of elements of E.

We define the notion of a base and thereby divide the roots into negative and positive
roots.

Definition 2.18. A subset ∆ ⊆ Φ is called a base of a root system Φ if it is a vector
space basis of E and any α ∈ Φ can be written as α =

∑
β∈∆ aββ with integers aβ that

are either all non-negative or non-positive.
If ∆ is a base of Φ, we say that a root α is positive if all aα are non-negative. The set

of positive roots of Φ with respect to ∆ is denoted by Φ+.

A root system with base ∆ is called indecomposable if there is no partition of ∆
into non-empty orthogonal subsets. We can describe and visualize indecomposable root
systems with the help of Dynkin diagrams.

Definition 2.19. Let Φ be a root system with base ∆. The Dynkin diagram associated to
Φ has |∆| nodes that are indexed by the elements of ∆. Two different nodes α, β ∈ ∆ are
connected by ord(sαsβ)− 2 edges if ord(sαsβ) ∈ {2, 3, 4} and by 3 edges if ord(sαsβ) = 6.
If α and β have different lengths, then these edges are directed with an arrow pointing to
the shorter root.

If we do not put the arrows between roots of different lengths, we obtain the Coxeter
diagram of Φ that does not uniquely determine Φ. It will be important in later sections.

We can classify the indecomposable root systems in real vector spaces.

Theorem 2.20. [MT11, Theorem 9.6] The indecomposable root systems in real vector
spaces have the following types:

An(n ≥ 1), Bn(n ≥ 2), Cn(n ≥ 3), Dn(n ≥ 4), E6, E7, E8, F4, G2.

The associated Dynkin diagrams can be found in Figure 2.1.

The root systems on the left side of Figure 2.1 belong to infinite families and are of
so-called classical type. The root systems on the right side are of exceptional type. In all
those root systems, the roots have at most two different lengths. Thus, we can talk about
short and long roots.

We can now see how the set of roots and the Weyl group attached to a reductive group
are related to the analogous notions for abstract root systems.
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An (n≥1)
1 2 n−1 n

G2
1 2

Bn (n≥2)
1 2 n−2 n−1 n

F4
1 2 3 4

Cn (n≥3)
1 2 n−2 n−1 n

E6
1

2

3 4 5 6

Dn (n≥4)
1 2 n−3

n−1

n

n−2 E7
1

2

3 4 5 6 7

E8
1

2

3 4 5 6 7 8

Figure 2.1. Dynkin diagrams of the indecomposable root systems.

Proposition 2.21. [MT11, Proposition 9.2] Let G be a reductive group and Φ := Φ(G)
the set of roots with respect to a maximal torus T. We consider Φ as a subsystem of
E := X(T)⊗ZR. Then Φ is an abstract root system in ⟨Φ⟩R with reflections sα for α ∈ Φ
and Weyl group W = WG(T). If G is semisimple, we have E = ⟨Φ⟩R.

One can further see that the root system of a reductive group is indecomposable if
and only if the group is simple. Thus, Theorem 2.20 describes all possible root systems of
simple algebraic groups.

2.2.2. Root data and isogeny types. We now extend the notion of root systems
to abstract root data. This will be useful to distinguish connected reductive groups with
the same root system.

Definition 2.22. A tuple (X,Φ, Y,Φ∨) is called a root datum if

(RD1) X ∼= Zn ∼= Y and there exists a perfect pairing ⟨ , ⟩ : X × Y → Z;
(RD2) Φ ⊆ X and Φ∨ ⊆ Y are abstract root systems in ZΦ⊗Z R and ZΦ∨ ⊗Z R, respec-

tively;

(RD3) there exists a bijection Φ → Φ∨, α 7→ α∨ such that ⟨α, α∨⟩ = 2 for all α ∈ Φ;

(RD4) the reflections sα of the root system Φ and sα∨ of the root system Φ∨ satisfy

sα.χ = χ− ⟨χ, α∨⟩α, sα∨ .γ = γ − ⟨α, γ⟩α∨,

for all χ ∈ X, γ ∈ Y .

For a given root datum, we can define the so-called Cartan matrix that encodes infor-
mation about the root datum.

Definition 2.23. Let (X,Φ, Y,Φ∨) be a root datum and ∆ a base of Φ. For 1 ≤ i, j ≤ |∆|,
the integers Cij := ⟨αj , α∨

i ⟩ form the Cartan matrix (Cij)1≤i,j≤|∆| of Φ.

The condition (RD3) ensures that the diagonal entries of a Cartan matrix are 2. The
Cartan matrix encodes a lot of important information about the associated root datum.

Again, the structure of root data naturally occurs for algebraic groups.

Lemma 2.24. [MT11, Lemma 8.19] Let Φ be the root system of G with respect to a
maximal torus T. There exists a unique map Φ → Y (T), α 7→ α∨ such that (RD3) and
(RD4) are satisfied for Φ∨ := {α∨ | α ∈ Φ} ⊆ Y (T).

The elements of Φ∨ are also called the coroots of G.
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Proposition 2.25. [MT11, Proposition 9.11] Let Φ be the root system of a connected
reductive group G with respect to a maximal torus T with Weyl group W and Φ∨ as in
Lemma 2.24. Then, (X(T),Φ, Y (T),Φ∨) is a root datum.

This now can be used to classify connected reductive groups. For semisimple groups,
the following theorem is due to Chevalley and therefore also known as Chevalley’s classi-
fication theorem.

Theorem 2.26. [GM20, Corollary 1.3.13, Theorem 1.3.14] For a given root datum, there
exist a connected reductive algebraic group over k and a maximal torus that realize the root
datum. Conversely, if two connected reductive groups have the same root data, then they
are isomorphic.

Every simple connected reductive group is associated to an indecomposable root system
of one of the types listed in Theorem 2.20. If we do not only look at the root system but
also at the root datum, then this correspondence is unique. We now study the possibilities
for connected reductive groups that have the same root system but are not isomorphic.
Thus, we have to investigate different root data that correspond to the same root system.

For an abstract root datum (X,Φ, Y,Φ∨), there is a natural injective homomorphism

X ∼= Hom(Y,Z) → Ω := Hom(ZΦ∨,Z)
given by restriction. Thus, we can identify X with its image in Ω and obtain the inclusion
ZΦ ⊆ X ⊆ Ω. The root data with fixed root system Φ are classified by the subgroups X
of Ω containing ZΦ. Taking the quotient, this can be described in a more condensed way.

Definition 2.27. The fundamental group of the root system Φ is given by Λ(Φ) := Ω/ZΦ.

Therefore, the root data with fixed root system Φ correspond to subgroups X/ZΦ of
the fundamental group Λ(Φ). The fundamental groups of the indecomposable root systems
are displayed in Table 2.1.

Type of Φ An Bn Cn D2n+1 D2n E6 E7 E8 F4 G2

Λ(Φ) Cn+1 C2 C2 C4 C2 × C2 C3 C2 1 1 1

Table 2.1. Fundamental groups of the indecomposable root systems
[MT11, Table 9.2].

We now define a similar notion for a semisimple group that, together with its root
system, sufficiently describes the corresponding root datum.

Definition 2.28. Let G be a semisimple algebraic group with maximal torus T, root
system Φ := Φ(G), and Ω as defined above.

(i) The fundamental group of G is given by Λ(G) := Ω/X(T).

(ii) The group G is called simply connected if we have X(T) = Ω.

(iii) The group G is of adjoint type if we have X(T) = ZΦ.

The fundamental group of a semisimple algebraic group G is always finite. The group

Λ(G) ∼= Λ(Φ(G))/(X(T)/ZΦ)
corresponds to the choice of the subgroup X(T)/ZΦ ⊆ Λ(Φ(G)) described above. There-
fore, a semisimple group G not of type D2n is, up to isomorphism, uniquely determined
by its root system Φ := Φ(G) and its fundamental group. We say that the different
semisimple algebraic groups corresponding to the same root system Φ are the isogeny
types corresponding to Φ. An isogeny is a surjective homomorphism π of algebraic groups
such that its kernel ker(π) is finite. This name is due to the following result.
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Proposition 2.29. [MT11, Proposition 9.15] Let G be a semisimple group with root
system Φ and Gsc, Gad the simply connected and the adjoint group associated to the same
root system Φ. Then, there exist isogenies

Gsc
πsc−→ G

πad−→ Gad

that satisfy ker(πsc) ∼= Λ(Gsc)p′ and ker(πad) ∼= (Λ(Gad)/Λ(G))p′. In particular, we have
Z(Gsc) ∼= Λ(Φ)p′ and Z(Gad) = 1.

For a semisimple group G, we can determine all possibilities for Λ(G) using Table 2.1.
For all root systems except those of type An and Dn, the fundamental group Λ(Φ) is
simple and G is either simply connected or of adjoint type. This gives us a list of all
simple connected reductive groups with their corresponding root systems, see e.g. [MT11,
Table 9.2].

Again, we give an example to illustrate the introduced concepts. Since many of the
above results only hold for semisimple groups, we do not consider GLn but two related
algebraic groups.

Example 2.30. The following example can be found in more detail in [GM20, Example
1.3.8 and 1.3.9].

(a) We consider the special linear group

G := SLn(k) := {A ∈ GLn(k) | detA = 1}.
We continue to use the notation from Example 2.16 and identify some occurring
maps with their restrictions. Let T := Tn ∩G be the maximal torus consisting of the
diagonal matrices in G. The characters and roots of T are given by the restricted
characters of Tn, i.e.

X(T) = ⟨χ1, . . . , χn⟩Z, Φ = {χij | 1 ≤ i, j ≤ n, i ̸= j}.
Again, we have a base of Φ of size n− 1. Further, one can see that Φ is a root system
of type An−1. The cocharacters and coroots are given by

Y (T) =
{
φ(b1,...,bn) | bi ∈ Z,

∑n
i=1 bi = 0

}
, Φ∨ = {χ∨

ij | 1 ≤ i, j ≤ n, i ̸= j}
with χ∨

ij := φ(b1,...,bn) where bi = 1, bj = −1 and all other bk are 0. The additional
restrictions compared to the cocharacters of GLn occur since we only allow maps that
have an image with determinant 1.

We can directly see that we have Y (T) = ZΦ∨. This implies X(T) = Ω and
therefore G is simply connected and we have Λ(G) = 1.

(b) We now consider the projective general linear group

G̃ := PGLn(k) = GLn /Z(GLn).

Then, T̃ := Tn/Z(GLn) is a maximal torus of G̃. Similarly, we can use the quotient
map π and its universal property to translate the characters of GLn with Z(GLn) in

their kernel to G̃. To simplify notation, we denote these lifted characters by the same
symbols as for GLn. Then, we have

X(T̃) =
{∑n

i=1 aiχi | ai ∈ Z,
∑n

i=1 ai = 0
}
, Φ = {χij | 1 ≤ i, j ≤ n, i ̸= j},

Y (T̃) = {π ◦ φ(b1,...,bn) | bi ∈ Z}, Φ∨ = {π ◦ χ∨
ij | 1 ≤ i, j ≤ n, i ̸= j}.

The root system Φ is again of type An−1. We see that we have X(T̃) = ZΦ and

therefore Λ(G̃) = Λ(Φ). Thus, G̃ is of adjoint type.

Example 2.31. We consider the symplectic groups of rank 4

G := Sp4(k) :=
{
A ∈ GL4(k) | ATJA = J

}
for J :=

(
0 J2

−J2 0

)
, J2 :=

(
0 1

1 0

)
.
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Again, a maximal torus T of G is given by the diagonal matrices in G. They are of the
form diag(x, y, y−1, x−1) for some x, y ∈ k×. The normalizer of T in G is generated by
the permutation matrices in G that cyclically permute the diagonal entries and the one
interchanging x with its inverse. Thus, the Weyl group is isomorphic to D8, the dihedral
group of order 8.
The characters of T are integer linear combinations of χ1, χ2 ∈ X(T) defined by

χ1(diag(x, y, y
−1, x−1)) = x, χ2(diag(x, y, y

−1, x−1)) = y.

By computing the adjoint map, we can determine the roots. With a corresponding base
∆ := {α, β} where α := 2χ2, β := χ1 − χ2, we have

Φ(G) = Φ+ ∪ −Φ+, Φ+ := {α, β, α+ β, α+ 2β}.
One can see that this is a root system of type B2 where α is a long root and β is a short
root. For more details, see e.g. [MT11, Example 9.5].

2.3. Levi decomposition and structure of semisimple groups

In this section, we introduce the Levi decomposition of parabolic subgroups and the
Chevalley relations for semisimple algebraic groups.

Proposition 2.32. [MT11, Theorem 11.1] Let G be connected reductive and B ⊇ T a
Borel subgroup containing a maximal torus of G. Then, there exists a base ∆ of Φ such
that

B = T ·
∏
α∈Φ+

Uα

for any fixed order of the α ∈ Φ+. The expression is unique with respect to this fixed order.
Moreover, we have

WG(T) = ⟨sα | α ∈ ∆⟩, G = ⟨T,Uα | α ∈ ±∆⟩.

In the situation of the proposition, the base ∆ is called the set of simple roots with
respect to T ⊆ B. In the remaining section, let G be a connected reductive algebraic
group, T ⊆ B ⊆ G a maximal torus of G contained in a Borel subgroup of G. Let Φ ⊇ ∆
be the corresponding root system and set of simple roots and W the Weyl group of G
with respect to T with simple reflections S := {sα | α ∈ ∆}. We now define families of
subgroups of W and G that are indexed by subsets of S or simple roots.

Definition 2.33. Let I ⊆ S and ∆I := {α ∈ ∆ | sα ∈ I} be the corresponding subset of
simple roots. For w ∈ W, we denote a preimage of w in NG(T) by nw.

(i) The subgroup WI := ⟨s ∈ I⟩ is called a standard parabolic subgroup of W. Any
conjugate of a standard parabolic subgroup is called a parabolic subgroup of W.

(ii) The set ΦI := Φ ∩
∑

α∈∆I
Zα is the corresponding parabolic subsystem of roots.

(iii) The group

PI :=
⊔

w∈WI

BnwB

is called a standard parabolic subgroup of G. The conjugates of standard parabolic
subgroups of G are called parabolic subgroups of G.

Note that, although it is not clear from the definition above, the PI are in fact closed
connected subgroups of G for all I ⊆ S, see [MT11, Proposition 12.2]. The following
proposition already gives us an idea why it is interesting to study parabolic subgroups.

Proposition 2.34. [MT11, Proposition 12.2] Let I, J ⊆ S.

(a) For I ̸= J , the standard parabolic subgroups PI and PJ are non-conjugate.

(b) Any subgroup of G containing a Borel subgroup is a parabolic subgroup.
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(c) We have PI = ⟨T,Uα | α ∈ Φ+ ∪ ΦI⟩.

Parabolic subgroups play an important role in the study of connected reductive groups.
Later, we will need them to investigate the representation theory of finite groups arising
from them. For this, we also need the Levi decomposition of parabolic subgroups.

Definition 2.35. Let I ⊆ S. We set

UI := ⟨Uα | α ∈ Φ+ \ ΦI⟩, LI := ⟨T,Uα | α ∈ ΦI⟩.

Then, we have PI = UI ⋊LI [MT11, Proposition 12.6]. This is called the Levi decompo-
sition of PI and the group LI is called the standard Levi complement of PI . Conjugates
of standard Levi complements are called Levi subgroups of G.

For semisimple algebraic groups, we have more information about their structure. We
can define a distinguished set of generators that are subject to the so-called Steinberg or
Chevalley relations.

Theorem 2.36. [GLS98, Theorem 1.12.1] Let G be semisimple. For α ∈ Φ, we set

nα(t) := uα(t)u−α(−t−1)uα(t), hα(t) := nα(t)nα(1)
−1

for all t ∈ k×. Then the following properties hold:

(a) uα(t)uα(s) = uα(t+ s) for all α ∈ Φ and t, s ∈ k;

(b) for linearly independent α, β ∈ Φ we have

[uα(t), uβ(s)] =
∏

i,j>0, iα+jβ∈Φ
uiα+jβ(cijαβt

isj)

for all t, s ∈ k× with scalars cijαβ ∈ {±1,±2,±3} independent of t, s;

(c) hα(t)hα(s) = hα(ts) and [hα(t), hβ(s)] = 1 for all α ∈ Φ and t, s ∈ k×;

(d) T = ⟨hα(t) | α ∈ Φ, t ∈ k×⟩.

The relations (a)-(c) form the Steinberg or Chevalley relations and (b) is called the
commutator formula. The constants cijαβ are well-known and can be found for example
in [GLS98, Theorem 1.12.1]. Note that the hα are cocharacters.

These relations can also be used to construct a semisimple algebraic group of a certain
type. If Φ is a root system and we have abstract symbols uα(t) for all α ∈ Φ, t ∈ k
satisfying the Steinberg relations, these symbols generate a semisimple algebraic group
with root system Φ. This is called the Steinberg presentation [Ste68, Chapter 6]. We can
require additional relations to determine the isogeny type of the group, see e.g. [GLS98,
Theorem 1.12.4].

2.4. Steinberg endomorphisms and finite groups of Lie type

As mentioned earlier, we are interested in finite groups arising from algebraic groups.
In this section, we define Steinberg endomorphisms and use them to construct finite groups
of Lie type from algebraic groups. We follow [MT11].

Let G be a linear algebraic group over an algebraically closed field k = Fp of charac-
teristic p.

Definition 2.37. Let F : G → G be an endomorphism of G and q = pf for some f ≥ 1.

(i) The standard Frobenius map on GLn(k) is given by mapping the matrix entries to
their q-th power Fq : (ai,j) 7→ (aqi,j).

(ii) The map F is called a Frobenius map with respect to an Fq-structure if there exists
an embedding ι : G → GLn(k) such that Fq ◦ ι = ι ◦ F .

(iii) The map F is called a Steinberg map if some power of F is a Frobenius map.
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Steinberg maps are sometimes also called Frobenius roots. We can use them to con-
struct finite groups from algebraic groups.

Definition 2.38. Let G be a connected reductive group and F : G → G a Steinberg
endomorphism. The set of fixed points of G under F is denoted by

GF := {g ∈ G | F (g) = g}
and called a finite group of Lie type.

Note thatGF is in fact a finite group. Indeed, every endomorphism F of a simple group
G that gives rise to a finite groupGF is a Steinberg endomorphism [MT11, Theorem 21.5].

Example 2.39. Let G := SLn(k) be the special linear group over k and F := Fq the
standard Frobenius map restricted to G. Then, GF = SLn(Fq) = SLn(q) consists of all
n× n-matrices with entries in Fq and determinant 1.

Now, let

γ : SLn(k) → SLn(k), A 7→ A−T

be the transpose inverse homomorphism and set F ′ := Fq ◦ γ. It is not obvious that F ′

is a Frobenius map as in Definition 2.37, but we can directly see that F ′2 = Fq2 . The

fixed point group GF ′
=: SUn(q) is called the special unitary group. It is a subgroup of

SLn(q
2).

We now state the Lang–Steinberg theorem. It is very important as it allows us to
transfer many results about algebraic groups to the corresponding finite groups.

Theorem 2.40. [MT11, Theorem 21.7] Let G be connected and F : G → G a Steinberg
endomorphism. Then, the Lang map

L : G → G, g 7→ F (g)g−1

is a surjective morphism.

From now, let G be connected reductive and F : G → G a Steinberg endomorphism.
We are often interested in F -stable subgroups of G, i.e. subgroups H ≤ G such that
F (H) ⊆ H. Then, we can also consider the finite group HF .

Proposition 2.41. There exists an F -stable maximal torus T ⊆ G and an F -stable Borel
subgroup B ⊆ G containing T. All such pairs are GF -conjugate.

Definition 2.42. If T0 ⊆ G is an F -stable maximal torus such that it is contained in an
F -stable Borel subgroup B0, then T0 is called a maximally split torus.

Let W = WG(T0) be the Weyl group with respect to a maximally split torus T0 ⊆ B0

contained in an F -stable Borel subgroup. Let Φ be the corresponding root system and ∆
the set of simple roots. Then, F induces an automorphism of W

σ : W → W, nT0 7→ F (n)T0.

In the following, we denote this automorphism by σ and writeWσ = {w ∈ W | σ(w) = w}.
One can show that σ restricts to a graph automorphism of the corresponding Coxeter

diagram and use this to classify all possible Steinberg endomorphisms:

Proposition 2.43. [MT11, Proposition 22.2, Theorem 22.5]

(a) There exists a permutation ρ of Φ+ such that for every α ∈ Φ+ there are aα ∈ k×

and kα ∈ N with

F (uα(c)) = uρ(α)

(
aαc

pkα
)

for all c ∈ k. Moreover, ρ stabilizes the set of simple roots ∆ and induces a graph
automorphism of the corresponding Coxeter diagram.
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2.4. Steinberg endomorphisms and finite groups of Lie type

(b) If G is simple and not of type B2,G2, or F4 where p = 2, p = 3 or p = 2, respectively,
then ρ preserves root lengths and all kα coincide, i.e.

F (uα(c)) = uρ(α)(aαc
q)

for some p-power q and all c ∈ k.

(c) If G is of type B2,G2, or F4 with p = 2, p = 3, or p = 2, respectively, then there exists
an exceptional Coxeter diagram automorphism ρ that interchanges root lengths. It is
induced by an exceptional endomorphism

γ : G → G, γ(uα(c)) =

{
uρ(α)(c) if α is long,

uρ(α)(c
p) if α is short.

Conversely, for every prime power q of p and graph automorphism of the Coxeter diagram
ρ as above, there exists a Steinberg endomorphism that corresponds to these parameters.

An (n≥1) Dn (n≥4)

D4 E6

B2 G2 F4

Figure 2.2. Non-trivial graph automorphisms of the Coxeter diagrams of
indecomposable root systems. The dashed arrows only give rise to a Stein-
berg endomorphism of the corresponding algebraic group in characteristic
2 or 3, respectively.

Thus, we can use the Coxeter diagrams to determine the possible choices of ρ and
thereby the possible Steinberg endomorphisms of a group G. All non-trivial graph au-
tomorphisms of connected Coxeter diagrams can be found in Figure 2.2. The Frobenius
endomorphism corresponding to ρ = id and q = p is also called standard Frobenius endo-
morphism and denoted by Fp.

We now introduce a more convenient way to denote a finite group of Lie type.

Definition 2.44. (i) The pair (G, F ) or the group GF is called untwisted if F induces
the trivial graph automorphism on the Coxeter diagram of Φ. Otherwise, it is called
twisted.

(ii) Let f ≥ 1 be the smallest integer such that F f is a Frobenius map with respect to
an Fq0-structure. Then, we say that q ∈ R>0 with qf = q0 is attached to F .

Let G be connected reductive of type Ln and F : G → G a Steinberg endomorphism
that is attached to the positive real number q.

• If GF is untwisted, then we write GF = Ln(q).

• If GF is twisted, then we write GF = dLn(q0) where d is the order of the automor-
phism that F induces on the Coxeter diagram.

We sometimes add a subscript ad or sc to the type of G if it is of adjoint or simply
connected type. A list of all finite groups of Lie type can be found in [MT11, Table 22.1].

Example 2.45. The twisted groups 2B2(q
2), 2G2(q

2), and 2F4(q
2) only occur if k has

characteristic p = 2, p = 3, and p = 2, respectively, and we have q2 = p2f+1 for some
f ∈ N0. Thus, q is not an integer which means that the groups are not defined over Fq.
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Chapter 2. Finite groups of Lie type

They come from the exceptional Coxeter diagram automorphism described in Proposi-
tion 2.43(c). Further, they are the only simple finite groups of Lie type that arise from a
simple group G and a Steinberg map F that is not a Frobenius map. The groups 2B2(q

2)
are also called Suzuki groups and the groups 2G2(q

2) and 2F4(q
2) are called the small and

large Ree groups.

2.5. Properties of finite groups of Lie type

In this section, we study properties of finite groups of Lie type that can be characterized
through the underlying root system and Steinberg endomorphism. We consider the orders
of finite groups of Lie type, F -stable maximal tori, simple groups of Lie type, their Schur
covers and automorphism groups, and end the section with the definition of duality for
groups of Lie type.

Throughout the section, let G be connected reductive and F : G → G a Steinberg
endomorphism.

2.5.1. Orders of finite groups of Lie type. There is a general formula for the
order of finite groups of Lie type that only depends on a positive real number q and the
root system of the corresponding simple algebraic group. In order to state the formula,
we need to define a length function on the elements of the Weyl group.

Definition 2.46. Let Φ be a root system with base ∆ and Weyl group W . The length
l(w) of an element w ∈ W is the minimal integer such that w is the product of l(w)
elements in {sα | α ∈ ∆}.

Proposition 2.47. [MT11, Proposition 24.3] Let G be simple, F a Steinberg endomor-
phism of G and q attached to F . Let T ⊆ B be an F -stable maximal torus contained in
an F -stable Borel subgroup and σ the automorphism of W induced by F . Then, we have

|GF | = |BF |
∑

w∈Wσ

ql(w).

This can be written as a product of a power of q and cyclotomic polynomials in q. A
formula given in this way that holds for all connected reductive groups G can be found in
[MT11, Corollary 24.6].

In the following, we continue to write q for the positive real number attached to F .
The polynomial in q giving the order of GF is also called the order polynomial of G
with respect to F . A full list of order polynomials can be found for example in [MT11,
Table 24.1].

Example 2.48. The Suzuki and Ree groups have the order polynomials given in Table 2.2
where we denote the d-th cyclotomic polynomial by Φd. Note that for the Suzuki and Ree
groups q is not an integer. Therefore, some of the cyclotomic polynomials evaluated at q
are not rational and some of the polynomials can be factorized over Q(q) into polynomials
with non-rational coefficients but rational values at q. With this in mind, we write

• (Φ1Φ2)(q) := Φ1(q)Φ2(q)

• Φ±
8 (q) := q2 ±

√
2q + 1, i.e. Φ+

8 (q)Φ
−
8 (q) = Φ8(q);

• Φ±
12(q) := q2 ±

√
3q + 1, i.e. Φ+

12(q)Φ
−
12(q) = Φ12(q);

• Φ±
24(q) := q4 ±

√
2q3 + q2 ±

√
2q + 1, i.e. Φ+

24(q)Φ
−
24(q) = Φ24(q).

2.5.2. F -stable maximal tori. In the following, we often consider F -stable maximal
tori of G. Let T0 be a maximally split torus of G and W the Weyl group of G with respect
to T0. We already know that all F -stable maximal tori of G are G-conjugate and want
to obtain a more detailed description. We follow [GM20, Section 1.6.4].

We first introduce a different notion of conjugacy for elements of W.
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2.5. Properties of finite groups of Lie type

GF |GF |
2B2(q

2) (q2 = 22f+1) q4(q2 − 1)(q4 + 1) = q4(Φ1Φ2)(q)Φ
+
8 (q)Φ

−
8 (q)

2G2(q
2) (q2 = 32f+1) q6(q2−1)(q2+1)(q4− q2+1) = q6(Φ1Φ2)(q)Φ4(q)Φ

+
12(q)Φ

−
12(q)

2F4(q
2) (q2 = 22f+1) q24(q2 − 1)2(q2 + 1)2(q4 + 1)2(q4 − q2 + 1)(q8 − q4 + 1)

= q24(Φ1Φ2)(q)
2Φ4(q)

2Φ+
8 (q)

2Φ−
8 (q)

2Φ12(q)Φ
+
24(q)Φ

−
24(q)

Table 2.2. Order polynomials of the Suzuki and Ree groups.

Definition 2.49. Let σ be the automorphism of W induced by F . Then, w1, w2 ∈ W
are called σ-conjugate if we have w1 = σ(w)w2w

−1 for some w ∈ W.

Let T = gT0g
−1 be an F -stable maximal torus with g ∈ G. Since T and T0 are

F -stable, we have F (g)T0F (g)
−1 = gT0g

−1 and can conclude g−1F (g) ∈ NG(T0). Let
w ∈ W the image of g−1F (g) in W. We say that T is a torus of type w.

Proposition 2.50. There is a bijection between the GF -conjugacy classes of F -stable
maximal tori of G and the σ-conjugacy classes of W given by

gT0g
−1 7→ g−1F (g)T0 ∈ W = NG(T0)/T0.

Further, if T := gT0g
−1 is of type w ∈ W, we have

T0[w] := {t ∈ T0 | F (t) = n−1
w tnw} ∼= TF

where nw ∈ NG(T0) is any representative of w.

This allows us to parametrize the F -stable maximal tori in terms of W and to describe
their structure in a generic way.

Example 2.51. [Gec03, Section 4.6] We determine the F -stable maximal tori of the
Suzuki groups. Let G be of type B2 defined over an algebraically closed field k of charac-

teristic 2 and F = F fp ◦ γ where Fp is the standard Frobenius map and γ the exceptional
graph endomorphism. Let T0 := ⟨h1(t), h2(s) | s, t ∈ k×⟩ where h1, h2 are as given in the
Steinberg presentation.

The Weyl groupW = ⟨s1, s2⟩ is the dihedral group of order 8. Since the automorphism
σ of W induced by F interchanges s1 and s2, the σ-conjugacy classes of W are given by

{1, s1s2, s2s1, s1s2s1s2}, {s1, s2}, {s1s2s1, s2s1s2}.
Thus, the F -stable maximal tori of G are of type 1, s1 and s1s2s1.

Since h1(t) and h2(s) commute and we have

F (h1(t)) = h2(t
2f+1

), F (h2(t)) = h1(t
2f ),

we can easily determine the F -stable points of T0 and obtain

T0[1] = TF
0 = {h1(t)h2(t2

f+1
) | t ∈ k×, t2

2f+1
= t} ∼= Cq2−1

where q2 := 22f+1. We know from Theorem 2.36 that we have

ns1h1(t)ns1 = h1(t
−1), ns1h2(t)ns1 = h1(t)h2(t),

ns2h1(t)ns2 = h1(t)h2(t
2), ns2h2(t)ns2 = h2(t

−1).

From this, we can deduce

T0[s1] = {h1(t2
f
)h2(t) | t ∈ k×, t2

2f+1−2f+1+1 = 1} ∼= Cq2−
√
2q+1,

T0[s1s2s1] = {h1(t−2f )h2(t) | t ∈ k×, t2
2f+1+2f+1+1 = 1} ∼= Cq2+

√
2q+1.

This is a complete set of representatives of GF -conjugacy classes of the F -stable maximal
tori of G.

35



Chapter 2. Finite groups of Lie type

We complete the investigation of F -stable maximal tori with the following useful ob-
servation.

Lemma 2.52. [DM20, Proposition 4.2.23] Every semisimple s ∈ GF lies in some F -
stable maximal torus of G.

2.5.3. Simplicity and universal coverings. In order to prove one of the local-
global conjectures that have been reduced to a problem about simple groups, we have
to verify the corresponding inductive condition for all finite simple groups. If we want
to verify it for a certain family of finite groups of Lie type, we first have to know which
groups are actually simple.

Proposition 2.53. [MT11, Theorem 24.17, Remark 24.18, Proposition 24.21] Let Gsc

be a simple simply connected algebraic group and Gad simple of adjoint type with the same
underlying root system. Then, GF

sc is perfect and GF
sc/Z(G

F
sc)

∼= [GF
ad,G

F
ad] is simple

except for the following groups:

• SL2(2), SL2(3), SU3(2), and
2B2(2) are solvable;

• B2(2), G2(2), and
2G2(3) are almost simple;

• 2F4(2) contains the simple Tits group 2F4(2)
′ as a normal subgroup of index 2.

Since B2(2)
′ ∼= PSL2(9), G2(2)

′ ∼= PSU3(3), and
2G2(3)

′ ∼= PSL2(8), we have to con-
sider the inductive McKay–Navarro condition for 2F4(2)

′ and GF /Z(GF ) for every simple
simply connected group G and Steinberg endomorphism F . We have to consider a uni-
versal covering group of these simple groups.

Proposition 2.54. [GLS98, Theorem 6.1.4] Let G be simple of simply connected type
and assume that GF is perfect. Then, GF is a universal covering group of S = GF /Z(GF )
except for the groups occurring in Table 2.3. In particular, the Schur multiplier of S is
Z(GF ). The groups in Table 2.3 have Schur multiplier Z(GF )×Me(G

F ).

GF Me(G
F ) GF Me(G

F ) GF Me(G
F )

PSL2(4) C2 B3(2) C2
2E6(2) C2 × C2

PSL3(2) C2
2B2(8) C2 × C2 PSL2(9) C3

PSL3(4) C4 × C4 D4(2) C2 × C2 PSU4(3) C3 × C3

PSL4(2) C2 G2(4) C2 B3(3) C3

PSU4(2) C2 F4(2) C2 G2(3) C3

PSU6(2) C2 × C2

Table 2.3. Exceptional parts of the Schur multipliers of simple finite
groups of Lie type [MT11, Table 24.3].

The groups Z(GF ) and Me(G
F ) are also called the canonical and exceptional part of

the Schur multiplier of S. We say that a simple group has a generic Schur multiplier if
the exceptional Schur multiplier is trivial.

Since we have Z(GF ) = Z(G)F for simple algebraic groups by [MT11, Corollary 24.2],
we can easily deduce the centers of GF from Z(G). In particular, the center of a simple
groupG of simply connected type is the p′-part of the fundamental group of the underlying
root system and we can easily compute Z(GF ) as given in [MT11, Table 24.2].

2.5.4. Group automorphisms. In this section, we assume that Gsc is simple and
GF
sc is perfect. We consider the automorphisms of a finite simple group

S = GF
sc/Z(G

F
sc)

∼= [GF
ad,G

F
ad].
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Since we have to consider the action of group automorphisms on irreducible characters in
the inductive McKay–Navarro condition, we need a good description of these automor-
phisms. We first describe certain classes of group automorphisms.

Definition 2.55. An automorphism of S is called

(i) a diagonal automorphism if it is induced by conjugation with an element of GF
ad and

not an inner automorphism of S;

(ii) a field automorphism if it arises from an automorphism f of Gad such that for all

positive roots α of G and we have f(uα(c)) = uα(c
pk) for all c ∈ k with some fixed

integer k ≥ 1;

(iii) a graph automorphism if GF
sc is untwisted and it arises from an automorphism f

of Gad with f(uα(t)) = uρ(α)(t) for all c ∈ k and all positive roots α where ρ is a
non-trivial Dynkin diagram automorphism;

(iv) an exceptional graph automorphism if it arises from an exceptional endomorphism
γ of Gad as described in Proposition 2.43(c).

Note that twisted groups have no graph automorphisms since every graph endomor-
phism of Gsc acts on GF

sc in the same way as some field automorphism. Together with
the inner automorphisms, the described automorphisms already generate the whole auto-
morphism group of S.

Proposition 2.56. [GLS98, Theorem 2.5.12] The automorphism group of S is a split
extension of the automorphisms induced by conjugation with elements of GF

ad and the group
of field and (possibly exceptional) graph automorphisms.

More information on the structure of the automorphism group of S depending on its
type can be looked up for example in [GLS98, Theorem 2.5.12].

Example 2.57. Let G be of type B2,G2, or F4 with p = 2, p = 3, or p = 2 and γ
the exceptional graph automorphism from Proposition 2.43(c). Then, we can easily see
γ2 = Fp. Since the p′-part of the fundamental group of G is trivial, there are no diagonal
automorphisms of GF .

(a) If F = F fp is a power of the standard Frobenius endomorphism, then Out(GF ) ∼= ⟨γ⟩
is cyclic of order 2f .

(b) If F = F fp ◦ γ is not a Frobenius map, then Out(GF ) ∼= ⟨γ⟩ is cyclic of order 2f + 1.

We know from Lemma 1.29 that we can identify the automorphisms of the universal
covering GF

sc of S with the automorphisms of S. Thus, we can use the results from this
section in the inductive McKay–Navarro condition.

2.5.5. Dual groups. For finite groups of Lie type, there is a notion of duality that
we introduce in this section. We will see later that this so-called dual group of a finite
group of Lie type plays a crucial role in the description of its irreducible characters.

Definition 2.58. Let T0 be a maximally split torus of G. Let (X(T0),Φ, Y (T0),Φ
∨) be

the root datum of G with respect to T0. A pair (G∗, F ∗) is called dual to (G, F ) if

(i) there exists a maximally split torus T∗
0 ⊆ G∗ such that the root datum of G∗ with

respect to T∗
0 is isomorphic to (Y (T0),Φ

∨, X(T0),Φ) and

(ii) this isomorphism is compatible with the actions of F and F ∗.

In this situation, we also say that GF is dual to G∗F ∗
. For a more detailed definition of

isomorphisms of root data and the compatibility in (ii), see e.g. [GM20, Definition 1.5.17].

Example 2.59. Some examples of finite groups of Lie type and their dual groups are
displayed in Table 2.4. In particular, the groups G2(q), F4(q),

2B2(q
2), 2G2(q

2), and
2F4(q

2) are all dual to themselves [Car85, p.120].
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The description of the root data of SLn(k) and PGLn(k) in Example 2.30 gives us a
good impression how the roots and coroots of groups in duality correspond to each other.

GF G∗F ∗

(An)sc(q) = SLn+1(q) (An)ad(q) = PGLn+1(q)

(2An)sc(q) = SUn+1(q) (2An)ad(q) = PGUn+1(q)

(Bn)sc(q) = Spin2n+1(q) (Cn)ad(q) = PCSp2n(q)

(Cn)sc(q) = Sp2n(q) (Bn)ad(q) = SO2n+1(q)

Table 2.4. Some finite groups of Lie type and their dual groups [Car85,
p.120].

We sometimes need a correspondence between automorphisms of GF and automor-
phisms of its dual. The following is described in more detail in [Ruh22, Remark 2.12]
and [NTT08, Section 2].

Remark 2.60. Let (G∗, F ∗) be dual to (G, F ) and π : G → G a bijective morphism
commuting with F . Then, the isogeny theorem (see [GM20, Lemma 1.4.24]) implies that
π induces a bijective morphism

π∗ : G∗ → G∗ with F ∗ ◦ π∗ = π∗ ◦ F ∗.

It is unique up to conjugation with elements in L −1
∗ (Z(G∗)) where L∗ denotes the Lang

map of G∗ with respect to F ∗.
Both maps π and π∗ restrict to automorphisms of GF and G∗F ∗

, respectively. If
G is a simple algebraic group of simply connected type, then all elements in Aut(GF )

arise in this way. Thus, we can define a dual automorphism κ∗ ∈ Aut(G∗F ∗
) for every

κ ∈ Aut(GF ). Since G∗ is of adjoint type, it has trivial center and κ∗ is thereby even

unique up to conjugation in L −1
∗ (1) = G∗F ∗

.

2.6. A regular embedding and dual fundamental weights

We will see later that it is much easier to construct ordinary characters of a finite
group of Lie type if the center of the corresponding algebraic group is connected. In this
section, we introduce a construction that allows us to embed an algebraic group G of
simply connected type into a connected reductive group with connected center. We follow
[GM20, Section 1.7] and modify the constructions in [Mas10, Section 2].

First, we choose a suitable torus S containing Z(G) that has a small rank as follows.
Note that the group Z(G) depends on the characteristic of k. Let d be the minimal
integer such that Z(G) is generated by d elements. We set S := (k×)d. Then, we have
an embedding ι : Z(G) ↪→ S and can consider Z(G) as a subgroup of S. We define the

group G̃ by

G̃ := (G× S)/Z(G) = (G× S)/{(z, z−1) | z ∈ Z(G)}
where Z(G) acts by multiplication with (z, z−1) on the direct product. Naturally, we have
embeddings

G ↪→ G̃, S ↪→ G̃,

and we can identify G and S with their images in G̃. Let T ⊆ B be a maximally split
torus contained in an F -stable Borel subgroup with unipotent radical U. Then, the group

T̃ := TS is a maximal torus and B̃ := T̃U a Borel subgroup of G̃ with Ru(B̃) = U.

Note that the group G̃ depends on the choice of the embedding ι. We can extend the

field and graph automorphisms of G to G̃. A possible choice of these extensions can be

38



2.6. A regular embedding and dual fundamental weights

found in [Mas10, Section 3 and 4]. We use the name of the automorphism of G itself to

denote these extensions to G̃.

2.6.1. Dual fundamental weights. Let G be a simply connected group with max-
imally split torus T and Φ its root system with base ∆ = {α1, . . . , αm} with respect to
T.

Definition 2.61. The fundamental weights of T with respect to ∆ are a basis λ1, . . . , λm
of X(T) such that we have ⟨λi, α∨

j ⟩ = δij for all 1 ≤ i, j ≤ m.

Thus, the fundamental weights are a basis of X(T) that is dual to the α∨
i with respect

to the perfect pairing from Lemma 2.9. We want to have a similar basis ω∨
1 , . . . , ω

∨
m of

Y (T) such that we have ⟨αi, ω∨
j ⟩ = δij for all 1 ≤ i, j ≤ m. However, such a basis does not

always exist and we have to consider the universal group. We follow [Mas10, Section 6]
and adjust the constructions to our setting.

Definition 2.62. For every i ∈ {1, . . . ,m} we define

βi : k
× → T, βi(c) :=

m∏
j=1

hαj (c
lDji)

where (Dji)1≤j,i≤m is the inverse of the Cartan matrix of G and l is the exponent of Z(G).

Note that due to the adjustment of the definition in [Mas10, Section 6], lDji does not

have to be an integer. However, lDji · pk is an integer for some k ∈ N. Since the choice of
a p-th root in a field of characteristic p is unique, the βi are well-defined.

Definition 2.63. The dual fundamental weights are given by

ω∨
i : k× → T̃, ω∨

i (c) := βi(cl)
∏
j∈Id

c
⟨ωj ,βi⟩
l

for every i ∈ {1, . . . ,m}. Here, d is the number of generators of Z(G) as above, cl is an
l-th root of c, and Id ⊆ I consists of d elements of the index set I given in Table 2.5.

Type An Bn Cn D2n+1 D2n E6 E7 G2,F4,E8

exp(Λ(Φ)) n+ 1 2 2 4 2 3 2 1

I {n} {n} {1} {2n+ 1} {2n, 2n− 1} {1} {2} ∅

Table 2.5. Exponents of the fundamental group of the root system Λ(Φ)
and possible choices of I from [Mas10, Table 6.9]. The exponent l of Z(G)
is the p′-part of exp(Λ(Φ)), see Proposition 2.29.

The dual fundamental weights are well-defined, see [Mas10, p. 18]. With the help of
the index set I we can also explicitly define an embedding ι : Z(G) ↪→ S. We assume that
this embedding has been chosen as in [Mas10, Section 6].

Proposition 2.64. [Mas10, Proposition 6.11] For all αi ∈ ∆, let α̃i ∈ X(T̃) be the
unique extension of αi that is trivial on S. Then, we have

⟨α̃i, ω∨
j ⟩ = δij

for all 1 ≤ i, j ≤ m. Further, the set {ω∨
i | 1 ≤ i ≤ m} forms a basis of Y (T).

We now explicitly compute the dual fundamental weights for type G2 and B2.
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Example 2.65. (a) Let G be of type G2. Then, the inverse of the Cartan matrix is

D =

(
2 1

3 2

)
,

see e.g. [Mas10, Appendix], and we have l = 1. Thus, the dual fundamental weights
are given by

ω∨
1 (c) = β1(c) = hα1(c

2)hα2(c
3), ω∨

2 (c) = β2(c) = hα1(c)hα2(c
2)

for all c ∈ k×.

(b) Let G be of type B2. Then the inverse of the Cartan matrix is

D =

(
1 1
1
2 1

)
,

see e.g. [Mas10, Appendix], and we have l = 2 if p is odd and l = 1 if p is even.
First, assume that p is odd. From the definition of the βj we know ωi(βj(c)) = clDij

for all c ∈ k×. Thus, the dual fundamental weights are given by

ω∨
1 (c) = β1(

√
c)
√
c
⟨ω2,β1⟩ = hα1(

√
c
2
)hα2(

√
c
1
)
√
c
1
= hα1(c)hα2(

√
c)
√
c,

ω∨
2 (c) = β2(

√
c)
√
c
⟨ω2,β2⟩ = hα1(

√
c
2
)hα2(

√
c
2
)
√
c
2
= hα1(c)hα2(c)c.

where
√
c denotes a fixed square root of c in k×.

If p = 2, we similarly obtain

ω∨
1 (c) = β1(c) = hα1(c)hα2(

√
c), ω∨

2 (c) = β2(c) = hα1(c)hα2(c).

Remark 2.66. As already mentioned above, we slightly changed the constructions pre-
sented in this section from the setup in [Mas10, Section 6]. There, Maslowski did not

work with the group G̃ as defined above but constructed a group that can be used for all
groups of a certain type independently of their characteristic. This can be obtained by
choosing d to be the maximal number of generators of Z(G) for any characteristic of k.
Similarly, the construction of the dual fundamental weights always needs the whole set I
and l does not depend on p anymore.

This approach has the advantage that we can consider all simply connected groups of
a certain type at the same time. However, in order to work with these universal groups,
we have to extend the Steinberg endomorphisms of G to them. As mentioned above,
Maslowski did this for the graph and field endomorphisms. Naturally, this is not possible
for exceptional graph endomorphisms since they depend on the characteristic of k. For
example, in type B2 over a field of characteristic 2 we do not see any natural way of
extending the exceptional graph automorphism to S. Since we later only need the dual
fundamental weights for finite groups of Lie type in a fixed characteristic, we decided to
modify the constructions as presented above.

2.7. Choosing the local subgroup

In the inductive McKay–Navarro condition, we choose a proper subgroup N of a finite
group G containing the normalizer of a Sylow ℓ-subgroup of G and study its irreducible
ℓ′-characters for a given prime ℓ. In order to treat infinite series of finite groups of Lie
type, we need a generic way of choosing N . In this section, we present such choices. Let
G be a connected reductive group defined over k and F a Steinberg endomorphism of G.

If the prime ℓ is equal to char(k) = p, then the situation is quite easy.

Proposition 2.67. [MT11, Corollary 24.11] Let T be a maximally split torus contained
in an F -stable Borel subgroup B and U := Ru(B). Then UF is a Sylow p-subgroup of GF

with normalizer NGF (UF ) = BF .
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2.7. Choosing the local subgroup

Thus, with the notation of the previous proposition, we can choose BF as the local
subgroup N in the inductive McKay–Navarro condition.

If the characteristic of k is different from ℓ, we cannot give a generic description of
the normalizer of a Sylow ℓ-subgroup. Nevertheless, we can construct a generic group
containing the normalizer of a Sylow ℓ-subgroup for all finite groups of Lie type with some
known exceptions for ℓ = 2 and ℓ = 3.

Definition 2.68. Let S be an F -stable torus of G.

(i) Assume that F is a Frobenius map. We say that S is a d-torus if its order polynomial
with respect to F is a power of the d-th cyclotomic polynomial Φd.

(ii) The centralizers of d-tori in G are called d-split Levi subgroups of G.

(iii) A d-torus is called a Sylow d-torus of G if its order polynomial with respect to F is
the full Φd-part of the order polynomial of G with respect to F .

(iv) Assume that GF is a Suzuki or Ree group over a field of characteristic p. Let

Ψ := {Φ1Φ2} ∪ {irreducible factors of Φd over Z[
√
p] for d ≥ 3}.

For ϕ ∈ Ψ we say that S is a ϕ-torus if its order polynomial with respect to F is a
power of ϕ.
We define ϕ-split Levi subgroups and Sylow ϕ-tori analogously to (ii) and (iii).

Note that the polynomials occurring in Table 2.2 as factors of the orders of the Suzuki
and Ree groups are contained in Ψ.

Sylow tori have properties that are similar to those of Sylow subgroups. We need the
following results from the Sylow theorem for Sylow tori.

Theorem 2.69. [BM92, Theorem 3.4] Let F : G → G be a Frobenius endomorphism
and d ≥ 1.

(a) There exist Sylow d-tori in G.

(b) Any d-torus of G is contained in a Sylow d-torus of G.

(c) All Sylow d-tori of G are GF -conjugate.

An analogous result for Sylow ϕ-tori of Suzuki and Ree groups holds by [BM92,
Section 3F].

Example 2.70. We have already seen in Example 2.48 that the Suzuki groups 2B2(q
2)

have the order polynomial
q4(Φ1Φ2)(q)Φ

+
8 (q)Φ

−
8 (q).

From Example 2.51 we know that the F -stable maximal tori of 2B2(q
2) have the order

polynomials
(Φ1Φ2)(q), Φ+

8 (q), Φ−
8 (q)

which are polynomials contained in Ψ. Thus, all three F -stable maximal tori of 2B2(q
2)

are Sylow tori.
The Ree groups 2F4(q

2) have the order polynomial

q24(Φ1Φ2)(q)
2Φ4(q)

2Φ+
8 (q)

2Φ−
8 (q)

2Φ12(q)Φ
+
24(q)Φ

−
24(q).

From [SI75], we know that their F -stable maximal tori T (1), . . . , T (11) have the respective
order polynomials

(Φ1Φ2)(q)
2, (Φ1Φ2)(q)Φ4(q), (Φ1Φ2)(q)Φ

+
8 (q), (Φ1Φ2)(q)Φ

−
8 (q), Φ+

8 (q)Φ
−
8 (q),

Φ+
8 (q)

2, Φ−
8 (q)

2, Φ4(q)
2, Φ12(q), Φ+

24(q), Φ−
24(q).

Thus, the Sylow tori of 2F4(q
2) are T (1), T (6), T (7), T (8), T (9), T (10), and T (11).

We see for both 2B2(q
2) and 2F4(q

2) that, for every ϕ ∈ Ψ dividing the order polynomial
of the group, there is a Sylow ϕ-torus that is unique up to GF -conjugacy.
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Chapter 2. Finite groups of Lie type

As already mentioned before, we can use Sylow tori to choose the local subgroup N
in a generic way. This is due to the following theorem.

Theorem 2.71. [Mal07, Theorem 5.14, 5.19, and 8.4] Let G be simple and defined over
Fq where q is a power of p. Let ℓ be a prime dividing |GF | different from p and R a Sylow
ℓ-subgroup of GF .

(1) If F is a Frobenius map, we write d for the multiplicative order of q modulo ℓ if
ℓ ̸= 2, and modulo 4 if ℓ = 2. Then, there exists a Sylow d-torus S of GF such that
NGF (R) ≤ NGF (S) unless we are in one of the following cases:

(a) ℓ = 2 and GF = Sp2n(q) for n ≥ 1 with q ≡ 3, 5 mod 8;

(b) ℓ = 3 and GF = SL3(q) with q ≡ 4, 7 mod 9;

(c) ℓ = 3 and GF = SU3(q) with q ≡ 2, 5 mod 9;

(d) ℓ = 3 and GF = G2(q) with q ≡ 2, 4, 5, 7 mod 9.

(2) If GF is a Suzuki or Ree group, we write ϕ(ℓ) for the cyclotomic polynomial over

Z[√p] dividing the generic order of G such that ℓ divides ϕ(ℓ)(q). This is uniquely

determined except for GF = 2G2(q
2) and ℓ = 2 or GF = 2F4(q

2) and ℓ = 3. In both

cases, we set ϕ(ℓ) := q2 + 1. Then, there exists a Sylow ϕ(ℓ)-torus S of GF such that
NGF (R) ≤ NGF (S) unless we are in one of the following cases:

(a) ℓ = 2 and GF = 2G2(q
2);

(b) ℓ = 3 and GF = 2F4(q
2) with q ≡ 2, 5 mod 9.

If we are not in one of the mentioned cases, we can choose N as the normalizer of a
Sylow torus in GF . The inductive McKay–Navarro condition also requires N to be stable
under all automorphisms that stabilize the corresponding Sylow subgroup. This follows as
in [CS13, Proposition 2.5] from the fact that all Sylow tori of the same order are conjugate
under GF .

Proposition 2.72. In the setting of Theorem 2.71, assume that G is simply connected
and we are not in one of the cases listed in (1) or (2). Then, the Sylow torus S is stable
under Aut(GF )R.
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CHAPTER 3

Representation theory of finite groups of Lie type

In this chapter, we introduce some basic concepts about the ordinary character theory
of finite groups of Lie type. As we have seen in the previous chapter, finite groups of Lie
type are constructed from a connected reductive group and a Steinberg endomorphism
that corresponds to some prime power q and a (possibly trivial) graph automorphism
of the corresponding Coxeter diagram. Therefore, each family of finite groups of Lie
type consists of infinitely many finite groups. We are interested in a way to describe the
irreducible characters of all finite groups of Lie type of a certain type at the same time.
Since the fundamental work of Deligne and Lusztig in the 1970s, an extensive theory has
been developed that provides us with a lot of information about the character theory of a
family of groups of Lie type.

We give an overview of the parts of this theory that we need in this work. First,
we define Lusztig induction as well as Deligne–Lusztig characters and state some of their
properties that allow us to present the very important Jordan decomposition of characters.
In the next section, we introduce Harish-Chandra induction and use this to define a duality
operation on characters of finite groups of Lie type. We further give a definition of Gelfand–
Graev characters and finally generalize some concepts from Deligne–Lusztig theory to the
setting of disconnected groups. More details about the contents of this chapter can be
found in [GM20], [DM20], or [Car85].

Let G be a connected reductive group over k := Fp and F a Steinberg endomorphism
of G.

3.1. Lusztig induction and Jordan decomposition

In this section, we present a parametrization of the irreducible characters of the finite
group of Lie type GF . We first define Lusztig induction and Deligne–Lusztig characters.

Before we can do this, we have to introduce some related concepts. We follow [GM20,
Section 2.2.2]. Let X be an algebraic variety defined over k and F ′ : X → X a Frobenius
map. Let S be a finite group acting on X as algebraic automorphisms. For g ∈ S
commuting with F ′, the map F ′n ◦ g has only finitely many fixed points on X for all
positive n ∈ Z. We define the formal power series

R(t, g) := −
∞∑
n=1

|XF ′n◦g|tn ∈ Z[[t]].

One can show that R(t, g) is independent of F ′. It is a rational function in t, has only
simple poles, and no pole at ∞.

Definition 3.1. In the above setting, the Lefschetz number of g on X is

L(g,X) := lim
t→∞

R(t, g).

Lefschetz numbers are usually defined in more generality by considering the action of
S on the so-called ℓ-adic cohomology groups with compact support Hic(X,Qℓ) for i ∈ Z
and a prime ℓ ̸= p, see e.g. [Car85, Appendix]. In this setting, we have

L(g,X) =
∑
i≥0

(−1)iTr(g,H i
c(X,Qℓ)).
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Chapter 3. Representation theory of finite groups of Lie type

Since we do not have to work directly with these objects, it suffices to consider the defi-
nition given above.

We now specify the choice of X and S that we need for the definition of Lusztig
induction. For G and F as defined above, let Y ⊆ G be a closed subset and L the Lang
map as in Theorem 2.40. We consider the algebraic variety X := L −1(Y).

Let H be a finite subgroup of G such that h−1YF (h) ⊆ Y for all h ∈ H. Then,
S := GF ×H acts on L −1(Y) via (g, h).x = gxh−1 for all (g, h) ∈ S and x ∈ L −1(Y).

Definition 3.2. Let L be an F -stable Levi subgroup of G contained in a parabolic sub-
group P with Levi decomposition P = U ⋊ L. We consider the action of S := GF × LF

on X := L −1(U) as described above. Then, we define Lusztig induction by

RG
L≤P : Z Irr(LF ) → Z Irr(GF ), θ 7→

(
RG

L≤P(θ) : g 7→ 1

|LF |
∑
l∈LF

L((g, l),L −1(U))θ(l)

)
,

and Lusztig restriction by

∗RG
L≤P : Z Irr(GF )→ Z Irr(LF ), χ 7→

(
∗RG

L≤P(χ) : l 7→
1

|GF |
∑
g∈GF

L((g, l),L −1(U))χ(g)

)
.

Lusztig induction and restriction are adjoint to each other with respect to the usual
inner product of class functions [GM20, Definition 3.3.2]. In the remaining part of this
section, we are interested in a special case of Lusztig induction that occurs if the F -stable
Levi subgroup L is a torus.

Definition 3.3. Let T be an F -stable maximal torus of G, θ ∈ Irr(TF ), and B a Borel
subgroup of G containing T. Then, we define the Deligne–Lusztig character

RG
T (θ) := RG

T≤B(θ) ∈ Z Irr(GF ).

Although it is not clear from the definition, one can show that the Deligne–Lusztig
characters do not depend on the choice of the Borel subgroup, see [GM20, Corollary
2.2.9]. Therefore, we usually denote them by RG

T (θ) and do not specify a group B.
Despite their name, Deligne–Lusztig characters are not characters but integer linear

combinations of characters.

Definition 3.4. A virtual character of a group is a Z-linear combination of characters of
the group.

Thus, Deligne–Lusztig characters are virtual characters. In the following, T always
denotes an F -stable maximal torus and θ an irreducible character of TF .

Lusztig induction is sometimes also called twisted induction since it generalizes the
usual induction of characters:

Proposition 3.5. [GM20, Proposition 2.2.7] Assume that T0 ⊆ G is a maximally split
torus contained in an F -stable Borel subgroup B0 and θ ∈ Irr(TF

0 ). We have

RG
T0

(θ) = IndG
F

BF
0
◦ InfB

F
0

TF
0
(θ).

In this special case, the Deligne–Lusztig character is clearly a character. For maxi-
mal tori that are not maximally split, we do not have such a construction and need the
definition of Lusztig induction given above.

Deligne–Lusztig characters satisfy many convenient properties. For example, it is very
useful that different Deligne–Lusztig characters are orthogonal to each other with respect
to the usual scalar product of class functions.
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Proposition 3.6. [GM20, Proposition 2.2.8] Let T,T′ ⊆ G be F -stable maximal tori,
θ ∈ Irr(TF ), and θ′ ∈ Irr(T′F ). Then

⟨RG
T (θ), RG

T′(θ′)⟩ =
1

|TF |
· |{g ∈ GF | gTg−1 = T′ and θg = θ′}|.

In particular, RG
T (θ) = RG

T′(θ′) if (T, θ) and (T′, θ′) are conjugate in TF and they are
orthogonal otherwise.

Therefore, it suffices to consider Deligne–Lusztig characters for GF -conjugacy classes
of pairs (T, θ).

In the following, we often state formulas that hold up to a sign that is determined by
the relative F -rank of G or one of its tori.

Definition 3.7. [GM20, Definition 2.2.11, Proposition 2.5.6]

(i) The relative F -rank of G is the maximal i ≥ 0 such that (q − 1)i divides the order
polynomial of G with respect to F . If r is the relative F -rank of G, we write
εG := (−1)r.

(ii) The semisimple F -rank of G is the relative F -rank of G/R(G). We denote it by
rss(G).

We can now describe the degree of Deligne–Lusztig characters.

Proposition 3.8. [GM20, Theorem 2.2.12] Let T be an F -stable maximal torus of G
and θ ∈ Irr(TF ). Then, we have

RG
T (θ)(1) = εGεT|GF : TF |p′ .

In the following, we are also interested in other values of Deligne–Lusztig characters.
They can be described with the help of the Green function.

Definition 3.9. Let T be an F -stable maximal torus of G. We define the Green function
of G with respect to T by

QG
T : GF

u → C, u 7→ RG
T (1TF )(u)

where Gu consists of the unipotent elements in G as in Definition 2.3.

Proposition 3.10. [GM20, Proposition 2.2.5] The Green function has integer values.

We now express the values of Deligne–Lusztig characters in terms of the corresponding
irreducible character of TF and Green functions. However, we do not only need the Green
function of the group itself but of C◦

G(s) := CG(s)◦ where s ∈ GF is semisimple. We first
convince ourselves that we can still define Deligne–Lusztig characters and Green functions
for C◦

G(s).

Lemma 3.11. [DM20, Propositions 3.5.1, 3.5.3] Let s ∈ GF be semisimple.

(a) The identity component C◦
G(s) is connected reductive.

(b) If g ∈ G has Jordan decomposition g = us with u unipotent, then we have u ∈ C◦
G(s).

Note that C◦
G(s) and the Jordan decomposition of an element in GF are F -stable.

Now we can state the so-called character formula:

Proposition 3.12. [GM20, Proposition 2.2.16] Let g ∈ GF and g = su = us where u is
unipotent and s is semisimple. Then, we have

RG
T (θ)(g) =

1

|C◦
G(s)F |

∑
x∈GF , x−1sx∈T

Q
C◦

G(s)

xTx−1(u)θ(x
−1sx).

We can already assume from the definition of the Green functions that it is useful to
study the Deligne–Lusztig characters arising from the trivial characters of maximal tori.
As it turns out, their irreducible constituents are of importance.
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Chapter 3. Representation theory of finite groups of Lie type

Definition 3.13. An irreducible character χ of G is called unipotent if there exists an
F -stable maximal torus T ⊆ G such that χ is a constituent of RG

T (1TF ).

We eventually want to determine the irreducible characters of GF . The next proposi-
tion tells us why we study Deligne–Lusztig characters in order to obtain those.

Proposition 3.14. [GM20, Corollary 2.2.19] For every χ ∈ Irr(GF ) there exists an F -
stable maximal torus T ⊆ G and a character θ ∈ Irr(TF ) such that χ is a constituent of
RG

T (θ).

This already tells us that the union of all irreducible constituents of Deligne–Lusztig
characters is Irr(GF ). As we have already seen in Section 2.5.2, there is a convenient way
to describe the GF -conjugacy classes of F -stable maximal tori of G. However, we have to
change our point of view on Deligne–Lusztig characters in order to get a partition of the
irreducible characters of GF . Let (G∗, F ∗) be dual to (G, F ).

Proposition 3.15. [GM20, Corollary 2.5.14] The GF -conjugacy classes of the set

{(T, θ) | T an F -stable maximal torus of G, θ ∈ Irr(TF )}

are in bijection with the G∗F ∗
-conjugacy classes of

{(T∗, s) | s ∈ G∗F ∗
semisimple, T∗ an F ∗-stable maximal torus of G∗ containing s}.

Remark 3.16. Note that this bijection is compatible with taking powers of θ and s,
respectively. Thus, if the GF -conjugacy class of (T, θ) corresponds to the G∗F ∗

-conjugacy

class of (T∗, s), then the GF -conjugacy class of (T, θr) corresponds to the G∗F ∗
-conjugacy

class of (T∗, sr) for any r ∈ Z [GM20, Remark 2.5.15].

To prove the existence of the bijection from Proposition 3.15, one has to introduce
geometric conjugacy classes and other related concepts, see e.g. [GM20, Section 2.5].
Since we only need the result itself in the following, we do not say more about this.
We can now use this bijection to introduce a different point of view on Deligne–Lusztig
characters and change the associated parameters.

Definition 3.17. If (T∗, s) corresponds to (T, θ) as in Proposition 3.15, we write

RG
T∗(s) := RG

T (θ).

For every semisimple s ∈ G∗F ∗
we define the Lusztig series (or rational series)

E(GF , s) := {χ ∈ Irr(GF ) | ⟨χ,RG
T∗(s)⟩ ≠ 0 for an F -stable max. torus with s ∈ T∗F ∗

}.

For example, the unipotent characters of GF form the set E(GF , 1). As it turns out,
this parametrization of Deligne–Lusztig characters in terms of semisimple elements of the
dual group has better properties than the original definition. It requires some work to
obtain the following crucial result due to Lusztig.

Proposition 3.18. [GM20, Theorem 2.5.24] Let s, s′ ∈ G∗F ∗
be semisimple. Then, we

have

E(GF , s) = E(GF , s′)

if s and s′ are conjugate in G∗F ∗
. Otherwise, we have

E(GF , s) ∩ E(GF , s′) = ∅.

Together with Proposition 3.14 we can conclude that we can choose a set of semisim-
ple elements in G∗F ∗

such that the corresponding Lusztig series form a partition of the
irreducible characters of GF .
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Theorem 3.19. [GM20, Theorem 2.6.2] We have

Irr(GF ) =
⊔

s∈G∗F∗
semisimple/∼

G∗F∗

E(GF , s).

In order to understand Irr(GF ), it remains to find a better description of E(GF , s) for

semisimple s ∈ G∗F ∗
. This is much easier if the center of G is connected.

Proposition 3.20. [GM20, Theorem 2.6.4] Assume that Z(G) is connected and let

s ∈ G∗F ∗
be semisimple. Then, CG∗(s) is connected and we have a bijection

E(GF , s) → E(CG∗(s)F
∗
, 1), χ 7→ χu

such that

⟨RG
T∗(s), χ⟩ = ±⟨RCG∗ (s)

T∗ (1), χu⟩
for all F ∗-stable maximal tori T∗ of G∗ containing s.

Together with the previous theorem, this immediately implies that we have the fol-
lowing Jordan decomposition of characters.

Theorem 3.21. Let Z(G) be connected. Then Irr(GF ) can be parametrized by

{(s, ν) | s ∈ G∗F ∗
semisimple/ ∼G∗F∗ , ν ∈ E(CG∗(s)F

∗
, 1)}.

Note that the bijection in Proposition 3.20 and thereby also the Jordan decomposition
itself is not unique.

We already know from Section 2.5.2 how we can describe G∗F ∗
-conjugacy classes of

F -stable maximal tori of G∗. Since every semisimple element of G∗F ∗
lies in such a torus,

we can also determine the G∗F ∗
-conjugacy classes of semisimple elements.

The Jordan decomposition also gives a relation between the degrees of the correspond-
ing characters.

Corollary 3.22. [GM20, Corollary 2.6.6] In the setting of Proposition 3.20, we have

χ(1) = |G∗F ∗
: CG∗(s)F

∗ |p′ · χu(1).

If the center of G is not connected, the theory gets more complicated. However,
one can use the regular embedding from Section 2.6 and investigate the relation between

the irreducible characters of the group G̃F with connected center and of the group GF

itself. This yields a generalized version of the Jordan decomposition, see [GM20, Theorem
2.6.22].

Example 3.23. We use Deligne–Lusztig characters to determine the irreducible char-
acters of the Suzuki groups. Note that they have already been determined with purely
character-theoretical methods by Suzuki in [Suz62]. Let G be of type B2 defined over an

algebraically closed field k of characteristic 2 and F = F f2 ◦ γ where F2 is the standard
Frobenius map and γ the exceptional graph endomorphism. We have

|GF | = q4(q2 − 1)(q2 −
√
2q + 1)(q2 +

√
2q + 1)

where q2 = 22f+1. Let T0 be a maximally split torus of G and T1, T2 be representatives
of the GF -conjugacy classes of F -stable maximal tori of G as determined in Example 2.51.

Since Z(G) is connected, we can use the Jordan decomposition of characters to de-
termine the irreducible characters of GF . We know that (G, F ) is self-dual and we can
thereby consider maximal tori and semisimple elements of the group itself to determine
the Lusztig series of GF . We know that we have

TF
0
∼= Cq2−1, TF

1
∼= Cq2−

√
2q+1, TF

2
∼= Cq2+

√
2q+1.
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Let s ∈ GF be a non-trivial semisimple element and T an F -stable maximal torus of G
such that s ∈ TF . In [HB82, Theorem XI.3.10] it has been shown that we have

NGF (TF
0 ) = TF

0 ⋊ C2, NGF (TF
1 ) = TF

1 ⋊ C4, NGF (TF
2 ) = TF

2 ⋊ C4

and that CG(s)F = TF . Thus, CG(s)F is cyclic and its unique unipotent character is
the trivial character. By Proposition 3.20 and Corollary 3.22, the Lusztig series E(GF , s)
consists of only one character of degree |GF : TF |2′ . Since the element s is GF -conjugate
to |NGF (T) : TF | other elements in TF , this determines all non-unipotent irreducible
characters of GF as listed in Table 3.1.

Now we consider the unipotent characters of GF . The Lusztig series partition Irr(GF )
and we can determine the number of irreducible characters of GF by considering the
conjugacy classes of GF . Since we already know the number of non-unipotent characters,
we can easily conclude that GF has four unipotent characters.

By Proposition 3.6, we have

⟨RG
T (1TF ), RG

T (1TF )⟩ = |NGF (T) : TF | ∈ {2, 4}

for any F -stable maximal torus T of G. Further, we know from Proposition 3.8 that we
have

RG
T0

(1TF
0
)(1) = (−1) · (−1) · (q4 + 1),

RG
T1

(1TF
1
)(1) = (−1) · (q2 − 1)(q2 +

√
2q + 1),

RG
T2

(1TF
2
)(1) = (−1) · (q2 − 1)(q2 −

√
2q + 1).

By Proposition 3.5 and Frobenius reciprocity, the trivial character is a constituent of
RG

T0
(1TF

0
). Therefore, we have

RG
T0

(1TF
0
) = 1GF + χSt

for some χSt ∈ Irr(GF ) of degree q4. The two remaining Deligne–Lusztig characters have
odd degree and therefore consist of four irreducible constituents of multiplicity ±1. Since
the inner product with RG

T0
(1TF

0
) vanishes, we can conclude

RG
T (1TF ) = ±(1GF − χSt)± χ1 ± χ2

for T ∈ {T1,T2} with possibly different signs. Here, χ1 and χ2 are the two remaining
unipotent characters. Using the degrees of the Deligne–Lusztig characters that we deter-
mined above and the degree formula from Proposition 1.10, we can conclude that both χ1

and χ2 have degree (q2 − 1)q/
√
2 and that we have

RG
T1

(1TF
1
) = 1GF − χSt − χ1 − χ2,

RG
T2

(1TF
2
) = 1GF − χSt + χ1 + χ2.

We can use further knowledge about the conjugacy classes of GF to show that χ1 is the
complex conjugate of χ2. With the Green functions, we can also determine the values of
the characters, see [Gec03, Section 4.6].

The description of the irreducible characters of a finite group of Lie type dLn(q) and
their values in terms of the parameter q can be displayed in a character table where the
conjugacy classes and irreducible characters are grouped in families. This is called the
generic character table of dLn(q). Generic character tables are explicitly known for some
families of groups of Lie type with small rank. Many of them are available in CHEVIE
[GHL+96].
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s Number of
GF -conjugacy classes of

this type

|E(GF , s)| Degrees of χ ∈ E(GF , s)

1 ̸= s ∈ TF
0 (q2 − 2)/2 1 (q4 + 1)

1 ̸= s ∈ TF
1 (q2 −

√
2q)/4 1 (q2 − 1)(q2 +

√
2q + 1)

1 ̸= s ∈ TF
2 (q2 +

√
2q)/4 1 (q2 − 1)(q2 −

√
2q + 1)

s = 1 1 4 1, q4, (q2 − 1)q/
√
2,

(q2 − 1)q/
√
2

Table 3.1. Lusztig series and character degrees for the Suzuki groups GF .

3.2. Harish-Chandra theory

In this section, we introduce the basic notions of Harish-Chandra theory. It provides us
with a different partition of the irreducible characters of GF and new tools to investigate
these.

We first present a new construction for induction of characters that is called Harish-
Chandra induction. Originally, it was defined for all finite groups that have a so-called
BN -pair. Finite groups of Lie type always have a BN -pair consisting of the normalizer
of a maximally split torus in GF and the F -fixed points of the corresponding F -stable
Borel group. Since we only consider finite groups of Lie type in the following, we restrict
ourselves to this special case.

Definition 3.24. Let P be an F -stable parabolic subgroup of G and L an F -stable Levi
subgroup of P such that we have the Levi decomposition P = U⋊ L.

(i) The map

RG
L : N0 Irr(L

F ) → N0 Irr(G
F ), θ 7→ RG

L (θ) :=
(
IndG

F

PF ◦ InfPF

LF

)
(θ)

is called Harish-Chandra induction.

(ii) Let ψ be a character of PF afforded by a representation R. Let R′ be a subrep-
resentation of R of maximal degree such that UF is in its kernel. Then, we define
the map FixUF : N0 Irr(P

F ) → N0 Irr(L
F ) by letting FixUF (ψ) be the character

afforded by R′. The map

∗RG
L : N0 Irr(G

F ) → N0 Irr(L
F ), χ 7→ ∗RG

L (χ) :=
(
FixUF ◦ResGF

PF

)
(χ)

is called Harish-Chandra restriction.

Although the definition of Harish-Chandra induction and restriction depends on P,
the resulting functors are independent of its choice [DM20, Theorem 5.3.1]. As already
implied by the notation, the maps are adjoint to each other with respect to the standard
scalar product of characters.

Note that we already know from Proposition 3.5 that Harish-Chandra induction for a
maximally split torus T0 coincides with Lusztig induction. This indeed holds in general.

Proposition 3.25. [GM20, Proposition 3.3.3] Let L ⊆ P be an F -stable Levi subgroup
contained in an F -stable parabolic subgroup of G. Then, Harish-Chandra induction is the
same as Lusztig induction and Harish-Chandra restriction is the same as Lusztig restric-
tion.

This justifies the use of the same symbol for Lusztig and Harish-Chandra induction.
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Lusztig induction L ⊆ P Levi subgroup in parabolic subgroup,
L is F -stable

Deligne–Lusztig
L = T is a torus Harish–Chandra

P is F -stable

Finite groups with a BN -pair

Induction + Inflation
L = T0 is maximally split

Figure 3.1. Overview of the settings of Lusztig induction, Deligne–
Lusztig induction, and Harish-Chandra induction.

In the remaining section, we present some important properties of Harish-Chandra-
induced characters and their irreducible constituents. We start with the definition of
cuspidality.

Definition 3.26. Let H ⊆ G be an F -stable connected reductive subgroup. The char-
acter χ ∈ Irr(HF ) is called a cuspidal character if we have ∗RH

L (χ) = 0 for any proper
F -stable Levi subgroup L contained in an F -stable parabolic subgroup of H. The pair
(H, χ) is called a cuspidal pair.

If L is an F -stable Levi subgroup contained in an F -stable parabolic subgroup of G
and λ ∈ Irr(LF ) is cuspidal, then we also say that (L, λ) is a cuspidal pair of GF .

Cuspidal pairs of GF are an important tool in the study of irreducible characters of
GF . Similar to the Lusztig series, we consider sets of irreducible characters arising from
Harish–Chandra induction from a cuspidal pair of GF .

Definition 3.27. For a cuspidal pair (L, λ) of GF , we define the Harish-Chandra series

E(GF ,LF , λ) := {χ ∈ Irr(GF ) | χ is a constituent of RG
L (λ)}.

The union of Harish-Chandra series E(GF ,TF
0 , λ) where T0 is a maximally split torus of

G and λ ∈ Irr(TF
0 ) is called the principal series of GF .

We obtain a partition of the irreducible characters of GF in terms of Harish-Chandra
series.

Theorem 3.28. [GM20, Corollary 3.1.17] We have

Irr(GF ) =
⊔
(L,λ)

E(GF ,LF , λ)

where the sum runs over all cuspidal pairs of GF up to GF -conjugacy.

We can describe Harish–Chandra series explicitly by considering the new concept of a
Weyl group relative to the cuspidal pair.

Definition 3.29. Let (L, λ) be a cuspidal pair of GF . The relative Weyl group of GF

with respect to (L, λ) is the group

WGF (L, λ) := NGF (L, λ)/LF .

We also write WGF (L) := WGF (L, 1LF ).

Theorem 3.30. [GM20, Theorem 3.2.5] For a cuspidal pair (L, λ) of GF , there exists a
bijection

I : Irr(WGF (L, λ)) → E(GF ,LF , λ).
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For η ∈ Irr(WGF (L, λ)) we also write RG
L (λ)η := I(η). Note that the relative Weyl

group is a Coxeter group if G has connected center or λ is a unipotent character of L.
We can use this knowledge to obtain more information about its irreducible characters
and thereby also about the irreducible constituents of the characters obtained by Harish-
Chandra induction from cuspidal pairs.

Example 3.31. Let G, F be such that GF is the Suzuki group as in Example 3.23 and
T0 a maximally split torus of G. For every non-trivial λ ∈ Irr(TF

0 ), we already observed
that its inertia group in GF is just TF

0 itself. We thereby have a bijection

WGF (T0, λ) = {id} → E(GF ,TF
0 , λ) = {±RG

T0
(λ)} ∩ Irr(GF ).

For the trivial character, we have also seen that there is a bijection

WGF (T0, 1TF
0
) ∼= C2 → E(GF ,TF

0 , 1TF
0
) = {1GF , χSt}.

We conclude this chapter with a generalization of the concepts of Harish-Chandra
theory to the so-called d-Harish-Chandra theory. Instead of F -stable Levi subgroups
contained in F -stable parabolic subgroups of G, we now consider d-split Levi subgroups
as in Definition 2.68. Although we only give them in terms of d-split Levi subgroups,
the following definitions can also be translated to the Suzuki and Ree groups and ϕ-split
Levi subgroups. One can show that the 1-split Levi subgroups are always contained in an
F -stable parabolic subgroup of G.

Although we are not in the setting of Harish-Chandra induction anymore, we can still
apply Lusztig induction to a d-split Levi subgroup L and a character λ ∈ Irr(LF ). We
can now generalize some concepts from Harish-Chandra theory to this setting.

Definition 3.32. Let d ≥ 1.

(i) Let H ⊆ G be an F -stable connected reductive subgroup and χ ∈ Irr(HF ). The
character χ is called a d-cuspidal character if we have ∗RH

L (χ) = 0 for any proper
d-split Levi subgroup L of H. If H is additionally a d-split Levi subgroup, then the
pair (H, χ) is called a d-cuspidal pair of GF .

(ii) The d-Harish-Chandra series E(GF ,LF , λ) above a d-cuspidal pair (L, λ) of GF

consists of all ρ ∈ Irr(GF ) that are irreducible constituents of RG
L≤P(λ) for some

parabolic subgroup P of G with Levi complement L.

(iii) The relative Weyl group of a d-cuspidal pair (L, λ) of GF is given by the group
WGF (L) := NGF (L, λ)/LF .

The statement from Theorem 3.30 can be generalized to d-cuspidal unipotent pairs.

Theorem 3.33. [BMM93, Theorem 3.2] For a d-cuspidal unipotent pair (L, λ) of GF ,
there exists a bijection

I : Irr(WGF (L, λ)) → E(GF ,LF , λ).

As we will see in Section 6.1, d-Harish-Chandra series can be used to describe the
unipotent ℓ′-characters of GF .

3.3. Gelfand–Graev characters

In this section, we construct an important family of characters of GF , the Gelfand–
Graev characters. In order to do this, we first have to consider subgroups of the unipotent
radical of a Borel subgroup of GF . We follow [DM20, Section 12.3] and [Ruh21, Sec-
tion 3.2].

Let B be an F -stable Borel subgroup containing an F -stable maximal torus T and
U := Ru(B). As before, let ∆ be a base of the root system of G with respect to T ⊆ B
and ρ the permutation of ∆ induced by F . Then, ρ yields a partition of ∆ into its r orbits
δ1, . . . δr. For 1 ≤ i ≤ r, we write Uδi for the image of

∏
α∈δi Uα in U/[U,U].
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Every root subgroup is isomorphic to the additive group of k and we have an isomor-
phism Uδi

∼= (k+)|δi|. We have F (Uα) = UF (α). Therefore, every Uα with α ∈ δi is

stabilized by F |δi|. This gives us an isomorphism

UF
δi
∼= UF |δi|

α .

We can choose the root isomorphisms uα : k+ → Uα such that uα(1) ∈ UF |δi|
α . This

induces an isomorphism

UF
δi
∼= F+

q|δi|

and it follows

UF /[U,U]F ∼=
r∏
i=1

UF
δi
∼=

r∏
i=1

F+
q|δi|

.

Let ϕ0 ∈ Irr(F+
p ) be a fixed non-trivial character. By composing it with the trace, we

get a character ϕ
(N)
0 of F+

qN
for every N ∈ N.

Lemma 3.34. The set Irr(UF /[U,U]F ) can be parametrized by
∏r
i=1 Fq|δi| .

Proof. Every irreducible character ϕi of U
F
δi

∼= F+
q|δi|

is given by ϕi(x) = ϕ
(|δi|)
0 (aix)

for some ai ∈ Fq|δi| . Thus, it is uniquely described by an element of Fq|δi| .
On the other hand, we already know from the isomorphisms above that every character

ϕ ∈ Irr(UF /[U,U]F ) is of the form ϕ =
∏r
i=1 ϕi with characters ϕi ∈ Irr(UF

δi
). This shows

the claim. □

From now, we denote the linear character corresponding to the tuple (1, . . . , 1) by
ξ ∈ Irr(UF /[U,U]F ). By construction, ξ|δi is not trivial for any 1 ≤ i ≤ r and it is
invariant under the action of field and graph automorphisms of GF .

Definition 3.35. We define the Gelfand–Graev character Γ1 = IndG
F

UF ◦ InfUF

UF /[U,U]F (ξ).

If the center of G is connected, this is the only Gelfand–Graev character. Otherwise,
we can define more Gelfand–Graev characters by inducing other characters of UF that
are trivial on [U,U]F and non-trivial on all UF

δi
.

Proposition 3.36. [DM20, Theorem 12.3.4] The Gelfand–Graev characters are multi-
plicity free, i.e. all of their irreducible constituents have multiplicity 1.

We now illustrate these constructions by computing the character ξ for groups of type
B2 and a Steinberg endomorphism F .

Example 3.37. Let G be a connected reductive group of type B2 and ∆ = {α, β} a base
of its root system as in Example 2.31. Let f ≥ 1.

(a) Let F := F fp be a Frobenius endomorphism of G. Then, the orbits of the action
induced by F on ∆ are given by {α} and {β}. With the notation from above, we
have

(Uα/[U,U])F ∼= F+
q
∼= (Uβ/[U,U])F

and

UF /[U,U]F ∼= (Uα/[U,U])F (Uβ/[U,U])F .

We fix a non-trivial ϕ0 ∈ Irr(F+
p ). Using the above isomorphisms, every character

ϕ ∈ Irr(UF /[U,U]F ) is given by

ϕ(xαxβ) = ϕ0(aαxα)ϕ0(aβxβ)

for some (aα, aβ) ∈ (Fq)2 where xα ∈ (Uα/[U,U])F , xβ ∈ (Uβ/[U,U])F . In particu-
lar, we have ξ(xαxβ) = ϕ0(xα)ϕ0(xβ).
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(b) Assume that k has characteristic 2 and let F := F f2 ◦ γ where γ is the exceptional
graph endomorphism as defined in Proposition 2.43(c) and q2 := 22f+1. Then, ∆ is
one orbit under the action of F and we have

(U/[U,U])F ∼= F+
q2

∼= (F+
2 )

2f+1.

The non-trivial character of F+
2 is given by ϕ0(1) = −1 and we can write

ϕ
(2)
0 (a1, . . . , a2f+1) = ϕ0(a1 + · · ·+ a2f+1), (a1, . . . , a2f+1) ∈ (F+

2 )
2f+1.

Now, the irreducible characters of UF /[U,U]F are already given by the choice of

some a ∈ Fq2 and we have ξ = ϕ
(2)
0 .

Harish-Chandra induction and restriction allow us to define a duality map for charac-
ters of finite groups of Lie type. We will later apply this duality map to Gelfand–Graev
characters and their constituents.

Definition 3.38. LetB be an F -stable Borel subgroup ofG. We define the (Alvis–Curtis)
duality map by

DG =
∑
P⊃B

(−1)rss(P)RG
L ◦ ∗RG

L : CF
(
GF

)
→ CF

(
GF

)
where the sum runs over the F -stable parabolic subgroups of G containing B and L
denotes an arbitrarily chosen F -stable Levi subgroup of P.

We can now define the notion of semisimple and regular characters.

Definition 3.39. (i) An irreducible character of GF is called regular if it is a constituent
of some Gelfand–Graev character.

(ii) An irreducible character of GF is called semisimple if its dual is up to sign a con-
stituent of some Gelfand–Graev character.

If the center of G is connected, there is only one Gelfand–Graev character and we also
know that it is multiplicity free. This gives us the following statement.

Proposition 3.40. [DM20, Corollary 12.4.10] Assume that Z(G) is connected. The
unique Gelfand–Graev character of GF is the sum of all regular characters of GF . The
dual of the Gelfand–Graev character is the sum of all the semisimple characters of GF up
to signs.

3.4. Representation theory of disconnected groups

In the previous sections, we have only considered finite groups of Lie type that arise
from a connected reductive group. In order to verify the inductive McKay–Navarro con-
dition, we have to consider irreducible characters of subgroups of GF ⋊ Aut(GF ). This
finite group arises from a disconnected algebraic group. In [DM94], Digne and Michel
extended parts of the theory that has already been established for connected reductive
groups to certain disconnected groups. Although the theory is not as well-developed as
in the connected case and crucial results like the Jordan decomposition of characters are
not yet available, it allows us to consider Lusztig induction for disconnected groups and
the relation to Lusztig induction for its connected component. With some additional
constructions, we will be able to use these methods in Section 4.3.

In the following, let G be a reductive group. We follow [GM20, Section 4.8] and
[DM94]. First, we have to extend the definitions of the various subgroups to the discon-
nected case.

Lemma 3.41. [GM20, Section 4.8.1] Let P ≤ G be a closed subgroup containing a Borel
subgroup of G◦. Then, P◦ is a parabolic subgroup of G◦. If L◦ is a Levi complement of
P◦, we have P = Ru(P)⋊ L for L = NG(L◦).
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Definition 3.42. The groups P and L as in Lemma 3.41 are called quasi-parabolic and
quasi-Levi subgroups of G.
A group B = NG(B◦) where B◦ is a Borel subgroup of G◦ is called a quasi-Borel subgroup
of G. Their quasi-Levi subgroups are called maximal quasi-tori.

As already mentioned above, most of the theory is only developed for disconnected
reductive groups that possess a special structure. To describe this structure, we first define
a certain property of group automorphisms.

Definition 3.43. An automorphism τ ∈ Aut(G◦) is called quasi-semisimple if it stabilizes
a pair T◦ ⊆ B◦ of a maximal torus of G◦ contained in a Borel subgroup of G◦. It is called
quasi-central if, additionally,

dimCG◦(τ) = max{dimCG◦(τ ′) | τ ′ ∈ Inn(G◦)τ}.

Note that, in this situation, τ acts on W◦ := NG◦(T◦)/T◦. From now, we consider
the reductive group G := G◦ ⋊ ⟨τ⟩ where τ is a quasi-central automorphism of G◦. Let
F : G → G be a Steinberg map commuting with τ . Note that [DM94] only considers
Frobenius maps F . We checked that the results that we present here are still correct for
Steinberg maps.

We first convince ourselves that we can choose quasi-tori and quasi-Levi subgroups
such that they are stable under the actions of τ and F .

Proposition 3.44. [DM94, Proposition 1.36 and 1.38]

(a) There is a pair T ⊆ B of a quasi-torus of G contained in a quasi-Borel subgroup of
G that is F -stable and τ -stable.

(b) Let L ⊆ P be an F -stable quasi-Levi subgroup and a quasi-parabolic subgroup of G.
Then, there is a GF -conjugate of the pair L ⊆ P that is τ -stable.

We can now define a generalization of Lusztig induction to the disconnected group G.

Definition 3.45. [DM94, Definition 2.2] Let P be a quasi-parabolic subgroup of G with
P = U⋊ L where L is an F -stable quasi-Levi subgroup. We define a generalized Lusztig
induction and restriction

RG
L≤P : Z Irr(LF ) → Z Irr(GF ), θ 7→

(
RG

L≤P(θ) : g 7→ 1

|LF |
∑
l∈LF

L((g, l),L −1(U))θ(l)

)
,

∗RG
L≤P : Z Irr(GF )→ Z Irr(LF ), χ 7→

(
∗RG

L≤P(χ) : l 7→
1

|GF |
∑
g∈GF

L((g, l),L −1(U))χ(g)

)
.

We see that the definition actually generalizes ordinary Lusztig induction and restric-
tion for connected groups. Therefore, it also generalizes Harish-Chandra induction and,
in this case, we see that it coincides with the natural construction of Harish-Chandra
induction.

Lemma 3.46. [DM94, Corollaire 2.4] Assume that L is an F -stable quasi-Levi subgroup
containing τ that lies in a quasi-parabolic subgroup P. Then the following are true:

(a) ResG
F

G◦F ◦RG
L≤P = RG◦

L◦≤P◦ ◦ ResL
F

L◦F .

(b) ResL
F

L◦F ◦∗RG
L≤P = ∗RG◦

L◦≤P◦ ◦ ResG
F

G◦F .

(c) If P is F -stable, then we have RG
L≤P = IndG

F

PF ◦ InfPF

LF .

As in the ordinary case, for certain choices of the quasi-Levi subgroup Lusztig induction
does not depend on the quasi-parabolic subgroup.

Lemma 3.47. [GM20, Theorem 4.8.13] Lusztig induction is independent of the choice
of the quasi-parabolic subgroup if
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(a) the quasi-Levi subgroup is a quasi-torus or

(b) the quasi-Levi subgroup is contained in an F -stable quasi-parabolic subgroup of G.

Then, we also write RG
L and ∗RG

L . We now define a duality map for characters in the
disconnected setting.

Definition 3.48. [DM94, Definition 3.10] We define the duality operator on GF by

DG :=
∑
P⊇B

(−1)rss(P
◦⋊⟨τ⟩)RG

L ◦ ∗RG
L

where B is a fixed F -stable quasi-Borel subgroup containing τ . The sum runs over all
F -stable quasi-parabolic subgroups P of G containing B and L is any F -stable quasi-Levi
subgroup of P containing τ .

We have some information about the scalar product of Deligne–Lusztig characters
of disconnected groups. Since in later chapters we only need to know the number of
irreducible constituents of a Deligne–Lusztig character, we give the result only for this
special case.

Proposition 3.49. [DM94, Proposition 4.8] Let T be an F -stable quasi-torus of G con-
taining τ and θ ∈ Irr(TF ). Then, we have〈

RG
T (θ), RG

T (θ)
〉
GF =

〈
R

(Gτ )◦

(Tτ )◦ (θ|(Tτ )◦), R
(Gτ )◦

(Tτ )◦ (θ|(Tτ )◦)
〉
((Gτ )◦)F

.
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CHAPTER 4

Towards the verification of the inductive McKay–Navarro
condition

In this chapter, we consider the inductive McKay–Navarro condition and state some
general results that will help us to verify the condition later. We first consider the action
of group and Galois automorphisms on Lusztig series. Further, we study the extension of
characters and introduce a construction that allows us to use Deligne–Lusztig theory for
certain semidirect products that occur in the inductive condition. Moreover, we show that
we do not have to consider the full universal covering group in the inductive condition.
We use the notation of the inductive McKay–Navarro condition from Section 1.4.3.

Parts of this chapter already appeared in [Joh22] and [Joh21].

4.1. Actions on Lusztig series

We have seen in the previous chapter that Lusztig series are a powerful tool to study
the irreducible characters of finite groups of Lie type. Therefore, it will be useful to
consider the actions of group and Galois automorphisms on Lusztig series. Let G be a
connected reductive group and F a Steinberg endomorphism of G. Let (G∗, F ∗) be in
duality with (G, F ).

We first consider the action of group automorphisms on the Lusztig series of a group.

Lemma 4.1. [Bru09, Proposition 1] Let G be simply connected, s ∈ G∗F ∗
semisimple,

and κ an automorphism of GF . Then, κ maps the Lusztig series corresponding to s to

E(GF , s)κ = E(GF , κ∗(s))

where κ∗ denotes the automorphism of G∗F ∗
corresponding to κ as in Remark 2.60.

The action of Galois automorphisms on the Lusztig series of a group can be described
in a similar way.

Lemma 4.2. [GM20, Proposition 3.3.15] Let s ∈ G∗F ∗
be semisimple and σ ∈ G a Galois

automorphism described by b ∈ Z. Then, σ maps the Lusztig series corresponding to s to

E(GF , s)σ = E(GF , sb).

If G has connected center, we can strengthen this statement by considering the action
on the Jordan decomposition of characters.

Theorem 4.3. [SV20, Theorem 5.1] Assume that Z(G) is connected and F is a Frobe-

nius endomorphism. Let χ ∈ Irr(GF ) with Jordan decomposition (s, ν) for s ∈ G∗F ∗

semisimple and ν a unipotent character of CG∗F∗ (s). Let σ ∈ G be described by b ∈ Z.
Then, χσ has Jordan decomposition (sb, νσ).

In Proposition 6.6, we will generalize this statement to Steinberg endomorphisms.

4.2. Character extensions

In the setting of the inductive McKay–Navarro condition, we have to find projective
representations of G⋊Γχ associated to irreducible ℓ′-characters χ of G (respectively N⋊Γχ
and N). In this section, we present some methods to construct character extensions
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or projective representations such that we can control the actions of Galois and group
automorphisms on them. We will see that we are often interested in the construction of
character extensions that are invariant under these actions. Further, we state some results
and constructions that allow us to consider extensions to groups that we can control better
than the groups G⋊ Γχ and N ⋊ Γχ.

If not specified otherwise, we continue to use the notation of the inductive McKay–
Navarro condition.

As already mentioned in Section 1.3.2, we only know that a character of a normal
subgroup can be extended to its inertia group if the corresponding factor group is cyclic.
In our setting, this is the case for a character χ if

(G⋊ Γχ)/G ∼= (N ⋊ Γχ)/N ∼= Γχ

is cyclic. Luckily, there is a canonical way to extend representations to inner automor-
phisms.

Lemma 4.4. Let R be a representation of G or N affording χ. There exists a canonical
(Γ× G)χ-invariant extension of R to the inner automorphisms in Γχ.

Proof. If ch ∈ Γχ is the inner automorphism associated to h ∈ NG(R), we can set

R̃(g, ch) = R(g)R(h)

for all g ∈ G (or N) and all h ∈ NG(R). Then, R̃ is (Γ× G)χ-invariant since

R̃(g, ch)
κσ = R̃(κ(g), cκ(h))

σ = R(κ(g))σR(κ(h))σ ∼ R(g)R(h) = R̃(g, ch)

for all (κ, σ) ∈ (Γ× G)χ. □

Remark 4.5. Note that this canonical extension yields trivial scalars associated to R̃(c)
for the elements

c ∈ CG×Γ
χH (G) = {(n, cn−1) | n ∈ NG(R)}.

As soon as we consider other extensions of characters, we also have to keep track of the
character values on this centralizer.

In contrast to the extension condition in the inductive McKay condition, this cannot
be dismissed directly: Assume that κ ∈ Aut(G) stabilizes N and there is a non-trivial
inner automorphism in ⟨κ⟩. Let χ ∈ Irr(G) and ψ ∈ Irr(N) be κ-invariant and extended

by χ̂ ∈ Irr(G⋊ ⟨κ⟩) and ψ̂ ∈ Irr(N ⋊ ⟨κ⟩), respectively. Let C := CG⋊⟨κ⟩(G) and

εχ : C → Qab, εψ : C → Qab

such that

χ̂(c) = εχ(c)χ̂(1), ψ̂(c) = εψ(c)ψ̂(1)

for all c ∈ C. We can easily see that εχ, εψ are linear characters of C. Then, there is a
linear character β ∈ Irr(C) such that βεχ = εψ. Now, C can be identified with a subgroup

of Z(G) × ⟨κ⟩ and we know that there exists β̂ ∈ Irr(Z(G) × ⟨κ⟩) extending β that is

trivial on Z(G). By Proposition 1.22, β̂χ̂ ∈ Irr(G⋊ ⟨κ⟩) is an extension of χ and it is clear

that the scalars corresponding to β̂χ̂ and ψ̂ coincide for all c ∈ C. This suffices for the
inductive McKay condition.

However, the construction does not always work for the inductive McKay–Navarro

condition. Assume that χ̂ and ψ̂ satisfy the second part of the extension condition (2B),
i.e.

χ̂a = µaχ̂, ψ̂a = µaψ̂

for all a ∈ (Γ×H)χ. Then we have

(β̂χ̂)a = µ̃aµaβ̂χ̂
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where β̂a = µ̃aβ̂. One can easily think of examples for ℓ, |C| and ord(κ) where µ̃a is not
trivial.

The situation is more convenient if we consider extensions of characters χ that are
invariant under the action of (Γ×H)χ. The following lemma will be very useful if we have
a cyclic group of outer automorphisms and consider their representatives in Γ.

Lemma 4.6. Let X ∈ {G,N} and χ ∈ Irr(X) such that there exists a (Γ×H)χ-invariant
extension χ̂ ∈ Irr(X ⋊ ⟨κ⟩) of χ where κ ∈ Γχ. Then, we find a (Γ × H)χ-invariant
extension of χ to X ⋊ ⟨κ⟩ such that the associated scalars on CG⋊⟨κ⟩(G) are given by the
trivial extension of the central character of χ on Z(G).

Proof. We can identify C := CG⋊⟨κ⟩(G) with the direct product of Z(G) and the
subgroup A ⊆ ⟨κ⟩ of all inner automorphisms in ⟨κ⟩. Let ε ∈ Irr(C) such that we have
χ̂(c) = ε(c)χ̂(1) for all c ∈ C. Then, we have

ε(c)χ̂(1) = χ̂(c) = χ̂(c)a = ε(c)aχ̂(1)a = ε(c)aχ̂(1)

for every a ∈ (Γ×H)χ. Thus, ε is invariant under the action of (Γ×H)χ. As a character
of a direct product of groups, ε is given by ε1 ∈ Irr(Z(G)) and ε2 ∈ Irr(A) where ε1 is the
central character of χ on Z(G).

Let β̂ ∈ Irr(⟨κ⟩) be the inflation of ε−1
2 ∈ Irr(A). Then, β̂ is also (Γ × H)χ-invariant

and β̂χ̂ ∈ Irr(X ⋊ ⟨κ⟩) extends χ by Proposition 1.22. We further have

(β̂χ̂)a = β̂aχ̂a = β̂χ̂

for all a ∈ (Γ×H)χ and

(β̂χ̂)(c) = β̂(c)χ̂(c) = ε−1
2 (c)ε(c)χ̂(1) = ε1(c)χ̂(1)

for every c ∈ C. This proves the claim. □

Next, we state some situations where we can easily find (Γ × G)χ-invariant character
extensions of a character χ.

Lemma 4.7. [Joh21, Remark 4.1] LetM be a finite group, χ ∈ Irr(M) and A ≤ Aut(M).

(a) If χ is linear, it can be trivially extended to an (A×G)χ-invariant character ofM⋊Aχ.
(b) Assume that χ can be extended to χ̂ ∈ Irr(M ⋊ Aχ) and ⟨χ, IndMX (τ)⟩ = 1 for some

character τ ∈ Irr(X) and a subgroup X ≤ M . Let τ̂ ∈ Irr(X ⋊ Aχ) be an (A × G)χ-
invariant extension of τ . Then, there is a unique extension χ̃ ∈ Irr(M ⋊ Aχ) of χ
such that 〈

χ̃, Ind
M⋊Aχ

X⋊Aχ
(τ̂)

〉
̸= 0

that is (A× G)χ-invariant.
Proof. (a) Since χ is a group homomorphism, we can define a character of X by

setting χ(g, a) = χ(g) for all (g, a) ∈M ⋊Aχ. This is obviously (A× G)χ-invariant.
(b) By Proposition 1.22, we have

Ind
M⋊Aχ

X (τ) =Ind
M⋊Aχ

X⋊Aχ

 ∑
β∈Irr(Aχ)

β(1) · β τ̂

 =
∑

β∈Irr(Aχ)

β(1) · β Ind
M⋊Aχ

X⋊Aχ
(τ̂) .

Now, β′χ̂ ∈ Irr(X ⋊ Aχ) is an extension of χ for every linear β′ ∈ Irr(Aχ). By Frobenius
reciprocity we have 〈

β′χ̂, Ind
M⋊Aχ

X (τ)
〉
=

〈
χ, IndMX (τ)

〉
= 1.

Comparing this with the constituents of Ind
M⋊Aχ

X (τ) gives us a unique linear β′ ∈ Irr(Aχ)
such that 〈

β′χ̂, Ind
M⋊Aχ

X⋊Aχ
(τ̂)

〉
= 1.
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Since τ̂ is (A × H)χ-invariant, it is clear from the induction formula that Ind
M⋊Aχ

X⋊Aχ
(τ̂) is

also (A×H)χ-invariant. The uniqueness of β′χ̂ yields the claim. □

For real characters, we have some easy general criteria that ensure the existence of a
suitable extension.

Proposition 4.8. Let X ⊴M be normal and let χ ∈ Irr(X) be a real character. Assume
that either

(a) X has odd index in M or

(b) χ has odd degree and det(χ) is the trivial character.

Then, there exists an (M × G)χ-invariant real extension of χ to Mχ.

Proof. This can be proven as in [NT08, Corollary 2.2]. By [NT08, Lemma 2.1 and
Theorem 2.3], we know that there exists a unique real extension χ̃ such the order of det(χ̃)
is the same as the order of det(χ). The claim follows directly from the uniqueness. □

We now state an easy consequence of [Isa76, (6.28)] that sometimes ensures the exis-
tence of suitable character extensions.

Lemma 4.9. [Joh22, Lemma 5.2] Let M be a perfect finite group and A′ ≤ A ≤ Aut(M)
such that A′ contains representatives for all outer automorphisms in A. Assume that A′

is an ℓ-group for ℓ ∈ P. Then, for every χ ∈ Irrℓ′(M) there exists an (A×Hℓ)χ-invariant
extension χ̃ ∈ Irr(M ⋊Aχ) of χ such that its central character on Z(χ̃) is trivial.

Proof. The determinant and the central character of χ are trivial because M is
perfect. Since A′ is an ℓ-group, it is solvable and we have (|A′|, χ(1)) = 1. By [Isa76,
(6.28)], we find a unique extension χ̂ ∈ Irr(M⋊A′

χ) of χ such that χ̂ has trivial determinant.
Since the action of (A×Hℓ)χ does not change the determinant of χ̂, the uniqueness already
implies that χ̂ is invariant under (A×Hℓ)χ. Now, let g ∈ Z(χ̂), i.e. χ̂(g) = εχ(1) for some

ε ∈ Qab. Then, we have gord(g)ℓ ∈M and

det(χ̂(g)) = εχ(1) = 1, εord(g)ℓ = 1.

Since ord(g)ℓ and χ(1) are coprime, it follows ε = 1 and we get the claim by extending
the characters canonically to the inner automorphisms in A. □

As already mentioned in the beginning of the section, there is a canonical extension of
characters to inner automorphisms. The following Proposition generalizes this observation
and shows us that it suffices to replace G⋊Γ with a group inducing all automorphisms in
Γ.

Proposition 4.10. [NSV20, Theorem 2.9] Let (H,G, χ)H and (M,N,ψ)H be H-triples
with

(H,G, χ)H ≥c (M,N,ψ)H.

Let Ĝ, N̂ be finite groups with G ◁ Ĝ and NC
Ĝ
(G) ⊆ N̂ ◁ Ĝ. We denote the group

homomorphisms induced by conjugation with elements of H and Ĝ by ε : H → Aut(G)

and ε̂ : Ĝ→ Aut(G), respectively. If ε(H) = ε̂(Ĝ) and ε(M) = ε̂(N̂), then we have

(Ĝ,G, χ)H ≥c (N̂ ,N, ψ)H.

In the case of finite groups of Lie type, there is a canonical choice for a group that

induces all group automorphisms. Let G be a simply connected group and G ↪→ G̃ a
regular embedding as in Section 2.6. Let F be a Frobenius endomorphism of G and

write G := GF , G̃ := G̃F . We consider a group D ≤ Aut(G̃) generated by graph and

field endomorphisms of G̃ that commute with F . Then, conjugation with G̃⋊D induces
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Aut(G) by Proposition 2.56 and [CE04, Section 15.1]. Let N ≤ G be a D-stable subgroup

and Ñ ≤ G̃ such that N = Ñ ∩G. If we have H-triples

((G̃⋊D)χ, G, χ)H ≥c ((Ñ ⋊D)χ, N, ψ)H

for a D-stable subgroup N ≤ G, we can therefore apply Proposition 4.10 to conclude

(G⋊ Γχ, G, χ)H ≥c (N ⋊ Γχ, N, ψ)H.

The following proposition summarizes constructions from [Ruh21, Section 7.1, Lemma
7.2] that are helpful if G has non-trivial diagonal automorphisms.

Proposition 4.11. Let X̃ ∈ {G̃, Ñ} and X = G ∩ X̃ ∈ {G,N}. Assume that χ ∈ Irr(X)

such that (X̃ ⋊D)χ = X̃χ ⋊Dχ and χ has an extension to X ⋊Dχ afforded by a repre-
sentation D2.

(a) The character χ also extends to X̃χ and we denote a representation affording this
extension by D1.

(b) A projective representation of (X̃ ⋊D)χ is given by

P(x̃d) = D1(x̃)D2(d)

for x̃ ∈ X̃χ and d ∈ Dχ.

(c) Let a ∈ (N
Ñ⋊D(X ⋊Dψ)×H)χ and suppose

Da
1 ∼ µ1D1, Da

2 ∼ µ2D2

where µ1 ∈ Irr(X̃χ/X) and µ2 ∈ Irr((X ⋊Dχ)/X). Then, we have Pa ∼ µ1µ2P.
Therefore, in this situation we can consider extensions to the diagonal automorphisms

and to the field automorphisms separately.
In the following, we often need a good way of extending characters of the F -fixed

points of a torus to their stabilizers in the normalizer of the torus. This will be helpful
for the parametrization of the local characters in the inductive condition as well as for
the construction of character extensions. In order to formalize this, we define so-called
extension maps.

Definition 4.12. Let X ⊴M be normal. Assume that every χ ∈ Irr(X) extends to an
irreducible character χ̃ of its inertia group Mχ. Then, we say that we have an extension
map for X ⊴M given by

Λ : Irr(X) →
⋃

χ∈Irr(X)

Irr(Mχ), χ 7→ χ̃.

An extension map is in general not unique and depends on the choice of the different
character extensions.

4.3. Descent of scalars

Next, we present some methods to construct suitable character extensions of some
Deligne–Lusztig characters using results from Section 3.4. Let G be a connected reductive
group with connected center and F a Steinberg endomorphism of G.

In order to verify the inductive McKay–Navarro condition, we have to consider ex-
tensions of characters to the group GF ⋊ Γ. Since we have a canonical way of extending
characters to the inner automorphisms, we often consider characters of the groupGF⋊⟨F0⟩
where F0 is some automorphism of GF . This group arises from a disconnected algebraic
group and we therefore cannot apply classical Deligne–Lusztig theory. However, we can
use the Deligne–Lusztig theory for disconnected groups from Section 3.4 that has been
developed in [DM94]. We first have to find a way to consider GF ⋊ ⟨F0⟩ such that it
arises from the semidirect product of a connected reductive group with a quasi-central
automorphism.
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Chapter 4. Towards the verification of the inductive McKay–Navarro condition

4.3.1. Constructing isomorphisms. We use the constructions called Descent of
scalars from [Ruh21, Section 6.3], see also [Dig99] for more details. Let F0 be a Steinberg
endomorphisms of G and k a positive integer. For any F k0 -stable closed subgroup H of
G, we define

H = H× F k−1
0 (H)× . . .× F0(H) ≤ Gk = G.

We set

τ : G → G, τ(g1, . . . , gk) = (g2, . . . , gk, g1).

As in [Ruh21, Section 6.3], τ is a quasi-central automorphism of G and the projection
onto the first coordinate pr induces isomorphisms

HτF0 ∼= HFk
0 , GτF0 ⋊ ⟨τ⟩ ∼= GFk

0 ⋊ ⟨F0⟩.

Since the groups are isomorphic, we have bijections between the respective irreducible
characters that can be linearly extended to

pr∨G⋊⟨τ⟩ : Z Irr(GFk
0 ⋊ ⟨F0⟩) → Z Irr(GτF0 ⋊ ⟨τ⟩),

pr∨G : Z Irr(GFk
0 ) → Z Irr(GτF0), pr∨H : Z Irr(HFk

0 ) → Z Irr(HτF0).

The group G ⋊ ⟨τ⟩ is a disconnected group with Steinberg endomorphism τF0 as
considered in [DM94]. As described in Section 3.4, Digne and Michel generalized the
concept of Deligne–Lusztig characters to disconnected groups of this form. Thus, for
F = F k0 we can use these isomorphisms to construct Deligne–Lusztig characters of the
disconnected group GF ⋊ ⟨F0⟩. Note that this is the case if F0 is the standard field
automorphism and GF is untwisted as well as if F0 is an exceptional graph endomorphism
of G and GF is either untwisted or a Suzuki or Ree group.

With the required relation of F0 and F , we cannot apply the previous construction to
twisted groups and field automorphisms F0. However, we can generalize the construction
by considering an additional graph endomorphism. We follow [Ruh21, Section 6.4].

We consider a graph endomorphism ρ : G → G commuting with F0 such that we have
F := F0 ◦ ρ. Let l be the order of ρ and H an F kl0 -stable subgroup of G. Then, we set

H := H× F kl−1
0 (H)× · · · × F0(H)

and consider the automorphism

τ : G → G, (g1, . . . , gkl) 7→ (g2, . . . , gkl, g1).

We know from the constructions for untwisted groups that projection onto the first co-

ordinate pr yields an isomorphism HτF0 ∼= HFkl
0 . Thus, we have to consider a suitable

subset of H to obtain an isomorphism to HF . We define the closed subset

Gρ := {(g1, . . . , gkl) ∈ G | gi = ρ(gk+i) for all 1 ≤ i ≤ k(l − 1)} ⊆ G

and set Mρ := M ∩ Gρ for any subgroup M ≤ G. Then, we know by [Ruh21, Lemma
6.5] that pr induces isomorphisms

GτF0
ρ ⋊ ⟨τ⟩ ∼= GF ⋊ ⟨F0⟩, GτF0

ρ
∼= GF .

As above, the group GτF0
ρ ⋊ ⟨τ⟩ with Steinberg endomorphism τF0 is as considered in

[DM94] and we have bijections between the (almost) characters of the isomorphic groups.

62



4.3. Descent of scalars

4.3.2. Application to Gelfand–Graev characters. As a first application of the
isomorphisms above, we use Gelfand–Graev characters of GF ⋊ ⟨F0⟩ to obtain suitable
extensions of semisimple and regular characters of GF . Since we only need the results in
this section for untwisted groups with exceptional graph automorphisms and the Suzuki
and Ree groups, we state them for the case ρ = id and Z(G) = 1 in order to simplify the
notation. However, the proof also holds for twisted groups and groups with non-trivial
center, see [Ruh21, Proposition 6.7.].

Assume that G has connected center and F is again a Steinberg endomorphism of
G. As in Section 3.3, let B be an F -stable Borel subgroup of G containing an F -stable
maximal torus T and U := Ru(B). Let ξ be a character of UF /[U,U]F as defined there.
To simplify notation, we also write ξ for its inflation to UF . Then,

Γ1 = IndG
F

UF (ξ)

is the Gelfand–Graev character of GF . Again, we denote the Alvis–Curtis duality map
for G by DG : Z Irr(GF ) → Z Irr(GF ).

We are now able to extend [Ruh21, Proposition 6.7] to Steinberg endomorphisms.
Although Ruhstorfer considers only Galois automorphisms in Hp where p is the defining
characteristic, the proof given there also holds for all Galois automorphisms that satisfy
[Ruh21, Assumption 6.6] and act like some field automorphism of the group. Thus, the
changes we make are only due to the generalization to Steinberg automorphisms F0 and
the limited knowledge about duality for disconnected groups in this setting.

Proposition 4.13. [Joh22, Proposition 3.6] Let χ ∈ Irr(GF ) be a semisimple or regular
character and σ ∈ G such that we have χσ = χF

e
p for some e ∈ N. Let F0 be a Steinberg

endomorphism of G that fixes χ such that there is a k ∈ N with F k0 = F . Assume that
there exists a t ∈ T with ξt = ξσ that is invariant under all graph and field endomorphisms

of G. Then, there exists an extension χ̂ ∈ Irr(GF ⋊ ⟨F0⟩) of χ such that ψ̂F
e
p tσ

−1
= χ̂.

Proof. We first assume that χ is semisimple.
Step 1: Translating the characters to G. We keep the notation of the maps

pr∨G⋊⟨τ⟩, pr
∨
G, pr

∨
U from above. We set

χ := pr∨G(χ), ξ := pr∨U(ξ), Γ1 = Ind
GτF0

UτF0
(ξ).

Using the character formula for induction, we see that

pr∨G ◦ IndGF

UF = Ind
GτF0

UτF0
◦ pr∨U

and it follows Γ1 = pr∨G(Γ1).
Since χ is semisimple, χ is a constituent of DG(Γ1) by Proposition 3.40. From [GM20,

Proposition 3.4.3] we know that Alvis-Curtis duality and pr∨G also commute in this setting.
Consequently, we have

DG ◦ pr∨G = pr∨G ◦DG

and χ is a constituent of DG(Γ1). Let ϕ : G → G be the morphism given by the action
of F ep t and set

ϕ : G → G, (g1, . . . gk) 7→ (ϕ(g1), . . . ϕ(gk)).

Then, we have χϕσ
−1

= χ. By the choice of t and since ξ is invariant under field automor-
phisms, it follows that

ξϕσ
−1

= ξtσ
−1

= ξ.

This implies

ξϕσ
−1

= ξ, Γ1
ϕσ−1

= Γ1.
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Step: 2 Extending characters to the disconnected group. Since ξ is fixed
by F0, the character ξ ∈ Irr(UτF0) is τ -invariant and we can extend ξ to a character

ξ̂ ∈ Irr(UτF0 ⋊ ⟨τ⟩) by setting ξ̂(τ) = 1. Let

Γ̂1 := Ind
GτF0⋊⟨τ⟩
UτF0⋊⟨τ⟩(ξ̂).

Then, Γ̂1 extends Γ1 by the Mackey formula for characters in Theorem 1.13.
We need the construction of Deligne–Lusztig characters and duality for disconnected

groups from Definition 3.45 and 3.48. Digne and Michel have only considered finite groups
of Lie type that arise via Frobenius endomorphisms. As we have mentioned in Section
3.4, we checked that all results that we need in the following still hold for Steinberg
endomorphisms τF0.

Using Lemma 3.46, it is easy to see that

Res
(G⋊⟨τ⟩)τF0

GτF0
◦DG⋊⟨τ⟩ = Res

(G⋊⟨τ⟩)τF0

GτF0
◦
∑
P̃⊃B̃

(−1)rss(P̃) ·RG⋊⟨τ⟩
L⋊⟨τ⟩ ◦ ∗R

G⋊⟨τ⟩
L⋊⟨τ⟩

=
∑
P̃⊃B̃

(−1)rss(P̃)R
G
L ◦ Res(L⋊⟨τ⟩)τF0

LτF0
◦ ∗R

G⋊⟨τ⟩
L⋊⟨τ⟩

=
∑
P⊃B

(−1)rss(P)R
G
L ◦ ∗R

G
L ◦ Res(G⋊⟨τ⟩)τF0

GτF0

= DG ◦ Res(G⋊⟨τ⟩)τF0

GτF0

where

• B̃ is a fixed τF0-stable Borel subgroup of G ⋊ ⟨τ⟩ containing τ , the sum runs over

all τF0-stable parabolic subgroups P̃ of G ⋊ ⟨τ⟩ containing B̃, and L ⋊ ⟨τ⟩ denotes
the τF0-stable Levi subgroup corresponding to P̃ containing τ ;

• B is an F -stable fixed Borel subgroup of G, the sum runs over all τF0-stable para-
bolic subgroups P of G containing B, and L denotes the τF0-stable Levi subgroup
corresponding to P.

A bijection between the summation indices as implied by the notation exists by the remarks
after [DM94, Definition 3.10] and the considerations about Levi subgroups and parabolic
subgroups in [DM94, Section 1.1].

Thus, DG⋊⟨τ⟩(Γ̂1) extends DG(Γ1).
Step 3: Conclusion. In our setting, Harish-Chandra induction and restriction still

commute with Galois automorphisms and field automorphisms in the generalized case.
Thus, we have

DG⋊⟨τ⟩

(
Γ̂1

)ϕσ−1

= DG⋊⟨τ⟩

(
Γ̂1

ϕσ−1
)

= DG⋊⟨τ⟩

(
Γ̂1

)
.

As mentioned before, the character χ is a constituent of DG(Γ1). Since DG(Γ1) and

DG⋊⟨τ⟩(Γ̂1) are both multiplicity free, there is only one constituent χ̂ of DG⋊⟨τ⟩(Γ̂1) that

extends χ. Thus, it is ϕσ−1-stable and it follows that

(pr∨G⋊⟨τ⟩)
−1(χ̂) ∈ Irr(GF ⋊ ⟨F0⟩)

is a ϕσ−1-stable character extending χ.

In the case that χ is a regular character, it is a constituent of Γ1. Since Γ̂1 is multiplicity

free, there is a unique extension χ̂ of χ that is a constituent of Γ̂1 and we can argue as
before. □
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4.4. Primes and the universal covering group

In the inductive McKay–Navarro condition, we have to consider the Schur cover of a
simple group S to verify the condition for S and ℓ. In this section, we show that we do
not always have to consider the full Schur cover.

We first define a smaller covering group that depends on the prime ℓ.

Definition 4.14. Let S be a finite group with covering group G. The ℓ′-part of the
covering group G is a covering group H with G↠ H ↠ S such that |G|/|H| is an ℓ-power
and |H|/|S| is prime to ℓ.

As we see in the following lemma, it is enough to consider the ℓ′-part of the Schur
cover of S.

Lemma 4.15. [Joh22, Lemma 5.1] Let S be a finite simple non-abelian group, ℓ a prime,
G the Schur cover of S and H the ℓ′-part of the Schur cover. Let M ≤ H such that it
contains the normalizer of a Sylow ℓ-subgroup R of H and set Γ = Aut(H)R. Assume
that there exists a Γ ×Hℓ-equivariant bijection Ω′ : Irrℓ′(H) → Irrℓ′(M) such that for all
χ ∈ Irrℓ′(H) we have

(H ⋊ ΓχH , H, χ) ≥c (M ⋊ ΓχH ,M,Ω′(χ)).

Then, the inductive Galois–McKay condition holds for S and ℓ.

Proof. We have G/Z(G) ∼= S and G/Z(G)ℓ ∼= H; thus G is a central ℓ-extension of
H. Consider an irreducible character of G with degree d such that its restriction to Z(G)ℓ
is not trivial. Then we find a z ∈ Z(G)ℓ such that an affording representation R is of the

form R(z) = ζId for some ζ ∈ C× with ζ |Z(G)ℓ| = 1 and ζ ̸= 1. Since S is perfect, G is
also perfect and its only linear character is the trivial one. Thus, the determinant of R(g)
has to be 1 for all elements g ∈ G and it follows

det(R(z)) = ζd = 1.

Since |Z(G)ℓ| is an ℓ-power and ζ ̸= 1, d and ℓ cannot be coprime and it follows ℓ | d.
Therefore, all irreducible ℓ′-characters of G have Z(G)ℓ in their kernel and can be obtained
by inflating irreducible ℓ′-characters of H. Thus, deflation yields a bijection DefGH between
ℓ′-characters of G and H.

Let P and N be the preimages of R and M in G, respectively. One can easily see
that P is a Sylow ℓ-subgroup of G and that N contains the normalizer of P in G. Since
Z(G)ℓ ≤ N by definition and Sylow theory, N is a central ℓ-extension ofM . Thus, inflation
yields a bijection InfNM between the ℓ′-characters of M and N . It follows that Ω′ induces
a bijection

Ω := InfNM ◦ Ω′ ◦DefGH : Irrℓ′(G) → Irrℓ′(N).

SinceH is perfect, we know from [Asc00, (33.8)] thatG is a universal covering group of
H. Thus, the automorphism groups of S and H are both isomorphic to the automorphism
group of G by Lemma 1.29. Consequently, every automorphism of H stabilizing R extends
uniquely to an automorphism of G stabilizing P and we can consider Γ as a subset of
Aut(G). Since every χ ∈ Irrℓ′(G) is uniquely determined by the values of χ on H, the
groups Γ and H act on Irrℓ′(G) in the same way as on Irrℓ′(H). Thus, DefGH and InfNM are
Γ×H-equivariant. It follows that Ω is Γ×H-equivariant.

It remains to show that the extension conditions (2A) and (2B) of the inductive
McKay–Navarro condition are satisfied. Given projective representations of H ⋊ ΓDefGH(χ)

and M ⋊ ΓΩ′(DefGH(χ)) for χ ∈ Irrℓ′(G) such that

(H ⋊ Γ
DefGH(χ)

H , H,DefGH(χ)) ≥c (M ⋊ Γ
DefGH(χ)

H ,M,Ω′(DefGH(χ))),
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we can extend them trivially to Z(G)ℓ. These extended projective representations still
satisfy (2A) and (2B) and we thereby know that the inductive McKay–Navarro condition
holds for S and ℓ. □

This observation will be very useful for the computational validation of the inductive
condition for some finite groups that have to be considered separately.
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CHAPTER 5

Groups of Lie type in their defining characteristic

We now verify the inductive McKay–Navarro condition for some infinite families of
finite groups of Lie type. The observations in Section 2.7 already imply that we have
to distinguish between the case that the prime ℓ in the inductive condition equals the
characteristic p of the group of Lie type and the case that they are different.

In this chapter, we consider the case p = ℓ that is also called the defining characteristic
case. We already know that the inductive McKay condition holds for all finite simple
groups of Lie type in their defining characteristic by [Spä12]. In [Ruh21], Ruhstorfer
extended this and verified the inductive McKay–Navarro condition for most finite groups
of Lie type in their defining characteristic. He excluded the Suzuki and Ree groups, the
groups with exceptional graph automorphisms, Bn(2) (n ≥ 2), and the groups with non-
generic Schur multiplier. We verify the inductive McKay–Navarro condition for these
remaining cases and thereby complete the treatment of the defining characteristic case.

With some small changes, this chapter has been published in [Joh22]. Section 5.1 and
some additional details have been added and the explanation of some general theory has
been modified such that we can use the constructions and statements that have already
been introduced in earlier chapters of this thesis.

5.1. About the bijection

Before we start with the verification of the inductive McKay–Navarro condition for the
remaining groups, we give an idea of the bijection from the inductive McKay condition
in defining characteristic as constructed in [Mas10]. With this, we can explain why the
groups that we consider in the following have been excluded in [Ruh21].

Ruhstorfer used the bijection that has been constructed by Maslowski and showed
that this bijection also satisfies the inductive McKay–Navarro condition. Since Maslowski
restricted his work to Frobenius endomorphisms, Ruhstorfer excluded the Suzuki and Ree
groups from the beginning. Especially for the parametrization of the p′-characters in the
local case, Maslowski did some case by case distinctions and we cannot transfer the results
to the Suzuki and Ree groups without additional work. However, the construction of the
characters ξ and ϕS below also works for Steinberg endomorphisms.

Moreover, the simple groups with exceptional Schur multiplier have been excluded.
This is due to the fact that we consider the simple group GF /Z(GF ) where G is a simply
connected group such that GF is perfect and is equal to the universal covering group of
GF /Z(GF ). As we have seen in Section 2.5.3, this is the case unless GF is one of the
groups in Proposition 2.53 or Table 2.3.

5.1.1. Describing the local characters. Let G be of simply connected type and
F a Steinberg endomorphism of G. Let T ⊆ B be an F -stable maximal torus contained
in an F -stable Borel subgroup of G and U = Ru(B). We know from Proposition 2.67
that we can choose BF as the local subgroup in the inductive McKay–Navarro condition.

First, we consider the local characters in Irrp′(B
F ). We recall the construction of linear

characters of UF /[U,U]F in Section 3.3 and use the notation introduced there. As we
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have seen in Lemma 3.34, there is a bijection

δ : Irr(UF /[U,U]F ) →
r∏
i=1

Fq|δi| .

We know that inflation yields a bijection between the irreducible characters of the group
UF /[UF ,UF ] and the linear characters of UF . By [How74] we have [UF ,UF ] = [U,U]F

unless GF is one of the groups

Bn(2) ∼= Cn(2) for some n ≥ 2, G2(2),F4(2),G2(3),
2B2(2),

2F4(2),
2G2(3).

Therefore, these groups have not been studied in [Mas10] and [Ruh21] and have to be
considered separately.

Assuming [UF ,UF ] = [U,U]F , we can even say more about the linear characters of
UF . We consider the restriction

δ−1 :
r∏
i=1

{0, 1} → Irr(UF /[UF ,UF ]).

Every character in its image can be described by an r-tuple (a1, . . . , ar) with ai ∈ {0, 1}.
Thus, we can also parametrize them by a set S ⊆ {1, . . . , r} that contains all 1 ≤ i ≤ r
with ai = 1. We denote the corresponding character by ϕS and use the same notation for
the inflated character of UF .

From now, we assume that F is a Frobenius endomorphism. Let G ↪→ G̃ be a regular

embedding and T̃, B̃ as defined in Section 2.6. As already mentioned, this definition
slightly differs from the definition of the universal group in [Mas10]. We can still translate
most constructions to our setting and state the following result from [Mas10, Section 8
and 10].

Proposition 5.1. A complete set of representatives for the orbits of the action of B̃F on
the linear characters of UF is given by

{ϕS | S ⊂ {1, . . . , r}} ⊆ Lin(UF ).

Further, all ϕS ∈ Irr(UF ) extend to their stabilizers in B̃F .

We know that UF ≤ B̃F is a p-subgroup. By Clifford theory, every ψ ∈ Irrp′(B̃
F ) lies

over a linear character of UF . Thus, there exists a subset S ⊆ {1, . . . , r} such that ψ ∈
Irrp′(B̃

F | ϕS). The character ϕS extends to B̃F
ϕS

and the unique Clifford correspondent

λ ∈ Irrp′(B̃
F
ϕS

| ϕS) with
IndB̃

F

B̃F
ϕS

(λ) = ψ

is an extension of ϕS .

Therefore, ψ ∈ Irrp′(B̃
F ) is determined by the set S and the possible extensions of ϕS

to B̃F
ϕS
. Maslowski determined the structure of B̃F

ϕS
and used this to attach a label to

each ψ ∈ Irrp′(B̃
F ). With some additional considerations, one can also find labels for the

elements of Irrp′(B
F ), see [Mas10, Section 11].

5.1.2. Global characters and equivariance. We already know that every charac-

ter χ ∈ Irrp′(G̃
F ) is contained in a Deligne–Lusztig series E(G̃F , s) for some semisimple

s ∈ (G̃∗)F
∗
where (G̃∗, F ∗) is in duality with (G̃, F ).

From Corollary 3.22 we also know that the p-part of the degree of χ equals the p-part
of the degree of the corresponding unipotent character of C

G̃∗(s)
F ∗

. It has been shown

in [Mal07, Theorem 6.8] that the trivial character is the only p′-character of C
G̃∗(s)

F ∗

if G̃F is none of the groups that have been excluded before. The corresponding unique

p′-character in E(G̃F , s) is a semisimple character, see e.g. [Bru09, Lemma 5].
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Thus, the parametrization of the p′-characters of G̃F corresponds to the parametriza-

tion of the (G̃∗)F
∗
-conjugacy classes of semisimple elements of (G̃∗)F

∗
. This can be used

to determine labels of Irrp′(G̃
F ) [Mas10, Chapter 14]. Note that although the groups

Dn(2) and 2Dn(2) for n ≥ 4 have also been excluded in [Mas10, Proposition 13.1], they
still satisfy all needed assumptions by the results mentioned above. Therefore, we can
treat them together with the other groups.

In order to verify the inductive McKay condition, Maslowski showed that there is a

bijection between the labels of Irrp′(G̃
F ) and Irrp′(B̃

F ) that is equivariant under field
and graph automorphisms [Mas10, Theorem 15.1]. However, Maslowski did not consider
the action of exceptional graph automorphisms and therefore excluded the groups B2(2

i),
G2(3

i), and F4(2
i) for i ≥ 1.

For all other groups, this yields a Γ-equivariant bijection between Irrp′(G
F ) and

Irrp′(B
F ) that preserves central characters [Mas10, Theorem 15.4]. In [Ruh21, Theo-

rem 5.1 and Theorem 5.7], Ruhstorfer shows that the bijection is additionally equivariant
under the action of the Galois automorphisms in H.

This finally completes the explanation why the groups in question have been excluded
in [Ruh21].

5.2. Groups with exceptional graph automorphisms and the Suzuki and Ree
groups

In this section, we consider the groups with exceptional graph automorphisms B2(2
i),

G2(3
i), F4(2

i) for i ≥ 2, and the Suzuki and Ree groups 2B2(2
2f+1) for f ≥ 2, 2G2(3

2f+1),
2F4(2

2f+1) for f ≥ 1. We prove that these groups satisfy the inductive McKay–Navarro
condition in their defining characteristic. The groups B2(2), G2(3), F4(2),

2B2(8),
2G2(3),

and 2F4(2)
′ will be studied separately in Section 5.4. The group 2B2(2) is solvable and

thus we do not have to consider it further. We follow [Mas10] and [Ruh21] and extend
the results from there.

We now fix the notation we will use throughout this section. Let

G ∈
{
B2(2

i),G2(3
i),F4(2

i), 2B2(2
2f+1), 2G2(3

2f+1), 2F4(2
2f+1)

}
for i ≥ 2 and f ≥ 1. If G = 2B2(2

2f+1), we assume f ≥ 2. Let p be the defining
characteristic 2 or 3, respectively. For the Suzuki and Ree groups, we write q2 := p2f+1.
The group G is simple, non-abelian, has trivial Schur multiplier, and trivial center by
Proposition 2.54 and [MT11, Table 24.2].

Let G be the corresponding simple algebraic group of type B2, G2, or F4, respectively,
defined over an algebraic closure k of Fp. We denote by Fp the standard field automorphism
of G and by γ the exceptional graph endomorphism of G as in Proposition 2.43(c). If G

is a Suzuki or Ree group, we set F = F fp ◦ γ. Otherwise, we set F = F ip. Then, F is a

Steinberg endomorphism such that GF = G.
We fix a maximally split torus T ⊆ G and an F -stable Borel subgroup B containing

T. Let U be the unipotent radical of B. As mentioned in Proposition 2.67, U = UF is a
Sylow p-subgroup of G with normalizer B = BF . We denote by Φ the root system of G
with respect to T and by Φ∨ the set of coroots. Let n be the rank of Φ and denote the
set of simple roots with respect to B by ∆ = ⟨αj | 1 ≤ j ≤ n⟩.

5.2.1. Dual fundamental weights. Let X(T) be the character group of T and
Y (T) the group of cocharacters of T. For α ∈ Φ, let Uα be the root subgroup of G
associated to α. We fix an isomorphism uα : k+ → Uα, and let hα ∈ Y (T) be as in
Theorem 2.36.
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For 1 ≤ j ≤ n, let ω∨
j ∈ Y (T) be the dual fundamental weights as in Definition 2.63.

Note that the dual fundamental weights only depend on the type of the root system and
the characteristic of G and not on F .

By definition, we have γ2 = Fp and

γ(hα(c)) =

{
hρ(α)(c) if α is long,

hρ(α)(c
p) if α is short,

for all c ∈ k× where ρ is the permutation of roots in Φ induced by γ.
We follow the ideas in [Ruh21] and imitate the considerations that were already made

there for Frobenius endomorphisms and groups without exceptional graph automorphisms.

Lemma 5.2. The action of γ on the dual fundamental weights is given by

γ(ω∨
j (c)) =

{
ω∨
ρ(j)(c) if α is long,

ω∨
ρ(j)(c

p) if α is short,

for all c ∈ k×. Here, we also use ρ to denote the permutation of the indices of the αi
induced by ρ.

Proof. Since the center of G is trivial, we can write

ω∨
j : k× → T, ω∨

j (c) =
n∏
k=1

hαk
(cDkj )

with (Dkj)k,j ∈ Qn×n the inverse of the Cartan matrix of G. For type G2, the fundamental
weights have already been determined in Example 2.65(a). Since hα1 and hα2 commute
by Theorem 2.36, we have

γ(ω∨
1 (c)) = γ(hα1(c

2)hα2(c
3)) = hα2(c

2p)hα1(c
3) = hα1(c

3)hα2(c
6) = ω∨

2 (c
3),

γ(ω∨
2 (c)) = γ(hα1(c)hα2(c

2)) = hα2(c
p)hα1(c

2) = hα1(c
2)hα2(c

3) = ω∨
1 (c).

For the types B2 and F4, this follows by a similar computation using the inverses of the
Cartan matrices as in [Mas10, Appendix]. □

5.2.2. An equivariant bijection. As already pointed out, we know that the induc-
tive McKay condition holds in defining characteristic. More precisely, we know by [Bru09,
Theorem 5] that there exists a Γ-equivariant bijection

ΩiMcK : Irrp′(G
F ) → Irrp′(B

F )

such that (2A) of the inductive McKay–Navarro condition holds. We want to show that
this bijection is also H-equivariant.

Now, (G, F ) is self-dual by Example 2.59 except for type B2 where we have a bijection
between rational semisimple elements ofG and its dual with an isomorphism of centralizers
[Lus77, p. 164]. In the following, we will use this bijection without further notice. The
center of G is trivial by Proposition 2.29. We can consider Deligne–Lusztig characters as
introduced in Section 3.1.

As described in Example 2.57, the outer automorphism group of GF is generated by
γ. If GF is a Suzuki or Ree group, it has order 2f + 1 and is equal to ⟨Fp⟩; otherwise, it
has order 2i. We already know how the outer automorphisms and Galois automorphisms
act on the character sets E(GF , s) by Section 4.1. For the characters in Irrp′(G

F ), this
implies the following statement.

Lemma 5.3. Let s ∈ GF be semisimple and χ ∈ E(GF , s) a character of p′-degree. Let
σ ∈ H such that every p′-root of unity is mapped to its pk-th power where k is an integer.

Then, χσ lies in E(GF , sp
k
) = E(GF , F kp (s)) and we have χσ = χF

k
p .

70



5.2. Groups with exceptional graph automorphisms and the Suzuki and Ree groups

Proof. Similar to Lemma 4.2, the first claim follows from the character formula in
Proposition 3.12 and the fact that all maximal tori have an order prime to p. As already
mentioned in the previous section, we know from [Bru09, Lemma 5] that in every Lusztig
series E(GF , s) there is only one character of p′-degree. Together with Lemma 4.1, this

yields the equality of the characters χσ, χF
k
p ∈ E(GF , sp

k
). □

We show an analogous result for the local case.

Lemma 5.4. Let σ ∈ H such that every p′-root of unity is mapped to its pk-th power
where k is an integer. Then, σ acts on Irrp′(B

F ) in the same way as F kp .

Proof. If F is a Frobenius map, the claim is included in [Ruh21, Remark 5.2]. We
consider the Suzuki and Ree groups case by case. First, let GF be of type 2B2 or 2G2.
Then, BF is a Frobenius group with

BF = UF ·TF with UF ∈ Sylp(G
F ) and TF ∼= F×

q2

by [HB82, Sect. XI.3] and [Eat00, Proof of Lemma 5]. Thus, the irreducible characters
of BF consist of the inflations of characters in Irr(TF ) and the characters induced by the
linear characters of UF that are non-trivial.

As in [IMN07, (16C)] and [Eat00, Proof of Lemma 5], we see that the non-trivial
linear characters of UF are all in the same orbit under TF and therefore induce the same
unique irreducible character of BF of degree q2 − 1. Thus, we have

Irrp′(B
F ) = {InfBF

TF (τ) | τ ∈ Lin(TF )} ∪ {ψ0}

for the character ψ0 = IndB
F

UF (ξ) with ξ ∈ Lin(UF ) as in Section 5.1.

Since F kp acts on the elements of TF by mapping them to their pk-th power and TF

has order prime to p, F kp and σ act in the same way on Lin(TF ). This is inherited by

the inflated characters. The character ψ0 is the only character of BF of degree q2 − 1 and

therefore fixed by F kp and σ. Thus, we have ψF
k
p = ψσ for all ψ ∈ Irrp′(B

F ).

Finally, let GF be of type 2F4. With the notation and index sets as in [HH09], we
have as in [HH09, Proof of Lemma 6.1]

Irr2′(B
F ) = {Bχ1(k, l)} ∪ {Bχ2(k)} ∪ {Bχ5(k)} ∪ {Bχ8}.

As described there, F2 acts on these characters by doubling the character parameters. By
looking at the explicit character values given in [HH09, Table A.6] we see that σ acts on
the characters in the same way as F k2 . □

Proposition 5.5. The Γ-equivariant bijection ΩiMcK from [Bru09] is also H-equivariant.

Proof. Let σ ∈ H. As we have seen in Lemma 5.3 and Lemma 5.4, every σ acts
on Irrp′(G

F ) and Irrp′(B
F ) in the same way as F kp ∈ Γ for some k ∈ Z. Since ΩiMcK is

Γ-equivariant, it follows for all χ ∈ Irrp′(G
F )

ΩiMcK(χ
σ) = ΩiMcK(χ

Fk
p ) = ΩiMcK(χ)

Fk
p = ΩiMcK(χ)

σ.

This shows the claim. □

5.2.3. Character extensions. We use the same constructions and notation for the
characters ϕS and ξ of UF /[U,U]F and UF as in Section 5.1. Since G has trivial center,

we have G = G̃. Here, S is a subset of {1, . . . , r} with r = n if F is a Frobenius map and
r = n/2 if we are in the case of Suzuki and Ree groups.

Recall from Section 3.3 that Γ1 = IndG
F

UF (ξ) is the Gelfand–Graev character of GF

and that
DG : Z Irr(GF ) → Z Irr(GF )

is the Alvis–Curtis duality map for G as in Definition 3.38.
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Lemma 5.6. For every σ ∈ G there exists a t ∈ Tγ such that ϕσS = ϕtS for all subsets
S ⊆ {1, . . . , r}.

Proof. As in the proof of [Ruh21, Lemma 6.3(a)], choose an element b ∈ F×
p such

that ϕσ0 (a) = ϕ0(ba) for all a ∈ Fq. It is shown there that for

si := ω∨
i (b) ∈ TFp for 1 ≤ i ≤ n, t :=

n∏
i=1

si ∈ TFp

we have ϕtS = ϕσS . Since b
p = b, it follows with Lemma 5.2 that

γ(t) =
n∏
i=1

γ(si) =
n∏

i=1, αi long

ω∨
ρ(j)(b)

n∏
i=1, αi short

ω∨
ρ(j)(b

p) =
n∏
i=1

ω∨
j (b) = t.

Thus, t is γ-invariant. □

In particular, for every σ ∈ G there exists a t ∈ Tγ with ξt = ξσ. We now show that
the global and local characters can be extended to their stabilizers in Γ such that the
corresponding µa are trivial.

Proposition 5.7. Let χ ∈ Irrp′(G
F ) and σ ∈ H mapping every p′-root of unity to its

pk-th power where k is an integer. Then, there exists an extension χ̂ ∈ Irr(G⋊ ⟨γ⟩χ) of χ
such that χ̂F

k
p tσ

−1
= χ̂ where t ∈ Tγ with ξt = ξσ.

Proof. We know that all characters in Irrp′(G
F ) are semisimple and by Lemma 5.3

we have χσ = χF
k
p . Since F is a power of γ and γ generates the outer automorphism group

of GF , we can now apply Proposition 4.13 to obtain the claim. □

It remains to show the existence of convenient extensions of the local characters.

Proposition 5.8. Let ψ ∈ Irrp′(B
F ) and σ ∈ G a Galois automorphism such that we

have ψσ = ψF
e
p for some e ∈ N. Let t be an element in Tγ as is Lemma 5.6 and set

xσ := F epσ
−1t. Then, there exists an extension ψ̂ ∈ Irr(BF⋊⟨γ⟩ψ) of ψ such that ψ̂xσ = ψ̂.

Proof. For the groups B2(2
i),G2(3

i), and F4(2
i), this can be shown in the same way

as in [Ruh21, Prop. 6.10]. For the Suzuki and Ree groups, we give a different proof. Let
GF be 2B2(q

2) or 2G2(q
2). We recall the p′-characters of BF from the proof of Lemma

5.4:

Irrp′(B
F ) = {InfBF

TF (τ) | τ ∈ Lin(TF )} ∪ {IndBF

UF (ξ)}.

Since the characters ψ = InfB
F

TF (τ) are linear, we obtain an extension to BF ⋊ ⟨γ⟩ψ that is

invariant under F epσ
−1 by Lemma 4.7. These extensions are also invariant under xσ since

t ∈ BF .
We now consider the linear character ξ ∈ Irr(UF ). As noted before, ξ is invariant

under xσ and can be extended to ξ̂ ∈ Irr(UF ⋊ ⟨γ⟩) such that it is xσ-invariant. This also

gives us an xσ-invariant extension Ind
BF⋊⟨γ⟩
UF⋊⟨γ⟩(ξ̂) of the character IndB

F

UF (ξ).

For GF = 2F4(q
2), the characters of BF were explicitly constructed in [HH09]. As in

the proof of Lemma 5.4, we use the notation and index sets from there. Since Bχ1(k, l) is
linear, we can extend it as claimed. With the roots labeled as in [HH09], we write

H := CTF (uα3(1)uα2(1)uα2+α3(1))U
F

and denote by λ2(k) ∈ Irr(H) the character inducing Bχ2(k) as given in [HH09, p. 9].
Then, we can easily see λ2(k)

F2 = λ2(2k) and it follows

D := ⟨F2⟩Bχ2(k) = ⟨F2⟩λ2(k).
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The character λ2(k) restricts to a linear character ϕ{1} ∈ Irr(UF ). The action of TF on
the root subgroups is described in [HH09, Table 2] and H is the inertia subgroup of ϕ{1}
in BF . By Clifford correspondence, λ2(k) is the unique character of H inducing Bχ2(k)
such that λ2(k)|UF has ϕ{1} as a constituent. Since ϕ{1} and Bχ2(k) are xσ-invariant, the
Clifford correspondent λ2(k) is also xσ-invariant. Thus, we can extend the linear character

λ2(k) to an xσ-invariant character λ̂2(k) ∈ Irr(H ⋊ D). It follows that IndB
F⋊D

H⋊D (λ̂2(k))
is an xσ-invariant extension of Bχ2(k). In the same way, this can be shown for the other
characters. □

5.2.4. Verification of the inductive condition. We are now able to verify the
inductive Galois–McKay condition for all considered groups in their defining characteristic.

Theorem 5.9. The groups B2(2
i), G2(3

i), F4(2
i), 2B2(2

2f+1), 2G2(3
2f+1) , and 2F4(2

2f+1)
(i ≥ 2, f ≥ 1, and f ≥ 2 in the case of 2B2) satisfy the inductive McKay–Navarro condition
in their defining characteristic.

Proof. Let S be one of the groups above. As already mentioned, the group S is
simple, non-abelian, and has trivial Schur multiplier; thus we can consider G = S. We
want to verify the condition for N = BF .

Let Ω be the Γ × H-equivariant bijection from Proposition 5.5 and D = ⟨γ⟩. Let
χ ∈ Irrp′(G). We know by Lemma 5.3 that every σ ∈ H acts on χ in the same way as F kp
for some k ∈ Z. Therefore, every a ∈ (D×H)χ is of the form (dF kp , σ

−1) for some d ∈ Dχ.

As before, let xσ := F kp tσ
−1 with t ∈ Tγ as in Lemma 5.6. We know by Proposition 4.13

that we find an extension χ̂ ∈ Irr(G ⋊Dχ) such that χ̂xσ = χ̂ for all σ ∈ H. As we have
t ∈ TD ⊆ B ⊆ G and d ∈ Dχ, both act trivially on χ̂ and we have

χ̂ = χ̂xσ = χ̂F
k
p σ

−1
= χ̂dF

k
p σ

−1
.

We can now extend χ̂ to the inner automorphisms in Γ as described in Lemma 4.4. If
P is a representation affording this extended character, then P and Pa afford the same
character for all a ∈ ((B⋊Γ)×H)χ and are thereby similar. Therefore, the µa are trivial.
Using Proposition 5.8, the same can be done for the local character Ω(χ) and the claim
follows. □

5.3. The groups Bn(2) in defining characteristic

In this section, we verify the inductive McKay–Navarro condition for Bn(2) with an
integer n ≥ 4 and p = 2. For n = 2 and n = 3, the groups have an exceptional Schur
multiplier and are treated separately in Proposition 5.13.

The group S = Bn(2) is the symplectic group Sp2n(2) and can be defined by

Sp2n(2) :=
{
A ∈ GL2n(2) | ATJ2nA = J2n

}
where Jm :=

0 1

. .
.

1 0

 ∈ GLm(2)

for m ∈ Z>0. Here, A
T is the transpose of A.

5.3.1. Action of Galois automorphisms in the global case. The group S is
simple, non-abelian, and has trivial Schur multiplier [MT11, Remark 24.19]. Hence, we
can take G = S in the inductive McKay–Navarro condition. We already know that the
inductive McKay condition holds for S by [Cab11, Theorem 5].

We first consider the action of the Galois automorphisms in H on the characters in
Irr2′(G). Parts of the next proof have been corrected following the suggestions of the
anonymous referee of [Joh22].
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Chapter 5. Groups of Lie type in their defining characteristic

Lemma 5.10. The Galois automorphisms in H act trivially on Irr2′(G).

Proof. By [Lus77, p. 164], there exists a bijection between the rational semisimple
elements of Sp2n(2) and of its dual SO2n+1(2) with an isomorphism of centralizers. Thus,
the Jordan decomposition of χ ∈ Irr2′(G) can be written as (s, ν) with s ∈ G semisimple
and ν a unipotent character of CG(s).

Let σ ∈ H be such that every 2′-root of unity is mapped to its 2k-th power for some
k ∈ Z. Since the semisimple elements of G have odd order, χσ has Jordan decomposition

(s2
k
, νσ) by Theorem 4.3. As in the proof of [Cab11, Proposition 2], we have

CG(s) ∼= Sp2j(2)× C

for some 0 ≤ j ≤ n and C a product of finitely many general linear or general unitary
groups. By [Lus02, Corollary 1.12], every unipotent character of a group of type A or B
is rational-valued and it follows that νσ = ν.

It remains to show that s and s2
k
are conjugate for all k ∈ Z. The conjugacy classes

of G are uniquely determined by the characteristic polynomials of their elements, see the
proof of [Cab11, Proposition 2]. Let

π = Xn + an−1X
n−1 + · · ·+ a0 ∈ F2[X]

be the characteristic polynomial of s with roots λ1, . . . , λn over F2. By Vieta’s formula,
we have an−i = ei(λ1, . . . , λn) where ei is the i-th elementary symmetric polynomial in n
variables. Applying the standard Frobenius map F2 yields

F2(an−i) = an−i = ei(λ
2
1, . . . , λ

2
n)

since all coefficients of the ei lie in F2.
We know that the eigenvalues of s2 over F2 are given by λ21, . . . , λ

2
n. Again by Vieta’s

formula, the coefficients of the characteristic polynomial of s2 coincide with the coefficients

of π. Therefore, s and s2 are conjugate which implies that s and s2
k
are conjugate for all

k ∈ Z. This shows that χσ = χ. □

5.3.2. Action of Galois automorphisms in the local case. Let SymMn(2) be
the additive group of symmetric n × n -matrices over F2, Un(2) ≤ GLn(2) the group of
upper triangular unipotent matrices over F2 and

R :=

{(
x xsJn
0 Jn(x

−1)TJn

)
| x ∈ Un(2), s ∈ SymMn(2)

}
.

By [Cab11, Proposition 3], R is a self-normalizing Sylow-2-subgroup of G. We want to
show that the inductive McKay–Navarro condition is satisfied for N = R.

Lemma 5.11. The Galois automorphisms in H act trivially on Irr2′(R).

Proof. We want to show that all linear characters of R have integer character values.
Since all linear characters ofR can be obtained as inflated characters from its abelianization
R/R′, it suffices to show that all linear characters of R/R′ have integer character values.

As in [Cab11], we see R ∼= SymMn(2) ⋊ Un(2) with Un(2) acting on SymMn(2) by
x.s = xsxT for x ∈ Un(2) and s ∈ SymMn(2). With the same considerations as in [Cab11,
proof of Proposition 3], it follows

R/R′ ∼= (SymMn(2)/[SymMn(2), Un(2)])× (Un(2)/Un(2)
′) ∼= (C2)

n+1.

Thus, every value of a linear character of R/R′ is either 1 or −1 and thereby an integer.
Now the claim follows. □

Proposition 5.12. The inductive McKay–Navarro condition holds for the groups Bn(2)
with n ≥ 4 in their defining characteristic p = 2.
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5.4. Groups with non-generic Schur multiplier

Proof. The group G = Bn(2) has trivial outer automorphism group [GLS98, Section
2.5]. Thus, Γ consists of inner automorphisms and acts trivially on all characters in Irr2′(G)
and Irr2′(R). By Lemma 5.10 and Lemma 5.11, the group H also acts trivially on these
characters. We know |Irr2′(G)| = |Irr2′(R)| = 2n+1 by [Cab11, Section 2]. Thus, there
obviously exists a Γ × H-equivariant bijection between Irr2′(G) and Irr2′(R). We can
canonically extend all characters to the inner automorphisms as in Lemma 4.4. Thereby,
the extension part of the inductive McKay–Navarro condition also holds. □

5.4. Groups with non-generic Schur multiplier

In this section, we show that the inductive McKay–Navarro condition is satisfied for
the groups B2(2)

′, G2(2)
′, 2G2(3)

′, 2F4(2)
′, and the finite groups of Lie type with non-

generic Schur multiplier in their defining characteristic, see Section 2.5.3. Since these are
just finitely many groups, we can do this by explicit computations.

In the following proof, all computations were made with GAP [GAP19].

Proposition 5.13. The inductive McKay–Navarro condition holds for the groups B2(2)
′,

G2(2)
′, 2G2(3)

′, 2F4(2)
′, and the simple groups of Lie type with non-generic Schur multi-

plier in their defining characteristic.

Proof. Let S be one of the groups B2(2)
′, G2(2)

′, 2G2(3)
′, 2F4(2)

′, or a simple group
of Lie type with non-generic Schur multiplier and p its defining characteristic. By Lemma
4.15, it suffices to let G be the p′-part of the Schur cover of S. Note that the proof
of [Ruh21, Theorem 7.3] does not use the fact that G is the universal covering group
of S. For all groups except B2(2)

′, the exceptional part of the Schur multiplier is a p-
group, see Table 2.3. Therefore, by Lemma 4.15 and [Ruh21, Theorem 7.3], the inductive
McKay–Navarro condition is satisfied in defining characteristic for S being one of the
groups PSL3(2), PSL3(4), PSL2(4), PSL4(2), PSU4(2), PSU4(3),

2E6(2), PSL2(9), O7(3),
PSU6(2), or D4(2) = O+

8 (2). The remaining groups are G2(2)
′, 2G2(3)

′, Sp6(2), G2(3),
2B2(8), F4(2),

2F4(2)
′, and B2(2)

′.
Note that G2(2)

′ has trivial Schur multiplier. If S is one of the groups Sp6(2), G2(3),
2B2(8), G2(2)

′, or 2G2(3)
′, then the outer automorphism group of S and thereby also of

G is cyclic by [CCN+85]. Let R ∈ Sylp(G), N = NG(R), and Γ = Aut(G)R. We can
explicitly compute the actions of Γ × H on Irrp′(G) and on Irrp′(N) and see that they
are permutation isomorphic. Thus, there exists a Γ ×H-equivariant bijection Ω between
the sets. We find an outer automorphism γ ∈ Aut(G) such that ⟨γ⟩ ∼= Out(G) and can
compute the character tables of G⋊ ⟨γ⟩χ and N ⋊ ⟨γ⟩χ for every χ ∈ Irrp′(G). If G is not
G2(3), we always find (Γ×H)χ-invariant extensions of χ and Ω(χ). These characters can
be canonically extended to the inner automorphisms in Γ such that they are still (Γ×H)χ-
invariant. Thus, the inductive McKay–Navarro condition is true for these groups.

If G = G2(3), we can construct suitable (Γ×H)χ-invariant extensions for all characters
χ ∈ Irr3′(G) and Ω(χ) ∈ Irr3′(N) except for χ2 ∈ Irr3′(G) of degree 14 as in [CCN+85,
p.60] and a character ψ ∈ Irr3′(N) of degree 2. The actions of both H and ⟨γ⟩ ∼= C2 are
trivial on these characters. Thus, we can assume that Ω maps the characters onto another.
We can compute the character tables of G⋊ ⟨γ⟩ and N ⋊ ⟨γ⟩. Since N ⋊ Γ acts trivially
on all extensions, we see for both χ2 and ψ

µyσ =

{
λ if ζ3

σ = ζ23 ,

1 if ζ3
σ = ζ3,

with ζ3 a primitive third root of unity and (y, σ) ∈ (N ⋊ Γ)×H. Here, λ is the character
of G ⋊ ⟨γ⟩ or N ⋊ ⟨γ⟩, respectively, given by inflation from the non-trivial character of
⟨γ⟩ ∼= C2, i.e.

λ(g, τ) =

{
1 if τ = id,

−1 else,
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Chapter 5. Groups of Lie type in their defining characteristic

for all (g, τ) ∈ N ⋊ ⟨γ⟩. Since we can extend the characters canonically to the inner
automorphisms in Γ, the inductive McKay–Navarro condition holds.

For S = F4(2), the Schur multiplier has order 2 and we can consider G = S. We see
that R ∈ Syl2(G) is self-normalizing and that the character values of the linear characters
of R are integers. The values of the characters in Irr2′(G) are given in [CCN+85] and we
see that H acts trivially on both Irr2′(G) and Irr2′(R). The outer automorphism group of
G is generated by a graph automorphism of order 2 stabilizing R [GLS98, Section 2.5].
We can compute the actions of γ on the conjugacy classes of G and N and we see that the
actions of γ on Irr2′(G) and Irr2′(R) are permutation isomorphic. Thus, for χ ∈ Irr2′(G)
we now have either Γχ = Inn(G | R) or we can read off the character values of G ⋊ ⟨γ⟩
from the character table of the split extension F4(2) : 2 given in [CCN+85]. As before,
we conclude that the group satisfies the inductive McKay–Navarro condition.

We now consider S = B2(2)
′ ∼= PSL2(9) which has cyclic Schur multiplier of order 6.

For p = 3, this was already treated above; thus let p = 2. Let G be the 3-cover of S,
R a Sylow 2-subgroup of G, and N = NG(R). Note first Γ = ⟨Inn(G | NG(R)), γ1, γ2⟩
with γ1, γ2 ∈ Aut(G)R of order 2 but there is no subgroup of Γ that is isomorphic to the
outer automorphism group. Thus, we choose a subgroup Γ′ ⊆ Γ of order 8 containing
representatives of all outer automorphisms of G. We can explicitly compute the actions
of Γ′ and H on Irr2′(G) and Irr2′(N) and construct a Γ×H-equivariant bijection. For all
χ ∈ Irr2′(G), we can apply Lemma 4.9 and find (Γ × H)χ-invariant extensions that are
trivial on the centralizer of N in G⋊Γ′

χ. The local characters ψ ∈ Irr2′(N) are linear and

can be extended trivially by setting ψ̂(x, γ) = ψ(x) for all (x, γ) ∈ N ⋊ Γ′. As always,
these extensions are (Γ × H)ψ-invariant but since Γ′ also contains inner automorphisms,

we have to make sure that they are trivial on CG⋊Γ′(G). We have ψ̂(x, γ) = ψ(x) and can
explicitly compute ψ(x) = 1 for all x ∈ N inducing inner automorphisms in Γ′. Thus, the
corresponding central character is trivial and it follows that the inductive McKay–Navarro
condition holds.

For the Tits group S = G = 2F4(2)
′, the Schur multiplier is trivial and the extension

by the outer automorphism group of order 2 is again not split. However, we find a
representative γ ∈ Γ of the outer automorphism with ord(γ) = 4. As before, we can
construct the 2′-characters of G and R and see that γ acts trivially on them. If σ ∈ H
fixes the fourth root of unity ζ4, it fixes all considered characters. Otherwise, it acts
by interchanging two character pairs of G and R each. Thus, we can find a Γ × H-
equivariant bijection. We can apply Lemma 4.9 to get suitable character extensions of
the global characters that are invariant under the action of their stabilizers in Γ×H and
have a trivial central character on CG⋊⟨γ⟩(G). The linear local characters ψ can again be
extended trivially as above and by Lemma 4.6 we also find (Γ×H)ψ-invariant extensions
that have a trivial central character on CG⋊⟨γ⟩(G). Thus, we have constructed extensions
of the local and global characters such that the inductive McKay–Navarro condition is
satisfied. □
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CHAPTER 6

Suzuki and Ree groups

In this chapter, we verify the inductive McKay–Navarro condition for the Suzuki and
Ree groups and all primes. As already mentioned in previous chapters, the Suzuki and Ree
groups are the only simple groups of Lie type that do not arise from Frobenius endomor-
phisms. Since some results about finite groups of Lie type and their characters are only
available for Frobenius endomorphism, it is often convenient to restrict our considerations
to these. Thereby, the Suzuki and Ree groups often have to be treated separately which
we want to do here.

In the first section, we introduce a general parametrization of the irreducible ℓ′-
characters of the global and local groups in non-defining characteristic. It has been in-
troduced in [Mal07] and works for most groups of Lie type and in particular also for the
Suzuki and Ree groups. We use this parametrization to verify the equivariance part of the
inductive McKay–Navarro condition and show that there is a Galois-equivariant Jordan
decomposition for the Suzuki and Ree groups. In the last section, we construct character
extensions that satisfy the extension condition of the inductive McKay–Navarro condition.

With minor changes, this chapter has been published in [Joh21, Section 3 and 4].

6.1. Parametrization of ℓ′-characters

Before we concentrate on the Suzuki and Ree groups, we give a short overview of
the parametrizations of the local and global characters that we will use in the following.
In [Mal07], Malle showed that, with some exceptions, we can use normalizers of Sylow
d-tori to obtain a good choice of the local subgroup in the inductive McKay condition.
Additionally, he used Jordan decomposition of characters and d-Harish-Chandra theory
to determine a parametrization of the global and local irreducible ℓ′-characters. This
immediately showed that there is a bijection between these character sets. In later works,
this bijection has often been used to verify the inductive McKay condition.

In this section, we aim to give the reader an idea how these bijections can be obtained
from the theory we have seen so far. We thereby present the basic steps of most proofs.

LetG be a connected reductive group over an algebraically closed field of characteristic
p and F a Steinberg endomorphism of G.

Following [Mal07], we first give a parametrization of the irreducible ℓ′-characters of
GF where ℓ is a prime different from p. We assume that Z(G) is connected since we only
stated the Jordan decomposition of characters for this case. However, note that there is
a generalization of the following statements to groups with disconnected center that has
already been considered in [Mal07].

Using the Jordan decomposition of characters with the correspondence of character
degrees, we observe the following description of ℓ′-characters of GF . Let (G∗, F ∗) be in
duality with (G, F ).

Proposition 6.1. [Mal07, Proposition 7.2] The irreducible ℓ′-characters of GF are pa-
rametrized by pairs (s, ν) where

(a) s ∈ CG∗F∗ (R) is semisimple up to G∗F ∗
-conjugation for a fixed R ∈ Sylℓ(G

∗F ∗
), and

(b) ν ∈ E(CG∗F∗ (s), 1) such that ℓ ∤ ν(1).
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Proof. We know from the Jordan decomposition of characters that Irr(GF ) can be

parametrized by pairs (s, ν) where s ∈ G∗F ∗
is semisimple up to G∗F ∗

-conjugacy and ν is
a unipotent character of CG∗F∗ (s). The degree of the character χ ∈ Irr(GF ) corresponding
to (s, ν) is by Corollary 3.22 given by

χ(1) = |G∗F ∗
: CG∗F∗ (s)|ℓ′ · ν(1).

Thus, χ is an ℓ′-character if and only if ℓ ∤ ν(1) and ℓ ∤ |G∗F ∗
: CG∗F∗ (s)|. The latter

is true if and only if CG∗F∗ (s) contains the whole ℓ-part of G∗F ∗
and thereby a Sylow

ℓ-subgroup of G∗F ∗
. This shows the claim. □

To refine this statement, we consider unipotent ℓ′-characters of reductive groups. Let
H ≤ G be an F -stable connected reductive subgroup and let q be the positive real number
attached to F . We define d := dℓ(q) as the order of q modulo ℓ if ℓ is odd and d := d2(q)
as the order of q modulo 4 if ℓ = 2.

To simplify notation, we state the following results in terms of Sylow d-tori and
d-Harish-Chandra series and give the references for the case that F is a Frobenius map.
However, all statements still hold for Steinberg maps F and Sylow ϕ-tori, see [Mal07,
Section 8].

Proposition 6.2. [Mal07, Corollary 6.6] Let χ ∈ Irr(HF ) be a unipotent character that
lies in the d-Harish-Chandra series of the d-cuspidal pair (LF , λ). Then ℓ ∤ χ(1) if and
only if the following are true:

(a) L = CH(Sd) for some Sylow d-torus Sd of H,

(b) λ ∈ E(LF , 1) is unipotent, and

(c) the degrees of λ and I−1(χ) are not divisible by ℓ where

I : Irr(WHF (L, λ)) → E(HF ,LF , λ)

is a bijection as in Theorem 3.33.

With this in mind, we can now refine the above parametrization. We assume that G
is simple and fix a Sylow d-torus Sd of G. Let C := CG(Sd) and N := NG(Sd). We can
find a group C∗ ⊆ G∗ that is in duality with C ⊆ G and let S∗

d be the Sylow d-torus of
G∗ such that C∗ = CG∗(S∗

d). We write N∗ := NG∗(S∗
d).

Theorem 6.3. [Mal07, Theorem 7.5] The irreducible ℓ′-characters of GF are in bijection
with triples (s, λ, η) where

(a) s ∈ C∗F ∗
is a semisimple element centralizing a Sylow ℓ-subgroup of N∗F ∗

up to

N∗F ∗
-conjugation,

(b) λ ∈ E(CC∗F∗ (s), 1) such that ℓ ∤ λ(1) up to CN∗F∗ (s)-conjugation, and

(c) η ∈ Irrℓ′(WCG∗ (s)F∗ (C∗, λ)).

Proof (Sketch). We modify the statement from Proposition 6.1. Every semisimple
element that centralizes a Sylow ℓ-subgroup also centralizes a Sylow d-torus of G by
[Mal07, Theorem 5.9]. From [Mal07, Proposition 5.11 and 5.21], we know that it is

enough to consider Sylow subgroups and conjugacy in N∗F ∗
. Thus, (a) is equivalent to

Proposition 6.1(a).
We now apply Proposition 6.2 to a unipotent ℓ′-character ν of H := CG∗(s). Then,

ν lies in the d-Harish Chandra series E(HF ∗
,LF

∗
, λ) where L is the centralizer of some

Sylow d-torus of H and λ is a unipotent ℓ′-character. Using the Sylow theorems and the
fact that conjugate d-cuspidal pairs give rise to the same d-Harish-Chandra series, we can
assume LF

∗
= CHF∗ (S∗

d) = CC∗F∗ (s). Thus, ν lies in E(HF ∗
, CC∗F∗ (s), λ) where λ is

any unipotent ℓ′-character of CC∗F∗ (s). Together with Proposition 6.2(c) and some more
identifications of conjugacy actions, we can use the bijection I to obtain the claim. □
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6.1. Parametrization of ℓ′-characters

Following [CS13], we denote the set of triples (s, λ, η) as in the previous theorem up

to N∗F ∗
-conjugacy by M. Then, we have a bijection

φ(G) : M → Irrℓ′(G
F ).

We have a similar correspondence for the local characters that we can even state more
concretely. Remember from Section 2.7 that we can choose N := NF as the local subgroup
in the inductive McKay–Navarro condition. To determine the irreducible ℓ′-characters of
N , we first consider the irreducible characters of CF .

Proposition 6.4. [Mal07, Proposition 7.7] There is a bijection between Irrℓ′(C
F ) and

pairs (s, λ) where

(a) s ∈ C∗F ∗
is semisimple and centralizes a Sylow ℓ-subgroup of C∗F ∗

up to conjugation

in C∗F ∗
, and

(b) λ ∈ E(CC∗F∗ (s), 1) such that ℓ ∤ λ(1).
If χ ∈ Irrℓ′(C

F ) corresponds to the pair (s, λ), then there is an isomorphism

is,λ : N/Nχ →WCG∗ (s)F∗ (C∗, λ).

Proof. If C has connected center, we can apply Proposition 6.1 to the group C to
obtain the first part. In particular, this is the case if C is a torus, i.e. d is a so-called
regular number as in [Spr74]. Otherwise, we can apply the more general statement in
[Mal07, Proposition 7.2]. The second part is shown in [Mal07, Proposition 7.7] or [CS13,
Corollary 3.3]. □

By the main result of [Spä06], any irreducible character of CF extends to its inertia
subgroup in N . Therefore, there exists an extension map for CF ⊴N as in Definition 4.12.
We can use this to complete the parametrization of the local characters.

Corollary 6.5. [CS13, Section 4.1] Let Λ be an extension map for CF ⊴N . There is a
bijection given by

φ(N) : M → Irrℓ′(N), (s, λ, η) 7→ IndNN
χC
s,λ

(Λ(χC
s,λ)(η ◦ is,λ))

where we denote the character of CF corresponding to (s, λ) as in Proposition 6.4 by χC
s,λ.

Proof. Every ψ ∈ Irr(N) lies over an N -conjugacy class of irreducible characters of
C := CF by Proposition 1.18. Using Clifford correspondence, we obtain a bijection⊔

χ∈Irr(C)/∼N

Irr(Nχ | χ) −→
⊔

χ∈Irr(C)/∼N

Irr(N | χ) = Irr(N).

Let ψ ∈ Irr(N) correspond to θ ∈ Irr(Nχ | χ) for some χ ∈ Irr(C) via this bijection. Since
Clifford correspondence is given by induction, we then have

ψ(1) = |N : Nχ| · θ(1).
Thereby, the above bijection restricts to⊔

χ∈Irr(C)/∼N

|N :Nχ|ℓ=1

Irrℓ′(Nχ | χ) −→ Irrℓ′(N).

Since any irreducible character of C extends to its stabilizer in N , we know by Proposition
1.22 that we have

Irr(Nχ | χ) = {ηΛ(χ) | η ∈ Irr(Nχ/C)}
for all χ ∈ Irr(C). Therefore, Irrℓ′(N) can be parametrized by pairs (χ, η) with χ ∈ Irrℓ′(C)
where |N : Nχ|ℓ = 1 and η ∈ Irrℓ′(Nχ/C). We can now apply Proposition 6.4 to obtain
the claim. □
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We can now clearly use the maps φ(G) and φ(N) to obtain a bijection between Irrℓ′(G)
and Irrℓ′(N). This bijection has the additional property that it preserves the central char-
acter over Z(GF ) by [Mal07, Theorem 7.8(c)]. In the remaining part of this chapter,
we will apply these constructions to the special case of Suzuki and Ree groups. As al-
ready mentioned above, all constructions still hold for this setting with a slightly adjusted
terminology.

6.2. Equivariant bijections

In this section, we verify the equivariance part of the inductive McKay–Navarro con-
dition for the Suzuki and Ree groups and all primes. Since the defining characteristic has
already been considered in Section 5.2, we only consider other primes.

We first establish some notation that we use throughout the chapter. Let G be one
of the Suzuki and Ree groups 2B2(2

2f+1), 2G2(3
2f+1), or 2F4(2

2f+1) for f ≥ 0. We denote
its defining characteristic by p and let ℓ be a prime dividing |G| different from p. As
mentioned in Section 2.5, the Suzuki and Ree groups are simple and have trivial Schur
multiplier except for 2B2(2),

2B2(8),
2G2(3), and

2F4(2) that will be treated separately in
Section 7.4.

Let G be the simple algebraic group of type B2, G2, or F4, respectively, defined over
an algebraic closure of Fp. We denote by Fp the standard field endomorphism of G and

by γ the exceptional graph endomorphism of G. Setting F = F fp ◦ γ, we obtain GF ∼= G.
We know that GF is self-dual, see Example 2.59, and the center of G is trivial by

Proposition 2.29. Thus, we can consider the Jordan decomposition of characters as stated
in Theorem 3.21 and identify (G, F ) with its dual group. The outer automorphism group
of GF is ⟨γ⟩ = ⟨Fp⟩ and has order 2f+1, see Example 2.57. We already know that we have
E(GF , s)κ = E(GF , κ(s)) for every outer automorphism κ of GF and every semisimple
element s ∈ G by Lemma 5.3.

We first prove the existence of a Γ×H-equivariant bijection as in (1) of the inductive
McKay–Navarro condition. We already know that GF satisfies the inductive McKay
condition for all ℓ ∈ P by [IMN07] and [CS13]. More precisely, we know that we can
choose N as the normalizer of a Sylow ϕ-torus and have a Γ-equivariant bijection

ΩiMcK : Irrℓ′(G
F ) → Irrℓ′(N), φ(G)(s, λ, η) 7→ φ(N)(s, λ, η)

for all (s, λ, η) ∈ M as described in the previous section. The Γ-equivariance has been
shown in [CS13, Theorem 6.1] for type 2F4. For the other types, this can be shown in
the same way or by looking at the explicit bijections in [IMN07, Section 16 and 17] that
coincide with Malle’s parametrization.

We want to show that this bijection can also be chosen H-equivariant. In order to
do this, we will show that there is a choice for both bijections φ(G) and φ(N) that is
Γ×H-equivariant.

6.2.1. Galois-equivariant Jordan decomposition. In the following, we need a
Γ×H-equivariant Jordan decomposition for the irreducible characters of GF . Therefore,
we first prove that Theorem 4.3 continues to hold for the Suzuki and Ree groups.

Proposition 6.6. Let χ ∈ Irr(GF ) with Jordan decomposition (s, ν) for s ∈ GF semisim-
ple and ν a unipotent character of CGF (s). Let σ ∈ Gal(Qab/Q) be described by b ∈ Z.
Then, χσ has Jordan decomposition (sb, νσ).

Proof. We know by Lemma 4.2 that we have

E(GF , s)σ = E(GF , sb).

If χ is a unipotent character, its Jordan decomposition is (1, χ). Then, χσ is also unipotent
and its Jordan decomposition is (1, χσ) as claimed.
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6.2. Equivariant bijections

Assume that the characters in E(GF , s) have pairwise distinct degrees. The degrees of
the characters in E(GF , s) correspond uniquely to the degrees of the unipotent characters
of CGF (s) by Corollary 3.22. It follows that ν is fixed by σ and, if χ ∈ E(GF , s) has
Jordan decomposition (s, ν), then the character χσ has Jordan decomposition (sb, ν).

It remains to consider the characters that are not unipotent and cannot be distin-
guished in their rational series by their character degrees. We identify and study these
cases by looking at the known generic character tables (see e.g. [GHL+96]).

If GF is of type 2B2 or 2G2, no character like this exists. For Ree groups of type 2F4,
we use the notation of characters as in [GHL+96] and denote the characters of type j
by χj(k). We do not specify the parameter k here but assume it to be as described in
[GHL+96]. The only characters that still have to be considered are

E(GF , s2(k)) = {χ22(k), χ23(k), χ24(k), χ25(k)}

where we denote the semisimple elements sj(k) as labeled in [GHL+96]. As before, it is
clear that the claim holds for χ22(k) and χ25(k) since they are determined by their degrees.
By looking at the explicit character values given in [GHL+96] we see

χ23(k)
σ =

{
χ23(bk) if ζσ4 = ζ4,

χ24(bk) if ζσ4 = −ζ4,
χ24(k)

σ =

{
χ24(bk) if ζσ4 = ζ4,

χ23(bk) if ζσ4 = −ζ4,

where ζ4 denotes a primitive fourth root of unity.
In the notation of [SI75] and using the Steinberg presentation, the semisimple elements

s2(k) correspond to elements that are GF -conjugate to

t1(k) =
(
1, 1, ζkq2−1, ζ

k(2f+1−1)
q2−1

)
with ζq2−1 a primitive (q2 − 1)-th root of unity. We see that s2(k)

b = s2(bk).

Now, the centralizers H := CG(s2(k)) are of type 2B2 and thus have four unipotent
characters 1HF , χ1, χ2, χSt as described in Example 3.23. Their values are given in [Gec03,
Theorem 4.6.9] and we have

1σHF = 1HF , χσ1 =

{
χ1 if ζσ4 = ζ4,

χ2 if ζσ4 = −ζ4,
χσ2 =

{
χ2 if ζσ4 = ζ4,

χ1 if ζσ4 = −ζ4,
χSt

σ = χSt.

This shows the claim for groups of type 2F4. □

6.2.2. Galois equivariance of Malle’s bijection. We now want to show that the
bijections φ(N) and φ(G) can be chosen Γ×H-equivariant.

First, we prove a number-theoretical lemma about the prime divisors of some cyclo-
tomic polynomials.

Lemma 6.7. Assume q2 = 22f+1 for an integer f ≥ 1 and that ℓ is an odd prime.

(a) If ℓ | q2 − 1, then ℓ ≡ 1, 7 mod 8.

(b) If ℓ | q4 − q2 + 1 and ℓ ̸= 3, then ℓ ≡ 1 mod 3.

(c) If ℓ | q4 ±
√
2q3 + q2 ±

√
2q + 1 and ℓ ̸= 3, then ℓ ≡ 1, 11 mod 12.

(d) If ℓ | q2 ±
√
2q + 1, then ℓ ≡ 1 mod 4.

Proof. We know by Fermat’s little theorem that we have 2ℓ−1 ≡ 1 mod ℓ.

(a) We have q2 − 1 = 22f+1 − 1 ≡ 0 mod ℓ, thus 22f+1 ≡ 1 mod ℓ. It follows

2gcd(2f+1,ℓ−1) = 2gcd(2f+1, ℓ−1
2

) ≡ 1 mod ℓ

and since ℓ is odd further 2(ℓ−1)/2 ≡ 1 mod ℓ. The claim follows from the second
supplement to quadratic reciprocity.
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(b) Assume that we have additionally ℓ | q4 − 1. Then it follows ℓ | q2 + 1 or ℓ | q2 − 1.
Now ℓ | q4 − q2 +1 implies ℓ | q2 − 2 which is not possible at the same time for ℓ ̸= 3.
Thus, we know ℓ ∤ q4 − 1. Since ℓ | q4 − q2 + 1, it follows

ℓ | q6 + 1 = (q4 − q2 + 1)(q2 + 1)

and 23(2f+1) ≡ −1 mod ℓ. Together with Fermat’s little theorem, we have

2gcd(ℓ−1,6(2f+1)) ≡ 1 mod ℓ.

If ℓ ≡ 2 mod 3, it follows gcd(ℓ− 1, 6(2f + 1)) = gcd(ℓ− 1, 2(2f + 1)) which implies

22(2f+1) = q4 ≡ 1 mod ℓ and ℓ | q4 − 1. This is a contradiction and since ℓ ̸= 3, the
claim holds.

(c) We know

ℓ | (q4 +
√
2q3 + q2 +

√
2q + 1)(q4 −

√
2q3 + q2 −

√
2q + 1)(q4 + 1) = q12 + 1

and as before it follows

(∗) 2gcd(6(2f+1),ℓ−1) ≡ −1 mod ℓ, 2gcd(12(2f+1),ℓ−1) ≡ 1 mod ℓ.

Since ℓ ∈ P, only ℓ ≡ 1, 5, 7, 11 mod 12 are possible. If we have ℓ ≡ 5 mod 12,

then it follows 24 gcd(2f+1, ℓ−1
4

) ≡ 1 mod ℓ. If we have ℓ ≡ 7 mod 12, then it follows

26 gcd(2f+1, ℓ−1
6

) ≡ 1 mod ℓ. These equations contradict (∗), thus we have shown the
claim.

(d) Let ℓ | (q2+
√
2q+1)(q2−

√
2q+1) = q4+1. Then it follows 22(2f+1) ≡ −1 mod ℓ. If

we have ℓ ≡ 3 mod 4, then we get as before 22 gcd(2f+1, ℓ−1
2

) ≡ 1 mod ℓ which leads
again to a contradiction. The claim follows. □

In the following, we write ϕ(ℓ) for the cyclotomic polynomial over Z[√p] as defined

in Theorem 2.71 (2). We assume ℓ ̸= 3 if q2 ≡ 2, 5 mod 9 and GF = 2F4(q
2), and

ℓ ̸= 2 if GF = 2G2(q
2). The excluded groups and primes will be considered separately in

Proposition 7.1.
Let Q be a Sylow ℓ-subgroup of GF . By Theorem 2.71, there exists a Sylow ϕ(ℓ)-torus

S0 of G such that NGF (Q) ≤ NGF (S0). Let T = CG(S0) be its centralizer in G. We
know from the proof of [Spä09, Lemma 6.5] that T is a maximal torus.

We first consider the map I that has been introduced in Theorem 3.33. As we can al-
ready presume from the construction of φ(G) in the previous section, this will be important
in order to show that the parametrization of the global characters is Γ×H-equivariant.

Proposition 6.8. Let T be as above and s ∈ TF semisimple. For H = CG(s), there
exists a Γ×H-equivariant bijection

I : Irr(WHF (T)) → E(HF ,TF , 1).

Proof. We first consider 2F4(q
2). As in [CS13, Proof of Theorem 6.1], we know that

(H, F ) is of type 2F4,
2B2,

2A2, A1, or A0. From there we also know that the action of Γ
on all relevant characters is trivial and that there exists a bijection between the character
sets.

As already mentioned in the proof of Proposition 6.6, the unipotent characters of HF

can be distinguished by their degrees if (H, F ) is of type 2A2, A1, or A0. Thus, H acts
trivially on these unipotent characters.

If (H, F ) is of type A0, the corresponding relative Weyl group is trivial and H acts
trivially on its unique irreducible character.

If (H, F ) is of type A1, all F -stable maximal tori T are minimal d-split Levi subgroups
for a d ∈ {1, 2}. The structure of WH(T)F is described in [GM20, Example 3.5.14(b)]
and we see |WH(T)F | = 2. Thus, its characters have integer character values and H acts
trivially.
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If HF is the group 2A2(q
2), then all F -stable maximal tori T are minimal d-split Levi

subgroups for a d ∈ {1, 2, 6}. The structure of WH(T)F is described in [GM20, Example
3.5.14 (c)]. For d = 1 and d = 2, we have |WH(T)F | = 2 and WH(T)F ∼= Sym(3),
respectively. Thus, their characters have integer values and H acts trivially. If d = 6, then
WH(T)F ∼= C3 and S0 is by definition a Sylow 6-torus of H with

|SF0 | = q4 − q2 + 1.

Thus, we have ℓ | q4 − q2 +1 and by Lemma 6.7 we know ℓ ≡ 1 mod 3. It follows that H
acts trivially on all characters of WH(T)F .

If (H, F ) is of type 2B2, the structure of all possible maximal tori T is given in Example
2.51 or [Gec03, Table 4.4]. We use the notation introduced in Example 2.51. If T = T0,
then we have

WH(T)F ∼= C2, E(HF ,TF , 1) = {1HF , χSt}
by Example 3.23. We see that H acts trivially on all occurring characters. If T is of type
s1 or s1s2s2, then

WH(T)F ∼= C4, E(HF ,T, 1) = {1HF , χ1, χ2, χSt}.
As in the proof of Proposition 6.6 we see that σ ∈ H acts trivially on both sets if a primitive
fourth root of unity is fixed and interchanges two characters otherwise. Therefore, we find
a bijection as claimed.

Assume that (H, F ) is of type 2F4. The F -stable maximal tori of G are described
in [SI75]. We use the same notation and denote the corresponding fixed point sets by
T (1), . . . , T (11). Looking at the order ofGF in Table 2.2, we see that we have the following

Sylow ϕ(ℓ)-tori:

ℓ | q2 − 1 and TF ∼= T (1),

ℓ | q2 −
√
2q + 1 and TF ∼= T (6),

ℓ | q2 +
√
2q + 1 and TF ∼= T (7),

ℓ | q2 + 1 and TF ∼= T (8),

ℓ | q4 − q2 + 1 and TF ∼= T (9),

ℓ ̸= 3, ℓ | q4 −
√
2q3 + q2 −

√
2q + 1 and TF ∼= T (10), or

ℓ ̸= 3, ℓ | q4 +
√
2q3 + q2 +

√
2q + 1 and TF ∼= T (11).

The 21 unipotent characters of GF are described in [Mal90a]. We denote them by
χ1, . . . , χ21 and enumerate them as in the database of [GHL+96]. By explicitly studying
the character values, we see that σ acts on the characters by permuting the indices as

(15, 16) if ζσ12 = ζ512,

(2, 3)(11, 12)(13, 14)(19, 20) if ζσ12 = ζ712,

(2, 3)(11, 12)(13, 14)(15, 16)(19, 20) if ζσ12 = ζ1112 .

Here, ζ12 is a primitive 12-th root of unity. For every possible Sylow torus T of G, the
elements of E(HF ,TF , 1) are identified in [Lus84, p.374]. The corresponding relative
Weyl group can be determined using the data in [SI75] or is given in [BMM93, Table 3].

First, let ℓ | q2 − 1. Then, the relative Weyl group is isomorphic to the dihedral
group of order 16. Constructing its characters, we see by using Lemma 6.7(a) that H acts
trivially on them. The same is true for the characters in

E(HF ,TF , 1) = {χ1, χ4, χ5, χ6, χ7, χ18, χ21}.

For ℓ | q2 ±
√
2q + 1, the relative Weyl group is isomorphic to the complex reflection

group with Shephard–Todd number 8 and has the group structure C4.Sym(4). We can
compute its character table with GAP and see with Lemma 6.7(d) that H acts trivially on

83



Chapter 6. Suzuki and Ree groups

its characters. Since ℓ ≡ 1 mod 4, it is easy to see that the same is true for the characters
in E(HF ,TF , 1).

For ℓ | q2 + 1, the relative Weyl group is isomorphic to GL2(3). Constructing its
characters we see that H acts trivially on them and the same is true for E(HF ,TF , 1).

For ℓ | q4 − q2 + 1, the relative Weyl group is isomorphic to C6. Since ℓ ≡ 1 mod 3
by Lemma 6.7(b), we see that H acts trivially on the characters of the Weyl group and on
E(HF ,TF , 1).

For ℓ | q4 ±
√
2q3 + q2 ±

√
2q + 1, the relative Weyl group is isomorphic to C12. Since

ℓ ≡ 1, 11 mod 12 by Lemma 6.7(c), it is clear that H acts trivially on the characters of
the Weyl group and on E(HF ,TF , 1). With this, we have shown the claim for 2F4(q

2).
We now study the Suzuki groups 2B2(q

2). Then, we know from [DL85, p. 52] that
(H, F ) is of type A0 or 2B2. Thus, we have already shown the existence of a suitable
bijection before.

For 2G2(q
2), (H, F ) is of type A0, A1 or 2G2 [DL85, p. 52]. The cases A0 and A1 can

be treated as above. If (H, F ) is of type 2G2(q
2), there are four different types of tori T.

The respective sets E(HF ,TF , 1) are given in [Lus84, p. 376]. If TF is of order q2 − 1,
there are two characters in E(HF ,TF , 1) and they are both H-invariant. For all other
tori, there are six characters in E(HF ,TF , 1) and σ ∈ H induces a double transposition if
a third root of unity is not preserved by σ and fixes them otherwise.

The relative Weyl group is cyclic by [BMM93, Table 3] and thus isomorphic to C2

or C6. Thus, it is easy to see that the action of H on the characters of the Weyl group is
the same as on the respective unipotent characters. This proves the claim. □

We now consider the “ingredients” of the parametrization of the local characters φ(N).
First, we choose a suitable extension map for TF ◁ NG(T)F .

Lemma 6.9. For T as defined above, there exists a Γ×H-equivariant extension map for
TF ◁ NG(T)F .

Proof. If q2 is even, this follows directly from the construction in [Spä09, Lemma
4.2] together with the existence of a very good Sylow twist [Spä09, Theorem D] and the
fact that H as in [Spä09, Setting 2.1] is trivial.

For type 2G2, we have NGF (T) = TF ⋊ C for some cyclic group C (see the proof of
Proposition 6.8, [Kle88, Theorem C], and [LN85, p. 20]). Every irreducible character
of TF is linear and we can extend it trivially to its inertia subgroup in NGF (T). This
extension is clearly Γ×H-equivariant. □

We also have to consider the isomorphisms is,λ from Proposition 6.4 in the special

situation that λ ∈ Irr(TF , 1) is the trivial character.

Remark 6.10. Note that, for s ∈ TF semisimple and k ∈ Z coprime to ord(s), the maps
is,1 and isk,1 constructed in [CS13, Proof of Corollary 3.3] are the same. The equality of
domain and codomain follows directly from the coprimeness. We see that the maps are
equal since for t ∈ T with tst−1 = s′ we also have t(sk)t−1 = (s′)k.

Finally, we are able to show that the bijection ΩiMcK from above is also equivariant
under the action of Galois automorphisms in H.

Proposition 6.11. With T defined as above, there exists a Γ×H-equivariant bijection

Ω : Irrℓ′(G
F ) → Irrℓ′(NGF (T)).

Proof. We follow the proofs of [CS13, Theorem 4.5 and Theorem 6.1]. As described
above, the ℓ′-characters of GF and of N := NGF (T) = NGF (S0) can be parametrized
by triples (s, λ, η) where s ∈ TF is semisimple, λ ∈ E(TF , 1) is an ℓ′-character, and
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η ∈ Irrℓ′(WH(T, λ)F ) for H = CG(s). Since TF is a torus, λ is always the trivial
character and we set

M0 = {(s, η) | s ∈ TF semisimple up to N -conjugacy, η ∈ Irrℓ′(WH(T)F )}.

We consider the bijections

φ(N) : M0 → Irrℓ′(NGF (T)), φ(G) : M0 → Irrℓ′(G
F )

as described in Section 6.1. As in the proof of [CS13, Theorem 4.5], we want to show
that these bijections can be chosen such that(

φ(N)(s, η)γ
′
)σ

= φ(N)
(
γ′(sk), (ηγ

′
)σ
)
,

(
φ(G)(s, η)γ

′
)σ

= φ(G)
(
γ′(sk), (ηγ

′
)σ
)

for any γ′ ∈ Γ and σ ∈ H described by k. We already know that the maps φ(N) and φ(G)

as we consider them here are Γ-equivariant from [CS13, Theorem 6.2]. Thus, we only
have to verify the H-equivariance.

We denote by χT
s the irreducible character of TF with Jordan decomposition (s, 1)

and by χG
s,ν the one of GF with Jordan decomposition (s, ν). First, note that the Jordan

decomposition can be chosen H-equivariant by Proposition 6.6. Denote by

Λ : Irr(TF ) →
⋃

TF≤I≤N
GF (T)

Irr(I)

the extension map from Lemma 6.9. Then, we have

φ(N)(s, η)σ = IndNN
χT
s

(
Λ(χT

s )(η ◦ is,1)
)σ

= IndNN
χT
s

(
Λ(χT

s )
σ(η ◦ is,1)σ

)
= IndNN

χT
s

(
Λ((χT

s )
σ)(ησ ◦ is,1)

)
= IndNN

χT
sk

(
Λ(χT

sk)(η
σ ◦ isk,1)

)
= φ(N)(sk, ησ).

For the characters of GF , let I be the map from Proposition 6.8. Then it follows

φ(G)(s, η)σ = (χG
s,I(η))

σ = χG
sk,I(η)σ = χG

sk,I(ησ) = φ(G)(sk, ησ).

This shows the claim. □

6.3. Character extensions

In this section, we verify the extension condition (2B) of the inductive McKay–Navarro
condition. We first use Deligne–Lusztig theory for disconnected groups as in Section 3.4 to
construct suitable extensions of the global characters. After this, we consider extensions of
the local characters case by case and finally verify the inductive McKay–Navarro condition
for the Suzuki and Ree groups and all primes.

We continue to use the notation that was introduced in the previous section and let
N = NGF (S0) for a Sylow ϕ(ℓ)-torus S0 of G. For the construction of suitable character
extensions, it will be helpful to specify a small group of outer automorphisms in Γ. Since
γ does not necessarily stabilize a chosen Sylow ℓ-subgroup of GF contained in N , it might
not be contained in Γ and we have to consider a conjugate outer automorphism. Let
D ≤ Γ be a cyclic subgroup of Γ containing representatives for all outer automorphisms
in Γ and let γ′ be a generator of D. We can assume that D has odd order since we can
otherwise consider ⟨γ′|D|2⟩.
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6.3.1. Global characters. In order to find suitable extensions of the global charac-
ters, we construct character extensions of some Deligne–Lusztig characters. Again, we use
the method of the descent of scalars as described in Section 4.3.

Proposition 6.12. Let χ be a unipotent character of GF . There exists an Hχ-invariant
extension of χ to GF ⋊ Γ such that all associated scalars on CG⋊Γ(G) are trivial.

Proof. We know that Γ acts trivially on all unipotent characters of GF by [Mal08a,
Theorem 2.5]. If χ is the only character of its degree, it is real and we can extend it to D
as in Proposition 4.8 and then to the inner automorphisms in Γ. By Lemma 4.6, we can
assume that the associated scalars on CG⋊Γ(G) are trivial.

Otherwise, we can always find an F -stable Sylow torus S of G such that χ is a con-
stituent of the Deligne–Lusztig character β := RG

S (1SF ) by the tables in [Lus84, pp. 373–
376]. We can choose S such that all constituents of β have multiplicity ±1. We want to
use the construction of Deligne–Lusztig characters for disconnected groups to obtain an
extension of β and identify a constituent that extends χ.

Step 1: Twisting the setting. First, we have to adjust the setting such that we can
use the descent of scalars from Section 4.3. Since all Sylow tori corresponding to the same
cyclotomic polynomial are conjugate in GF , we find a g ∈ GF such that (γ ◦ cg)(S) = S
where cg denotes conjugation with g. We set F0 := γ ◦ cg and k := 2f + 1. We know

γk = F and
F k0 = cg∗ ◦ F = F ◦ cg∗

with
g∗ := γ(g) · · · γk−1(g)γk(g) ∈ GF .

By the Lang–Steinberg theorem, we find an h ∈ G such that g∗ = h−1F (h). Conjugation
with h can be extended to an isomorphism

G⋊ ⟨F0⟩ → G⋊ ⟨ch ◦ F0 ◦ ch−1⟩, (x, F i0) 7→ (hxh−1, ch ◦ F i0 ◦ ch−1)

that maps F k0 -stable elements to F -stable elements. Thus, it restricts to an isomorphism

GFk
0 ∼= GF and S1 := ch−1(S) is an F k0 -stable torus of G.
Step 2: Descent of scalars. We can now use the construction of the descent of

scalars to obtain isomorphisms

GτF0 ∼= GFk
0 , S1

τF0 ∼= S
Fk
0

1

and maps

pr∨G⋊⟨F0⟩ : Z Irr(GFk
0 ⋊ ⟨F0⟩) → Z Irr(GτF0 ⋊ ⟨τ⟩), pr∨G : Z Irr(GFk

0 ) → Z Irr(GτF0)

induced by pr that restrict to bijections between the respective irreducible characters.

Let χ := pr∨G

(
χh

−1
)
be the character of GτF0 corresponding to χ. Setting

β := R
G
S1

(
1S1

τF0

)
= pr∨G

(
βh

−1
)
,

we have ⟨β, χ⟩ = ⟨β, χ⟩. We use the construction of Deligne–Lusztig characters for dis-
connected groups from [DM94, Definition 2.2] as presented in Section 3.4. As already
mentioned before, most of the constructions and results generalize to our setting of Stein-
berg endomorphisms.

Let B1 be a Borel subgroup of the disconnected group G ⋊ ⟨τ⟩ containing S1 ⋊ ⟨τ⟩.
By Proposition 3.44, we find a τ -stable pair S̃ ⊆ B̃ that is conjugate to S1 ⋊ ⟨τ⟩ ⊆ B1 by

some element x ∈ GτF0 ⋊ ⟨τ⟩. Then we can define

β̂ := R
G⋊⟨τ⟩
S̃

(
1
S̃τF0

)
= R

G⋊⟨τ⟩
S1⋊⟨τ⟩

(
1S1

τF0⋊⟨τ⟩

)
∈ Z Irr(GτF0 ⋊ ⟨τ⟩).

This character extends β by Lemma 3.46(a).
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Step 3: Unique extending constituents. We now determine the number of irre-

ducible constituents of β̂ in order to show that only one of them extends χ.
We have

((G⋊ ⟨τ⟩)τ )◦ = ({(g, . . . , g) | g ∈ G}⋊ ⟨τ⟩)◦ ∼= G

where the isomorphism is given by projection to the first coordinate pr. Note that τF0

acts on the elements of ((G⋊ ⟨τ⟩)τ )◦ as F0. Analogously, we have pr((S̃τ )◦) = cx(S1). It
follows

R
((G⋊⟨τ⟩)τ )◦

(S̃τ )◦

(
1
((S̃τ )◦)τF0

)
◦ pr = RG

cx(S1)

(
1cx(S1)F0

)
.

By Proposition 3.49, we have thereby

⟨β̂, β̂⟩(G⋊⟨τ⟩)τF0 =
〈
R

((G⋊⟨τ⟩)τ )◦

(S̃τ )◦

(
1
((S̃τ )◦)τF0

)
, R

((G⋊⟨τ⟩)τ )◦

(S̃τ )◦

(
1
((S̃τ )◦)τF0

)〉
(((G⋊⟨τ⟩)τ )◦)τF0

=
〈
RG
cx(S1)

(
1cx(S1)F0

)
, RG

cx(S1)

(
1cx(S1)F0

)〉
GF0

= ⟨β, β⟩GτF0 .

The last equality holds since both scalar products equal |WF0 | = |WFk
0 | by Proposition 3.6.

Since all constituents of β have multiplicity ±1, its norm gives us the number of irreducible

constituents of β. Now, all constituents of β extend to GτF0 ⋊ ⟨τ⟩ and we have the

same number of irreducible constituents in β̂. Thus, every constituent of β has a unique

extension that is a constituent of β̂. For χ, we denote this character by χ̂.
The Deligne–Lusztig character β is H-invariant because it arises from the trivial char-

acter of SF . Analogously, β and β̂ are also H-invariant and from the uniqueness we know
that χ̂ is Hχ-invariant. It follows that

χ̂ :=
(
ch ◦ (pr∨G⋊⟨τ⟩)

−1
) (
χ̂
)
∈ Irr

(
GF ⋊ ⟨ch ◦ F0 ◦ ch−1⟩

)
is an Hχ-invariant extension of χ.

Step 4: Twisting back and conclusion. It remains to convince ourselves that
⟨ch ◦ F0 ◦ ch−1⟩ forms a subgroup of Aut(GF ) that contains no non-trivial inner automor-
phisms and has order k. By definition, we have

ch ◦ F0 ◦ ch−1 = chγ(gh−1) ◦ γ

and hγ(gh−1) lies in GF since

F (hγ(gh−1)) = F (h)γ(g)γ(F (h−1)) = hg∗γ(g)γ(g∗)−1γ(h−1)

= hg∗γ(g)γ(g−1)γk(g−1) · · · γ2(g−1)γ(h−1) = hg∗(g∗)−1γ(g)γ(h−1).

We further have

hγ(gh−1)γ(hγ(gh−1)) · · · γk−1(hγ(gh−1)) = hγ(g) · · · γk(g)F (h−1) = 1

which yields

(chγ(gh−1) ◦ γ)k = F.

Thus, the only inner automorphism in ⟨ch ◦F0 ◦ ch−1⟩ is the identity and we can extend χ̂
canonically to all inner automorphisms in Aut(GF ) such that all scalars on CG⋊Γ(G) are
trivial, see Remark 4.5. Restricting this character to GF ⋊Γ gives us a character with the
required properties. □

6.3.2. Local characters. We now prove an analogous result for the local characters.
As in the proof of Proposition 6.11, we know that the irreducible ℓ′-characters of N can
be parametrized by (s, η) ∈ M0 via

φ(N)(s, η) = IndNN
χT
s

(Λ(χT
s )(η ◦ is,1)).

We use this to consider the irreducible characters of N case by case.
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Proposition 6.13. Let ψ be an irreducible ℓ′-character of N . Then, there exists an

extension ψ̂ ∈ Irr(N ⋊Dψ) of ψ that is invariant under the action of (Γ×H)ψ.

Proof. We can use the map φ(N) and available results about the Sylow tori of G to
determine the irreducible ℓ′-characters of N . An overview is given in Table 6.1, 6.2, and
6.3. Let (s, η) ∈ M0.

If s = 1, then the corresponding character ψ := φ(N)(1, η) is the character inflated
from η ◦ i1,1 where η is a character of the corresponding relative Weyl group WGF (T).
The relative Weyl group is, depending on ℓ and the type of G, either cyclic or isomorphic

ℓ | q2 − 1, TF ∼= Cq2−1, N = TF ⋊ C2

s |sN | Associated characters φ(N)(s, ·)

1 1 InfNC2
(η) for η ∈ Irr(C2)

̸= 1 2 IndNTF (χT
s )

ℓ | q2 ±
√
2q + 1, TF ∼= Cq2±

√
2q+1, N = TF ⋊C4

s |sN | Associated characters φ(N)(s, ·)

1 1 InfNC4
(η) for η ∈ Irr(C4)

̸= 1 4 IndNTF (χT
s )

Table 6.1. Description of Sylow ϕ(ℓ)-tori for type 2B2, their normalizers
N , the size of their N -conjugacy classes and the associated irreducible
characters [IMN07, Section 16].

ℓ | q2 − 1, TF ∼= Cq2−1, N = TF ⋊ C2

s |sN | Associated characters φ(N)(s, ·)

1 1 InfNC2
(η) for η ∈ Irr(C2)

̸= 1 2 IndNTF (χT
s )

ℓ | q2 ±
√
3q + 1, TF ∼= Cq2±

√
3q+1, N = TF ⋊ C6

1 1 InfNC6
(η) for η ∈ Irr(C6)

̸= 1 6 IndNTF (χT
s )

ℓ | q2 + 1, TF ∼= C(q2+1)/2 × C2, N = TF ⋊ C6

1 1 InfNC6
(η) for η ∈ Irr(C6)

ord(s) = 2 3 IndNTF⋊C2
(Λ(χT

s )(η ◦ is,1)), η ∈ Irr(C2)

ord(s) > 2 6 IndNTF (χT
s )

Table 6.2. Description of Sylow ϕ(ℓ)-tori for type 2G2, their normalizers
N , the size of their N -conjugacy classes and the associated irreducible
characters [IMN07, Section 17].
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ℓ | q2 − 1, TF ∼= Cq2−1 × Cq2−1
∼= ⟨α⟩ × ⟨α′⟩, N = TF ⋊D16

s Type in
[SI75]

|sN | Associated characters φ(N)(s, ·)

(1, 1) t0 1 InfND16
(η) for η ∈ Irr(D16)

(1, α′i) t1 8 IndNTF⋊C2
(Λ(χT

s )(η ◦ is,1)) for η ∈ Irr(C2)

(αi, α′i(
√
2q+1)) t2 8 IndNTF⋊C2

(Λ(χT
s )(η ◦ is,1)) for η ∈ Irr(C2)

(αi, α′j) t3 16 IndNTF (χT
s )

ℓ | q2 + 1, TF ∼= Cq2+1 × Cq2+1
∼= ⟨α⟩ × ⟨α′⟩, N = TF ⋊GL2(3)

(1, 1) t0 1 InfNGL2(3)
(η) for η ∈ Irr(GL2(3))

(αi
q2+1

3 , α′j q
2+1
3 ) t4 8 IndNTF⋊H(Λ(χ

T
s )(η ◦ is,1)) for H ≤ GL2(3) of order

6, η ∈ Irr(H)

(αi, α′i) t5 24 IndNTF⋊C2
(Λ(χT

s )(η ◦ is,1)) for η ∈ Irr(C2)

(αi, α′j) t14 48 IndNTF (χT
s )

ℓ | q2 ±
√
2q + 1, TF ∼= Cq2±

√
2q+1 × Cq2±

√
2q+1

∼= ⟨α⟩ × ⟨α′⟩, N = TF ⋊G8

(1, 1) t0 1 InfNG8
(η) for η ∈ Irr(G8)

(1, α′i) t7 or t9 24 IndNTF⋊H(Λ(χ
T
s )(η ◦ is,1)) for H ≤ G8 of size 4,

η ∈ Irr(H)

(αi, α′j) t12 or t13 96 IndNTF (χT
s )

ℓ | q4 − q2 + 1, TF ∼= Cq4−q2+1
∼= ⟨α⟩, N = TF ⋊ C6

1 t0 1 InfNC6
(η) for η ∈ Irr(C6)

α
q4−q2+1

3 t4 2 IndNTF⋊C3
(Λ(χT

s )(η ◦ is,1)) for η ∈ Irr(C3)

αi t15 6 IndNTF (χT
s )

ℓ | q4 ±
√
2q3 + q2 ±

√
2q + 1, TF ∼= Cq4±

√
2q3+q2±

√
2q+1

∼= ⟨α⟩, N = TF ⋊ C12

1 t0 1 InfNC12
(η) for η ∈ Irr(C12)

αi t16 or t17 12 IndNTF (χT
s )

Table 6.3. Description of Sylow ϕ(ℓ)-tori for type 2F4, their normalizers N
given in [Mal91b], representatives of their semisimple N -conjugacy classes
from [SI75], and the associated irreducible characters. Here, α and α′

denote generators of the respective cyclic groups and G8 is the complex
reflection group with Shephard–Todd number 8.
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to D16, GL2(3), or the complex reflection group with Shephard–Todd number 8. We see

that every character of these groups is linear, rational, or a constituent of Ind
W

GF (T)

H (τ)
of multiplicity 1 for some subgroup H ≤ WGF (T) and a Dψ-invariant linear character
τ ∈ Irr(H). Thus, we find a (Γ × H)ψ-invariant extension of η to WGF (T) ⋊ Dψ by
Lemma 4.7 and Proposition 4.8. Inflation yields a (Γ × H)ψ-invariant extension of ψ to
N ⋊Dψ.

We assume that s is not trivial and consider

ψ0 := Λ(χT
s )(η ◦ is,1), ψ := φ(N)(s, η) = IndNN

χT
s

(ψ0).

Since TF is abelian and Λ preserves the character degrees, Λ(χT
s ) is always linear. Let κ

be a generator of Dψ. First, assume that η is linear. Because κ fixes ψ, there exists an

n ∈ N such that ψκn0 = ψ0. Thus, we find a (⟨κn⟩ × H)ψ-invariant extension ψ̂ of ψ to

N⋊⟨κn⟩ by Lemma 4.7. Since Inn(N) acts trivially on ψ, the extension ψ̂ is also (Γ×H)ψ-

invariant. The claim follows by extending ψ̂ to the remaining inner automorphisms of N
and then restricting it to N ⋊Dψ.

For type 2F4 it can happen that η ∈ Irr(H) for H := WCG(s)(T)F is not linear. In
this case, we can see that it has integer character values. Let n ∈ N such that

(χT
s )

κn = χT
s

and κn has odd order. We have a natural isomorphism (TF⋊H)⋊⟨κn⟩ ∼= TF⋊(H⋊⟨κn⟩).
By [CS13, Proposition 2.3], η ◦ is,1 is κn -stable and with Proposition 4.8 we can find
a (Γ × H)ψ-invariant extension of η ◦ is,1 to η̂ ∈ Irr(H ⋊ ⟨κn⟩). Inflating this character
and using the construction of irreducible characters of semidirect products from [Ser77,
Section 8.2], we obtain a (Γ × H)ψ-invariant extension of Λ(χT

s )(η ◦ is,1) to the group

TF ⋊ (H ⋊ ⟨κn⟩). With Lemma 4.7 and as before, this yields a (Γ × H)ψ-invariant
extension of ψ to N ⋊Dψ. □

6.3.3. Verification of the inductive condition. We can now verify the inductive
McKay–Navarro condition for the Suzuki and Ree groups and the prime ℓ except for the
groups that have been excluded before.

Theorem 6.14. The inductive McKay–Navarro condition holds for

(a) the Suzuki groups 2B2(2
2f+1) for f ≥ 2 and any odd prime ℓ,

(b) the Ree groups 2G2(3
2f+1) for f ≥ 1 and any prime ℓ ≥ 5, and

(c) the Ree groups 2F4(2
2f+1) for f ≥ 1 and any odd prime ℓ except possibly ℓ = 3 if

22f+1 ≡ 2, 5 mod 9.

Proof. We use the notation established in the previous sections. We can choose
N := NGF (T) by Theorem 2.71 and we know from Proposition 6.11 that there exists a
Γ×H-equivariant bijection

Ω : Irrℓ′(G
F ) → Irrℓ′(N).

Looking at the generic character table of GF as given in [GHL+96], we see that every
irreducible global ℓ′-character is either unipotent, regular, real, or semisimple.

Every semisimple or regular χ ∈ Irrℓ′(G
F ) can be extended to a (Γ × H)χ-invariant

character of GF ⋊ ⟨γ⟩χ by Proposition 4.13. We can therefore extend it canonically to all
inner automorphisms of GF and then restrict it to GF ⋊Γχ to obtain a (Γ×H)χ-invariant
extension such that all associated scalars on CG⋊Γ

χH (G) are trivial.

For all real and unipotent characters in Irrℓ′(G
F ), this holds analogously by Propo-

sition 4.8 and Proposition 6.12. By Proposition 6.13, the local characters ψ ∈ Irrℓ′(N)
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6.3. Character extensions

have a (Γ × H)ψ-invariant extension to ψ̂ ∈ Irr(N ⋊ Dψ) and by Lemma 4.6 we can as-
sume that the associated scalars on CG⋊Γ

χH (G) are trivial. This shows that the inductive

McKay–Navarro condition holds for GF and ℓ. □

We already know that the inductive McKay–Navarro condition holds for the Suzuki
and Ree groups in their defining characteristic by Chapter 5. The remaining cases of
Suzuki and Ree groups will be considered in Proposition 7.1 and Proposition 7.11 in the
next chapter.
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CHAPTER 7

Groups with non-generic Sylow normalizers

In this chapter, we consider some groups and primes for which the normalizer of a
Sylow subgroup does not necessarily lie in the normalizer of the corresponding Sylow
torus, i.e. the cases that have been excluded in Theorem 2.71. This happens for the
primes and Suzuki and Ree groups that have been excluded in the previous chapter as
well as for some groups of type A2,

2A2, and G2 for the prime ℓ = 3 and of type Cn
for the prime ℓ = 2. The latter case has already been settled in [RSF22, Theorem A].
We consider the remaining groups since we want to complete the case of Suzuki and Ree
groups and it seems natural to look at the other groups of Lie type where we do not have
a generic choice of the local subgroup.

With some minor changes, this chapter has been published in [Joh21, Section 5].

7.1. Suzuki and Ree groups

In this section, we consider the inductive McKay–Navarro condition for the Ree groups
2G2(3

2f+1) for ℓ = 2 and 2F4(2
2f+1) for ℓ = 3 in the case that we have 22f+1 ≡ 2, 5 mod 9.

We show that the condition holds by looking at the global and local characters case by
case. We use the notation that was introduced in the previous chapter.

Proposition 7.1. The inductive McKay–Navarro condition is satisfied for f ≥ 1 and

(a) 2G2(3
2f+1) and ℓ = 2;

(b) 2F4(2
2f+1) with 22f+1 ≡ 2, 5 mod 9 and ℓ = 3.

Proof. (a) First, let G = 2G2(3
2f+1) and ℓ = 2. We start by considering the local

characters. As in [IMN07, Proof of Theorem 17.1], R ∈ Syl2(G) is elementary abelian
of order 8 and we have N = NG(R) = R · H where H ∼= C7 ⋊ C3 is a Frobenius group.
Therefore, the irreducible characters of N are as listed in Table 7.1.

Irr2′(N) Parameters and construction of characters Degree

θi = InfNC3
(θ̃i) 1 ≤ i ≤ 3, θ̃i ∈ Irr(C3) 1

ψi = InfNH(Ind
H
C7
(τi)) i ∈ {1, 2}, 1 ̸= τi ∈ Irr(C7) with τ1 ≁H τ2 3

λ1, λ2, λ3 IndNR (χ) = λ1 + λ2 + λ3, 1 ̸= χ ∈ Irr(R) 7

Table 7.1. Irreducible characters of N with odd degree.

From [IMN07, Proof of Theorem 17.1], we know that F3 acts trivially on N and thus
on all of these characters. The explicit construction of the character values shows us, after
choosing a suitable labeling of the characters, that

θσ2 =

{
θ2 if ζσ3 = ζ3,

θ3 if ζσ3 = ζ23 ,
, λσ2 =

{
λ2 if ζσ3 = ζ3,

λ3 if ζσ3 = ζ23 ,

for all σ ∈ H where ζ3 ∈ C× is a third root of unity. The characters θ3 and λ3 are mapped
analogously. All other characters of N are fixed by H.

It is clear that the linear characters θi can be extended to N ⋊ ⟨F3⟩ such that they are
Hθi-invariant. For the characters ψ1 and ψ2, an extension can be found as in Lemma 4.7
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and by inflating the obtained character. Similarly, the linear character χ ∈ Irr(R) can
be extended to an Hλi-invariant character of R ⋊ ⟨F3⟩. With Lemma 4.7, we obtain
Hλi-invariant extensions of λ1, λ2, and λ3 to N ⋊ ⟨F3⟩.

In the global case, we have

Irr2′(G) = {χ1, χ4, χ5, χ6, χ7, χ8, χa, χ
′
a}

in the notation of [IMN07, Table 4]. The automorphism F3 acts trivially on them since
they are unipotent or uniquely determined by their degree. The Galois automorphism
σ ∈ H acts by permuting the indices as (4, 5)(6, 7) if we have ξσ3 = ξ23 and trivially
otherwise. Thus, there exists a Γ×H-equivariant bijection.

We find Hχ-invariant character extensions to G⋊ ⟨F3⟩ for the real characters χ1, χ8,
χa, χ

′
a by Proposition 4.8 and for the unipotent characters χ4, χ5, χ6, χ7 in the same way

as in Proposition 6.12. Thus, the inductive McKay–Navarro condition is satisfied.
(b) Let G = 2F4(2

2f+1) for f ≥ 1, assume 22f+1 ≡ 2, 5 mod 9, and set ℓ = 3. In
the global case, we see that G has six unipotent characters of 3′-degree and three other
3′-characters that all have distinct degrees [GHL+96]. The characters are all Γ-invariant,
H-invariant, and real. Since F2 has odd order, there exists a unique H-invariant extension
to G⋊ Γ for every character in Irr3′(G) by Proposition 4.8.

As mentioned in [Mal07, Proof of Theorem 8.4], the normalizer of a Sylow 3-subgroup
of G is N ∼= SU3(2).2 and we can explicitly compute its irreducible 3′-characters. They
are given in Table 7.2.

N 1a 2a 4a 4b 2b 3a 3b 8a 6a 12a 12b 6b 8b 12c

χ1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

χ2 1 -1 1 -1 1 1 1 1 -1 1 -1 1 1 -1

χ3 1 -1 1 1 1 1 1 -1 -1 1 1 1 -1 1

χ4 1 1 1 -1 1 1 1 -1 1 1 -1 1 -1 -1

χ5 2 . -2 . 2 2 2 . . -2 . 2 . .

χ6 2 . . . -2 2 2 −ζ8 − ζ38 . . . -2 ζ8 + ζ38 .

χ7 2 . . . -2 2 2 ζ8 + ζ38 . . . -2 −ζ8 − ζ38 .

χ8 8 -2 . . . -1 8 . 1 . . . . .

χ9 8 2 . . . -1 8 . -1 . . . . .

Table 7.2. Values of the irreducible 3′-characters of N ∼= SU3(2).2 com-
puted with [GAP19]. The conjugacy classes are labeled as it is done there.
A dot “.” represents the character value 0 and ζ8 denotes a primitive eighth
root of unity.

We know by [Mal08a, Proof of Proposition 3.16] that Γ acts trivially on Irr3′(N) and
we see that H also acts trivially.

For the rational characters, we obtain H-invariant extensions to N⋊Γ again by Propo-
sition 4.8. We can show with GAP that the characters χ6, χ7 are each induced by two
linear characters λ6, λ

′
6 and λ7, λ

′
7 of ((C3 × C3) : C3) : C8 ≤ N , respectively. Since F2

fixes χ6 and χ7, both λ6 and λ7 are fixed or mapped to λ′6 and λ′7, respectively. The orbit
cannot have length 2 because F2 has odd order, thus λ6, λ7 are fixed by F2. Since χ6 is
H-invariant, λ6 and λσ6 are conjugate by some element of N for every σ ∈ H. It follows
as before that there is an H-invariant extension of χ6 to N ⋊ ⟨F2⟩. The same can be done
for χ7. Thereby, the inductive McKay–Navarro condition holds. □
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7.2. Special linear and special unitary groups

In this section, we consider the twisted and untwisted groups of type A2 that have
been excluded in Theorem 2.71 and show that the inductive McKay–Navarro condition
holds for the prime ℓ = 3.

Let X = PSL3(q) with q ≡ 4, 7 mod 9 or X = PSU3(q) with q ̸= 2 and q ≡ 2, 5
mod 9. The inductive McKay condition has been verified for X and ℓ in [Mal08a, Sec-
tion 3.1 and 3.2]. We verify the inductive McKay–Navarro condition for these groups by
recalling the considerations from there and extending them to the stronger condition.

Note that we do not consider PSU3(2) since it is solvable. The group PSL3(4) has
exceptional Schur multiplier and is considered separately in Proposition 7.11. For all other
groups, the Schur multiplier of X has order 3 and we can consider X itself (instead of its
universal covering group) by Lemma 4.15. We follow [Mal08a, Section 3.1 and 3.2] and
use the notation from there.

7.2.1. Global characters. Let S := SL3(q) or S := SU3(q), respectively. Since the
irreducible characters of S with Z(S) in their kernel are in bijection with the irreducible
characters of X ∼= S/Z(S), we can consider the irreducible 3′-characters of S with Z(S) in
their kernel. We use this bijection without further notice. The group S has six irreducible
3′-characters that are listed in Table 7.3. They all have Z(S) in their kernel.

Irr3′(S) Degree Property

ρ1 = 1S 1 unipotent

ρ2 q(q + ε) unipotent

ρ3 q3 unipotent

φ1 (q + ε)(q2 + εq + 1)/3 semisimple

φ2 (q + ε)(q2 + εq + 1)/3 semisimple

φ3 (q + ε)(q2 + εq + 1)/3 semisimple

Table 7.3. Irreducible 3′-characters of S as determined in [Mal08a,
Lemma 3.3 and 3.10] where ε = 1 if S = SL3(q) and ε = −1 if S = SU3(q).

Lemma 7.2. The irreducible 3′-characters ρ1, ρ2, ρ3, φ1, φ2, φ3 of S are invariant under
the action of H.

Proof. The unipotent characters ρ1, ρ2, ρ3 have distinct degrees and are thus H-
invariant. The character values of φ1, φ2, φ3 that are different for the three characters
are given in [Mal08a, Section 3.1 and 3.2] and we see that they are rational. □

Let p be the prime with q = pf and note that the condition on q ensures that f is
odd in the case of unitary groups. The structure of the outer automorphism group of S is
described in [Mal08a, Lemma 3.4 and Section 3.2]. We write

D := ⟨γ, δ, ψ⟩ ∼= Out(S) ∼= Sym(3)× Cf

where ψ := Fp is the standard field automorphism of S, γ is the transpose-inverse auto-
morphism, and δ is a diagonal automorphism of order 3.

Lemma 7.3. For X = PSL3(q), every χ ∈ Irr3′(X) has an Hχ-invariant extension to
X ⋊Dχ.

Proof. Let G := PGL3(q) and B be a Borel subgroup of G. The unipotent char-
acters ρ1, ρ2, ρ3 can be extended to ρ̃1, ρ̃2, ρ̃3 ∈ Irr(G ⋊ ⟨ψ⟩) as in the proof of [Mal08a,
Theorem 2.4] and we have

Ind
G⋊⟨ψ⟩
B⋊⟨ψ⟩(1) = ρ̃1 + 2ρ̃2 + ρ̃3.
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Similarly, we get

Ind
G⋊⟨γ⟩
B⋊⟨γ⟩(1) = ρ̂1 + 2ρ̂2 + ρ̂3

with ρ̂1, ρ̂2, ρ̂3 ∈ Irr(G⋊ ⟨γ⟩) extending ρ1, ρ2, ρ3 by [Mal91a, pp. 447f].
Since we know that all unipotent characters extend to G⋊ ⟨γ, ψ⟩, at least one of these

extensions is a constituent of Ind
G⋊⟨γ,ψ⟩
B⋊⟨γ,ψ⟩(1). These constituents also extend ρ̂i and ρ̃i.

Thus, there is only one constituent of Ind
G⋊⟨γ,ψ⟩
B⋊⟨γ,ψ⟩(1) extending ρi and it follows that it is

H-invariant.
The semisimple character φ1 is a constituent of the dual of the Gelfand-Graev character

Γ1 of S and satisfies

((S ⋊ ⟨δ⟩)⟨ψ, γ⟩)φ1 = (S ⋊ ⟨δ⟩)φ1⟨ψ, γ⟩φ1 = S⟨ψ, γ⟩.

As in [Ruh21, Corollary 6.9], we can use Proposition 4.13 to construct an H-invariant
extension φ̂1 ∈ Irr(S⟨ψ, γ⟩) of φ1. Note that we can use this result since Ruhstorfer does
not use any properties coming from the prime corresponding to H.

The characters

φ̂δ1 ∈ Irr(S⟨ψδ, γδ⟩), φ̂δ
2

1 ∈ Irr(S⟨ψδ2, γδ2⟩)

are extensions of φ2 and φ3, respectively. Since they are H-invariant, this shows the
claim. □

Lemma 7.4. For X = PSU3(q), every χ ∈ Irr3′(X) has an H-invariant extension to
X ⋊Dχ.

Proof. For the semisimple characters as well as for ρ1 and ρ3, this can be shown in
the same way as for PSL3(q). However, the unipotent character ρ2 does not lie in the
principal series of X and has to be treated differently. We first show that there is an
H-invariant extension of ρ2 to X ⋊ ⟨γ⟩.

Step 1: Odd characteristic. If p is odd, then the two extensions of ρ2 toX⋊⟨γ⟩ have
already been considered in [Mal90b, Proposition 2.1] for p ≡ 3 mod 4. In the same way
as in the proof given there, one can show for all odd p that the only non-rational character
value of an extension ρ̂2 ∈ Irr(X ⋊ ⟨γ⟩) is

√
−q. By the law of quadratic reciprocity, 3 is

a square modulo p if p ≡ 1 mod 4 and not a square otherwise. We can use the quadratic
Gauss sum to write

ζ4
√
q =

{
p(f−1)/2

∑p−1
k=0 ζ

k2
p · ζ4 if p ≡ 1 mod 4,

p(f−1)/2
∑p−1

k=0 ζ
k2
p if p ≡ 3 mod 4,

with ζp and ζ4 primitive p-th and fourth roots of unity, see [Gau65, Section 14]. With
this, it is easy to see that σ ∈ H fixes

√
−q. Thus, ρ̂2 is H-invariant.

Step 2: Outer conjugacy classes in even characteristic. If p = 2, we first have

to study the character values for the extensions of ρ2 to X̃ := X⋊ ⟨γ⟩. We first determine

the outer conjugacy classes of X̃, i.e. the conjugacy classes that do not lie in X ⊴ X̃. We
can parametrize the outer conjugacy classes as described in [Bru07, Method 3.1] by{

(g, 1)xi

∣∣∣∣ g ∈ X representative of a γ-stable conjugacy class of odd order,

xi a class representative of an outer class of 2′-elements in C
X̃
(g, 1)

}
.

With the notation of [SF73], the γ-stable conjugacy classes of X are

C1, C2, C
(0)
3 , C ′

5, C
(k,l,m)
6 , C

(rk)
7 .

The classes C2 and C
(0)
3 consist of 2-elements of X. For an element x ∈ X in a γ-stable

conjugacy class, we have

2|CX(x)| = |C
X̃
(x, 1)|.
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Thus, the centralizer orders in X̃ for the elements of odd order in C ′
5, C

(k,l,m)
6 , C

(rk)
7 can

be deduced from [SF73, Table 2]. Since the Sylow 2-subgroups of the centralizers have
order 2, the 2-elements of the centralizers are all conjugate. Thus, the γ-stable classes C ′

5,

C
(k,l,m)
6 , C

(rk)
7 each correspond to one outer conjugacy class with representatives c′5(1, γ),

c
(k,l,m)
6 (1, γ), c

(rk)
7 (1, γ) each where we denote a representative of C ′

5 by c′5 and so on.

The number of outer conjugacy classes of X̃ is the number of γ-stable conjugacy classes
of X. Therefore, there are 3 conjugacy classes corresponding to the trivial class C1. They
consist of 2-elements and will be denoted by (1, γ), A,B.

Step 3: Character values and centralizer orders. Let ρ̂2 be an extension of ρ2
to X̃. Then, the other extension of ρ2 to X̃ is given by sign ·ρ̂2 where sign denotes the

non-trivial extension of the trivial character of X to X̃.

X C1 C2 C
(0)
3 C ′

5 C
(k,l,m)
6 C

(rk)
7

ρ2 q(q − 1) −q 0 2 2 0

X̃ C1 (1, γ) A B = A−1 C ′
5(1, γ) C

(k,l,m)
6 (1, γ) C

(rk)
7 (1, γ)

ρ̂2 q(q − 1) 0 α α 0 0 0

sign ·ρ̂2 q(q − 1) 0 α α 0 0 0

Table 7.4. Some character values of ρ2 and its extensions. Here, α denotes
the value of ρ̂2 at the outer class A.

The conjugacy classes C
(k,l,m)
6 (1, γ) and C

(rk)
7 (1, γ) are each algebraically conjugate to

an odd number of classes of the same type with different parameters. Here, two conjugacy
classes are called algebraically conjugate if their elements generate conjugate subgroups.
One can easily see that the values of a character on algebraically conjugate classes are also
algebraically conjugate, i.e. in one orbit under the action of Galois automorphisms in G.
Since we only have two extensions of ρ2, these vanish on all c

(k,l,m)
6 (1, γ), c

(rk)
7 (1, γ) and

obviously also on c′5(1, γ).
Now, (1, γ) is a rational class and since the extensions of ρ2 have to be different on at

least one class, A and B cannot be rational and it follows B = A−1. Note that sign ·ρ̂2 is
also the complex conjugate of ρ̂2.

We now determine |C
X̃
(a)| for a ∈ A. From [Bru07, Lemma 3.1 2.], we know

C
X̃
(ci(1, γ)) = C

X̃
(ci) ∩ CX̃((1, γ)).

We have C
X̃
((1, γ)) ∼= PSL2(q) × ⟨γ⟩. Since a ∈ A has order 4 or 8, we have a2 ∈ C2 or

a4 ∈ C2 and it follows with [SF73, Table 2] that |C
X̃
(a)| divides 2|CX(c2)| = 2q2 q+1

3 . We

know that half of the elements of X̃ lie in an outer class, i.e. the sum

X̃

|C
X̃
((1, γ))|

+
X̃

|C
X̃
(c′5(1, γ))|

+
∑
k,l,m

X̃

|C
X̃
(c

(k,l,m)
6 (1, γ))|

+
∑
k

X̃

|C
X̃
(c

(rk)
7 (1, γ))|

+2 · X̃

|C
X̃
(a)|

adds up to

|X| = 1

3
q3(q + 1)2(q − 1)(q2 − q + 1).

Looking at the centralizer orders in [SF73, Table 2] we see that q divides all summands
except possibly the last one. It follows that |C

X̃
(a)| = 4qd with d odd.

We now consider the unknown character value α := ρ̂2(a). We can write

α =
3∑
j=0

njζ
j
8 , nj ∈ Z
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where ζ8 is a primitive eighth root of unity. Since we have ⟨ρ̂2, 1X̃⟩X̃ = 0, it follows that
α = −α and thereby n0 = 0.

We also know

1 = ⟨ρ̂2, ρ̂2⟩X̃ =
1

2
⟨ρ2, ρ2⟩X +

1

2|X|
· 2|X|
|C
X̃
(a)|

· αα · 2 =
1

2
+

2αα

|C
X̃
(a)|

and thereby

αα =
1

4
|C
X̃
(a)| = qd.

Step 4: Action of Galois automorphisms. Let σ3, σ5 ∈ G such that ζσ38 = ζ38 and
ζσ58 = ζ58 . The characters ρ̂σ32 and ρ̂σ52 are either ρ̂2 or sign ·ρ̂2, respectively.

First assume that ρ̂σ32 = sign ·ρ̂2 and ρ̂σ52 = ρ̂2. Then, we have n1 = n3 = 0 and

α = (n2 − n6)ζ
2
8 .

Thereby, we have

qd = αα = (n2 − n6)
2.

This is not possible since d is odd and q is an odd power of 2. Therefore, we know that
we have

ρ̂σ32 = ρ̂2, ρ̂σ52 = sign ·ρ̂2
which implies that ρ̂2 is invariant under H.

By Proposition 4.8 and the results of Lusztig as stated in [Mal08a, Proposition 2.1], we
find a unique H-invariant extension of ρ2 to ρ̃2 ∈ Irr(X⋊⟨δ, ψ2⟩). We know from [Mal08a,
Lemma 3.11] that ρ2 extends to all outer automorphisms. Thus, we find an extension

≈
ρ2

extending both ρ̃2 and ρ̂2. For σ ∈ H, we have
≈
ρ2
σ
= β

≈
ρ2 for some β ∈ Irr(D). By

construction we have β|⟨δ,ψ2⟩ = 1 and β|⟨γ⟩ = 1 and we thereby have found an H-invariant
extension of ρ2 to X ⋊D. □

7.2.2. Local characters. Now we turn to the local characters. As in the proof of
[Mal08a, Theorem 3.12], there is a natural embedding

SU3(q) ↪→ SL3(q
2)

that maps the normalizers of Sylow 3-subgroups N onto another. We further know that
N ∼= 31+2.Q8 where Q8 is the quaternion group. Since every automorphism of SU3(q)
naturally extends to SL3(q

2), it suffices to study the characters and character extensions
for N as a subgroup of SL3(q

2). The group N is D-stable and with

Ĥ := N ⋊ ⟨γ, δ⟩ ∼= 31+2. SL2(3).2

we have

Γ ∼= ⟨Inn(G | N), ψ, γ, δ⟩ ∼= Ĥ × ⟨ψ⟩
in the inductive condition.

The irreducible 3′-characters of N and their extensions to Ĥ are displayed in Table

7.5. Note that each irreducible 3′-character of Ĥ lies in Irr(Ĥ | ρ′i) for some 1 ≤ i ≤ 3.

Lemma 7.5. Every χ ∈ Irr3′(N) has an Hχ-invariant extension to N ⋊Dχ.

Proof. We only have to consider the non-linear characters ρ′2 and ρ′3. We already

know from [Mal08a, Proof of Lemma 3.7] that ρ′2 and ρ′3 both extend to Ĥ × ⟨ψ⟩ since

we can compute the irreducible characters of Ĥ explicitly and extend them trivially to the
direct product. Table 7.5 shows that the character extensions are all H-invariant. □
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N 1a 12a 4a 3a 4b 6a 12b 12c 2a 6b 12d 12e 4c 12f 3b 3c

ρ′1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

φ′
2 1 -1 -1 1 1 1 1 1 1 1 -1 -1 -1 -1 1 1

φ′
3 1 -1 -1 1 -1 1 -1 -1 1 1 -1 1 1 1 1 1

φ′
1 1 1 1 1 -1 1 -1 -1 1 1 1 -1 -1 -1 1 1

ρ′2 2 . . 2 . -2 . . -2 -2 . . . . 2 2

ρ′3 8 . . -1 . . . . . . . . . . 8 8

Ĥ 1a 3a 3b 6a 2a 12a 4a 3c 3d 3e 9a 6b 6c 6d 2b 6e 8a 8b

(ρ′1) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

(ρ′1) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 -1 -1 -1 -1

(ρ′2) 2 2 2 -2 -2 . . -1 -1 -1 -1 1 1 1 . . −α α

(ρ′2) 2 2 2 -2 -2 . . -1 -1 -1 -1 1 1 1 . . α −α
(ρ′3) 8 8 -1 . . . . 2 2 2 -1 . . . -2 1 . .

(ρ′3) 8 8 -1 . . . . 2 2 2 -1 . . . 2 -1 . .

Table 7.5. Values of the irreducible 3′-characters of N ∼= 31+2.Q8 and

their extensions to Ĥ computed with [GAP19]. We label the conjugacy

classes as it is done there and write α := ζ8 + ζ38 . For Ĥ, we do not label
the characters but write (ρ′i) to indicate that the respective irreducible
character extends ρ′i ∈ Irr(N).

Theorem 7.6. The groups PSL3(q) for q ̸= 4, q ≡ 4, 7 mod 9 and PSU3(q) for q ̸= 2,
q ≡ 2, 5 mod 9 satisfy the inductive McKay–Navarro condition for ℓ = 3.

Proof. As described before, Irr3′(PSL3(q)) is in bijection with Irr3′(SL3(q)) via infla-
tion. We verify the condition with respect to the local subgroup N . Since H acts trivially
on the local and global characters by Lemma 7.2, the bijection from [Mal08a, Proposition
3.8] is also H-equivariant and for all χ ∈ Irr3′(SL3(q)) we have (Γ×H)χ = Γχ×H. Thus,
it suffices to extend the H-invariant character extensions in Irr(G⋊Dχ) and Irr(N ⋊Dχ)
from Lemma 7.3 and 7.5 to the remaining inner automorphisms in Γ. Thus, the inductive
McKay–Navarro condition is satisfied. Using Lemma 7.4, we can argue analogously for
PSU3(q). □

The group PSL3(4) is considered in Proposition 7.11.

7.3. The groups G2(q)

In this section, we consider the groups G := G2(q) for q = 2, 4, 5, 7 mod 9 and ℓ = 3.
We assume q ̸= 2 since the group G2(2) is considered in Proposition 7.11. Again, we follow
[Mal08a, Section 3.3].

From there we know that the subgroup

M :=

{
SL3(q).2 (extension with the graph automorphism) if q ≡ 4, 7 mod 9,

SU3(q).2 (extension with the graph-field automorphism) if q ≡ 2, 5 mod 9

contains the normalizer of a Sylow 3-subgroup of G. Therefore, we can choose M as
the local subgroup in the inductive condition. Since we have M ′ = SL3(q) and M ′ =
SU3(q), respectively, we can use the results from the previous section about the irreducible
3′-characters of M ′.
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The outer automorphism group of G is generated by a field automorphism ψ and we
can assume that M is ψ-stable. We know from [Mal08a, Section 3.3] that there are each
nine global and local 3′-characters that are all ψ-invariant.

Lemma 7.7. The characters in Irr3′(G) and Irr3′(M) are invariant under Γ and H.

Proof. Looking at the character values of the global characters in [CR74] and
[EY86] we see that H acts trivially on them. We already obtained the irreducible local
characters of M ′ in the previous section. The irreducible characters of M are IndMM ′(φ2)
and the extensions of ρ1, ρ2, ρ3, and φ1 to M . We know by Lemma 7.3 and Lemma
7.4 that one of these extensions is H-invariant. Thus, the other extension also has to
be H-invariant. Since IndMM ′(φ2) is the only irreducible character of its degree, it is also
H-invariant. As described in [Mal08a, Proposition 3.14], Γ acts trivially on all occurring
characters. □

Lemma 7.8. The irreducible 3′-characters of M have H-invariant extensions to M⋊⟨ψ⟩.

Proof. For the extensions of ρ1, ρ2, ρ3, and φ1 this is clear from the previous section.
We also know that there is an H-invariant extension of φ2 to SL3(q)⋊ ⟨ψ⟩, SL3(q)⋊ ⟨ψγ⟩,
and SU3(q)⋊⟨ψ2⟩, respectively. Inducing this toM⋊⟨ψ⟩ leads to an H-invariant extension
of IndMM ′(φ2). □

Let G be the underlying algebraic group of type G2 and F := Fq a Frobenius endo-
morphism such that we have GF = G.

Lemma 7.9. The irreducible 3′-characters of G have H-invariant extensions to G⋊ ⟨ψ⟩.

Proof. First, assume that q is odd. Then, all unipotent 3′-characters are in the
principal series ofG by [CR74, p.402]. They can be extended toG⋊⟨ψ⟩ as described before
in the proof of Lemma 7.3. In the notation of [CR74], the remaining three irreducible
3′-characters are denoted by X31, X32, X33. We know

RG
T (θ) = X31 +X32 −X33

for some θ ∈ Irr(TF ) and an F -stable maximal torus T of G with

TF =

{
H3 if q ≡ 1 mod 3

H6 if q ≡ −1 mod 3

in the notation of [CR74]. Since we know that all irreducible 3′-characters are invariant
under the actions of Γ and H, RG

T (θ) is also invariant and we thereby find a g ∈ GF such
that ψ ◦ cg fixes the pair (T, θ). Now we can argue as in the proof of Proposition 6.12 to
obtain H-invariant character extensions of RG

T (θ), X31, X32, and X33 to G ⋊ ⟨ψ⟩. Note
that this still works for non-trivial θ since we can trivially extend the linear character
corresponding to θ to the considered semidirect product.

Now let q be even. The irreducible characters of G are described in [EY86] and the
irreducible 3′-characters are denoted by θ0, θ1, θ2, θ3, θ4, θ6, θ7, θ8. Let P,Q be subgroups
of G as defined there. The decompositions of some characters induced to G are given in
[EY86, Table A] and we can read off

IndGP (1) = θ0 + θ1 + θ2 + θ3, IndGQ(1) = θ0 + θ1 + θ2 + θ4.

Since P and Q are ψ-invariant, Lemma 4.7 already shows the claim for θ0, θ1, θ2, θ3, and
θ4. We also know that θ6 is semisimple and θ7 is regular. Therefore they can be extended
as described in Proposition 4.13. For the character θ8, we have

⟨IndGP (χ1((q − 1)/3)), θ8⟩ = 1

for some linear character χ1((q − 1)/3) of P as given in [EY86, p. 335]. We have

χ1((q − 1)/3)ψ = χ1(2(q − 1)/3)
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and we know from [EY86, p. 339] that both characters induce the same character of G.
Thus, we find a g ∈ G such that

χ1((q − 1)/3)ψg = χ1((q − 1)/3).

Since it is linear, we find an H-invariant extension of χ1((q− 1)/3) to P ⋊ ⟨ψg⟩. It follows
that θ8 also has an H-invariant extension to G⋊ ⟨ψg⟩ and as before we can conclude that
we have an H-invariant extension of θ8 to G⋊ ⟨ψ⟩. □

The previous considerations directly give us the following result.

Theorem 7.10. The groups G2(q) with q /∈ {2, 4}, q ≡ 2, 4, 5, 7 mod 9 satisfy the induc-
tive McKay–Navarro condition for ℓ = 3.

7.4. Some individual groups

We now study the groups that we excluded before. The group 2B2(2) is the Frobenius
group of order 20, hence solvable, and we do not have to consider it here.

Proposition 7.11. The groups 2B2(8),
2G2(3)

′,G2(2)
′, and 2F4(2)

′ satisfy the inductive
McKay–Navarro condition for every prime ℓ. The groups PSL3(4) and G2(4) satisfy the
inductive McKay–Navarro condition for ℓ = 3.

Proof. The computations were all made with [GAP19]. If ℓ is the defining charac-
teristic, the inductive McKay–Navarro condition has already been verified in Chapter 5.
Thus, we only consider primes ℓ that are different from the defining characteristic.

First, let S = 2B2(8). The universal covering group of S is G = 22.2B2(8). For ℓ = 5,
letN be the normalizer of a Sylow 5-subgroup of G. Then, H acts trivially on all characters
of N and since we know by [Mal08b, Theorem 4.1] that the inductive McKay-condition
holds, it remains to consider the character extensions to their stabilizer in G⋊Γ or N ⋊Γ.
Here, we see by explicit constructions that there is an H-invariant extension for every
ℓ′-character of N and G. This is sufficient since the outer automorphism group of G is
cyclic. The remaining primes ℓ = 7 and ℓ = 13 can be treated in the same way.

Similarly, the actions on the irreducible ℓ′-characters and the extended characters can
be computed straightforwardly for 2G2(3)

′ ∼= PSL2(8) and G2(2)
′ for all primes.

The Tits group 2F4(2)
′ has trivial Schur multiplier and again we can explicitly deter-

mine the actions of H and the group automorphisms on the global and local characters.
The extension 2F4(2)

′.2 ∼= 2F4(2) contained in the ATLAS is not split but we can find an
outer automorphism κ ∈ Aut(G) of order 4. Since 2F4(2)

′⋊ ⟨κ⟩ is isoclinic to 2F4(2)×C2,
we can obtain its character table from the ATLAS [CCN+85]. As before, the exten-
sions of the local characters can be directly computed. We see that all characters have
(Γ×H)-invariant extensions to their stabilizers in the automorphism group.

For S = PSL3(4) and ℓ = 3, it suffices to consider the 3′-part of the Schur multiplier.
Thus, let G = 42.PSL3(4) and let N be the normalizer of a Sylow 3-group. As before, we
can explicitly construct the extensions of the irreducible 3′-characters of G and N to their
inertia groups in G⋊ Γ or N ⋊ Γ. We see that the action of (Γ×H)ψ on these extensions
is trivial.

For G2(4), the character table of its universal covering group G = 2.G2(4) and its
split extension 2.G2(4).2 with its outer automorphism group of order 2 are included in the
ATLAS [CCN+85]. Again, we let N be the normalizer of a Sylow 3-group and see that we
find a Γ×H-equivariant bijection between Irr3′(G) and Irr3′(N). Looking at the character
table of 2.G2(4).2 and the corresponding extension of N , we see that the extensions of
the Γ-invariant characters in Irr3′(G) and Irr3′(N) are not all H-invariant. However, the
actions of H on the extended characters are permutation isomorphic. Thus, the inductive
McKay–Navarro condition holds for ℓ = 3. □
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CHAPTER 8

Extension condition for some groups of Lie type for ℓ = 2

In this chapter, we consider the extension part of the inductive McKay–Navarro con-
dition for some finite groups of Lie type and ℓ = 2.

As already mentioned before, the inductive McKay condition has been verified for all
finite simple groups and the prime ℓ = 2 in [MS15]. The situation is especially nice for
characters of odd degree since they lie in the principal series for most finite groups of Lie
type. This suggests considering the inductive McKay–Navarro condition for ℓ = 2.

Indeed, the equivariance condition has been verified for ℓ = 2 and all groups of Lie
type not of type A and with some restrictions for type D in [SF22]. Moreover, the
extension condition has been verified for the untwisted groups of Lie type without graph
automorphisms and ℓ = 2 in [RSF22].

In this chapter, we first verify the extension part of the inductive McKay–Navarro
condition for ℓ = 2 and groups of type G2 with exceptional graph automorphisms. After
this, we consider the extension condition for twisted groups of Lie type and show that it
holds for groups of type 3D4 and 2E6.

8.1. The groups G2(3
f ) for ℓ = 2

In this section, we verify the extension part of the inductive McKay–Navarro condition
for the groups G2(3

f ) (f ≥ 1) and ℓ = 2. We consider this family of groups since they
are the only groups in odd characteristic that have an exceptional graph automorphism.
Therefore, they were excluded in [RSF22] and have to be studied separately.

Let f ≥ 2 be an integer and set G = G2(q) for q := 3f . Then G is simple, non-abelian,
has trivial Schur multiplier, and trivial center by Proposition 2.54 and [MT11, Table 24.2].
Let G be the corresponding algebraic group of type G2 defined over an algebraic closure
of F3 and F : G → G a Frobenius endomorphism such that GF ∼= G.

Let γ be an exceptional graph endomorphism of G as in Proposition 2.43(c). Then,
the outer automorphism group of G is D := ⟨γ⟩ and has order 2f .

We consider the inductive McKay–Navarro condition for the prime ℓ = 2. Although
this case has been excluded there, the arguments in [RSF22, Proof of Theorem A] still
apply to G if we have q ≡ 1 mod 4. Otherwise, the proof given there does not work
anymore since the order of γ, considered as an automorphism of G, is even. Therefore, we
give an alternative proof that works for all q.

Let d := d2(q) be the order of q modulo 4, S a Sylow d-torus of G, and N := NG(S).
Then, we have a Γ×H-equivariant bijection

Ω : Irr2′(G) → Irr2′(N)

by [SF22, Theorem A]. Further, all characters in Irr2′(G) have rational character values
[SF22, Proposition 8.1]. We want to show that all characters in Irr2′(G) and Irr2′(N)
possess Γ×H-invariant extensions to their stabilizers in G⋊D and N ⋊D, respectively.

Proposition 8.1. Every χ ∈ Irr2′(G) has a Γ×H-invariant extension to G⋊Dχ.

Proof. All irreducible characters of G can be found in the generic character table
of G2(q) in [GHL+96]. Since G is simple, the determinants of the characters are all
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trivial. For irreducible characters χ of odd degree, we can apply Proposition 4.8 to obtain
a Γ×H-invariant extension of χ to G⋊Dχ. □

Proposition 8.2. Every ψ ∈ Irr2′(N) has a Γ×H-invariant extension to N ⋊Dψ.

Proof. From [Kle88, Table 1] we know that there are six classes of F -stable maximal
tori in G. With the notation from there, we set

T :=

{
T+ ∼= Cq−1 × Cq−1 if d = 1,

T− ∼= Cq+1 × Cq+1 if d = 2.

Then, T consists of the F -fixed points of a Sylow d-torus S ⊆ G and we can assume
N = NG(T ) = T.D12 where D12 is the dihedral group of order 12. If d = 1, then S is
maximally split and we can assume that γ has been chosen such that S is γ-stable. If
d = 2, we know from [MS15, Section 3.A] that we find an automorphism that acts on G
in the same way as γ and stabilizes T− and N . In a slight abuse of notation, we continue
to write γ for this automorphism.

We already know from [SF22] that there is a Γ × H-equivariant bijection between
Irr2′(G) and Irr2′(N). The eight characters in Irr2′(N) can be obtained in the following
way: The group D12 has four linear characters and two irreducible characters of degree
2. Inflation gives rise to four linear characters of N . Further, T has three characters of
order 2 that are conjugate under N . Each of these characters extends to four irreducible
characters of T.(C2 ×C2). Inducing these extensions to N yields four different irreducible
characters of N of degree 3.

Thus, Irr2′(N) consists of four linear characters and four characters of degree 3. The
linear characters of N can be trivially extended to N ⋊Dψ.

The characters of degree 3 are of the form

ψ := IndNT.(C2×C2)
(θ̂)

where θ̂ ∈ Irr(T.(C2 × C2)) is an extension of a linear character θ ∈ Irr(T ) of order 2.
Then, θ is invariant under field automorphisms. If ψ is γ-invariant, then at least one of
the three N -conjugates of θ has to be γ-invariant since γ2 is a field automorphism. Thus,
we can choose θ such that it is Dψ-invariant. We have a Γ×H-equivariant extension map

from T to T.(C2×C2) and can thereby choose θ̂ such that it is Dψ×H-invariant. We can

now extend θ̂ trivially to T.(C2×C2)⋊Dψ and induce the resulting character to N ⋊Dψ.
This gives us a Γ×H-invariant extension of ψ to N ⋊Dψ. □

With this, we can show that the inductive McKay–Navarro condition holds for G and
ℓ = 2.

Theorem 8.3. The inductive McKay–Navarro condition is satisfied for G2(3
f ) for all

f ≥ 1 and ℓ = 2.

Proof. The equivariance part of the inductive McKay–Navarro condition has been
verified in [SF22, Theorem A]. For f ≥ 2, the extension part is also true by Proposition
8.1 and Proposition 8.2. For G2(3), one can easily verify with [GAP19] that we can use
Proposition 4.8 to find (Γ × H)χ-invariant extensions for the local and global characters
χ ∈ Irr2′(3.G) ∪ Irr2′(N) where N is the normalizer of a Sylow 2-subgroup of 3.G. □

8.2. Extensions for twisted groups

In this section, we consider extensions of characters of twisted groups of Lie type. We
use the descent of scalars from Section 4.3 to study the Harish–Chandra series of certain
disconnected groups and extend the constructions in [RSF22, Section 2 and 3] to twisted
groups of Lie type. This yields the verification of the inductive McKay–Navarro condition
for groups of types 3D4 and 2E6.
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Since we already know from [Ruh21] that the inductive McKay–Navarro condition
holds for all twisted groups of Lie type in their defining characteristic, we only consider
groups of Lie type that are defined over a field of odd characteristic.

We study irreducible characters of odd degree in order to verify the inductive McKay–
Navarro condition for ℓ = 2. As it has already been shown and used in the verification
of the inductive McKay condition, all irreducible characters of the global group with odd
degree lie in the principal series.

Theorem 8.4. [MS15, Theorem 7.7] Let G be a simple group of simply connected type
and F a Frobenius endomorphism of G. Assume that G is not of type An and neither
GF = Sp2n(q) for some odd n ≥ 1 and q ≡ 3 mod 4. Then, every χ ∈ Irr2′(G

F ) lies in
the principal series of GF .

This result suggests that we can use Harish-Chandra series to find out more about the
irreducible characters of odd degree. This will be very convenient in the study of extensions
of these characters. Note that it has already been shown that the groups GF = Sp2n(q)
for odd n ≥ 1 and q ≡ 3 mod 4 that have been excluded in this theorem satisfy the
inductive McKay–Navarro condition for ℓ = 2 in [RSF22, Section 5].

8.2.1. Harish-Chandra series of disconnected groups. We first recall two re-
sults from [RSF22] about the Harish-Chandra series of disconnected groups. They de-
scribe how they are related to the Harish-Chandra series of the connected component and
how Galois automorphisms act on the corresponding irreducible characters. We use the
notion of Harish-Chandra series for disconnected groups as described in Section 3.4.

Proposition 8.5. Let G = G◦ ⋊ ⟨τ⟩ be a reductive group where τ is a quasi-central
automorphism of G◦ and F a Frobenius endomorphism of G. Let L = L◦ ⋊ ⟨τ⟩ be an
F -stable quasi-Levi subgroup of G contained in an F -stable quasi-parabolic subgroup of G
and δ◦ ∈ Irr((L◦)F ). Assume that

• δ◦ is a τ -invariant cuspidal character extending to its stabilizer in NGF (L◦),

• τ centralizes N(G◦)F (L
◦)/(L◦)F , and

• χ◦ is an irreducible character of (G◦)F in the Harish-Chandra series of δ◦.

Then, for every χ ∈ Irr(GF | χ◦) there exists a unique δ ∈ Irr(LF | δ◦) such that χ lies in
the Harish-Chandra series of δ.

This is a restricted version of [RSF22, Proposition 2.3] where we additionally require
that τ centralizes the relative Weyl group N(G◦)F (L

◦)/(L◦)F . The authors of [RSF22]
noted that this is necessary to apply the Mackey formula for Harish-Chandra induction
as in the proof of [RSF22, Proposition 2.2].

Proposition 8.6. [RSF22, Lemma 2.5] In the setting of Proposition 8.5, let σ ∈ G be a
Galois automorphism that stabilizes χ◦ and assume that τ acts trivially on χ◦. Then, we
have χσ = µχ for some µ ∈ Irr(GF ).

We later want to apply these statements to the disconnected groups occurring in the
inductive McKay–Navarro condition. Therefore, we first have to establish a setting that
allows us to apply the descent of scalars that has been introduced in Section 4.3.

Let G be a connected reductive group defined over an algebraically closed field of odd
characteristic. Let F, F0 be Frobenius endomorphisms of G such that we have F = F k0 ρ
for a positive integer k and a graph endomorphism ρ : G → G of order l commuting with
F0. We use the notation of τ , pr, pr∨, H, and Hρ for F kl0 -stable subgroups H ⊆ G as
defined in Section 4.3.

Let P be an ⟨F0, F ⟩-stable parabolic subgroup of G with ⟨F0, F ⟩-stable Levi subgroup
L. We write G := GF , L := LF , and P := PF . From now on, we assume that

(NG(L)/L)
F0 = NG(L)/L.
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This implies
pr(N

G
τF0
ρ

(L⋊ ⟨τ⟩)) = NG(L).

For every F0-stable H ≤ G, we write Ĥ := H ⋊ ⟨F0⟩. As in [RSF22, Section 2.1], we
can define generalized Harish–Chandra inductions

RĜ
L̂
:= IndĜ

P̂
◦ Inf P̂

L̂
, R

Gρ⋊⟨τ⟩
Lρ⋊⟨τ⟩ := Ind

G
τF0
ρ ⋊⟨τ⟩

P
τF0
ρ ⋊⟨τ⟩

◦ InfP
τF0
ρ ⋊⟨τ⟩

L
τF0
ρ ⋊⟨τ⟩

that naturally satisfy

pr∨ ◦RĜ
L̂
= R

Gρ⋊⟨τ⟩
Lρ⋊⟨τ⟩ ◦ pr∨ .

Note that this is a special case of the constructions in Section 3.4, see [DM94, Section 3].
We now state [RSF22, Proposition 2.6, Corollary 2.7] in our setting. The proof

translates directly from the proof in the untwisted case.

Proposition 8.7. Let δ ∈ Irr(L) be an F0-invariant cuspidal character that extends to
NG(L)δ ⋊ ⟨F0⟩ and χ ∈ Irr(G) a character in the Harish-Chandra series of δ.

(a) For χ̂ ∈ Irr(Ĝ | χ), there exists a unique δ̂ ∈ Irr(L̂ | δ) such that χ̂ is a constituent of

RĜ
L̂
(δ̂).

(b) If χ is fixed by F0, then this induces a bijection Irr(Ĝ | χ) → Irr(L̂ | δ).
(c) Let χ be fixed by F0 and under the action of (κ, σ) ∈ Aut(G) × H. Then, we have

χ̂κσ = χ̂λ for some λ ∈ Irr(Ĝ/G). Let x ∈ NG(L) such that δκσx = δ. Then, we have

δ̂κσx = δ̂λ.

Proof. The character δ := pr∨(δ) ∈ Irr(LτF0
ρ ) is cuspidal and τ -invariant. Since

Harish-Chandra induction and pr commute, χ := pr∨(χ) ∈ Irr(GτF0
ρ ) lies in the Harish-

Chandra series of δ. Since Lρ is τ -stable, we have

pr(N
G

τF0
ρ ⋊⟨τ⟩(Lρ)δ) = pr(N

G
τF0
ρ

(Lρ)δ ⋊ ⟨τ⟩) = NG(L)δ ⋊ ⟨F0⟩.

Further, τ acts on τF0-stable points in Gρ in the same way as F−1
0 and we thereby know

that τ centralizes N
G

τF0
ρ

(Lρ)/L
τF0
ρ .

Thus, we can apply Proposition 8.5 and for every χ̂ ∈ Irr(GτF0
ρ ⋊ ⟨τ⟩ | χ) there exists

a unique δ̂ ∈ Irr(LτF0
ρ ⋊ ⟨τ⟩ | δ) such that〈

χ̂, R
Gρ⋊⟨τ⟩
Lρ⋊⟨τ⟩ (δ̂)

〉
G

τF0
ρ ⋊⟨τ⟩

̸= 0.

Using the isomorphisms given by pr, this gives the claim in (a) which implies (b).
The first claim in (c) follows directly from Gallagher’s theorem since both χ̂κσ and χ̂

extend χ. Since χσ lies in the Harish-Chandra series of δ and δκσ, we find an x ∈ NG(L)

such that δκσx = δ. Then, χ̂κσ = χ̂λ corresponds to δ̂κσx as well as to λδ̂ under the
bijection in (b). This shows the claim. □

8.2.2. Setting and Sylow twists. We now take a closer look at the inductive
McKay–Navarro condition for ℓ = 2. In order to have a good understanding of the local
subgroup, it is useful to consider the following setting.

Let G be a simple simply connected group defined over an algebraically closed field of
odd characteristic p. We fix a maximal torus T0 contained in a Borel subgroup B of G.
With respect to T0, let Fp be the standard field endomorphism of G and ρ a standard
graph endomorphism of order l ∈ {2, 3} commuting with Fp. We consider the Frobenius

endomorphism F := F fp ◦ ρ for a positive integer f and set q = pf . Then, the groups
T0, B, and NG(T0) are fixed by F and Fp and we write G := GF , T0 := TF

0 , and
N0 := NG(T0)

F .
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The outer automorphism group of GF consists of the field automorphisms and the
diagonal automorphisms of GF , see Section 2.5.4. We denote the group of field automor-

phisms of GF by D := ⟨Fp⟩. Let G ↪→ G̃ be a regular embedding as in Section 2.6 and

T̃0 an F -stable maximally split torus of G̃ such that T0 = T̃0 ∩G. We write G̃ := G̃F .

Note that T̃0 := T̃F
0 induces all diagonal automorphisms of GF .

Let d be the order of q modulo 4, i.e. d ∈ {1, 2}. If d = 1, then we find a Sylow 1-torus
S of (G, F ) such that we have T0 = CG(S) and N0 = NG(S)F . We want to have similar
properties for d = 2 which can be realized using a so-called Sylow twist.

Let v ∈ G be the identity if d = 1 and the canonical representative of the longest
element in the Weyl group W := NG(T0)/T0 as in [Spä10, Definition 3.2] if d = 2. It
induces an isomorphism G ∼= GvF . Then, we find a Sylow d-torus S of (G, vF ) such that
T0 = CG(S) by [MS15, Lemma 3.2], see also [Spr74, Section 4 and 6]. In the following,
we often work with vF instead of F and consider the groups

T1 := TvF
0 , N1 := NGvF (S), T̃1 := T̃vF

0 , Ñ1 := N
G̃vF (S).

Note that T1 = T0 and N1 = N0 if d = 1. By [MS15, Section 3.A], we find a field
automorphism (Fp)1 that acts on GvF in the same way as Fp and stabilizes T1 and N1.
To simplify notation, we also write Fp for this automorphism and, in the twisted setting,
it will be clear that we actually consider the action of (Fp)1.

Using these isomorphisms, we can view a character χ ∈ Irr2′(G) also as a character of

GvF . Thus, χ lies in a Lusztig series E(GF , s) for some semisimple element s ∈ G∗F ∗
as

well as in E(GvF , s1) for some semisimple element s1 ∈ G∗(vF )∗ .
By construction, we can identify N1 with the normalizer of a Sylow d-torus of (G, F ).

Thus, by Theorem 2.71 we can choose N1 as the local subgroup in the inductive McKay–
Navarro condition.

8.2.3. The groups 3D4(q). With this, we can now show analogously to the proof of
[RSF22, Theorem A] that the inductive McKay–Navarro condition holds for 3D4(q) and
ℓ = 2. In fact, in an earlier version of [RSF22], it has already been pointed out that all
requirements on the irreducible characters of odd degree and the automorphism groups
are satisfied for 3D4(q). Since the descent of scalars and the corresponding results have
only been considered for untwisted groups, we recall the arguments that were given there.

Theorem 8.8. The group 3D4(q), where q is an odd prime power, satisfies the inductive
McKay–Navarro condition for ℓ = 2.

Proof. We use the notation from the previous section and assume thatG is of type D4

and ρ is the standard graph endomorphism of order 3. Then, we have G := GF ∼= 3D4(q)
for q = pf . The group G is simple, has trivial Schur multiplier and outer automorphism
group D.

Let P ∈ Syl2(G). In [SF22, Theorem A], it has been proven that there exists an
Aut(G)P ×H-equivariant bijection

Ω : Irr2′(G) → Irr2′(M)

whereM := NG(S0) for some Sylow d-torus S0 of G with respect to F . Every χ ∈ Irr2′(G)
is rational-valued and lies in a principal series E(G,T0, δ) with δ2 = 1 by [SF22, Lemma
2.6, Proposition 8.1]. Thus, δ is invariant under all Galois and field automorphisms.

Let χ ∈ Irr2′(G) and ψ := Ω(χ) ∈ Irr2′(M). Let F0 be a field endomorphism of G
generating Dχ. Then, F0 centralizes N0/T0.

We identify M with N1 as described above, see also [NSV20, Lemma 2.1]. We have

ψ = IndN1

(N1)δ1
(Λ1(δ1)η1)
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for some δ1 ∈ Irr(T1) of order 2 and η1 ∈ Irr2′((N1)δ1/T1). By [RSF22, Lemma 3.1(3)],
we find an H-invariant extension of ψ to N1 ⋊ Dχ. Further, we can apply [RSF22,
Lemma 3.3(1)] to obtain H-invariant extensions of χ to G ⋊ Dχ. These H-invariant
extensions of ψ and χ are also invariant under the action of (D×H)χ = Dχ×H. Together
with Proposition 4.10, this gives the claim. □

8.2.4. The groups 2E6(q). We now consider the twisted groups of type 2E6. We
continue to use the notation from Section 8.2.2 and assume that G is of type E6 and ρ is
a graph endomorphism of order 2.

We know from [SF22, Corollary 4.4] that we have an (N1⋊D)×H-equivariant exten-
sion map Λ1 with respect to T1 ◁N1. Further, we already know that the equivariance part
of the inductive McKay–Navarro condition is satisfied, i.e. there is a Γ × H-equivariant
bijection

Ω : Irr2′(G) → Irr2′(M)

preserving central characters where M := NG(S0) for some Sylow d-torus S0 of G with
respect to F . As described above, we can identify M with N1. Then, the bijection above
is given by

RGT0(δ)η 7→ IndN1

(N1)δ1
(Λ1(δ1)η1)

where δ ∈ Irr(T0), η ∈ Irr((N0)δ/T0), δ1 ∈ Irr(T1), and η1 ∈ Irr((N1)δ1/T1). Moreover, if
(T0, δ) corresponds to (T∗

0, s) as described in Proposition 3.15, then (T0, δ1) corresponds
to (T∗

0, s1) where χ lies in both Lusztig series E(GF , s) and E(GvF , s1).
We first collect some information about the irreducible characters in Irr2′(G) from the

proof of [SF22, Proposition 8.2]. The unipotent characters of G of odd degree are all
invariant under H and also under Γ by [Mal08a, Theorem 2.5]. For every non-trivial

semisimple s ∈ G∗F ∗
, the Lusztig series E(GF , s) contains either zero or eight irreducible

characters of odd degree. They can be distinguished by their degrees. If there are charac-
ters of odd degree in E(GF , s), then CG∗F∗ (s) is of type 2D5(q).(q + 1) and we know that
CG∗(s) is connected by [Lü].

Thus, the image of a non-unipotent character χ ∈ E(GF , s) of odd degree under the
actions of Γ and H is uniquely determined by the image of E(GF , s) under these actions.
Recall from Section 4.1 that we have E(GF , s)κ = E(GF , κ∗(s)) for every κ ∈ Γ and
further E(GF , s)σ = E(GF , sb) for every σ ∈ H described by b. This also implies that
all characters in Irr2′(G) are fixed by the diagonal automorphisms in Γ. Since η is the
character of a Weyl group, it is rational and fixed by all Galois automorphisms.

We now fix a character
χ := RGT0(δ)η ∈ Irr2′(G)

with δ ∈ Irr(T0) and η ∈ Irr((N0)δ/T0). Let

ψ := Ω(χ) = IndN1

(N1)δ1
(Λ1(δ1)η1) ∈ Irr2′(N1)

with δ1 ∈ Irr(T1) and η1 ∈ Irr((N1)δ1/T1). We write F0 for a generator of Dχ = Dψ.

Proposition 8.9. There is a (D ×H)χ-invariant extension of χ to χ̂ ∈ Irr(G⋊Dχ).

Proof. First, assume that δF0 = δ. We can extend the linear character δ trivially to

δ̂ ∈ Irr(T0 ⋊Dχ) by setting

δ̂(t, F i0) = δ(t)

for all (t, F i0) ∈ T0 ⋊Dχ. For all (κ, σ) ∈ (D×H)χ, we find an x ∈ N0 such that δκσx = δ

and we easily see δ̂κσx = δ̂.

Let χ̂ be the unique character in Irr(G⋊Dχ) corresponding to δ̂ as in Proposition 8.7(a).
Then, χ̂κσx is a constituent of

R
G⋊Dχ

T0⋊Dχ
(δ̂κσx)
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since the actions of group and Galois automorphisms commute with induction and infla-
tion. The uniqueness in Proposition 8.7(a) yields

χ̂κσ = χ̂κσx = χ̂

for all (κ, σ) ∈ (D ×H)χ.
If δ is not F0-invariant, then we find an n ∈ N0 such that δF0 = δn. The group

of F ∗-fixed points of the Weyl group of type D5 is isomorphic to (C2)
4 ⋊ Sym(4). By

[SF19, Lemma 4.5], this group is isomorphic to (N0)δ/T0. Since the Weyl group N0/T0 is
isomorphic to the complex reflection group with Shephard–Todd number 28, it has order
27 · 32 and we thereby have

[N0 : (N0)δ] = 3.

Thus, we can assume that the order of F0, as an automorphism of GF , is a multiple of

3. Further, F f2p ◦ ρ generates all outer automorphisms of odd order in D and we have

(F f2p ◦ ρ)f2′ = F . We can thereby assume F k0 = F for some k ∈ N that is divisible by 3.
Let V be the extended Weyl group of G with respect to T0 as in [Spä09, Setting 2.1].

We have N0 = T0V and can choose n such that it lies in V . Since the orbit of δ under
the action of N0 has size 3, we can consider powers of n and assume that n has 3-power
order. We can explicitly see that the Weyl group N0/T0 has the Sylow 3-subgroup C3×C3.
Thus, n3 is contained in T0 and we even have n3 ∈ V ∩ T0 which is an elementary abelian
2-group, see [Spä09, Setting 2.1]. We can conclude n3 = 1.

By the theorem of Lang–Steinberg, we find an h ∈ G such that h−1F0(h) = n−1.
Then, ch(T0) is F0-stable and δh is F0-invariant. Further, F0 acts trivially on V and we
have

h−1F (h) = h−1F0(h)F0(h
−1) · · ·F k0 (h) = n−1F0(n

−1) · · ·F k−1
0 (n−1) = n−k = 1.

We thereby know that h ∈ GF and it follows that ch(T0) is again maximally split. Thus,
(ch(T0), δ

h) and (T0, δ) give rise to the same Deligne–Lusztig character and we can extend
δh as described above to obtain a (D×H)χ-invariant extension of χ to χ̂ ∈ Irr(G⋊Dχ). □

Proposition 8.10. There is a (D ×H)χ-invariant extension of ψ to ψ̂ ∈ Irr(N1 ⋊Dχ).

Proof. Let n ∈ N1 such that F ′
0 := cn ◦F0 stabilizes δ1. We can extend δ1 trivially to

δ̂1 ∈ Irr(T1⋊ ⟨F ′
0⟩). For any λ ∈ Irr(T1⋊ ⟨F ′

0⟩), let Λ̂1(λ) be the unique common extension

of Λ1(λ|T1) and λ. Then, Λ̂1 is an extension map for

(T1 ⋊ ⟨F ′
0⟩) ◁ (N1 ⋊ ⟨F ′

0⟩).

By uniqueness, it is (N1 ⋊D)×H-equivariant. The character

ψ̂ := Ind
N1⋊⟨F ′

0⟩
(N1)δ1⋊⟨F ′

0⟩
(Λ̂1(δ̂1)η1) ∈ Irr(N1 ⋊ ⟨F ′

0⟩)

is an extension of ψ. Let (κ, σ) ∈ (D×H)ψ. Then, we have δ
κσx
1 = δ1 and by construction

also δ̂κσx1 = δ̂1. Since η1 is invariant under the action of κσ, we can easily see ψ̂κσx = ψ̂.

We can now extend ψ̂ to the remaining inner automorphisms in Γ and restrict it again to
N1 ⋊Dχ to obtain the claim. □

We now consider character extensions to G̃ and Ñ1. In the following, we naturally iden-

tify the characters of the isomorphic groups G̃/G, Ñ1/N1, T̃0/T0, and T̃1/T1 by restriction.
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Proposition 8.11. There are extensions χ̃ ∈ Irr(G̃) and ψ̃ ∈ Irr(Ñ1) of χ and ψ, respec-
tively, lying over the same central character such that for all (κ, σ) ∈ (D×H)χ there exists

a µ ∈ Irr(G̃/G) with χ̃κσ = µχ̃ and ψ̃κσ = µψ̃.

Proof. The characters χ and ψ lie over the same central character of Z(G) and we can

choose an extension of this character to Z(G̃). Let χ′ ∈ Irr(GZ(G̃)) and ψ′ ∈ Irr(N1Z(G̃))
be the extensions of χ and ψ over this central character.

By [MS15, Theorem 6.3], there is a D-equivariant bijection

Ω̃ : Irr
(
G̃ | Irr2′(G)

)
→ Irr

(
Ñ1 | Irr2′(N1)

)
preserving central characters. For χ̃ ∈ Irr(G̃ | χ′), we find characters δ̃ ∈ Irr(T̃0 | δ) and

η̃ ∈ Irr((Ñ0)δ̃/T̃0) such that

χ̃ = RG̃
T̃0
(δ̃)η̃.

As mentioned above, we know that CG∗(s) is connected where s ∈ G∗F ∗
is a semisimple

element corresponding to δ. Thus, [SF19, Lemma 4.5] and [MS15, Lemma 5.1] imply

that the relative Weyl groups (Ñ0)δ̃/T̃0 and (N0)δ/T0 are equal. Therefore, η = η̃ is fixed
by all Galois automorphisms.

The character ψ̃ := Ω̃(χ̃) lies in Irr(Ñ1 | ψ′) and we find a δ̃1 ∈ Irr(T̃1 | δ1) and

η̃1 ∈ Irr((Ñ1)δ̃1/T̃1) such that

ψ̃ = IndÑ1

(Ñ1)δ̃1

(Λ̃1(δ̃1)η̃1).

Here, for all λ̃ ∈ Irr(T̃1) the character Λ̃1(λ̃) is again the unique common extension of

Λ1(λ̃|T1) and λ̃.
Since (Ñ1)δ̃1/T̃1 is a Coxeter group, the character η̃1 is rational-valued and fixed by all

Galois automorphisms. We further know that the action of D on χ̃ and ψ̃ is equivariant.

Thus, we only have to consider the action of (κ, σ) ∈ (D ×H)ψ on δ̃ and Λ̃(δ̃1) and show
that both characters transform in the same way up to inner automorphisms of G.

Let x ∈ N and x1 ∈ N1 such that we have δκσx = δ and δκσx11 = δ1. Then, we have

δ̃κσx = µδ̃, δ̃κσx11 = µ1δ̃1

for some µ ∈ Irr(T̃0/T0) and µ1 ∈ Irr(T̃1/T1). It remains to show that µ and µ1 coincide

under the identification T̃1/T1 ∼= T̃0/T0.

To relate these characters, we consider the Lusztig series of G̃F and G̃vF . The char-

acter χ̃ is a member of E(G̃F , s̃) as well as of E(G̃vF , s̃1) where s̃ corresponds to δ̃ and

s̃1 corresponds to δ̃1. Since G̃ has connected center, the Jordan decomposition of its ir-
reducible characters is (D × H)-equivariant by Theorem 4.3 and [CS13, Theorem 3.1].

Thus, χ̃κσ is a member of E(G̃F , (s̃b)κ) as well as of E(G̃vF , (s̃b1)
κ) where b ∈ Z such that

σ is described by b. Then (s̃b)κ and (s̃b1)
κ correspond to µδ̃ and µ1δ̃1, respectively.

By [GM20, Proposition 2.5.21], there are unique elements

zµ ∈ Z(G̃∗)F
∗
, zµ1 ∈ Z(G̃∗)(vF )∗

such that (s̃b)κ is G∗F ∗
-conjugate to zµs̃ and (s̃b1)

κ is (G∗)(vF )∗-conjugate to zµ1 s̃1. Thus,

χ̃κσ is a member of E(G̃F , zµs̃) as well as of E(G̃vF , zµ1 s̃1). This shows that zµ and zµ1
correspond to the same element of Z(G̃∗)F

∗
under the isomorphism (G̃∗)(vF )∗ ∼= (G̃∗)F

∗
.

Therefore, µ and µ1 also coincide under the identification of G̃F and G̃vF . □

We can now verify the inductive McKay–Navarro condition. We follow the proof of
[Ruh21, Theorem 7.3].
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Theorem 8.12. The inductive McKay–Navarro condition holds for S = G/Z(G) and the
prime ℓ = 2.

Proof. As described above, it remains to verify the extension part of the inductive
McKay–Navarro condition. Let χ ∈ Irr2′(G) and ψ := Ω(χ) where Ω is as described at

the beginning of the section. Let D̂ and D̂′ be affording representations of the characters

χ̂ ∈ Irr(G ⋊Dχ) and ψ̂ ∈ Irr(N1 ⋊Dχ) as in Proposition 8.9 and 8.10. Analogously, let

D̃, D̃′ be affording representations of χ̃ ∈ Irr(G̃) and ψ̃ ∈ Irr(Ñ1) as in Proposition 8.11.
We know from Proposition 4.11 that we can define projective representations P of

G̃⋊Dχ and P ′ of Ñ1 ⋊Dχ by setting

P(g̃d) = D̃(g̃)D̂(d), P ′(ñd) = D̃′(ñ)D̂′(d)

for g̃ ∈ G̃, ñ ∈ Ñ1, and d ∈ Dχ.

Let a ∈ ((Ñ1⋊D)×H)χ = Ñ1(D×H)χ. We find x ∈ Ñ1 and y ∈ (D×H)χ such that
a = xy. Then, we have

P(g̃d)x = P(x)P(g̃d)P(x)−1

by [Nav18, Lemma 10.10(a)] for all g̃ ∈ G̃ and d ∈ Dχ. Together with Proposition 4.11,
we can conclude

P(g̃d)a = P(x)yP(g̃d)y(P(x)−1)y ∼ µ(g̃)P(g̃d)

where µ ∈ Irr(G̃/G) such that χ̃y = µχ̃. Since we also have ψ̃y = µψ̃, we can show
analogously that we have

P ′(ñd)a ∼ µ(ñ)P ′(ñd)

for all ñ ∈ Ñ and d ∈ Dχ. This shows that S satisfies the inductive McKay–Navarro
condition. □
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[CS19] M. Cabanes and B. Späth, Descent equalities and the inductive McKay condition for types B
and E, Adv. Math. 356 (2019), 106820.

[Car85] R. W. Carter, Finite Groups of Lie Type: Conjugacy Classes and Complex Characters, Pure
and Applied Mathematics Series, John Wiley & Sons, Inc., New York, 1985.

[CR74] B. Chang and R. Ree, The characters of G2(q), Symposia Mathematica, Vol. XIII (Convegno
di Gruppi e loro Rappresentazioni, INDAM, Rome, 1972), Academic Press, 1974, pp. 395–413.

[CCN+85] J. H. Conway, R. T. Curtis, S. P. Norton, R. A. Parker, and R. A. Wilson, ATLAS of finite
groups, Oxford University Press, London/New York, 1985.

[DL85] D. I. Deriziotis and M. W. Liebeck, Centralizers of semisimple elements in finite twisted groups
of Lie type, J. London Math. Soc. 31 (1985), 48–54.

[Dig99] F. Digne, Descente de Shintani et restriction des scalaires, J. Lond. Math. Soc. 59 (1999),
no. 3, 867–880.
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