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Abstract

Augmented (AR), Virtual (VR) and Mixed Reality (MR) are on their way
into everyday life. The recent emergence of consumer-friendly hardware to
access this technology has greatly benefited the community. Research and
application examples for AR, VR and MR can be found in many fields, such
as medicine, sports, the area of cultural heritage, teleworking, entertainment
and gaming. Although this technology has been around for decades, immersive
applications using this technology are still in their infancy. As manufactur-
ers increase accessibility to these technologies by introducing consumer grade
hardware with natural input modalities such as eye gaze or hand tracking,
new opportunities but also problems and challenges arise. Researchers strive
to develop and investigate new techniques for dynamic content creation or
novel interaction techniques. It has yet to be found out which interactions can
be made intuitively by users. A major issue is that the possibilities for easy
prototyping and rapid testing of new interaction techniques are limited and
largely unexplored.

In this thesis, different solutions are proposed to improve gesture-based in-
teraction in immersive environments by introducing gesture authoring tools
and developing novel applications. Specifically, hand gestures should be made
more accessible to people outside this specialised domain. First, a survey
which explores one of the largest and most promising application scenario for
AR, VR and MR, namely remote collaboration is introduced. Based on the re-
sults of this survey, the thesis focuses on several important issues to consider
when developing and creating applications. At its core, the thesis is about
rapid prototyping based on panorama images and the use of hand gestures
for interactions. Therefore, a technique to create immersive applications with
panorama based virtual environments including hand gestures is introduced.
A framework to rapidly design, prototype, implement, and create arbitrary
one-handed gestures is presented. Based on a user study, the potential of the
framework as well as efficacy and usability of hand gestures is investigated.
Next, the potential of hand gestures for locomotion tasks in VR is investigated.
Additionally, it is analysed how lay people can adapt to the use of hand track-
ing technology in this context. Lastly, the use of hand gestures for grasping
virtual objects is explored and compared to state of the art techniques. Within
this thesis, different input modalities and techniques are compared in terms of
usability, effort, accuracy, task completion time, user rating, and naturalness.
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Chapter

Introduction

Immersive applications with Augmented (AR), Virtual (VR), and Mixed Real-
ity (MR) are becoming increasingly popular. Systems can be built that help or
entertain users in several ways: For example, a VR scenario to train firefighters
to deal with extreme situations without danger. An AR remote collaboration
scenario where a local worker streams his surroundings and gets augmented
information from a remote expert. Users of a MR application integrate their
physical environment into an immersive application, making it a promising
approach for future ways of working. The possibilities that these technologies
provide are nearly endless.

A technology that pairs well with AR, VR, and MR systems is panorama
imaging (or sometimes called 360° imaging). With the recent rise of affordable
hardware, researchers explore ways to transmit the environment using a video
feed from panorama cameras attached to a Head Mounted Display (HMD).
This allows remote users to see the surroundings of a local person. A big
advantage compared to cameras with less field of view is that the remote user
is not limited to the viewport of the local person, but can explore the whole
environment if desired. Statically captured panorama images are also very
interesting for VR and MR applications. With a simple button press, a whole
scene can be captured in great detail. Using an HMD to view the image, users
can be fully immersed and get a sense of being there. This type of technique is
often used for cultural heritage to visit extraordinary places virtually but can
also be employed to experiment with other use cases. One use case discussed
in this thesis is remote collaboration using panorama images.

Remote collaboration is one of the most promising application scenarios,
but also one of the most challenging. It involves many areas of expertise
such as creating virtual environments, user embodiment, virtual object in-
teraction, data synchronisation of multiple clients, and more. So far, most
people use either audio or audiovisual channels to coordinate their work from
afar. One of the biggest drawbacks is the lack of social presence this method
provides. Transmitting non-verbal communication cues via video is not suf-
ficient in many cases and might therefore be the greatest flaw of the current
audiovisual collaboration methods. For example, mutual eye contact is not
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possible when two people far away from each other are using webcams but it
is very important during a natural conversation. Furthermore, common we-
bcams which are used for video conferencing are usually not able to capture
the whole user but only parts (e.g. face). Applications using AR or VR tech-
nology can immerse users, render them as avatars, and transmit non-verbal
communication cues by animating these avatars. Furthermore, feature rich
environments can ensure that users are immersed and have a sense of being
in the same room with other people. Virtual object interactions can break
the chains of the physical world by also allowing unnatural, but nevertheless
intuitive and above all meaningful actions. For example, one could project an
infinite number of screens to a virtual office space and interact with objects
using natural user input such as hand gestures.

What was once fiction, can now be (virtual) reality. Hand gestures are an
important part to AR, VR, and MR technology. On the one hand it can be
used to convey non-verbal communication cues to others, on the other hand it
is an essential tool for natural user input. In recent systems, a controller is used
as the baseline input modality. It has the advantage that it can be tracked well
and pressing buttons has been proven to be stable. Providing reliable hand
tracking has just recently been build into consumer grade hardware, allowing
exploration of various interaction techniques with this technology. It has yet to
be found out which hand gestures can be integrated and intuitively performed
for certain interactions, just as certain gestures have become established on
tablets or smartphones.

1.1. Motivation

One of the most important input modalities for modern Human Computer In-
teraction (HCI) are hand gestures. Modern Head Mounted Displays (HMDs)
for AR, VR, or MR include built-in hand tracking already. However, manu-
facturers of these HMDs include only a small subset of possible gestures for
developers which greatly limits the opportunities for novel interaction tech-
niques. A controller is still the state of the art input modality for immersive
applications using AR, VR, or MR technology. One reason for this is, that a
controller is still more reliable and arguably more intuitive (for experienced
users) than using bare hands. Hand tracking technology is steadily improving
where hands can be reliably tracked even under challenging conditions. This
opens new opportunities for researchers to test and evaluate novel interac-
tion techniques using bare hands. Thus it is important to investigate natural
user interaction with bare hand in order to find intuitive solutions for tasks
in applications that use either AR, VR or MR technology. Finding the right
(and intuitive) interaction is a task for everyone and should be supported by
technical laypeople in particular. As an example, domain experts know what
a specific system should be capable of and provide useful information on how
the interaction in a system could take place. However, implementing these
interactions is not possible for non-experts in the field. Attempts to make
hand gesture-based interactions more accessible are limited.
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1.2. Problem Statement

The goal of this thesis is to investigate new techniques for easy development
of immersive applications with AR, VR, and MR technology. Usually, a wide
range of expert skills is required to design and implement such an application.
For example, 3D modelling to create high fidelity visuals or machine learning to
implement novel gestures for gesture based interactions. These two disciplines
are very distinct. Both depend on very different skills, one is more artistic,
the other more mathematical. In terms of the tools or programming languages
used, there is often no intersection. A major obstacle to scientific progress
for immersive technologies is that many people with very different expertise
have to work on problems for which they do not have sufficient knowledge.
An example of this is a scientist working on intuitive interactions who does
not necessarily know how to develop gestures and vice versa. Therefore, the
creation of gesture-based systems should be made as easy as possible to ensure
further progress towards reasonable application scenarios. The contribution of
this thesis aims to provide a set of useful tools and solutions to make immersive
applications more accessible to non-experts in this area. To gain insights into
the state of the art in one of the most relevant use cases for AR, VR, and MR
technology, an initial survey was conducted. With the help of the results of
this initial survey, the following questions were formulated and addressed in
this thesis:

1. How can realistic VR applications be created without expert knowledge?

2. How can hand gestures be made more accessible for the design of natural
user interfaces without having expert knowledge in this field?

3. How can hand gestures be used to improve interactions for AR/VR/MR
systems?

With regard to these questions, several papers have been published that ad-
dress the answers to these questions. The proposed solutions were evaluated
in a user-centred approach to investigate how they work in direct application
scenarios.

1.3. Contributions

The contributions of this thesis include improvements in the areas of visuali-
sation and gesture-based interaction for immersive applications. Furthermore,
the advances allow for a holistic approach for rapid prototyping of immersive
applications with AR, VR, and MR applications. Several peer-reviewed con-
ference and journal articles have been published which are the foundation of
the following chapters. These papers and their respective importance to the
thesis are briefly described in this section.




Chapter 1: Introduction

A Survey on Synchronous Augmented, Virtual and Mixed Reality
Remote Collaboration Systems Alexander Schéfer, Gerd Reis, and Didier
Stricker. ACM Computing Surveys (CSUR) (2021) [228].

A survey was conducted in order to identify areas within AR, VR, and MR
in the need of improvement. More precisely, the application scenario of re-
mote collaboration was selected. This scenario was chosen since it involves
many aspects that can be applied to almost the whole area of AR, VR, and
MR. The survey identified the state of the art by covering a wide range of
research and commercial applications. A taxonomy of remote collaboration
systems is introduced, namely the three pillars of remote collaboration: Enwvi-
ronment, Avatars, and Interaction. The key findings from the survey are also
the cornerstones for subsequent work aimed to address some issues raised in
the survey.

Towards Collaborative Photorealistic VR Meeting Rooms Alexander
Schifer, Gerd Reis, and Didier Stricker. 2019. In Proceedings of Mensch und
Computer 2019 (MuC’19) [237).

One of the biggest challenges when creating immersive applications is the
diversity of skills that is required. In order to create applications with high
visual fidelity, a number of skills is required to create realistic 3D models. The
paper introduced a novel technique to implement a photorealistic prototpye
for VR without the need of expert knowledge. The chosen scenario was remote
collaboration as it is highly relevant to the AR, VR, and MR community. The
technique involves using several panorama images for a seamless VR experi-
ence from multiple viewpoints. Each user can switch between views while also
interacting with augmented virtual objects using hand gesture-based interac-
tions.

Investigating the Sense of Presence Between Handcrafted and Pan-
orama Based Virtual Environments Alexander Schdfer, Gerd Reis, and
Didier Stricker. 2021. In Proceedings of Mensch und Computer 2021 (MuC
'21) |234].

Prototyping with panorama based images has advantages and can save time
and money. But how does it compare to a high fidelity, carefully recreated
3D modelled environment? This paper investigated the sense of presence that
users feel within both environments. For this purpose, several panorama im-
ages were used as a template to carefully model a 3D scene. Users had to
solve a visible search task within both environments. The results showed that
panorama based images can be a substitute to carefully modelled environ-
ments under certain conditions.

AnyGesture: Arbitrary One-Handed Gestures for Augmented, Vir-
tual, and Mixed Reality Applications Alezander Schifer, Gerd Reis, and
Didier Stricker. 2022. MDPI Applied Sciences 2022 [229).

Hand gesture-based interactions have been on the rise since manufactur-
ers integrated hand tracking into HMDs. A small subset of possible gestures
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are usually included with their respective Software Development Kits (SDK).
These SDKs however, are often tied to specific hardware and have limited
amount of available gestures. Defining new gestures is not possible or compli-
cated. Existing approaches require data sets and training, involving complex
procedures to be able to recognise new gestures. Furthermore, most of the
existing literature covers the creation of simple static gestures and do not in-
clude dynamic gestures. This work provides simple and yet effective solutions
to rapidly design, prototype, and implement arbitrary one-handed gestures.
Users of the framework can create new static or dynamic gestures by simply
pressing a button without the need of expert knowledge.

Controlling Teleportation-Based Locomotion in Virtual Reality with
Hand Gestures: A Comparative Evaluation of Two-Handed and
One-Handed Techniques Alexzander Schifer, Gerd Reis, and Didier Strick-
er. 2021. MDPI FElectronics 2021 [233].

This paper explored how hand gestures can be used for one of the most im-
portant tasks in VR, namely locomotion. Four different techniques were im-
plemented and compared to each other. User preference as well as quantitative
measures such as task completion time, number of teleportations, and number
of hand tracking failures were considered. It was especially investigated how
one-handed gestures perform compared to two-handed techniques. The results
concluded that all proposed techniques can be used well for locomotion in VR.

Controlling Continuous Locomotion in VR With Bare Hands Alexan-
der Schafer, Gerd Reis, and Didier Stricker. 2022. FuroXR 2022 |232].

This paper investigated how hand gestures can be used to control continuous
locomotion in VR. Different hand-gesture based techniques were compared to
each other in terms of user preference, usability, and task completion time.

Learning Effect of Lay people in Gesture-Based Locomotion in Vir-
tual Reality. Alexander Schafer, Gerd Reis, and Didier Stricker. 2022.
International Conference on Human Computer Interaction, HCII 2022 [235).

Natural user interfaces such as hand gestures are not yet widely used and
are not the standard for applications. Previous results indicate that hand ges-
tures are a viable choice to control locomotion in VR. However, non-technical
people have never used hand tracking systems before, can they adapt to this
technology? This is the question that this paper investigated. After the sub-
sequent use of hand gestures for locomotion, the quantitative metrics were
compared. The results showed a significant improvement over lay people who
use a technique for the second time.

Comparing Controller with the Hand Gestures Pinch and Grab for
Picking Up and Placing Virtual Objects Alexander Schifer, Gerd Reis,
and Didier Stricker. 2022. IEEE Conference on Virtual Reality and 8D User
Interfaces [230].

Another essential task in immersive applications is interaction with virtual
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objects. This paper investigated how hand gestures compare to controller
when grabbing and placing objects. The pinch gesture is currently the state
of the art for bare handed interaction with objects since it is the standard
gesture included by manufacturers of AR, VR, and MR HMDs. Pinching is
simple and easy to use, but has several disadvantages. For example, it is an
unnatural gesture to grasp objects or other gestures that should be performed
with the index finger and thumb do not work properly. Therefore, another
grab gesture using the hand gesture prototyping framework AnyGesture was
introduced. The three techniques were compared within a user study.

The Gesture Authoring Space: Authoring Customised Hand Ges-
tures for Grasping Virtual Objects in Immersive Virtual Environ-
ments Alexander Schifer, Gerd Reis, and Didier Stricker. 2022. In Proceed-
ings of Mensch und Computer 2022 (MuC’22) [236).

Previous studies have shown that people try to grab virtual objects as they
would in real life when asked to do so. However, this only works if it has been
implemented by the developers, which is often not the case. Therefore, this
paper introduces the Gesture Authoring Space, a tool built on AnyGesture
to create custom tailored hand gestures for grasping virtual objects. The
authoring process uses a two-step mechanism to capture gestures: First, the
user wraps a hand around the object as if grabbing it. Second, the user has
to hold the hand still in order to capture the desired hand pose for grasping
the object. A user evaluation compared the three grasping techniques Pinch,
Controller, and the proposed custom tailored hand gestures. The results of the
study suggest that gestures created with the proposed approach are perceived
by users as a more natural input modality than the others.

1.4. Outline

This section provides a brief overview of the organisation of the thesis.

Chapter 2 Contains background information on main topics of the thesis. A
basic introduction to applications in AR, VR, and MR is provided. Further-
more, it is explained how these systems are understood and differentiated in
this thesis. Additionally, the common input modalities for immersive applica-
tions such as controller, hand tracking, and eye gaze are briefly described.

Chapter 3 This chapter introduces remote collaboration as an important
scenario for immersive AR, VR, and MR based applications. Remote col-
laboration covers a wide range of topics, such as immersive environments,
user representation, gesture-based interaction techniques, transmission of non-
verbal communication, and more. This makes it the ideal choice for an initial
overview of the subject area to identify problems that need further research.
Based on the results of this survey, the subsequent chapters cover advances to
the state of the art of the identified issues.
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The content of this chapter is based on and partly adopted from work
previously published in the following publication:

A Survey on Synchronous Augmented, Virtual and Mixed Re-
ality Remote Collaboration Systems Alexander Schéfer, Gerd Reis,
and Didier Stricker. 2022. ACM Comput. Surv. Just Accepted (April
2022). [22§].

Chapter 4 In this chapter, an exemplary prototype of a VR remote collabo-
ration application using panorama images is introduced. Multiple panorama
images are used to provide a seamless experience for multiple users. A first
introduction to hand based interactions is given. A user study comparing the
panorama-based environment with a 3D modelled one rounds off the chapter.

The content of this chapter is based on and partly adopted from work
previously published in the following publications:

Towards Collaborative Photorealistic VR Meeting Rooms Alez-
ander Schifer, Gerd Reis, and Didier Stricker. 2019. In Proceedings
of Mensch und Computer 2019 (MuC’19). Association for Computing
Machinery, New York, NY, USA, 599-603.d [237]

Investigating the Sense of Presence Between Handcrafted and
Panorama Based Virtual Environments Alexander Schéfer, Gerd
Reis, and Didier Stricker. 2021. In Mensch und Computer 2021 (MuC
21).  Association for Computing Machinery, New York, NY, USA,
402-405. 234

Chapter 5 Focuses on hand gesture-based interactions. The implementation
of a gesture framework which allows the design and implementation of arbi-
trary one-handed gestures is provided. The focus of the framework lies on
a solution for rapid prototyping of any one-handed gesture. The proposed
solution does not require data sets, training, or expert knowledge to design
and implement new gestures. Gestures can be captured with a simple button
press and directly assigned to actions within an immersive environment to
allow rapid prototyping of gesture to interaction mapping.

The content of this chapter is based on and partly adopted from work
previously published in the following publication:

AnyGesture: Arbitrary One-Handed Gestures for Augmented,
Virtual, and Mixed Reality Applications Alexander Schéifer, Gerd
Reis, and Didier Stricker. 2022. MDPI Applied Sciences 2022, 12, 1888.
1229

Chapter 6 This chapter proposes several novel techniques for locomotion in
VR using hand gestures. The proposed techniques were evaluated in a user-
centred manner. The ability of users to adapt to the proposed hand-based
interaction is also explored.
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The content of this chapter is based on and partly adopted from work
previously published in the following publications:

Controlling Teleportation-Based Locomotion in Virtual Real-
ity with Hand Gestures: A Comparative Evaluation of Two-
Handed and One-Handed Techniques Alexander Schifer, Gerd Re-
is, and Didier Stricker. 2021. MDPI FElectronics 2021, 10, 715. [233]

Learning Effect of Lay people in Gesture-Based Locomotion in
Virtual Reality. Alexander Schéifer, Gerd Reis, and Didier Stricker.
Learning Effect of Lay People in Gesture-Based Locomotion in Virtual
Reality. In: Chen, J.Y.C., Fragomeni, G. (eds) Virtual, Augmented and
Mixed Reality: Design and Development. HCII 2022. Lecture Notes in
Computer Science, vol 13317. [235|

Controlling Continuous Locomotion in VR With Bare Hands.
Alexander Schafer, Gerd Reis, and Didier Stricker. FuroXR 2022. Lec-
ture Notes in Computer Science, vol 1348/. Springer, Cham. |232]

Chapter 7 To further harness the potential of hand gesture-based interac-
tions, an introduction to grasping virtual objects with bare hands is given.
The gesture authoring tool Gesture Authoring Space is introduced. This tool
allows users to create their own hand gestures for grasping virtual objects.
These custom gestures are compared to the pinch gesture and controller for
picking up virtual objects. The comparison is based on user preference, us-
ability, and naturalness.

Comparing Controller with the Hand Gestures Pinch and Grab
for Picking Up and Placing Virtual Objects Alexander Schifer,
Gerd Reis, and Didier Stricker. 2022. IEEE Conference on Virtual
Reality and 3D User Interfaces Abstracts and Workshops (VRW). [230]

The Gesture Authoring Space Authoring Customised Hand
Gestures for Grasping Virtual Objects in Immersive Virtual
Environments Alexander Schdfer, Gerd Reis, and Didier Stricker 2022
In Proceedings of Mensch und Computer 2022 (MuC’22). Association
for Computing Machinery, New York, NY, USA, 1-11. [236]

Chapter 8 A conclusion is given in the final chapter. The tasks of the thesis
are summarised as well as its contributions with an outlook on future work.




Chapter

Background

This chapter provides an overview of the background knowledge required to
facilitate understanding of the content presented in the subsequent chapters.
These sub sections focus on the description of immersive applications and
their delimitation, an introduction to panorama images for VR, and input
modalities for immersive applications.

2.1. Immersive Applications

Applications that use AR, VR and MR technologies give users the feeling of
being physically present in a non-physical world. These applications generate a
”sense of being there” which is usually described as the sense of presence. This
reflects the degree to which an individual feels present in a virtual environment.
Immersion is tightly coupled with sense of presence and can be described as
the accumulated properties within an environment which is able to create a
sense of presence. Different technologies as well as hardware and software
generate different degrees of immersion. This section briefly describes how
AR, VR and MR is achieved and which application scenarios are important
for research and industry.

2.1.1. Definition of AR, VR and MR systems

This section explains how AR, VR and MR systems are defined in this the-
sis. AR can be achieved with two approaches: Video see-through and optical
see-through. In both cases, the real world is augmented to the user. In video
see-through the world is captured with a camera and virtual objects are placed
onto the captured images. In optical see-through systems, users perceive the
outside world with their own eyes through a transparent projection surface
which displays the AR content (Further explanation in section . Regard-
ing VR, most literature couples the term VR with a Head Mounted Display
(HMD) which is placed on the head of a user. In this thesis systems without
HMD’s are also considered as VR, independent of the specific display device,
as long as it is possible to immerse users into a virtual 3D environment. While
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AR and VR systems are often quite clear in their separation, the distinction
between MR systems often leads to confusion. Because of an inaccurate and
often contradictory definition, Speicher et al. [263] has written a whole paper
on ”What is Mixed Reality?”. Based on the conclusions of this work, it can be
said that there is no single definition of MR. Therefore, a clear description of
how MR is to be understood in this thesis is provided. Milgram et al.’s |165]
definition of the Reality-Virtuality continuum describes MR as the area where
both, Augmented Reality and Augmented Virtuality (VR content augmented
with the real world such as a live video feed) are encapsulated (see Figure[2.1)).
MR is therefore described as everything between the real world and a com-

I_ Mixed Reality (MR)—I

Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV)  Environment

Figure 2.1.: The Reality-Virtuality continuum according to Milgram et al. [165].

pletely virtual world and excludes the two extremes. However, with the recent
emergence of applications that identify themselves as MR, this continuum is
no longer strictly applicable. This conclusion comes from the fact that there
are systems where a user who is in pure virtual reality can communicate with
people in the real world. For example, a hybrid system where a VR user is in a
collaborative environment with an AR user. A shared coordinate system pro-
vides the same content of the environment but what is seen is clearly different
for both (the VR user only sees an artificially created world). Derived from
many systems and publications that refer to themselves as MR, the following
is considered to be a MR system in this thesis:

1. There is a mix of AR and VR hardware (this also includes projector
based systems).

2. Real world objects are used for interaction with either AR or VR hard-
ware.

In addition, AR, VR and MR systems are collectively referred to as Ex-
tended Reality (XR) in the rest of the thesis such as described by Memmes-
heimer and Ebert [157]. XR can therefore be seen as a superset that includes
the whole Reality-Virtuality continuum from Milgram et al. [165]. Devices
which enable XR such as VR or AR HMDs and hand held devices are there-
fore referred to as XR devices.

2.1.2. Augmented Reality

Augmented Reality is a technique to augment a users natural view with virtual
objects. For example, showing the price of a product by just looking at it or
guiding a mechanic to the next construction step with virtual arrows. AR is

10
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usually achieved with one of the two approaches: optical or video see-through
(See Figure[2.2)). The main difference for an end user is the hardware which is
used to display the augmented content. Optical see-through uses HMDs which
can be put on. Prominent examples are Google Glass, Microsoft Hololens
and the Magic Leap. These use reflective mirrors to project virtual content
onto glasses which are worn by the user. By using a helmet or glasses-like
object that the user has to put on, the augmented objects will be displayed as
realistically as possible to the user and allow natural interactions.

Video Camera

Real World

/\
< A ; : Real World
Y

Optical combiner Display
(transparent) (opaque)
Optical See-Through Video See-Through

Figure 2.2.: Two AR display techniques: Optical see-through where the user per-
ceives the real world through his own eyes and video see-through where
a camera feed is augmented.

Video see-through uses commonly available devices such as smartphones
or tablets to display the virtual content. Users are able to perceive the real
world with augmented content through the screen of a device. A camera feed
is displayed on a screen and virtual objects are augmented on top of the video
stream. Recently, some HMDs built to fully immerse its users, use video
streams to show camera output on a stereoscopic display.

Popular areas in which AR technology is applied are remote collaboration,
cultural heritage, staff training, entertainment, and more. Remote collabora-
tion uses mostly a scenario where a local person receives help and information
from a remote expert. AR for cultural heritage can be used to augment exhi-
bitions in museums. An example of video see-through AR, augmenting an old
sewing machine is shown in Figure[2.3] In this case, AR is used to provide the
user with additional information such as design plans or a handbook of the
sewing machine. Additionally, a video how the sewing machine was used in
the past can be overlaid. Examples for AR in the entertainment sector are the
games Google Ingress and Pokemon Go. In general, users can walk around
with their smartphones and watch their display for augmented content. In
Pokemon Go, users have to go to different physical places in order to catch
different fictional creatures. At its peak, the application had over 1 billion
downloads and more than 232 million active users.
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Figure 2.3.: A user using video see-through AR with an old sewing machine. By
looking at the sewing machine with a tablet, the user gets additional
information such as design plans, handbook, or videos showing how it
was used in the past.

2.1.3. Virtual Reality

Unlike AR, Virtual Reality occludes the physical surroundings of a user. VR
usually deals with a completely artificial world to immerse the user. Strictly
speaking, all virtual worlds, regardless of the display medium, are in the VR
category. However, this section describes how immersion is achieved when
users wear an HMD.

In order to fully immerse a user, the HMD blocks the view to the natural
surroundings and transmits movement and interaction intentions to the virtual
environment. Today, two different approaches are generally used to transmit
the movement of the user: Outside-in and Inside-out tracking. The Outside-in
approach uses external cameras which are placed in the physical place of the
user. HMD, controllers, and sensors attached to the user and physical objects
can be tracked by those cameras. The position of each tracked object is then
passed to the virtual environment. Unlike Outside-in tracking, Inside-out
tracking does not use external cameras to track movement (See Figure [2.4).
Instead, multiple cameras that are built into the HMD are used to understand
the surroundings of a user and can estimate HMD and controller positions.
These cameras can be used for motion tracking (especially hand tracking) as
well.

Panorama images (often called 360 degree images) and recorded videos can
also be displayed well with a VR, HMD. These applications are especially
important for the cultural heritage sector or industrial maintenance. Environ-
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Figure 2.4.: Two different types of tracking: QOutside-in and Inside-out. With
Outside-in, cameras are placed in the physical environment of a user.
Inside-out uses built-in cameras of a HMD.

ments can be captured with great detail and allow users to experience places
that are far away and probably not accessible.

VR has a wide range of application scenarios. It can be used for train-
ing firefighters, the police, or the military to prepare for extreme situations.
A high degree of immersion can prepare for realistic situations without real
danger. Manufacturers can discuss and demonstrate products without having
a real prototype. VR can be used for rehabilitation purposes or as medical
treatment device (claustrophobia, fear of height, motion sickness and more)
where users wear an HMD to do exercises in a playful environment. Museums
can provide visitors with immersive and interactive scenarios, complementing
their exhibitions. The application possibilities are endless.

2.1.4. Mixed and Extended Reality

The term Mixed Reality (MR) is often also mentioned with Extended Real-
ity (XR). In this thesis, XR is used as an umbrella term including AR, VR,
and MR. Applications which are described as MR usually integrate the nat-
ural/real world in a seamless experience. For example, a virtual ball that is
responsive to objects in the real world. Another example would be using a
stick-like object in the real world, which is visualised as a torch in the virtual
world. The term MR is also often used for applications which use AR and
VR together. A virtual world could be shown on a projector to users, while
different users experience the same virtual world through an immersive HMD.
With regular body movements, users in the real world can interact with the
virtual world. The VR user can manipulate the virtual world as well. This
scenario is depicted in Figure 2.5
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Figure 2.5.: A Mixed Reality application scenario where one user is in VR and
other users perceive the virtual world through a projector. Using
different input modalities, users are able to interact with the same
space.

2.2. Panorama Imaging for Creating Immersive
Environments

A fast and practical way to create immersive virtual environments for VR is
panorama imaging. A panorama image is a picture taken from a camera that
can capture a wide area of a scene. Usually, multiple pictures are taken which
are then stitched together for a seamless experience. Figure depicts two
180° cameras built into one device which will result in a 360° picture. Not only
pictures but also videos can be recorded with such cameras. Such cameras are
especially useful to capture a whole scene in great detail with minimal effort.
There are many usage examples such as entertainment, cultural heritage, vir-
tual tours, and more. These images can be viewed on a normal screen but
using a VR HMD has great benefits. Viewing a panorama image through a VR
HMD can create a sense of “being there”. Creating an immersive application
with panorama images generally follows a few simple steps. A straightforward
way to implement a panorama viewer and create the illusion of being on the
scene consists of three steps (depicted in Figure :

1. Take a picture of the desired scene with a panorama camera.
2. Use the picture as texture on a 3D object (either sphere or cube).
3. Place the virtual camera of the user in the centre of the 3D object.

Taking a picture with a panorama camera will usually result in an equirect-
angular image. This is suited to texture a 3D sphere. Inverting the normals
of this 3D sphere and placing the virtual camera (viewpoint of the user) in
the centre of the sphere creates the illusion of being at the place the picture
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Figure 2.6.: Simple workflow for creating an immersive 3D viewer using panorama
images.

was taken. It is also possible to unwrap the equirectangular image to a cube-
map and repeat the same procedure with a 3D cube. A cubemap divides a
panorama image into 6 regions which are placed on each side of the cube: top,
bottom, left, right, front, and back. This can provide a performance boost
since a cube requires less vertices than a sphere. From the user’s point of
view, both rendering types are hardly distinguishable.

2.3. User Input for Immersive Virtual Environments

This section briefly describes how current systems with XR technology connect
humans with machines. Fundamentally, interaction and immersion is achieved
by coupling the senses (e.g. vision, smelling) and the motor actions (e.g. body
movement) of the human with the technology. Ideally, XR strives to process
all sensory inputs and motor actions of a human being to provide the most
immersive experience imaginable.

2.3.1. Controller

The current standard input method for commercially available VR systems is
controller-based. This is achieved with a device that has sensors attached to
it which can be tracked and whose position and rotation is transmitted to the
virtual world. The tracking is performed the same way as the HMD is tracked
(Outside-In or Inside-Out) as described in Section [2.1.3] Some of the buttons
on these controllers are standardised but the majority of the controllers are
tailored for specific HMDs. However, a VR controller has always a Trigger and
a Grip button which should follow a similar implementation standard. While
using a controller has its benefits, it is not optimal for social interaction. This
is because within a virtual world, other users will only see an abstraction of
the other users’ hands. A lot of social information such as gesturing with the
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hands is therefore not transferred to the virtual world. Additionally, they are
an auxiliary device (such as mouse/keyboard for PC) which does not enable
natural interaction with the environment.

2.3.2. Speech

Today’s systems increasingly support voice commands as input. Whether for
accessibility or simple convenience, this type of input offers advantages that
other input modalities cannot: It enables touch-free and hands-free operation
of devices and systems and does not require any physical movement. The
history of speech recognition goes back to the year 1952 where Bell laborato-
ries designed the automatic digit recogniser Audrey which could recognise a
single voice speaking digits aloud. In the early 1960s, IBM created a system
called Shoebox which could calculate numbers via voice commands [l In the
science fiction series Star Trek (1966), voice recognition was introduced for the
common people, whereby the captain and crew could give voice commands to
the ship’s computer. Before graphical user interfaces became popular, it was
thought that voice recognition would be the main input modality of the next
decades. In today’s world, voice systems are used almost everywhere. For ex-
ample in smartphones, cars, desktop computers, smart homes and especially
in assistance systems.

Voice commands do not necessarily have to consist of words. Blowclick
[321], [325], for example, uses blowing into a microphone as the input method
for clicking. A compilation of work regarding voice input is given by Monteiro
et al. [170] where it is stated that the most usage is found for system control,
symbolic input, selection, manipulation, and creation. XR devices usually
have a built-in microphone and use speech in combination with other input
modalities such as controllers or hand tracking. Although speech recognition
gets increasingly robust, it is still used in combination with other modalities
and systems exclusively relying on voice without other options are rare.

2.3.3. Eye Gaze

There are many application scenarios where eye gaze is used in XR applica-
tions. Accurate eye gaze can be retrieved by cameras built into HMDs. These
cameras are usually located around the displays (for VR HMDs) or the op-
tical combiner (for AR HMDs). A straightforward usage for eye gaze would
be selecting/interacting with virtual objects that are looked at. According to
the survey of Monteiro et al. [170], eye gaze is mostly used for system con-
trol and selection tasks. Other ways to use eye tracking can also be found
in the literature. For example, Nguyen and Kunz [176] exploited eye blink
for a more seamless redirected walking in VR experience. It can be used to
create heatmaps of the users viewing activity, which can be used to examine
where the user looks most. This is useful for conversation analysis or product
placement within XR applications. It can also be used to animate eyes of an

"https://www.ibm.com/ibm/history/exhibits/specialprodi/specialprodl_7.html
Last accessed 31.08.2022
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avatar to further increase immersion in multi user collaborative environments.
Furthermore, eye tracking enables foveated rendering such as introduced by
Patney et al. [193]. It is a rendering technique to essentially increase visual
quality while reducing the required processing power. It is achieved by ren-
dering less detail outside the eye fixation region. Since HMDs integrate eye
gaze as standard, it is to be expected that future XR systems will use eye gaze
in one form or another.

2.3.4. Hand Tracking

Hands are the main input mechanisms to influence the world around us. Hand
tracking allows users to interact with a virtual environment with their bare
hands. Sensors capture pose data of a users hands. Software uses this data to
render the hands and to allow various interactions. To achieve hand tracking,
many different techniques can be used. There are invasive techniques such as
motion capture gloves and wristbands or non invasive techniques such as an
optical motion capture system to acquire finger movements. The history of
hand gesture recognition starts with glove-based interfaces. One of the first
glove prototypes was the Digital Entry Data Glove from 1977 as described
in the work of Dipietro et al. [53]. It used flexible tubes with a light source
to detect finger bending. The light amount through a tube was measured
and decreased by bending a finger (i.e. also bending the tube), resulting in
values that could be interpreted and a 3D hand could be rendered accordingly.
Since then, far more flexible, versatile, and wireless gloves are available. For
more information regarding this technique, the reader is referred to Dipietro
et al. |53] and Premaratne [204] to learn more about hand tracking achieved
with gloves. Vision based systems use RGB, RGB-Depth, or infrared cameras
to extract features from a video stream. In essence, all techniques try to
estimate hand joint positions as accurately as possible by observing hands
with cameras. Hand tracking in this thesis is achieved by using vision based
tracking systems and the hardware is described in each Apparatus section of
the respective experiment.

Hand gestures are an important part to human body language. Important
examples are pointing at objects or emphasise at certain elements during talk-
ing. Kelly et al. [118] and Holler et al. [97] found out that gestures make people
pay more attention to the speaker and essentially making them understand
more if hand gestures are used. They can also give clues to the emotional
state of a person. Sign language using hands is also the most common way for
auditory impaired people to communicate in everyday life. It should be ap-
parent at this point that hand gestures are very important for communication.
In this thesis, hand gestures are mainly investigated with regard to their suit-
ability for interaction within immersive virtual environments. Regarding hand
gestures and interaction, advantages such as contactless and more natural and
easier input are expected.
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2.3.5. Summary

From the thoughts and examples written above, it can be deduced that there is
no best input modality for XR systems. However, there are many advantages
and disadvantages of different input modalities. One example would be that
speech ensures operability without physical movement, but is still relatively
inaccurate in recognition. The input modalities of this thesis are primarily
confined to hands and controllers. The reader of this thesis will learn why the
controller is usually more accurate and faster, but also why hands are more
intuitive to use. Many of today’s interactions in the field of immersive tech-
nologies are insufficiently researched in the field of natural user input. While
a variety of different hand gesture recognition techniques have been published,
there are almost no tools that can easily record and recognise a hand gesture
that one has in mind. Various gesture recognition techniques are still being
investigated, but their practical use in relation to immersive environments
is almost unexplored. An example would be the movement within a virtual
world. It is an essential interaction for VR applications, but there is currently
no standard solution for moving around without a controller. Even picking
up objects naturally is currently only possible if there are carefully created
gestures for certain objects. This work fills a gap in the area by making ges-
ture input more accessible and easier to integrate, while comparing it to other
modalities in a user-centred way.
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Chapter

Remote Collaboration using XR
technology

As mentioned earlier, XR technology has a wide range of application scenarios.
This chapter deals with one of the most promising and at the same time most
versatile scenario, namely remote collaboration. This was chosen because of
its multifaceted character and the many areas of possible interactions it cov-
ers. In particular, it was investigated how interaction takes place between
multiple users and what types of interaction are important. Furthermore,
remote collaboration systems have become increasingly important in today’s
society, especially during times where physical distancing is advised. Indus-
try, research and individuals face the challenging task of collaborating and
networking over long distances. While video and teleconferencing are already
widespread, collaboration systems using XR are still a niche technology. An
overview of recent developments of synchronous remote collaboration systems
and a taxonomy by dividing them into three main components that form such
systems is proposed in this chapter: Environment, Avatars, and Interaction.
A thorough overview of existing systems is given, categorising their main con-
tributions in different fields by providing concise information about specific
topics such as avatars, virtual environment, visualisation styles and interac-
tion. The focus is clearly on synchronised collaboration from a distance. A
total of 87 unique systems for remote collaboration are discussed, including
more than 100 publications and 25 commercial systems.

3.1. Introduction to Immersive Remote Collaboration

XR technologies are becoming more mature and open new ways for remote
collaboration. Video and teleconferencing systems are already in extensive use
in today’s society, enabling a focus on more novel alternatives which utilise
virtual, augmented and mixed reality technologies. Systems for remote col-
laboration in XR are developing slowly but steadily, yet they are not well
established. An early example for remote collaboration using a virtual envi-
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ronment is Second Life. Almost two decades ago, the Second Life project [214],
[218] allowed universities, corporations, cities, artists and individuals to cre-
ate and share virtual spaces with many people |[128]. Such systems consist of
many different facets and requires expertise in various fields such as 3D mod-
elling, animation, development of interactive systems, creation of avatars and
dynamic content, multi-user communication and more. In addition, mixed
reality systems are often implemented using a combination of AR and VR
hardware which requires a certain expertise in both technologies.

In this chapter, a thorough summary and discussion of synchronous remote
collaboration systems which utilise XR technology is given. The importance
of such systems was emphasised during the COVID-19 outbreak in December
2019. People all over the world were put into quarantine, cities and local com-
munities forbid travelling and even stepping outside. During this time, the sci-
entific community was forced to find novel ways to network and communicate.
Most scientific conferences where either cancelled or held completely virtual.
Some events could be attended with VR, HMDs as the organisers implemented
immersive 3D experiences. The IEEE VR 2020 conference as an example, used
virtual rooms where conference participants could join and interact with each
other. Paper and poster presentations where done within a virtual environ-
ment which was streamed online for a broader audience. Although video and
teleconferencing systems in particular experienced a significantly increased use
as a result of this global crisis, the XR community received a major awareness
push as well. A sophisticated XR system could help to reduce travel costs,
office space, time, and carbon emissions by creating shared immersive spaces
with believable person embodiment and interaction. To compete with each
other in this crisis, many companies and researchers have recently invested
in creating novel systems, which makes a recent review of existing systems
and research even more interesting. Remote collaboration systems utilising
XR technology are used in many different fields such as human computer in-
teraction, computer graphics, medicine, training, cognitive sciences and many
more.

Three components have been identified that any remote collaboration sys-
tem needs to implement, namely Environment, Avatars and Interaction. A
detailed explanation about this taxonomy is described in section [3.2.3 By
providing condensed information on certain key topics, researchers can assess
the state of the art in a particular subject. As an example, a researcher fo-
cused on novel environments for remote collaboration can use Table [3.1] which
lists the discussed work with respect to their technology, use case, visualisation
style and the stimulated sensory inputs. The representation of other users, in
regard to their visualisation style is shown in Table A researcher focused
on interaction in multi-user collaborative environments will be interested in in-
specting Table which categorises important works in regard to interaction
types which where found during the survey.
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3.2. Related Work and Survey Procedure

Related work regarding the proposed literature review in this chapter was
conducted by Phon et al. [195] which reviewed the state of the art in collab-
orative AR systems with focus on education in 2014. This work has a clear
focus on collaborative learning in AR and does not differentiate between re-
mote and local collaboration experiences. Another survey was done by Wang
et al. [296] with focus on AR and MR based collaborative design in manufac-
turing. Ens et al. [60] review published work in collaboration through mixed
reality up to the year 2018. Although the focus of mentioned work is not
remote collaboration explicitly, the authors differentiate between remote and
physically co-located systems. Another Survey was conducted by Belen et al.
[8] in which the authors provide a systematic review of collaborative mixed
reality technologies.

3.2.1. Inclusion and Exclusion of Systems

A concise focus on synchronous remote collaboration systems is provided and
the results are categorised to assist scientists in different fields to cover their
specific research interest. In this survey, the term remote is emphasised,
which means that physical co-location of users is not required and the term
synchronous which allows users to collaborate in real-time. The focus is on
virtual, augmented and mixed reality systems. Traditional video and telecon-
ferencing systems are omitted. A remote collaboration system is defined as a
way of communicating, interacting and sharing a space beyond the boundaries
of physical space exclusively through technological channels with distributed
users. Work which uses or implements a combination of AR/VR/MR technol-
ogy and synchronous remote collaboration is included. Systems which allow
multiple users in a system but require users to be in physical co-location are ex-
cluded. Exceptions are systems which required physical co-location and could
easily be extended for remote collaboration purposes. Asynchronous systems
that do not allow real-time communication between users are also excluded.

3.2.2. Methodology

The survey was conducted through an iterative process by integrating the
most relevant papers first, identifying specific similarities and differences with
subsequent categorisation. By incrementally adding new relevant research
work the categorisation process evolved and therefore separated the relevant
work into three main contribution categories: Environment, Interaction and
Avatars. With this approach it is possible to filter the relevant papers (over
2.000 unique papers) by applying the constraints mentioned in section
and then fitting the remaining papers into categories of the specific research
interest for researchers.

An extensive search was performed by using search queries in different data
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sources. The used data sources include Scopus EL Google Scholar EL ACM
Digital Library [} IEEE Xplore[l] Springer Link[[|and PubMed | Additionally
the proceedings of multiple leading AR and VR conferences such as IEEE VR,
ISMAR and EuroVR with focus on collaboration related topics were taken
into account. The search was performed by concatenating AR/VR/MR with
keywords such as remote, collaboration, social and more (as shown in Figure

51).
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Figure 3.1.: The used search methodology.

The tables in the following sections summarise works from the same author
if it is a continuation or extension of the previous work. Furthermore, the focus
is on general implementation details of the proposed systems rather than on
their specific research questions.

3.2.3. The Three Pillars for Remote Collaboration Systems

A taxonomy and categorisation of the relevant work was designed in a logical
manner. Many systems created for remote collaboration have different aspects
of novelty which cannot be described by simply assigning them to a specific
category. For example, one system might excel in the novelty of avatars while
another introduced a new kind of interaction technique for remote collabora-
tion. One goal of this survey was to help researchers from a wide range of
fields who are interested in the area of remote collaboration systems which
utilise XR technology. To illustrate this: A researcher who is interested in the
topic remote collaboration using XR might ask "How are users represented
in virtual environments?”, ”What kind of interaction is possible in a shared

"https://wuw.scopus.com Last accessed 10.10.2022
*https://scholar.google.com/| Last accessed 10.10.2022
Shttps://dl.acm.org/| Last accessed 10.10.2022
*https://ieeexplore.ieee.org/| Last accessed 10.10.2022
®https://1link.springer.com/ Last accessed 10.10.2022
Shttps://pubmed.ncbi.nlm.nih.gov/ Last accessed 10.10.2022
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3.3. Essential Components of Remote Collaboration Systems

virtual space?” or ” Are there collaboration systems which enable shared gaze
awareness?”. With this survey, condensed information to different research
questions such as virtual representation of users, different types of interaction
and the virtual environment is provided. To achieve this, a concept was elab-
orated that enables the possibility to view each of these systems from different
viewpoints: Environment, Avatars and Interaction (see Figure which are
called the three pillars of remote collaboration systems. In the next
sections of this chapter, each of these components are explained in more detail
while important and highly cited publications are presented in each category.
Additionally, tables are provided for each category to allow quick access to
the desired work: Table is summarising remote collaboration systems with
focus on virtual environments, Table focuses on user representation and
Table [3.3] identifies and categorises different interaction possibilities.

Remote Collaboration

Interaction

Figure 3.2.: The three pillars for remote collaboration systems.

3.3. Essential Components of Remote Collaboration
Systems

3.3.1. Environment

Virtual environment refers to a simulated environment that stimulates the
sensory impressions of a user. One of the first virtual environments was Sen-
sorama, created by Morton Heilig in the early sixties . It featured a sim-
ulated motorcycle ride with 3D visuals, stereo sound, olfactory cues (aromas)
and tactile cues (seat vibration and wind from fans). In recent literature, most
virtual environments are not as comprehensive and complete as the prototype
created by Heilig, but rather focus on specific areas that are mostly visual
or acoustic stimuli. Exceptions are augmented reality systems which utilise
markers, where tangible interfaces with haptic feedback are still popular. As
an example, Wang et al. used tangible interfaces such as a regular table
or tabletop , . Other marker based systems used turntables, such as
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Shen et al. [245], [247] or additional interaction tools such as a pen in [248§].
With increasing maturity of AR technology, marker based systems became
obsolete and such systems are not further developed.

In case of VR, there is usually a 3D modelled scene which is rendered,
while in AR, the virtual environment refers to the augmented virtual objects
superimposed onto the real world. Some AR systems do not include any 3D
object rendering but use shared annotations and virtual pointers instead [74]—
[76], [81]-[83], [145], |219], [220]. Sense of presence, often called telepresence, is
highly affected by the quality and consistency of the virtual environment [313].
In early work, studies suggested that the overall sense of presence is increased
by adding tactile and auditory cues [52]. The more sensory impressions are
added, the greater the feeling of presence according to the studies of Dinh et
al. [52]. In VR as example, telepresence is not only achieved by highly realistic
3D environments but also with consistency i.e. avatars should blend in with
the environment and interaction methods should be adequate [313|. The work
of Yoon et al. [313] compares different types of avatars with different styles.
The authors’ findings include that a stylised virtual environment should use
avatars with similar visualisation style to achieve a higher sense of presence
for the users. In Table research works are presented and summarised
by their respective virtual environment properties and ordered according to
their respective technology (AR/VR/MR). Furthermore, remote collaboration
systems are categorised into three main use cases, as these were the most
common and consistent in the literature: Meeting, Design and Remote Expert
. The category Meeting can also be seen as a means of sharing a workspace
with other users. Some systems which are used for training or socialising
fit also in this category. Note that the category Fvent has been added for
VR-based systems, as there were three systems that could not otherwise be
meaningfully categorised. These systems are used solely for event purposes.
Bigscreen [106] focuses on virtual cinemas, allowing people to buy tickets and
then watch movies together in a collaborative virtual environment. Sansar
[48] and Wave [305] focus on virtual live events such as concerts.

Category Meeting

This category is for remote collaboration systems where users share a common
workspace or environment for collaboration. These systems usually support
media sharing, involve avatars to increase the sense of co-presence, and have
interactive elements such as drawing on a whiteboard. In addition, use cases
with knowledge transfer i.e. educational and learning scenarios are included
in this category.

A focus on transferring and obtaining knowledge through augmented and
virtual reality remote collaboration systems is shown by Monahan et al. [169],
where a web-based VR system for managing and providing educational con-
tent was implemented. The system features an immersive 3D environment,
allowing the lecturer to add media and virtual objects. Avatars are able to
use gestures e.g. they can raise hands to indicate a question.

Chen et al. [42] created ImmerTai, a system which is designed for remote
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motion training. The participants are able to learn Chinese Taichi in an im-
mersive collaborative environment. Student and a teacher are physically sep-
arated and resembled as a full body avatar in the virtual environment. This
system includes a motion capturing module utilising a Microsoft Kinect, trans-
ferring the real world motion to their avatars. A motion assessment module
is used to rate the movements of the student and give hints for improvement
during and after a Taichi session.

Wang et al. [295] use a combination of camera, projector, VR HMD and
hand tracker to create a remote collaboration system for knowledge transfer
in a manufacturing scenario. A local worker assembles a water pump while a
camera is recording and transmitting video footage of the worker’s assembling
progress to a remote expert. The remote expert views the video material
through a VR HMD and transmits visual cues back to the local worker. A
projector on the side of the local worker projects the hand movements of the
remote expert onto his working surface.

In chapter |4 a technique using panorama images to create a shared pho-
torealistic virtual environment in a meeting scenario is proposed. Users are
able to hold virtual presentations with media sharing and hand gestures for
interacting with the augmented virtual objects.

Weissker et al. [308] investigated group navigation in virtual immersive
environments. The authors implemented a system which allowed users to
navigate inside virtual environments together as a group or as individual. In
their system, users can attach themselves to others and then organise tele-
portation movement through the virtual world together. Their results showed
advantages in collaborative work when a switch between individual and group
navigation is implemented.

Category Design

The category design combines remote collaboration systems for product design
[245], [246], [248] or architectural design [45], [98], [100]. One of the earlier
works was done by Lehner and DeFanti [137], who used a CAVE system in
1997. CAVE is a 10-foot by 10-foot by 9-foot surround screen which uses
projections on the walls and floor. The authors implemented a system which
enabled multiple users to share the same environment and discuss vehicle
design remotely. The visual representation of other users was achieved by
streaming 2D video inside the virtual environment.

Hsu et al. [100] developed an architectural design discussion system with
interactive and immersive elements. It features voice communication, object
manipulation, mid-air sketching and on-surface sketching. Overall, this tool
was implemented to help architects to better understand architecture mod-
elling and to discuss design decisions, even changing models during a remote
collaboration session. The work of Chowdhury et al. [45] implements a col-
laboration system with an immersive virtual environment specifically created
for urban design ideation and generation. The work is intended to be used
by non-experts and concludes that even laypeople can take part in the design
process of early stage urban design. While one user uses a VR HMD to view,
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interact and change virtual objects, other participants are able to perceive
the changes on a display screen while giving feedback to the VR user. Hong
et al. [98] utilises the multi-user virtual environment Second Life [214] for
creative collaboration with focus on architectural design. They compared the
effectiveness of collaborative architectural design between multi user virtual
environments and a commercial architectural design software which allows 2D
sketching and communication through audio. The authors argue that a remote
collaboration system with avatars is more effective than two-dimensional ap-
proaches due to shared spatial informations. Ibayashi et al. [103] created a
MR collaboration system which connects users on a tabletop device with a
user wearing a VR HMD. The authors use a role based system with designers
and occupants. Designers are able to view a 3D environment using a tabletop
device. The environment can be changed with a touch interface provided to
the designers. The occupant is immersed in this shared 3D environment with
a VR HMD and is able to see the changes made by the designers in real-time.
A see-through ceiling allows the occupant to see the designers by looking at
the ceiling of the 3D environment while the designers are able to see the VR
user moving around from the top-view.

A petroleum well planning application was developed by Nittala et al. [181],
using hand held devices to augment the surroundings of a remote worker. A
local user used a 3D printout, stylus and tablet as an interface to communicate
with a remote worker who is on-site coordinating drilling operations. The 3D
printout was combined with AR visualisations to provide the local user with an
overview of earth’s composition near the remote worker. The remote worker is
able to see AR annotations made by the local user to plan drilling operations.

Category Remote Expert

Several systems for remote collaboration using a scenario with local and re-
mote users were identified. In such systems, the local user typically executes
a predefined task, being physically present at the target location while the
remote user is generally far away and provides support with instructions or
hints. In this type of collaboration scenario, the remote user is often called
the remote expert. Many systems are based on a combination of AR and VR
(73], [76], [135], [279], while the remote expert typically uses a VR HMD or
2D screen and the local user transmits his surroundings with the help of an
AR HMD or an additionally mounted camera.

A mixed realiy collaboration system was developed by Piumsomboon et al.
[196]. The system enables an AR user to share his local environment with a
remote user. It provides collaborative, natural interaction with gaze and hand
gesture data transmitted over a network to each user.

Another MR collaboration system was developed by Lee et al. [135]. The
authors developed a system in which a host works with an AR HMD mounted
with a 360° camera and a guest with a VR HMD. Nonverbal communication
cues are transmitted via hand tracking and view awareness. Both users have
visual feedback where the counterpart is currently looking at and are able to
exchange hand gestures.
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Teo et al. [279] introduced a MR remote collaboration system which com-
bines reconstructed scenes obtained through an AR HMD with 360° panorama
images. A remote user who receives footage from the AR user can move
through the transmitted visual information, without relying on the local user
to move. The system has been extended with the functionality that the re-
mote user can trigger a 360° camera with the help of his VR controller to
save spherical images that can be accessed independently [281]. The authors
propose to add more functionality such as mid-air drawing in 3D to improve
the usability of the prototype.

Mixed reality remote collaboration systems supporting local and remote
users are especially useful in repairing tasks as Gauglitz et al. [76] suggest. In
their work, a remote user is able to see the local user’s current view and to
annotate the view which is then visible in AR.

An interesting remote collaboration approach is 360Anwywhere, a frame-
work by Speicher et al. [262]. It allows ad-hoc remote collaboration in AR
via 360° live input. Users are able to add digital annotations by drawing on a
360° video stream, either by means of a normal desktop application or mobile
devices. The annotations made by remote participants are then visualised at
the local physical space through a projector.

Gao et al. |73] implements a mixed reality collaboration system by mounting
an RGB and RGB-Depth camera on top of a local user’s VR HMD. The VR
HMD is used as a video see through device while it captures and transmits
its view to the remote counterpart. A RGB-Depth camera is used to obtain
a point cloud which is streamed to the remote user. This point cloud is then
stitched together, enabling an independent view control of the local workspace.

Bai et al. [7] developed a system which supports real-time 3D reconstruction
by assembling eight RGB-Depth cameras into one sensor cluster. The remote
VR user is able to see the local users surroundings through the transmission
of the aligned pointclouds obtained through the RBG-Depth cameras at the
local users space. The authors research focus is a shared virtual environment
which supports gaze and gesture as visual cues in a remote expert scenario.
Although the system supports one-way transmission of natural communication
cues only, the results demonstrate advantages by providing natural gaze and
gesture cues during collaboration.

Overall, it was found that the virtual environment of remote collaboration
systems emphasises audio-visual stimuli. Some work did not even implement
audio, focusing completely on visual feedback [197], [198], [219], [220]. While
other work included some tactile feedback, these systems where mostly marker
based AR systems and rely on physical markers attached to real objects [221],
[249], [299], [302].
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Table 3.1: Remote collaboration systems sorted by their respective technology.

Orts et al. \\ AR Meeting Realistic Audio,

Visual

Regenbrecht et al. AR Meeting Realistic Audio,

213 Visual

Shen et al. [245]-[248 AR Design Stylised Audio,

Visual,

Tactile

Poppe et al. [201], AR Design Stylised Audio,

1202] Visual

Sodhi et al. [259 AR Remote Stylised Visual
Expert

Gurevich et al. , AR Remote Annotations Audio,

83] Expert Visual

Masai and Lee et al. AR Remote Stylised Audio,

136|, |150 Expert Visual

Tait et al. [273 AR Remote Stylised Audio,

Expert Visual

Kurata et al. |129 AR Remote Stylised Audio,

Expert Visual

Ou et al. 189 AR Remote Stylised Audio,

Expert Visual

Izadi et al. |109 AR Remote Stylised Audio,

Expert Visual

Lukosch et al. [145 AR Remote Annotations Audio,

Expert Visual

Gauglitz et al. — AR Remote Annotations Audio,

Expert Visual

Gupta et al. |\ AR Remote Annotations Audio,

Expert Visual

Zillner et al. [326 AR Remote Annotations Visual
Expert

Utzig et al. [286 AR Remote Annotations Audio,

Expert Visual

Zenati et al. AR Remote Annotations Audio,

315]—[317 Expert Visual

Continued on next page
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Table 3.1: Remote collaboration systems sorted by their respective technology.
(Continued)

Calandra et al. AR Remote Annotations Audio,
Expert Visual

Breakroom [252 VR Meeting Stylised Audio,
Visual

EngageVR [200 VR Meeting Realistic Audio,
Visual

Glue Collab VR Meeting Realistic Audio,
Visual

MeetInVR, [156 VR Meeting Realistic Audio,
Visual

Mozilla Hubs [171 VR Meeting Stylised Audio,
Visual

Nvidia Holodeck 183 VR Meeting Realistic Audio,
Visual

Stage VR [187 VR Meeting Realistic Audio,
Visual

TechViz VR 276 VR Meeting Realistic Audio,
Visual

TheWild [282 VR Meeting Realistic Audio,
Visual

Vive Sync [271 VR Meeting Stylised Audio,
Visual

WorldViz 312 VR Meeting Stylised Audio,
Visual

Regenbrecht et al. VR Meeting Realistic Audio,
212 Visual
Gu et al. VR Meeting Realistic Audio,
Visual

Schéfer et al. [237 VR Meeting Realistic Audio,
Visual

VRChat VR Meeting Stylised Audio,
Visual

NeosVR [161 VR Meeting Stylised Audio,
Visual

Continued on next page
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Table 3.1: Remote collaboration systems sorted by their respective technology.

(Continued)

Acadicus \\ VR Meeting Stylised Audio,
Visual
Rumii |251 VR Meeting Realistic Audio,
Visual
VirBELA [291 VR Meeting Realistic Audio,
Visual
Garou [107 VR Meeting Realistic Audio,
Visual
MeetingRoom [155 VR Meeting Stylised Audio,
Visual
Facebook Horizon [141] VR Meeting Stylised Audio,
Visual
Second Life [214 VR Meeting Realistic Audio,
Visual
Tan et al. |274 VR Meeting Stylised Audio,
Visual
Weissker et al. [308 VR Meeting Stylised Audio,
Visual
Calandra et al. VR Meeting Realistic Audio,
Visual
CollaboVR VR Meeting Realistic Audio,
Visual
IrisVR [108 VR Design Stylised Audio,
Visual
Hsu et al. [100 VR Design Realistic Audio,
Visual
Lehner et al. [137 VR Design Realistic Audio,
Visual
BigScreen [106 VR Event Realistic Audio,
Visual
Wave 305 VR Event Realistic Audio,
Visual
Sansar VR Event Realistic Audio,
Visual

Continued on next page
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Table 3.1: Remote collaboration systems sorted by their respective technology.

(Continued)
Higuchi et al. MR Meeting Realistic Audio,
Visual
Speicher et al. [262 MR Meeting Annotations Audio,
Visual
Ryskeldiev et al. [219], MR Meeting Annotations Visual
220
Spatial [272 MR Meeting Realistic Audio,
Visual
Regenbrecht et al. MR Meeting Realistic Audio,
1210] Visual,
Tactile
Haller et al. MR Meeting Realistic Audio,
Visual,
Tactile
Norman et al. |182 MR Meeting Annotations Audio,
Visual
Matthes et al. |\ MR Meeting Realistic Audio,
Visual
Galambos et al. , MR Meeting Realistic Audio,
|@\ Visual
Bai et al. MR Meeting Stylised Audio,
Visual
Luxenburger et al. MR Meeting Realistic Audio,
146 Visual
vTime |294 MR Meeting Realistic Audio,
Visual
PoseMMR [191 MR Meeting Annotations Audio,
Visual
Gamelin et al. MR Meeting Realistic Audio,
Visual
Geollery , MR Meeting Stylised Audio,
Visual
Grgnbak et al. MR Design Realistic Audio,
Visual

Continued on next page
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Table 3.1: Remote collaboration systems sorted by their respective technology.

(Continued)
TeleAR || MR Design Stylised Audio,
Visual,
Tactile
Wang et al. [299]-[302] MR Design Realistic Audio,
Visual,
Tactile
Sakong et al. [221 MR Design Realistic Audio,
Visual,
Tactile
Sidharta et al. [249 MR Design Realistic Audio,
Visual,
Tactile
Ibayashi et al. [103 MR Design Realistic Audio,
Visual,
Tactile
Sasikumar et al. || MR Remote Stylised Audio,
Expert Visual
Lee et al. |134], [135 MR Remote Realistic Audio,
Expert Visual
Teo et al. [278]—[281 MR Remote Realistic Audio,
Expert Visual
Kim et al. [121], [122 MR Remote Annotations Audio,
Expert Visual
Rae et al. [205 MR Remote Realistic Audio,
Expert Visual
Piumsomboon et al. MR Remote Stylised Visual
(197, [198] Expert
Gao et al. , MR Remote Realistic Audio,
Expert Visual
Wang et al. [297 MR Remote Annotations Audio,
Expert Visual
Elvezio et al. MR Remote Realistic Visual
Expert
Pouliquen-Lardy et al. MR Remote Realistic Audio,
203 Expert Visual

Continued on next page
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Table 3.1: Remote collaboration systems sorted by their respective technology.

(Continued)

Alem et al. MR Remote Stylised Audio,
Expert Visual

Higuch et al. MR Remote Realistic Audio,
Expert Visual

Chen et al. MR Remote Annotations Audio,
Expert Visual

Nittala et al. [181 MR Remote Annotations Audio,
Expert Visual,

Tactile

Sun et al. [266], [267 MR Remote Stylised Audio,
Expert Visual

De Pace et al. \| MR Remote Realistic Audio,
Expert Visual

3.3.2. Avatars

Avatars represent entities in virtual environments. The most commonly used
avatars in scientific literature as well as in commercial XR software are classi-
fied in categories and differentiated by descriptive terms (see also Table [3.2)):

e Realistic and Stylised Graphics

Avatars can be distinguished through visualisation style, i.e. how the 3D
model of the avatar is rendered (stylised or realistic style). One of the
reasons the rendering style is used as a descriptor is to help researches
who are focused on the appearance of avatars. Additionally, there is
existing work which addresses certain research questions concerned with
avatar visualisation styles and collaboration. As an example, according
to Yoon et al. there is no statistical difference in regards to social
presence with different visualisation styles but that user perception dif-
fers between stylised and realistic avatars. A stylised avatar allows for
a more playful atmosphere, whereas realistic avatars tend to represent a
professional environment.

e Avatar Type Avatar types are divided in subcategories: Full Body,
Upper Body, Head & Hands and Hands only. Full body avatar refers to
humanoid avatars where all limbs are attached to it (e.g. hands, arms,
legs etc.). An Upper Body avatar consists of a head, hands and torso
but no legs. The Head & Hands type of avatar is composed of a floating
head combined with detached hands. Hands only means that a user is
only represented by virtual hands.
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e Reconstructed Model Avatar If a system is capable of creating an
avatar that resembles the respective user it is categorised as a system that
uses Reconstructed Model avatars. This category includes avatars that
are created from face reconstruction in any form and excludes avatars
that do not have a realistic face (e.g. reconstructed/personalised hands
only is excluded). Non-reconstructed avatar means in general choosing
from existing 3D models.

e Video Avatar Some systems implement avatars as video projections,
similar to typical videoconferencing systems. Systems fall under this
category if a user is seen as a video feed in an immersive virtual environ-
ment. Additionally, systems which use multiple cameras to reconstruct
3D video avatars are put into this category. As an example, the work of
Matthes et al. [153] implemented such a system based on multiple depth
cameras.

e Audio Avatar Although avatars are often represented as a humanoid
3D model, the term avatar is in general used for any kind of user repre-
sentation in virtual worlds, even including invisible forms. In this work,
Audio Avatar represents an entity in a system which enables communi-
cation with other users, regardless of visual appearance. Systems with
this type do not rely on any visual form for users in remote collaboration
systems. Users in such systems use audio for communicating with each
other.

e AR Annotations Systems which use no 3D model for other users but
have annotations instead are in this category. This differs from Audio
Awvatar in the sense that Audio Avatar uses audio communication only,
whereas in AR Annotations the remote expert communicates with the
local user with annotations, i.e. the other users presence is perceived
through visual annotations. Unique avatars are usually not necessary in
this scenario, because the roles are clearly separated and the users can
distinguish each other by actions. In many systems using AR Annotation
avatars, audio communication is not implemented. As an example, the
work of Zillner et al. [326] uses visual annotations such as text, pictures
and freehand drawings to give precise instructions to the local worker
without relying on audio communication.

A typical avatar configuration for VR based systems consists of the head
(representing the VR HMD) and hands (representing the controllers) and is
usually the most minimalistic avatar in VR scenarios. An avatar consisting
solely of virtual hands tends to be used in AR based systems which use hand
tracking or gesture techniques [71], [259]. A majority of Audio Avatars can be
found in AR systems (see Table . While VR systems seem to always rely
on 3D model representation of other users, AR based approaches often omit
visual representation when using remote expert scenarios. In such cases, the
local and remote user communicate via audio with each other and share their
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view |74]-[76]. Furthermore, some systems rely mainly on visual annotations
[82], |259], which are marked as AR Annotations in Table

Piumsomboon et al. [199] developed a system with an adaptive avatar Mini-
Me which uses redirected gaze and gestures to enhance remote collaboration
with improved social presence. To assess the usefulness of the avatar, a sce-
nario where a remote expert in VR assists a local worker in AR was used.
The remote expert was shown to the AR user as a miniature avatar which was
able to sucessfully transmit nonverbal communication cues according to the
authors. Although focusing on the novelty of the proposed avatar, the system
proved to be useful for overall remote collaboration.

Elvezio et al. [58] developed a system with virtual twins of physical objects.
A remote expert uses virtual replicas of physically existing objects to guide
a local user performing certain tasks with such objects. In this case, com-
munication with both users only takes place by transmitting the pose of the
mentioned objects. In the work of Luxenburger et al. [146] the communica~
tion between users takes place through media sharing. A user is filling out a
report on a mobile device which is then visible to a remote user by means of
a VR HMD. In the commercial VR remote collaboration system EngageVR
[200], users can create their own full body avatar with reconstructed face, by
uploading a single picture. Machine learning techniques in the backend of
the system reconstruct a fully textured 3D mesh of the head and attaches it
automatically to a predefined body models. Some other commercial systems
are not as sophisticated and use stylised like avatars [99], [156], [252]. Other
popular systems such as VRChat [38] or NeosVR [161] allow users to create
and upload their own avatars. By means of an SDK, they can upload fully
animated humanoid avatars regardless of their appearance. The seamless in-
tegration of these arbitrary avatars is achieved by applying a specific skeletal
structure to the model.

Table 3.2: Remote Collaboration Systems classified in avatar categories.

Avatar Type References

Stylised [252] [99] [156] [171] [187] [271] [201], [202] [237]
[161] [108] [292] [251] [217] [291] [107] [155]
[106] [305] [141] [294] [281) [224] [38] [67], [68]
7] [308] [203] [3] [286]

Realistic [200] [183] [272] [276] [188] [95] [48] [214] [274]
[38] [161]

Full Body [252] [200] [183] [187] [271] [38] [161] [48] [305]
[204] [214] [274)

Head & Hands [09] [156] [276] [312] [197] [237] [108] [292] [251]

[155] [106] [281] [67], [68] [7] [203]

Continued on next page
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Table 3.2: Remote Collaboration Systems classified in avatar categories. (Con-

tinued)

Avatar Type

References

Upper Body 171] [272] [282] [201], [202] [217] [107] [141]
308

Reconstructed Model ﬂ2()0ﬂ ﬂ272ﬂ ﬂ276ﬂ ﬂ188ﬂ

Video 210] [212] [80] [219], [220] (153] [137] [40] (103

AR annotations 259 [82], (121] [297] [182] [326]
94] [286] [181] [313], [316]

Hands 303] [259] [221] [109] [134], [135] [224)
122] [o4] [103] [266), 267

Audio Avatar 245)-[248) [249] [74]-[76] [136], [150] [273] [129]
189] (145) [79] [191] 146

3.3.3. Interaction

In this section, common interactive elements in remote collaboration systems
are identified which can be found in various works and literature. Table [3.3]
provides an overview of literature and work which is categorised in multiple
different interaction categories. It is to note that a category is not mutually
exclusive to another, e.g. a system which uses media sharing might also use
hand gestures. This section explains each interaction technique with a few
examples. The common features which were found are the following:

1. Shared 3D Object Manipulation

2. Media Sharing
3. AR Annotations
4. 2D Drawing

5. AR Viewport Sharing

6. Mid-Air Drawing in 3D

7. Hand Gestures

8. Shared Gaze Awareness

9. Convey Facial Expression

Table guides the reader to interesting and major publications which use
the mentioned interaction techniques.
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Shared 3D object Manipulation

The most commonly shared feature between remote collaboration systems is
the possibility to interact and manipulate shared 3D objects in a virtual space.
The type of interaction differs between systems, but the focus is on manipulat-
ing one or many 3D objects. AR technology is used by Shen et al. [246]—]248]
where multiple users interact with 3D objects in a collaborative AR environ-
ment. A stylus with two markers attached is used as additional interaction tool
which enables feature highlighting and 3D object manipulation. More recent
work uses hand tracking/gestures to interact with objects [272]. Schliinsen
et al. |238] compared free-hand-manipulation with widget-based manipulation
techniques. Their study shows that free-hand interaction is preferred over
widget-based interaction by users.

Media Sharing

Systems which are able to share documents, images, videos and other form
of media are categorised here. Haller et al. [85] created a system with a
tangible interface, a table with touchscreen for media sharing. It additionally
featured sharing media from desktop applications to the tabletop. A web-
based VR solution was developed by Monahan et al. [169] which implements
media sharing such as videos and images in an educational context.

AR Annotations

One of the most commonly used tool for communication and interaction in
AR based systems is annotations. Annotation types include 2D drawing, text,
or simple pointers. The work of Speicher et al. [262] utilises a 360° camera
to capture the surroundings of one user, while other users are able to draw
and annotate on the input stream. The annotations and drawings are then
visualised by a projector to the local user’s physical space. Kurata et al. [129]
present a wearable HMD which receives remotely annotated input in form of
drawings. A special feature of this system is a laser pointer that enables the
wearer of an HMD to draw the attention of remote users towards a certain
object by pointing on it.

2D Drawing

Especially in remote collaboration systems with focus on replicating a virtual
meeting scenario, drawing on surfaces is a widely used feature. In more so-
phisticated systems such as Glue Collaboration Platform [99], users are able to
place a virtual whiteboard. This whiteboard can be re-positioned and resized
allowing multiple users to draw with virtual pens in many sizes and colors.
Mimicking real world objects, it is also possible to use an eraser.
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AR viewport sharing

This category includes systems which implemented sharing a user’s view per-
spective. Tait and Billinghurst [273] created a system which reconstructs a
local user’s environment by using depth sensors attached to an HMD. Recon-
structing the environment from a local scene, remote users can move indepen-
dently through the virtual environment. The local user is then represented as
a frustum in the reconstructed scene, allowing the remote user to see where
the local counterpart is looking at. The study of Tait and Billinghurst [273]
suggests that implementing view independence between local and remote user
improves task completion time. Sasikumar et al. [224] combined AR and VR
users together and enabled view frustum sharing which is visible to the lo-
cal user as a grey cuboid. The goal of their work was to convey nonverbal
communication cues such as eye gaze and hand gestures.

Mid-Air Drawing in 3D

Mid-Air drawing allows users to create 3D paintings, which can then be ob-
served from multiple users in different angles. This interaction method seems
to be mostly available in commercial systems such as Glue Collab [99] or Hubs
[171]. A user is able to draw in the air of the virtual world by utilising a VR
controller as virtual pen. Other systems such as the one proposed by Zillner et
al. [326] implement a remote expert scenario, where one user is streaming his
surroundings with an RGB-D camera and a remote expert is observing and
annotating for assistance. The remote expert is able to segment objects, to
create animations, to draw on geometry and to place annotations which can
be viewed by the AR user.

Hand Gestures

Systems which utilise hand gestures and convey hand movements through the
remote collaborative space are included in this category. Sophistated systems
such as Spatial [272] use AR HMD'’s to enable a full interaction with the 3D en-
vironment via a hand tracker. Tan et al. |[274] implemented a VR telepresence
system which allowed multiple users to interact with objects and watch videos
together. The authors used motion capture gloves to animate arms, hands
and fingers of a VR avatar. Kim et al. [122] implemented a MR collaboration
system to evaluate combinations of visual communication cues using gestures.
The authors found that certain combinations of communication cues such as
hand visualisation together with finger pointing direction does not provide any
significant benefit for remote collaboration.

Shared Gaze Awareness

Systems which allow users to share gaze awareness belong into this category.
Systems that allow precise tracking and transmission of gaze awareness are
included and systems that indicate gaze perception by head rotation only
excluded. For example, the work of Galambos et al. [68] is not included in this
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category since the gaze directon of a user is only indicated by the direction
the avatar is facing. As an example, Speicher et al. created a system
that allows the participants to show exactly which position they are looking
at in a 360° video feed. The work of Poppe et al. , uses avatars
around a virtually augmented table and positions them according to the gaze
information of the corresponding user. Billinghurst et al. developed Emapthy
Glasses , which is an HMD that enables streaming a live video feed
with accurate gaze information. Norman et al. implemented a system
which gives direct visual feedback of other user’s gaze behavior. Using a system
that combines multiple AR HMD’s with a desktop PC, participants are asked
to place virtual furniture on a regular table in a collaborative manner.

Convey Facial Expression

This category addresses work which is able to transmit facial expressions to
other users. Systems which use video transmission of other user’s faces are
not included. Lee et al. and Masai et al. use Empathy Glasses to
transmit facial expressions bidirectionally. A local user’s face is analysed by
the built in modules of the glasses, while a remote user’s expression is tracked
via webcam. The authors of integrated lip syncing into their VR re-
mote telepresence system in order to enable a more immersive communication
experience.

Table 3.3: Common interaction types in remote collaboration systems.

Interactive Feature References
Shared 3D Object Manipulation 252| 1200 @ﬂ 156| |171] |183

272) [187] [276] [282) [271] [312]
210] [212] [85] [303] [300] [221
249] [248] [247) [213) [188] [38
161] [108] [292] [251] [107] [155
106] [294] [214) [191] [182] [274

67, (68 (5 (137 [03) 109
Media Sharing 252) [200] [99] [156] [171] [183][272]
187) [276] [282] [271] [312] [210
212] [85] [303] [109] [79] [262] [237]

38) [161) [251] [291] [107] [155) [106]

305] [294] [214) [274] [67),

2D Drawing 200] [99] [156] [171] [272) [187] [312]
210] [85] [80] [303] [189] [109] [79]
262] [o5) [161) 251 153 [67), (68

Mid-Air Drawing in 3D 99) [|1£|] [171] [272] [187] [312]
161) (108 (526

Continued on next page
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Table 3.3: Common interaction types in remote collaboration systems. (Con-

tinued)

Interactive Feature References

Shared Gaze Awareness [201], [202] [303] [150] [81] [197],
[198] [262] [95] [297] [182] (7] [94]
[236]

Convey Facial Expression [150] [136] |161] [274]

Hand Gestures [272] [259] [201] [303] [300] [221]
[109] [145] [197], [198] |71], [72]
[134], [135] [278] [237] [188] [161]
[224] [274] 7] (3] [122] [94] [103]
[266], [267]

AR annotations [272] [259] [201] |202] [85] [303]

[249] [246]-[248] [136], [150] [273)
[129] [189] [145] [213] [262] [219)]

[134], [135] [278] [121], [122] [224]
3] [326] [94] [40] [181] [315], [316]

AR viewport sharing [273] [129] [197], [198] [71], [72]
[262] [219], [220] [134], [135) [278),
[281) [121] [224] [181) [266], [267]
315], [316]

3.4. Professional Meetings Through XR Remote
Collaboration

Currently, there are already many tools and collaboration systems available
which utilise virtual or augmented reality. In this section, commercial and
professional systems which support more than 10 users simultaneously are
considered [99], [156], [171], [183], [187], [200], |252], [272], [276], [282], [312].
During the COVID 19 outbreak, one of the largest scientific conferences for
virtual reality research took place entirely online and virtually in early 2020.
To this date, it was the first major conference held completely virtually. Dur-
ing this time, the organising committee was faced with the difficult task of
providing an enjoyable conference experience for all participants without the
need for physical presence. In this precedent, livestreams were offered for each
track throughout the conference, where each presenter had the option to ei-
ther give a presentation with recorded video, live video broadcast or with a
VR HMD. Additionally, there where multiple virtual meeting rooms in which
participants could join and then interact and network with other users using
VR HMD’s. The virtual meeting rooms utilised during this conference were
built on Hubs [171]. It features a web-based meeting room creation software,
which enables users to develop and maintain their own meeting experience.
Utilising a stylised graphics style, this system works with a desktop applica-
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tion, internet browser and even mobile devices, covering a broad possible user
audience. Avatars are chosen from existing, pre-defined models. They use a
mix between an abstract representation and Upper Body avatars by using a
robot-like representation for users.

While this solution uses an open source approach, there are several com-
mercial products available [99], |156], [187], [252], [282] which are similar in
terms of remote collaboration with VR technology. Glue Platform [99] is a
system for business professionals offering stylised 3D graphics. It is built to be
used with VR HMD’s and claims to be an extension to the everyday working
life. Main features include spatial audio, 3D avatars, interactive and persistent
objects. The avatars use a simple Head & Hands approach. Another commer-
cial software available is called Breakroom [252]. It supports VR HMD’s, is
available for multiple platforms, and features full body avatars.

3.4.1. Comparison of Commercial Systems

Several VR remote collaboration systems can be found which are used in a
professional context [99], [183], [200], [272]. These systems have many com-
mon aspects, such as allowing many users to participate, or the collaboration
tools available in the virtual environment. Commercial systems seem to differ
mostly in terms of avatars, environments and visualisation styles. Especially
in interaction, the systems share many common collaboration tools inside the
virtual world. A typical way of collaborating in these systems is to draw to-
gether either on a virtual surface or in the air in 3D space. Copying real world
interaction methods, users can sketch on virtual black- or whiteboards and
share their results in real time with each other. Usually there is also a name
indicator that displays the name of a user. This is also necessary in systems
with completely reconstructed or personalised avatars such as EngageVR [200)]
and Spatial [272]. A common use case in the aforementioned systems is shar-
ing and observing virtual objects together. Systems such as EngageVR, [200]
or Neos VR [161] allow users to place any 3D object previously added to a
catalogue. In some cases it is also possible to show other users information by
floating markers i.e. annotations. The virtual environment in these systems
usually have a table and multiple seats to copy the physical space of real world
meetings. A common scenario involves users to sit on virtual chairs and to
present on a virtual tv or projector. Some more advanced systems [161], |[171]
allow screen sharing to the virtual world. Even more sophisticated systems
(such as EngageVR [200]) extends screen sharing functionality with full con-
trol over normal desktop applications in the virtual world. Additionally, many
developers are implementing platform independence and support multiple de-
vices such as desktop, VR HMD’s, tablets and smartphones. Some systems
such as Hubs [171] are fully available in a web browser.
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3.4.2. Exploring the Strengths and Weaknesses of Commercial
Remote Collaboration Systems

Different strengths and weaknesses of popular commercial virtual meeting sys-
tems were identified. The combined strength of these systems include:

1. Many users are able to join and participate in virtual meetings simulta-
neously |156], [171], [252], usually allowing about 20-50 people to share
a virtual space simultaneously

2. Intuitive interaction possibilities such as mid-air drawing [171], drawing
on white- or blackboards [156], media and screen sharing [200]

3. Spatial audio which enables localisation of an audio source during meet-
ings more naturally [99)

4. Persistent virtual objects which exist through multiple sessions (for ex-
ample, a drawing from a session before is still present in the next) [99]

5. Placing arbitrary 3D objects in a shared virtual environment [161], [200]

6. Reconstructed, personalised avatars [200] and user created avatars through
an API which is provided by the developers [38], [161]

7. Availability on multiple platforms: desktop, mobile devices and web
browser |99], [171]

Some systems are enterprise solutions [99], |183], tailored to the specific needs
of companies, what renders them unattractive or even inaccessible to the gen-
eral public. One major issue with these systems is the missing transmission
of nonverbal communication cues to the virtual environment by means of an
avatar, which is an important feature of traditional face-to-face collaboration.

Another weak point of the current systems is dynamic content creation for
the virtual environment. These systems are limited to the choice of virtual
environments provided by the developer or need expert knowledge to create
them [99], [156], [171], [200].

Some systems implement a virtual space for many scenarios such as train-
ing, collaboration and other social activities inside a virtual world. NeosVR
[161] and VRChat [38] allow experienced users to create custom environments,
avatars and interactive objects by providing an API within the game engine
in which the platform is implemented.

Many systems excel in certain aspects but lack novelty in others. As an
example, the immersive remote collaboration software VirBELA [291] allows
hundreds of users to participate in a virtual world simultaneously but the
avatars lack personalisation.

3.5. Discussion and Survey Result

This section provides an overview of the insights and statistical data which was
gathered throughout the survey. The taxonomy consisting of Environment,
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Avatars and Interaction is emphasised and important findings are presented
for each category. It is to note that professional and commercial systems were
included in this survey (24 VR based systems and one MR based system). This
implies that some of the discussed applications are not published in scientific
articles and the implementation of interactive features, virtual environment
and the audiovisual representation of users is subject to change in the future.
For example. a discussed system does not implement full body avatars at the
time of writing, but could implement it later on.

3.5.1. Environment

The remote collaboration systems were categorised according to their tech-
nology: AR/VR/MR, use case, visualisation styles and sensory inputs. The
technology distribution of included systems is shown in Figure [3.3

Technology

In the category of VR based synchronous remote collaboration systems, 24
commercial and 7 research oriented systems were included. The majority
of systems with VR technology are commercial systems, which could be an
indicator that VR based systems are currently more under development in
the industrial sector rather than the research community and therefore could
be placed on the plateau of productivity. 17 purely AR based systems were
found in which users are able to communicate and collaborate in real-time
by means of video or optical see through AR or a combination of both. To
the best of knowledge, there was no commercial system at the time of writing
this thesis which is solely based on AR allowing real-time synchronous remote
collaboration. MR based systems form the majority of the discussed systems.
33 research oriented and one commercial system are included in this category.

VR
MR 38%

41%

AR
21%

Figure 3.3.: Distribution of used technology in the discussed systems.
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Use cases

The systems were divided into three different main use cases: Meeting, Design
and Remote Ezxpert as they are most popular in the literature. The distribution
of mentioned use cases with respect to their technology is shown as a graph

in Figure [3.4]

Systems based on VR technlogy often involve many users (more than two),
with a focus on Meeting and Design use cases. The virtual environments
used in VR technology tend to involve all participants equally, i.e. they can
see the same things and have the same input modalities, whereas MR based
systems often have asymmetric inputs. For example, an asymmetric input
method would be when two users share a virtual environment and one has a
keyboard and the other has a VR headset with controllers as input device.
There was no purely VR based system which implemented a Remote Ezxpert
scenario although it is by far the most popular use case in AR based systems.
While VR systems have a focus on Meeting scenarios and AR systems a focus
on Remote FExpert scenarios, MR systems are more distributed throughout
use cases. This indicates a strong correlation between the hardware and its
respective benefits in certain use cases. For example, VR HMD’s are more
beneficial in meeting scenarios with an immersive, shared virtual environment,
while AR HMDs have more advantages in supporting a user with a remote
expert. Since MR is a mix between AR and VR, the distribution of cases is
more equally.

o
(%]
(Y
o
(Y
(%]

20 25 30

Meeting

Design

Remote Expert

OVR BAR @MR

Figure 3.4.: Distribution of use cases in the discussed systems.
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Visualisation Styles

No hints were found that indicates a clear deviation in respect to visualisation
styles of synchronous remote collaboration systems. It was differentiated be-
tween stylised, realistic and annotation style. A system was labelled stylised
when there was an obvious simplification of 3D objects with cartoonish visu-
alisation. Older systems with realistic visualisation are also counted here, as
long as no stylised visualisation technique was used. Many AR based systems
use annotated video only while some use rendered 3D objects with a Stylised
style.

Sensory Impressions

The recent literature seems to focus more on audiovisual systems and does
not support other sensory impressions such as olfactory and tactile cues. Al-
though tangible interfaces where popular especially in AR technology, the
focus is drifting towards audiovisual systems. One of the reasons might be
that markers are no longer required to be placed on physical objects which of-
ten already implied a tangible system, if markers are placed on non-stationary
objects. Additionally, the tracking accuracy of AR systems is constantly be-
ing improved. An example is Rambach et al. [206], [207], where the authors
use Simultaneous Localization And Mapping (SLAM) technology for accurate
object tracking without markers.

3.5.2. Interaction

Examining the different types of interaction in remote collaboration systems, a
general majority of the interaction type Shared Object Manipulation is found.
A possible explanation for this is the ease of implementation and general ver-
satility of a task involving the manipulation of 3D objects. Another popular
feature is Media Sharing, i.e. possibility to share images, videos and other
form of media. Some interaction types are more popular in VR technology,
such as Shared Object Manipulation, Media Sharing, 2D Drawing and Mid-Air
Drawing in 3D. The interaction types Viewport Sharing, AR annotations and
Shared Gaze Awareness had no implementations at all in a pure VR scenario.
Transmitting facial expressions by using avatars is by far the least promi-
nent feature in remote collaboration systems, even though it is an important
step towards more natural conversations over distance. A comparative graph
about the interaction types and their presence in the discussed work is shown
in Figure 3.5

Additionally, it was found that most of the commercial remote collabora-
tion systems rely solely on VR technology. Since the purchase of commercially
available VR HMD’s and a reasonably powerful PC is required to operate these
systems, their actual use is still limited. Therefore, most professional and com-
mercial systems tend to implement a desktop and mobile version of the VR
application. Only a few companies, such as Spatial [272] focus on integrating
AR, VR, desktop and mobile together. Deploying the same application on
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Figure 3.5.: Interaction Types in respect to the used technology.

multiple hardware devices, each with different input modalities, raises new
issues such as asymmetric input. For example, a mobile device user can most
likely collaborate only by voice or minimal interaction within a virtual envi-
ronment, compared to a user with a VR HMD and full body tracking. In an
attempt to solve the asymmetric input problem, Fleury et al. investigated
how the same interaction possibilities can be realised in virtual space, in a
CAVE environment, and a high-resolution 2D display in wall format. An-
other approach is taken by Pouliquen-Lardy et al. who implemented a
multi-user remote collaboration MR system to study the asymmetric effects of
different input modalities. The authors used an approach with two different
roles, a guide who could observe and communicate via audio, and a manipula-
tor who was able to manipulate a 3D object. The overall result of their study
suggests that it is not necessary to develop symmetric interaction for all users
during remote collaboration, but rather the same interaction possibilities for
roles. For example, a user in the role of a guide should be able to observe and
communicate via audio regardless of the hardware they are using.

3.5.3. Avatars

The systems were analysed with respect to their specific avatar implementa-
tion. An explanation of the avatar categorisation is given in section It
was found that there is not a single most used avatar type for XR systems.
However, it could be observed that certain types of avatars are not used in
combination with particular technologies. An overall distribution of avatars
in the discussed systems is shown in Figure [3.6] Filtering the avatar types
by technology gives interesting insights into the spectrum of personal embod-
iment in synchronous remote collaboration systems. Looking at Figure it
was found that Full Body, Head & Hands and Upper Body are most promi-
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Figure 3.6.: Different avatar types in presented sytems.

nent in VR based systems. To the best of knowledge, there is no AR system
that uses a full body 3D model for representation of other users at the time
of writing this thesis. The closest approach to a full body 3D model represen-
tation in an AR system is Holoportation , but since several RGB-Depth
cameras are involved that transmit video in real-time, it was classified as a
video-based avatar system. The Hands approach for avatars is mostly used
in AR and MR systems. This is due to the fact that hand gestures provide a
natural and easyily understood way to convey visual communication cues in a
Remote Expert scenario, which is used in AR and MR based systems. Over-
all, a lack of systems which utilises Reconstructed Models was found, i.e. an
avatar that is created through face reconstruction in the virtual environment.
A reason for this is that the technology for easy reconstruction of humans is
not yet widely available for researchers and industry implementing such sys-
tems. Not surprisingly, Audio Avatars are mostly used in AR and MR based
systems. One of the reasons is that the shared virtual environment is formed
through video transmission and the communication with other users happens
through audio. VR systems use a rendered virtual 3D scene that simplifies
finding other users in a virtual environment, allowing for a more sophisticated
visualisation approach such as Full Body or other types of visual avatars.

3.6. Summary

During this survey, different kinds of virtual environments, various types of
avatars and many shared interactive elements for synchronous remote collab-
oration systems were identified. To help researchers in various research fields
a taxonomy consisting of Environment, Interaction and Avatars was created.
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Figure 3.7.: Different avatar types in respect to their used technology.

This approach aims to provide condensed information to specific topics which
needs to be addressed while designing and implementing a synchronous remote
collaboration system.

In the category Environment it is found that the most prominent scenario
for VR based systems is Meeting. While the Design scenario is rather equally
distributed among the different technologies, Remote Expert is dominated by
the use uf AR and MR technology. Regarding Awvatars, most VR systems
use a stylised visualisation with representations ranging from full body to
head & hands equally distributed. Contrary, AR and MR systems tend to
have user representations with hands only, use annotations, or rely on audio
communication and omit visual avatars. Regarding the different interaction
types, the most prominent features are shared object manipulation followed
by media sharing.

Overall it can be said that congresses, conferences, conventions, and other
events get reasonable alternatives to in person meetings with synchronous
XR remote collaboration systems. However, systems based on XR technology
rely on different strengths which are reflected in this overview. For example,
it appears that AR based systems focus on sharing a person’s surroundings
with emphasis on stimulating the audiovisual senses. This has recently led to a
focus on remote and local user scenarios in AR/MR systems. In such scenarios,
typically a user is physically present at a certain location and shares his/her
environment, which is then perceived by other users as a virtual world that
can be augmented with virtual objects. This means however, that each type
of user (local user or remote expert) has different input and output options
in their respective virtual environment. These asynchronous input modalities
often pose problems and therefore this subject is being actively researched by
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the scientific community. As an example, a local user streams the surroundings
with an AR HMD, while a remote user can add annotations by using a VR
HMD or tablet device which defines separate roles during remote collaboration.

In contrast, VR based systems tend to involve all participants equally, al-
lowing each user to participate in the same virtual environment and the same
communication and collaboration possibilities. VR systems are also commonly
used to bring large events online. A trend in VR technology to focus more on
design and meetings was found while remote expert scenarios are mainly the
use case for AR and MR systems. Independently between AR, VR and MR
the research focus in remote collaboration software drifts towards integrating
non-verbal communication cues. Some researchers focus on developing solu-
tions for non-verbal communication transmission, but this has not yet been
integrated in professional and commercial remote collaboration systems. This
research includes Wang et al. [303] focusing on eye-contact, Masai et al. |150]
conveying facial expressions and Gao et al. |[73] implementing mutual hand
gestures to name a few.

Since novel remote collaboration systems are being developed on a contin-
uos basis, it can be expected that systems based on XR technology will be
integrated into our daily life. However, until this is the case, more research
is required. VR-based systems require more comfortable hardware to allow a
daily usage. Avatars within such systems must transmit the non-verbal com-
munication signals of the participants in order to get closer to a face to face
meeting. AR-based systems are still in need of better tracking algorithms and
cheaper hardware so that these systems can be used by as many people as
possible in everyday life.

This chapter is intended to give an impression of the wide variety and use-
fulness of XR systems. One of the biggest gaps in the existing concepts is the
lack of tools to facilitate content creation. For example, it is difficult to find
an appropriate compromise between the desired level of visualisation and cost.
Furthermore, one of the biggest weaknesses of existing systems is the lack of
transmission of non-verbal communication and the ease of creating gestures
to allow natural interaction. This can be deduced from the fact that there is
a number of works investigating hand gestures, but so far there is not a single
commercial system for remote collaboration that uses them. The lack of sim-
ple design tools could be the biggest obstacle for XR technology that stands
in the way of mass adoption. Therefore, the remaining chapters of the thesis
focus on useful tools to support visualisation and natural gesture control with
the hope of overcoming this barrier.
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Chapter

Rapid Prototyping of VR
Applications With Panorama Images

The previous chapter focused on different aspects regarding remote collabora-
tion applications using XR technology. This chapter aims to address a specific
shortcoming which was identified during this survey. Many applications excel
in only one area of expertise. Some systems look very realistic, but are not
able to integrate new input modalities or to transfer gestures into the virtual
world. Therefore, a project to rapidly prototype immersive applications using
panorama images is proposed. The aim of this work is to present a technique
to allow developers a quick way to test and evaluate novel interaction tech-
niques while still maintaining high visual fidelity with minimal effort. When
designing 3D applications it is necessary to find a compromise between cost
(e.g. money, time) and achievable realism of the virtual environment. Reusing
existing assets has an impact on the uniqueness of the application and creat-
ing high quality 3D assets is very time consuming and expensive. A low cost,
high quality and minimal time effort solution to create virtual environments
is proposed here. The main contribution is a novel way of creating a virtual
meeting application by utilising augmented spherical images for photo realistic
virtual environments in combination with novel hand gesture interaction.

4.1. Panorama Images for Virtual Meetings

Meetings that require physical presence in other countries are often a time
consuming overhead in addition to be costly. A great deal of money is spent
on travel expenses while also reducing the working hours of employees by hav-
ing them fly several hours from one end of the earth to the other. In today’s
world, where everyone is connected via the internet and where it is possible
to communicate very quickly with each other, such meetings should rarely be
necessary. This is often not the case in reality. Back in 2008, IBM realised the
potential of virtual conferences and saved approx. 320,000 $ by having one of
the biggest virtual conferences with over 200 participants according to Kanto-
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nen et al. [114]. Andres [4] came to the conclusion that a physical face-to-face
meeting is a far superior approach than having a video conference (e.g. Skype)
in terms of productivity. The loss of social presence while having a phone or
video call is an important point of their conclusion. The proposedd system
focuses on a virtual meeting scenario which provides tools for collaboration
over long distances while maintaining a fully immersed experience. The sys-
tem provides an immersive experience to be created in mere minutes by using
spherical images for virtual environments. Virtual objects are placed within
those environments which can be viewed and interacted with by users in a
virtually enriched experience (see Figure . Multiple spherical images from
different view points are used to create an illusion which represents an authen-
tic and coherent environment. Hand tracking is used as input and interaction
method. During development this approach has proven itself to be successful
in different setups while maintaining a high quality virtual environment with
almost no effort.
The contribution of this work is as follows:

e A novel VR application approach by utilising multiple spherical images
to provide a photo realistic enriched virtual world.

e Utilising hand gestures for interactive 3D elements in enriched virtual
worlds in the context of virtual conferences.

Captured 360-degree Images Ir;\age Augmentation Gesture Interaction

Figure 4.1.: A virtual reality meeting room using the proposed method.

4.1.1. Similar Approaches

A notably earlier work is from Kantonen et al. where they propose a
system for teleconferencing by combining AR mechanics with the game envi-
ronment Second Life , which was a very popular online social game. Jo
et al. used 3D constructed environments and real environments (video
background) in combination with different types of avatars. They showed that
video based backgrounds are much more immersive and provide higher sense of
co-presence than 3D replicated environments. A collaborative AR experience
by using scene matching between two separate rooms was also done by Jo et
al. . Their main component was a Kinect sensor and a visual marker to
match scenes and retarget avatar motions to fit in the physical place where
each participant is located.

The presentation of the following works is focused on the virtual environ-
ments used to create applications. Lovreglio et al. used a complex 3D
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scene for prototyping a virtual earthquake simulation. While it allows a more
fine grained control of the virtual environment, a modelled 3D scene lacks
realism. Matsas et al. [152] created an application to analyse human robot
collaboration in VR. They state that they used a virtual scene with at least
42 new 3D models created and image textures from real industrial workplaces
for a more realistic environment while also adding several auxiliary parts and
objects to the scene. While Matsas et al. |152] did not mention how much
time it took to create this scene, creating this specific virtual environment
must have been a large overhead. The work of Hilfert and Konig [96] tries
to address this overhead issue while Dinechin and Paljic [51] mention 360°
images as an easy-to-use and low-cost alternative to acquire a 3D scene. Vir-
tual service journeys where evaluated by Boletsis [14], where one evaluation
method used 360° images from Google Street View for a prototyping phase.
They mentioned that this approach was inexpensive in terms of man-hours
and equipment costs compared to the other used prototype, a real world tour-
ing scenario. They conclude that there was no statistical difference in both
prototypes which elevates the VR simulation prototype as a useful tool with
significantly less expenses. A VR driving simulator for Ul prototyping was
done by Schroeter and Gerber [240]. They used 180° videos and a high quality
car model in an automated driving scenario for rapid prototyping of Ul inside
the car.

Regarding hand gesture interaction techniques, there are several options
available. A Microsoft Kinect was used by Oikonomidis et al. |[185] for a marker
less tracking of the hands. Hand tracking utilising machine learning was done
by Malik et al. [148]. A colored glove was used by Wang and Popovié¢ [298§]
to estimate hand pose from single RGB images. For this prototype, the leap
motion controller (LMC) was used. The LMC provides a tracking accuracy
between 0.0lmm and 0.5mm of the fingertip according to Smeragliuolo et al.
[258]. The LMC was chosen for the development of the system because it is
easy to integrate and, unlike other approaches, allows for egocentric tracking
of the hands.

4.1.2. Essential Components for a Virtual Meeting Room

To create a virtual meeting room experience, the focus was on the three core
aspects and their separate roles (illustrated in Figure : virtual environ-
ment, users, and shared interactive elements. According to the principle of
the three pillars of remote collaboration presented in chapter

Virtual Environments are essential to immerse a user in virtual worlds. In
this case it is desired to create a realistic experience that includes all important
aspects of a common meeting room. A room with multiple seats, a big table
and projector can be identified as a meeting room. The typical way of creating
such a room is to model all necessary 3D assets and properly align them.
Depending on the desired amount of realism this process can be very costly
and time consuming. Another option is to take photos of a room and then
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Figure 4.2.: Schematic overview of a virtual meeting room. Three different roles
are separated for a virtual meeting scenario.

recreate it with 3D assets. It was found that this approach is too expensive
and created a solution which is independent of the complexity of a room and
still provide very high realism. This is why spherical images were chosen
as a source to create photo realistic virtual worlds. The visual advantage
compared to traditional artificially created 3D environments is enormous, they
can capture the appearance of a room with every detail in a fracture of a
second. Additionally it is possible to use High Dynamic Range (HDR) imaging
techniques for even better visual impressions.

Users need visual representation and the ability to interact with the virtual
environment. Since the used visualisation method depends on real environ-
ments, it was desired not to use any controllers and instead relied on hand
gestures as input modality, since it is a natural way of interacting in the real
world. Users are represented by a virtual avatar in order to be perceived by
others in the virtual environment. Seeing the hands and gestures of other users
is a great way to enhance the overall collaboration experience , . The
hands are primarily used for interaction with virtual objects shared across all
participants in the virtual meeting.

Shared Interactive Elements are used to establish an information exchange
between all persons present in the same meeting room. Those objects can be
viewed, changed and interacted with by each participant. It is critical for a
virtual meeting room experience to identify necessary components that enable
a true meeting experience. In this case, the components are restricted to a
projector and a TV to be those shared interactive elements, but this can be
extended to any other element.
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4.1.3. Implementation of the Prototype

The spherical images used for the prototype had a resolution of 5376 x 2688
pixels. The Unity game engine was used for visualisation and coupling of the
hand tracking to the virtual simulation. The system supports all headsets
supported by the OpenVR SDK (HTC Vive, Oculus Rift, ...).

Several spherical images inside a meeting room were taken, each centred at
a spot where normally a participant would sit during a meeting. This enables
the user to move to different positions in the room. Figure sketches our
approach while Figure [4.3] shows the result of the applied approach.

v

Figure 4.3.: Multiple spherical images share a virtual TV and projector.

For collaboration, two tools were implemented inside the meeting room. A
TV and a surface where a projector could project images on the wall. Those
two tools can be interpreted as shared interactive elements to be seen by sev-
eral users at the same time during a meeting. The identified objects share
the same content for each participant but are placed at different positions in-
side the spherical viewer (see Figure . The implementation uses manual
placement of the shared elements. This can be extended to an autonomous
process by using camera pose estimation methods. Multiple users can interact
and observe the actions of each other in the meeting room. Users see each
other as a minimalistic avatar with detached hands (see Figure [4.4)). The fully
rigged hands animated with tracking data from the leap motion controller are
streamed over network to enable users to see each others exact hand move-
ments. For some interactions eye gaze was simulated by using a forward vector
of the VR headset position in virtual space. This is used for certain gestures
e.g. a swiping gesture towards the projector will change slides only when the
projector is being looked at. It is also possible to open a menu when the left
palm is facing the VR headset. The user can grab objects from the menu and
place them in the virtual world, where they expand and allow interaction (See
Figure . The interaction possibilities include: Moving to a different seat,
changing projector slides and showing a preview for upcoming slides.

Developing a Multi User Experience To implement a multi user experience,
it is necessary to distinguish between the local and remote (other) users. The
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Figure 4.4.: Virtual objects can be placed by the user in the virtual environment
to enable interaction.

local user is always placed at position (x,y,z) = (0,0,0) in the world coordi-
nate system. A sphere which has the spherical image as texture applied to
it is placed on that position to achieve a spherical viewer experience for the
local user. In order to plausibly position the other users, it is important to
know the camera pose of the other viewing points i.e. photos taken at other
positions. Gava and Stricker provides an overview of the used method for
automated camera position detection. Without proper camera alignment the
user positions will not be consistent. Therefore it is required to calibrate all
user spheres into a common coordinate system. Each possible viewing position
requires the following information: Image texture, pose of shared interactive
elements and pose of the other viewing points (user positions). The network
code synchronises the position of players and the states of interactive elements
as well as the fully rigged hands. Showing both hands with full motion of each
of the other users is an improvement for the overall user experience of the
system.

Steps to Create a VR Meeting Room Based on Panorama Images Creat-
ing a VR meeting room experience for a new room has few prerequirements:

e Take images on desired seating positions.
e Pose calibration of each seating position.
e Calibrate the pose of shared interactive elements.

Taking images of the desired seating positions is straightforward but it has
proven to be better if the physical rotation of the camera stays similar. Also
the height of the camera should be at eye level in seating position. Identifying
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the pose of each seating position can be done with an automated camera cali-
bration framework. Identifying the pose of shared interactive elements has to
be done manually at this time but can be extended to an automated process by
utilising camera pose estimation methods as well as sparse 3D reconstruction
of the environment. Necessary components like gesture interaction, network-
ing, visual representation of shared objects, spherical viewer and user avatars
can be reused easily.

4.1.4. Conclusion and Future Work

In this section, a method for fast and realistic creation of immersive virtual
environments is presented. To avoid creating complex 3D assets which are
expensive, spherical images are used to create a photo realistic environment.
The idea to use multiple spherical images showing the same scene but from
different viewpoints while adding shared virtual objects between viewpoints is
presented. This approach enables realistic and believable virtual environments
which can be created in a short amount of time. Additionally, the proposed
approach allows to create virtual meeting experiences in almost any meeting
room by taking multiple spherical images. Since a game engine was used, it
is easily possible to reuse all of the critical components like spherical image
viewer, shared virtual objects, hand based gesture interaction and networking
code. The presented system provides the opportunity for all basic interactions
necessary to give a virtual presentation, including shared virtual objects (pro-
jector, TV) between viewpoints and hand/gesture interaction. This approach
is easily extended for prototyping and proof-of-concept in other scenarios like
novel car interfaces or training scenarios. In the current state it is possible for
multiple users to collaborate together in the room but there is only a mini-
mal visual representation of each user. The addition of more suitable avatars
as well as sparse reconstruction to realise faithful occlusion of more complex
avatars would round off the collaboration experience.

4.2. Comparing the Panorama Based Environments
with a 3D Modelled Environment

As mentioned earlier, VR applications are becoming increasingly mature and
therefore the requirements and complexity of such systems is steadily increas-
ing. Realistic and detailed environments are often omitted in order to con-
centrate on the interaction possibilities within the application. Creating an
accurate and realistic virtual environment is not a task for laypeople, but for
experts in 3D design and modelling. To save costs and avoid hiring experts,
panorama images are often used to create realistic looking virtual environ-
ments. These images can be captured and provided by non-experts and are
an alternative to handcrafted 3D models in many cases because they can offer
immersion and a scene can be captured in great detail with the touch of a
button.

An example of such applications is the previously presented prototype in
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section [4.1] which used panorama images to create a photorealistic VR meeting
room. Furthermore, Sayyad et al. [227] implemented a system where panorama
images are blended together with 3D objects via texture inpainting. Rhee et
al. [215] implemented a system that seamlessly composites 3D virtual objects
into a 360° panoramic video. The number of applications which use panorama
images and videos is steadily increasing and new applications are constantly
being developed.

However, to the best of knowledge, no study has been conducted at the time
of writing this thesis which compares user perception between a panorama-
based environment and a handcrafted 3D counterpart. Therefore, it should
be investigated whether it is advisable to recreate an environment in detail
by hand or whether it is recommended to use panorama images for virtual
environments in certain scenarios. It should be discovered if it is worthwhile
to create a virtual replica of an environment or if it is enough to capture the
desired scene in panorama images and then present it to the user. For this
purpose, an interactive virtual environment was created in which a handmade
3D environment is almost indistinguishable from one created with panorama
images. In addition, hand tracking and virtual objects were included to both,
the 3D and panorama-based environment. Therefore, an interactive VR sce-
nario was created which is used for evaluation. In a user study, participants
completed a visual search task and then filled out a questionnaire to allow
comparison between the two environments. The goal of the study is to an-
swer the following question: Is the sense of presence in VR through panorama
images on par with an environment modelled in 3D?

4.2.1. Immersion and Sense of Presence with Panorama Imaging

Immersion is often described as the objective properties of the virtual envi-
ronment that create the feeling of presence [19], [255], [257]. Presence and
immersion are two distinct concepts which are directly related [254] as the
sense of presence is the result of immersion [241]. Immersion, by its technical
definition, is able to create a sensation of presence as described by Mestre
et al. [160]. Presence is the sense of an individual within an immersive en-
vironment and immersion stands for what the technology provides from an
objective point of view. As immersion is at the core of VR applications, it is
an important area in research.

More examples of panorama images to create immersive experiences in VR
are found in the literature. Skola et al. [253] combines an interactive VR ex-
perience with 360° storytelling experience in the context of cultural heritage.
Using an underwater VR scenario, the authors report high levels of immersion
using 360° videos. Ben Ghida [9] uses panorama images to lecture a history
class and argues that such a system could be used in the future of teaching.
Metsis et al. |[162] use panorama images to study and treat psychological disor-
ders such as social anxiety. The authors use 360° videos for rapid prototyping
and create therapeutic VR environments.

The use of 360°/panorama images and videos is steadily increasing, but the
sense of presence in a panorama-based compared to a similarly modelled 3D
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environment has yet to be explored.

4.2.2. Experiment Implementation

Several panorama images within a real meeting room were taken. The images
were captured with a tripod on a chair at the height of a person in seating
position. The images have a resolution of 5376 x 2688 pixels. These im-
ages are used to create a spherical image viewer to be experienced with a VR
HMD. Users are able to ”sit” on each chair by switching between captured
images. The selected real room has a television and projector screen. In the
panorama-based virtual environment, these screens are simulated by superim-
posing virtual objects on the panorama images (See Figure ) Images and
videos can be shown in a way that appears to the user as if it were displayed
by a real TV or projector.

A virtual replica of this room was carefully handcrafted by an experienced
3D artist (See Figure [£.5A-B). It took about 120 working hours to recreate
the room in full detail. Nearly each aspect of the real space was recreated,
from the texture of the carpet to the plastic bag in the room’s trash can.
Furthermore, realistic lighting conditions were recreated. Behind the blinds
of the windows is a high resolution HDR texture that is used to realistically
illuminate the room. Figure shows both scenes.

For the experiment, interactive elements are placed in the near field of the
user to answer questions shown on the projector screen. To answer these
questions, the user has to enter digits on a calculator-like object with their
hands.

Figure 4.5.: Image (A) and (B) show the handcrafted virtual environment with
3D geometry, (C) and (D) show the virtual environment based on
panorama images. The text shown in image (C) is superimposed onto
the panorama image and shows questions to the participants.
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4.2.3. Conducting the Experiment

Objectives In this experiment, the perceived realism of a handcrafted 3D
environment compared to a virtual environment based on panorama images
within an interactive VR scenario is investigated. In order to achieve this,
selected questions of the igroup presence questionnaird'| (IPQ) [211], [241],
[256] are used. Only a subset of the complete questionnaire was used since
some questions were not applicable to our scenario and in order to shorten
the time for the experiment. The list of questions is shown in section [4.2.4]
Subjects answered the questionnaires within the virtual environment as the
work of Schwind et al. [243] suggests.

Participants For this study, 8 volunteers were recruited (4 Male, 4 Female).
The age of the participants ranged from 31 to 60 years. All participants had
no prior VR experience.

Apparatus The experiment was conducted using an Oculus Quest 2 VR
HMD connected to a gaming laptop. The resolution of the HMD is 1832
2 1920 and it has a 95 degree field of view. Hand tracking and interaction
with virtual objects was implemented using the Oculus SDK in the Unity game
engine.

Experimental Task The participants sit on a chair in the virtual environ-
ment. They have to perform a visual search task in which the participant is
shown questions. The questions include counting the number of chairs, tables,
windows, or coat hooks on the wall. There are a total of eight questions to
be answered. These questions encouraged the user to fully look around in
the environment. For example, to answer how many coat hooks are on the
wall, the user had to turn 180° in order to solve this question. The virtual
environment changes to the handcrafted or panorama-based environment af-
ter each question is answered correctly. The order of the environments was
counterbalanced.

To answer the questions, a virtual object similar to a calculator is displayed
to the user which can be operated hands free. After all questions are answered,
the environment changes to the 3D or panorama environment respectively
and the selected questions of the IPQ are answered in the end. For this
questionnaire, an object with 7 buttons is displayed that represents the answer
options ranging from ”fully disagree” to ”fully agree”.

Procedure Participants were told to put on the VR HMD and look around
to familiarise themselves with the environment. Immediately after putting on
the VR HMD, the first question is visible on the projector screen. After all
questions of the visual search task are completed, the selected IPQ questions
are displayed. These are answered twice, once in the 3D modelled environment

Yhttp: //www.igroup.org/pq/ipq
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and once in the panorama-based environment. Each session lasted about six
minutes, where participants spent three minutes in each environment.

4.2.4. Results and Observations

The participants filled out a questionnaire for qualitative measurement for
sense of presence in the proposed environments. Five questions from the IPQ
are chosen and answered with a 7 item Likert scale (ranging from 1 to 7):
Q1: In the computer generated world I had a sense of ”being there”.

Q2: Somehow I felt that the virtual world surrounded me.

Q3: How real did the virtual world seem to you?

Q4: [ felt present in the virtual space.

Q5: I felt like I was just perceiving pictures.

6
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W 3D Model @EPanorama

Figure 4.6.: Raw average scores from questionnaire results. A score of 1 means
fully disagree and 7 means fully agree.

The average score for each question is shown in Figure Interestingly,
some participants did not notice that they observed an image instead of the 3D
environment. One participant asked why the questions repeated, not knowing
that the environment had changed. Some participants described the panorama
based environment as pixelated compared to the handcrafted environment.
Additionally, some users felt elevated in the panorama based environment.
Statistical tests were performed for each question to find significant differ-
ences between the two groups 3D and panorama. Levene’s test assured the
homogeneity of the input data for each question with p > 0.05 and there-
fore the data was analysed using one-way ANOVA. No significant differences
between the group scores were found. The obtained p values from post-hoc
analysis are the following: Q1: F(1,14) =2.13, p=0.17; Q2: F(1,14) = 0.07,
p=0.78; Q3: F(1,14) = 1.17, p = 0.29; Q4: F(1,14) = 0.29, p = 0.59; Q5:
F(1,14) = 3.26, p = 0.09.
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Answering the Research Question Is the sense of presence in VR through
panorama images on par with an environment modeled in 3D?

To answer this question, the user responses as well as the questionnaire
results are used. Using the five questions mentioned in section no sig-
nificant different scores between the 3D modelled and the panorama-based
environment were found. One participant did not notice that the environ-
ment had changed at all. This data and the observations lead to the con-
clusion that a panorama-based environment could successfully substitute a
handcrafted 3D environment. However, further studies with more subjects
should be conducted in order to make a conclusive assessment.

Limitations The interactions in a panorama-based environment are limited
but virtual objects can be superimposed to enable interaction. In this work,
users had two screens and virtual objects with buttons (to answer the ques-
tions) as interaction possibilities. For the chosen scenario, panorama images
can be a successful substitute, but further investigation for different and more
complex scenarios is necessary to draw more comprehensive conclusions.

Furthermore, panorama images should not be used in VR scenarios where
the user is allowed to freely move around but rather in situations where he is
allowed to teleport to specified points in the virtual environment. However,
panorama images should be considered as a low-cost alternative in cases were
users are not allowed to freely move around. For example, if scenarios involve
roles such as observers or referees.

In future work, images with increased resolution should be used as some
participants perceived the panorama environment as blurry which was caused
by the comparatively low resolution of the images.

4.2.5. Conclusion and Future Work

The proposed experiment suggests that panorama images can be a viable al-
ternative to handcrafted virtual environments. Depending on the context,
panorama images can be an affordable and effective substitute for carefully
crafted virtual environments. According to the study, users did not expe-
rience a significant difference in the sense of presence within the proposed
environments. Although the chosen experiment is limited to a visual search
task, there are many scenarios to which the results of this work are applicable.
While the findings of this study are a starting point, a more complex study
with a larger number of subjects will be conducted in the future. Further-
more, different scenarios should be evaluated. This work aims to encourage
researchers to further investigate in this area.
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Chapter

Building a Framework for Arbitrary
One-Handed Gestures

The prototypes in chapter [ already used hands for interaction, but the exist-
ing solutions showed that they are limited, rather complex, and not adaptable.
The search for appropriate gestures for specific interactions is a rather tedious
task. The aim of this chapter is to provide an easy way to create any gestures
one has in mind. More precisely, the content of this chapter aims to support
filling the research gap towards the acceptance of hand gestures in immersive
applications, like those mentioned in section[3.6] Natural user interfaces based
on hand gestures are becoming increasingly popular. The need for expensive
hardware left a wide range of interaction possibilities that hand tracking en-
ables largely unexplored. Recently, hand tracking has been built into inexpen-
sive and widely available hardware, allowing more and more people access to
this technology. The previous chapter used hand gestures provided by SDKs
from manufacturers. The number of supported gestures is limited and creating
new gestures is a complex task. This chapter provides researchers and users
with a simple yet effective way to implement various one-handed gestures to
enable deeper exploration of gesture-based interactions and interfaces. To this
end, the presented work provides a framework for design, prototyping, test-
ing, and implementation of one-handed gestures. The proposed framework
was implemented with two main goals: First, it should be able to recognise
any one-handed gesture. Secondly, the design and implementation of gestures
should be as simple as performing the gesture and pressing a button to record
it. The presented approach was evaluated in a user study with 33 participants
and gestures received high accuracy and user acceptance.

5.1. Introduction to Hand Tracking for Interaction
Especially for Augmented and Virtual Reality research and its applications,

gesture recognition and hand gesture based interfaces are becoming increas-
ingly important. In the earlier years of AR, the interaction was mostly based
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on physical objects with markers attached to them [11] while more recent
applications are using hand tracking for interaction [20§], [225], [268]. Hand
tracking technology is becoming more reliable and is built into various types
of HMDs allowing hand interaction out of the box.

The importance of hand-based interaction is steadily growing and hand ges-
tures are more frequently used in various application and research scenarios.
It is utilised for design and engineering by Murugappan et al. [173] to visu-
alise new concepts and ideas through the use of a hand gesture-driven 3D
shape modelling tool for creative expression. Furthermore, hand gestures are
also used in vehicles to access various functions while driving without averting
one’s gaze, as described by Riener et al. [216] or Verma and Choudhary [290].
Medical applications use touchless hand gesture based interfaces to guaran-
tee safety or sterility during operation [90]. Hand gestures are also used to
improve remote collaboration [224], [237]. Grasping virtual objects is inves-
tigated by Vosinakis and Koutsabasis [293], and virtual object manipulation
by Song et al. [260]. Locomotion solely based on hand gestures is discussed
in chapter [6] New applications based on hand gestures are constantly being
developed. Commonly available hardware to detect and track human body
parts contributed significantly to development of gesture based interactions
and interfaces.

Frameworks from HMD manufacturers usually allow an easy integration of
hand gestures for AR and VR applications. These frameworks however, are
often tied to specific hardware and have limited amount of available gestures.
Defining new gestures is not possible or complicated. Additionally, dynamic
gestures such as drawing a sign in the air, concatenation of gestures, or gestures
composed of complex hand movements are not supported.

Researchers implement various gestures with rather complex methodology
and require many training samples in order to implement a reliable gesture.
One of the most used approaches is the Hidden Markov Model (HMM) which
requires many samples to complete graph optimisation and the process of
training is relatively complicated. Many existing frameworks are therefore
either not generalisable, complex to use, or tied to specific hardware.

This chapter proposes a solution to that with a simple yet effective way
to record and recognise any one-handed gesture. The gestures which can be
implemented with the proposed framework are ready to be used for many dif-
ferent applications. This contribution has the intention to support a variety
of hardware and should be seen as a complementary solution and not as a re-
placement to existing frameworks and toolkits. Part of this work was inspired
by the $1 recogniser from Wobbrock et al. [310] in the sense that defining and
recognising gestures should be cheap, easy, and flexible to design. In order to
evaluate the proposed methodology, a user study was conducted.

The contributions of this chapter are:

e The possibility to capture arbitrary one-handed static and dynamic ges-
tures via button press, enabling rapid design, prototyping, testing, and
implementation of one-handed gestures. This includes dynamic gestures
with changing hand shape
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e A simple, yet unique way to record and recognise dynamic one-handed
gestures

e A comprehensive user study to evaluate the proposed method

5.1.1. Popular SDKs for Hand Gestures

Devices built to support hand tracking usually come with a SDK that provides
visualisation and simple interactions with virtual objects using hands within
immersive virtual environments. The Mixed Reality Toolkit [164] (MRTK) is a
popular choice for AR and VR applications, as there are several sophisticated
devices which are supported. It allows users to manipulate virtual objects
by pinching and other rather simple hand gestures. The MRTK relies mostly
on virtual objects such as menus, buttons, and sliders for interaction. This
SDK should not be considered as a framework for hand gestures but rather
than a whole toolkit to enable interaction with virtual objects by using natural
input such as hands or eye gaze. The Leap Motion SDK [285] can be used with
specific hardware to enable hand gesture based interaction in AR, VR, MR, or
even desktop based systems without HMDs. The SDK provides various options
for hand gestures such as pinching or grabbing. Other gestures can be defined,
but the SDK as it stands is limited to static gestures. Recently, the Oculus
portfolio was extended with HMDs that have built-in hand tracking support.
The SDK [142] to support this hardware enables hand based interaction with
objects by using simple hand gestures such as pinch, unpinch, and pinch &
hold.

In contrast to these SDKs, the framework proposed in this paper allows
for fast and easy design for arbitrary one-handed gestures. Complex dynamic
gestures can be recorded and recognised for usage within an interactive system
which is not possible with the aforementioned SDKs.

5.1.2. Dynamic Gesture Recognition

Several techniques and frameworks for dynamic hand gesture recognition are
proposed by researchers [138], [140], [174], [244], [275], [287], |[319]. Unlike
existing solutions, the framework presented in this paper does not require
data sets, network training, or expert knowledge to create new gestures.
Studies have been conducted on gesture recognition systems and frameworks
in the context of sign language. Galvdn-Ruiz et al. [69] provides an overview
of systems ranging from 1963 to 2020. The discussed papers include a wide
variety of different types of devices used to recognize hand signs e.g. Wi-Fi,
RFID, Vision, and Electromyogram data based recognition systems. Cheok
et al. [44] provides an overview for systems between 1995 - 2016 and states
that Hidden Markov Model (HMM) appears as promising approach towards
dynamic gesture recognition while Support Vector Machine (SVM) is the most
popular method for static gestures. The survey also highlights the accuracy
and sample size of the individual systems. For additional background regard-
ing hand gesture recognition systems the reader is referred to surveys such as
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9], [a1), [104), (119}, [167), [222)

5.1.3. Gesture Design Tools with Similar Objectives

This section covers the closest gesture-based interface prototyping tools to
AnyGesture (name of the proposed framework). These works have similar
objectives such as creating gestures without expert knowledge and rapid pro-
totyping of gestures. However, AnyGesture is clearly distinguishable from
existing work. A comparison is depicted in Table As an example, Ash-
brook and Starner [5] introduced the tool MAGIC which allows to create and
prototype gestures with a 3-axis accelerometer. Unlike the system presented
in this paper, it cannot recognise hand shapes. Speicher and Nebeling
proposes GestureWiz, a system which is capable of recording and recognising
gestures from video input data. The system allows rapid prototyping for ges-
tures with a consumer grade webcam. Compared to this system, AnyGesture
works with hand skeleton data and is mainly focused on egocentric vision,
which makes it more attractive for AR, VR and MR applications.

Table 5.1: Comparison and differentiation with similar systems in existing lit-

erature.
Easy Hand Hand Individual No
Design Move- Shape Finger Training
of New ment Recogni- Move- Data
Gestures | Recogni- tion ment Required
tion
MAGIC v v X X X
GestureWiz v v v X X
1264]
Gesture v v v X X
Knitter [168]
AnyGesture v v v Ve vd

The system Mogeste is proposed by Parnami et al. which allows pro-
totyping and testing of gestures realised with inertial sensors on commodity
wearable and mobile devices. Lii and Li propose a system for rapidly
prototyping multi-touch gestures. Their system is able to generate gestures
which can then be used for multi-touch gesture based interfaces.

Nebeling et al. proposes Kinect Analysis to inspect and annotate mo-
tion recordings obtained from depth cameras which could then potentially be
reused to create gestures. Mo et al. introduced Gesture Knitter, a tool
which allows users to combine fine and gross primitives with a visual scripting
language. As an example, users are able to combine a static fist gesture (fine
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primitive) with a forward movement (gross primitive) to create a “fist forward”
gesture. The authors of [168] train HMMs to recognise gestures which require
training samples as opposed to AnyGesture. Furthermore, Gesture Knitter
uses the centre of mass of the hand to track and detect the movements. This
allows only static hand shapes to be formed and recognised while AnyGesture
additionally allows movement of individual fingers for forming a gesture. This
allows AnyGesture to record and recognise a wider range of gestures, including
microgestures where only small subtle finger movements are involved. Another
advantage of AnyGesture is that it is intended for use in an XR, application.

5.2. Framework Implementation

5.2.1. Possible Gestures

A distinction between two essential types of gestures is made within the pro-
posed framework: Static and dynamic gestures (similar to the work of Li et
al. [138]):

Static Gestures. A gesture that is detected solely by recognising a specific
hand shape is considered a static gesture. It can be either rotation invariant or
tied to a specific hand orientation. Temporal and spatial information, such as
the path of the hand, is not considered while recognising this type of gesture.
Dynamic Gestures. A dynamic gesture uses spatial information, such as
the path of the hand or individual joints. This type of gesture is recognised
by detecting patterns in movement. Thus, previously defined behaviour can
be recognised and used. It is to note that stroke gesture recognition, such as
that conducted in [126], [288], [310], is a subset of this category. Dynamic
gestures in the proposed system also allow for individual fingers to be moved
and recognised as gesture, which is a unique feature compared to similar work
in the literature.

A typical static gesture would be a “thumbs up” while drawing a circle in the
air with the index finger would be considered a dynamic gesture. Performing
a pistol gesture by only moving the thumb down is a dynamic gesture with an
individual finger movement.

5.2.2. Framework Architecture

This section provides a general overview of the implementation of the proposed
framework. A crucial component of the framework is the hand data provider
which was implemented to decouple the framework from specific hand tracking
hardware and SDKs. It is designed as a wrapper to allow all relevant frame-
work components access to hand tracking data without relying on a specific
implementation for hand tracking. In essence, it allows access to hand joints,
hand scale, and has support functions to provide data to other components.
It generalises incoming hand tracking data by relying only on joint positions
as input. Thus, there is no dependency to specific implementations by man-
ufacturers, and users of the framework only have to make a few adjustments
to support a particular device.
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The shape of the hand, which is composed of the positions of each individual
hand joint, can be stored for recognition of a gesture. Common hand tracking
devices are able to track the Distal, Middle, and Proximal Phalanges of the
fingers and provide information about palm and wrist position.

While a static gesture is recognised with a previously stored hand shape,
dynamic hand gestures need a subset of these points. As an example, a dy-
namic gesture can be recorded by tracking the position of a single or multiple
chosen joints. In the process of implementing the framework, it was found that
the most important joints are the finger tips, palm, and wrist. Invisible 3D
objects are attached to these points in order to allow more interaction possi-
bilities. These invisible objects are basically spheres attached to key positions
which can be used to record a spatial path or to perform collision detection
(e.g. detect if something was touched by a joint). Collision detection within
the hand was found to be particularly useful for some gestures, e.g. the pinch
gesture, since a pinch can be reliably detected when the thumb and index
finger collide.

To enhance robustness, a subsystem was implemented that observes the
movement state of the key positions. It can be considered as a post process-
ing step to the provided hand tracking data. While developing the proposed
framework, it was found that such a component is crucial to reliably recognise
gestures since it can prevent many undesired hand gestures. Such undesired
hand gestures often occur if too many possible gestures are stored in the
system, the user is moving the hands, and no preventive measures are imple-
mented. The position of a hand joint is observed over time and previously
chosen criteria determine whether a specific joint is currently moving or not.
These criteria define the following behavior:

e At which threshold a joint position can be considered still. This is nec-
essary to eliminate noisy data from the hand tracking device.

e How long the joint should be still until it is considered to be not moving.

As mentioned earlier, the motion path of joints is stored. The sampling rate
as well as the amount of stored information can be configured. Depending on
desired behavior, a gesture can only be recognised if one or multiple joints are
not moving. Each joint is individually observed but a higher-level component
is used to monitor the state of the whole hand.

A rough overview of the main parts that make up the framework is shown in
Figure The framework supports an easy swap of the Hand Tracker com-
ponent, allowing many hand tracking solutions to be used with the framework.
The Gesture Recorder allows to record and save gestures which are then stored
in a set of known gestures. These gestures are then recognised by the Gesture
recogniser by comparing stored data with live data from the hand tracker. A
Gesture Interpreter is used to communicate with the desired application by
using events that inform when gestures are performed.
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Figure 5.1.: Overview of the proposed framework.

5.2.3. Tracking

The hand detection in the proposed framework is realised using a hand tracker
built into an HMD. The tracking part is crucial and serves as an entry point
to the gesture recognition framework as it is responsible for accurate pose
matching. The hand tracker primarily used in the development of the frame-
work provides 23 points for each hand (See Figure . Other configurations
are supported as well. The more points a tracking device provides, the more
fine-grained is the gesture recognition.

Figure 5.2.: Hand points used to capture static gestures.
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5.2.4. Feature Extraction

The proposed framework requires two primary features for recognising one-
handed gestures:

e Joint positions for static hand shape detection and matching

e Finger tip positions for recording spatial information required to per-
form dynamic gestures

Hand poses and shapes can be stored for later recognition of static hand ges-
tures, e.g. while a user is performing hand movement it can be matched
against a predefined set of hand shapes. In order to increase the recognition
performance for users with hands below or above the average human hand
size, the hand positions are adjusted by a scaling factor. This normalisation is
necessary to increase the recognition accuracy for gestures that were recorded
by a different user than the user performing the gestures. To achieve this,
each joint position is divided by the hand scaling factor.

The raw hand shape does not take hand rotation or orientation into account
and therefore has rotation invariance. Performing a hand shape that resembles
a “thumbs up” will therefore be indistinguishable from a “thumbs down”, but
it should likely have a different meaning. To solve this problem, the orientation
of the hand in relation to the head of the user is utilised. The direction the user
is looking at is calculated by using the forward vector of the HMD. Then, the
angles between head direction and the x,y, 2z directions perpendicular to the
hand at its current position are calculated. This feature can clearly identify
the orientation of a hand relative to the VR HMD. This allows for gestures
that should be activated when the hand is facing the user or the palm should
be upwards etc. A static gesture is then formed by storing joint positions
provided by the hand tracker and the hand orientation relative to the users
facing direction. Static gestures can be captured by pressing a single button
on the keyboard. To be more precise, the user shapes his hand as the gesture
should be defined, presses a key, and this shape is then added to the set of
predefined gestures that can be recognised by the system (see Algorithm .

Dynamic gestures on the other hand use spatial information for specific
points on the hand, e.g. finger tip positions or the palm. The proposed frame-
work allows the recording of spatial information for any joint with arbitrary
movements that can be stored for later recognition. This process is depicted
in Figure Each dynamic gesture requires a “start” shape, i.e. the system
needs to know when the user intends to perform a dynamic gesture. For this
reason, each dynamic gesture has a static gesture attached to it which is later
matched to the hand shape from the tracking device during run time. A dy-
namic gesture can be considered as a more complex variant of a static gesture.
While a static gesture is considered as performed as soon as it is recognised,
it can be used as a cue to activate a dynamic gesture.

In order to record and store a dynamic gesture, the user shapes his hand as
the gesture should be defined and presses a key to start the recording process.
The gesture recording component attaches itself to predefined points on the
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Algorithm 1 Capturing Static Gestures

Desired hand shape is formed by the user
Gesture capture event is triggered via keyboard press
Extract joint positions from current hand pose
Create new gesture object
for Each joint on the hand do
Transform joint position from world space to local space
Adjust joint position with hand scaling factor
Store joint position in gesture object
Calculate the orientation angles of the hand relative to the head direc-
tion of the user
10: end for
11: Store calculated hand orientation relative to the users’ facing direction in
gesture object
12: Add gesture object to list of known gestures

hand such as the index finger tip and follows the path of it until the key is
pressed again. These predefined points should be chosen by the user before
a gesture is being recorded. A gesture that is primarily done with the index
finger should record the index finger, a swipe gesture might be recorded best if
the palm is observed, etc. Which joints should be tracked for which gesture can
be decided by the user of the framework. Recording will save a path consisting
of 3D points for chosen joints. These 3D points are stored by computing the
spatial differences between subsequent points.

T=0

Figure 5.3.: The proposed framework allows to record gestures by storing the spa-
tial path of desired hand joints as 3D points and represents them as
spheres. To help the user redo the desired gesture, a visual path is
shown (can be customised or disabled) which the hand joints should
follow.

The sampling rate of the gesture recording can be freely adjusted (i.e. the
number of 3D points stored for a gesture). A high sampling rate means a
fine-grained gesture with many points stored, while a lower rate might be
more inaccurate but stores less information. It should be noted that a hand
tracking device with a low frame rate may cause difficulties in imitating a
gesture. This is because the hand tracking might introduce stuttering which
can not reproduce a fine-grained spatial path. Therefore, a low sampling rate
is advisable if the target device has a low frame rate. Multiple hand joints can
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be recorded at the same time. The spatial path is stored as a doubly linked list
for each individual joint, i.e. each point knows it’s predecessor and successor.
The list is always initialised with a point at the local coordinates (X,Y,Z) =
(0,0,0) set as first element. This ensures that each stored gesture path always
starts at the initial position of its associated joint during the recognition phase.

5.2.5. Gesture Recognition
Static Gestures

Static gestures are recognised similar to how they were recorded, e.g. current
joint positions are retrieved from the tracking module, hand scaling is applied,
and hand orientation is calculated. The values from each hand frame are then
compared to the stored values i.e. gestures. A threshold Tgpqpe can be used
to either relax or increase the constraint to detect a gesture. To recognise a
gesture, the mean difference for each joint position from the live data and the
positions stored inside a gesture are calculated and then compared with the

threshold (Equation [5.1]).

joints
I( Z CurrentPos,, — StoredPosy,)| < Tshape (5.1)

n=1

The same is done with the orientation where OC,, OCy, OC represents the
current data from the tracker and OS;, OS,, OS; the stored angles between
HMD facing and hand direction (Equation [5.2).

|(0OC; - 0C, -0C,) - (0S; — 0S8, - 08.)| < Torientation (5.2)

The thresholds Tspepe and Torientation can be freely adjusted for each gesture
individually within the framework and therefore allow various options for the
design of an interactive gesture based system. For example a Torientation =
360° value causes a gesture to be rotation invariant and the gesture is then
detected by shape only regardless of the hand rotation. It was found that the
threshold values Tspqpe = 0.05 and Torientation = 15° are a good compromise
for recognition accuracy of many gestures. A simple algorithm for detecting a
single static gesture among a predefined set of static gestures is described in
Algorithm

This algorithm is suitable for recognising the closest matching rotation in-
variant hand shape in a set of known gestures. In case of similar gestures inside
the gesture storage, it is a design choice whether the system should take the
gesture with the closest matching shape or the closest matching orientation
of the hand. The closest matching hand orientation as the final decision to
decide for a single gesture out of multiple similar gestures was chosen for the
framework. Ultimately, the decision as to which factor (hand shape or orien-
tation) is decisive is rather negligible. This is because the threshold for both
factors can be chosen more strictly for each individual gesture. If a gesture is
designed more strictly it will less likely have competing gestures with similar
hand shape.
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Algorithm 2 Recognising Static Gestures

1: New hand frame arrives

2: Get current hand frame H.,renifrom hand tracker

3: for Each known gesture in the gesture storage do

4: Set Dpinimum to Float.Maximum value

5: for Each joint on the hand do

6: Transform joint position from world space to local space

6 Adjust joint position with hand scaling factor

8: Calculate distance D between stored joint position and current po-
sition

9: if D > Threshold then

10: Discard current gesture (hand shape is not matching)

11: end if

12: Add D to Dgym

13: end for

14: if Dgym < Dminimum then

15: Set Diinimum t0 Dsym (store the smallest distance)

16: end if

17: end for

18: if G not discarded AND Dgy,,, is the lowest between gestures then

19: Current gesture is detected

20: end if

Dynamic Gestures

In the proposed framework a dynamic gesture consists of a static gesture and a
predefined spatial path for hand joints. A gesture always starts by recognising
a hand shape (the static gesture). After that, the spatial path of the joint
positions must be reproduced in order to complete the gesture. A visualisation
provides the user with information on how to move the hand accordingly. As
mentioned in Section the spatial path of hand joints such as finger tip
positions can be recorded which must be imitated in order to complete a
dynamic gesture. This path is reconstructed by placing invisible 3D points in
the virtual environment once the attached static gesture is detected. These
points are surrounded by a collider which allows them to be touched. These
colliders are freely adjustable, which means that a gesture path must either
be followed quite strictly or the user is allowed to deviate from it. Each 3D
point of the path has a specific joint which it must collide with. Recording
the path of the index finger will result in 3D points which must be touched
by the index finger and not with any other joint such as thumb, pinky etc. In
order to achieve this, each finger tip on the hand has an object attached to
it (invisible to the user) which allows to distinguish which finger has touched
which point.

As mentioned before, the points are implemented as a doubly linked list,
i.e. each point knows its predecessor and successor. Furthermore, the first
point in this list is always set to the world position of the joint it is supposed
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to be touched with. This will be done once the start gesture for the dynamic
gesture is found, allowing the dynamic gesture to be performed. After a point
is touched, it is marked as such, deactivated, and its successor is activated. If
there is no successor left and the current point has been touched, the dynamic
gesture was reproduced successful. This implementation provides a simple yet
efficient method for a gesture to be replicated in the correct order. Other
constraints are applied in order to ensure that the user imitates the desired
gesture correctly. For example, once a dynamic gesture is detected, the first
point of the spatial path will be enabled. The system knows which point
should be touched next and therefore calculates the distance between the joint
it should be touched with and the next point which should be touched. If the
distance is too large to the next point, the gesture is considered failed. This
test is done for each joint which was used to record the gesture.

Handling Similar Gestures

In a system with arbitrary one-handed gestures, the algorithm to recognise
static gestures described in Algorithm [I] is not sufficient, since it can only
recognise the closest matching gesture. In case a similar hand shape is re-
quired for multiple gestures, this algorithm will search for the best match
and therefore only one gesture will be recognised. In a system with arbitrary
hand gestures however, there could be many similar gestures which should
be interpreted differently. A Swipe gesture for example can be performed by
swiping left or right with the same hand shape. However, swiping left and
right might be performed for different desired actions. In the proposed frame-
work, each swipe with a different motion direction would be considered as
a separate dynamic gesture, e.g. “Swipe Left” and “Swipe Right” would be
recorded separately. To achieve this, the algorithm described in Section
is adjusted to allow multiple gestures to be activated at the same time:

e Instead of choosing the gesture with the lowest joint distance (closest
match to the stored gestures), all gestures are marked as found that fit
within the chosen thresholds.

e If there is more than one gesture found, check if there are gestures marked
as 7 Allow Similar Gestures”. If yes then allow all gestures marked as
such to be performed. If visualisation is enabled, the user gets visual
cues for the different motion directions the hand joints can follow.

e If there is more than one gesture found but no gesture is marked as ” Al-
low Similar Gestures” then only allow the closest match to be performed.

Further Refinement of Dynamic Gestures

To this point, gesture recognition can be refined by comparing stored infor-
mation with information obtained from current frames. This includes hand
shape, orientation, and the recorded dynamic hand path. This is not sufficient
to cover arbitrary one-handed gestures. A ”pistol” gesture for example would
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require the hand to be still and the thumb should be moved in a specific way as
shown in Figure A-C. This can be leveraged by the user by following the
expected thumb path with the whole hand instead of moving only the thumb
(Figure D-F). The framework allows for an option that forces the user
to hold the hand still if a specific gesture should be conducted. If a dynamic
gesture is detected and this option is enabled, the position of the hand where
the gesture was first found is stored. If the distance of the hand is too far from
its original point, the gesture will be cancelled. This refines the recognition
in a way that undesired hand movements no longer fulfill a dynamic gesture
path as depicted in Figure D-F. The various refinement options provided
by the framework are shown in Table

Figure 5.4.: Images A-C show the desired behavior for doing a ”pistol” gesture.
D-F shows wrong movement which is still accepted by the system if
no proper constraints are applied. In this case, the user follows the
gesture path by moving the whole hand instead of only the thumb.
This can be solved by applying constraints to the palm position of the
hand.

Table 5.2: Various options can be applied to refine gestures in order to imple-
ment desired behavior.

Refinement Effect ‘

Spatial Path Requires the user to follow a predefined path
with specific joints.

Hand Lock In order to correctly perform the gesture the user
is only allowed to move fingers (See Figure .

Allow Similar Gestures | Allows multiple dynamic gestures to be started
with the same hand shape.

Continued on next page
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Table 5.2: Various options can be applied to refine gestures in order to imple-
ment desired behavior. (Continued)

Refinement Effect ‘

Pose Threshold A value that represents how close the current
hand shape must match to a stored shape.

Orientation Threshold | A value that represents how strict the hand
direction should be with respect to the stored
values. A high chosen value causes a gesture to
be rotation invariant and it will be detected
regardless of the hand rotation.

Visualisation This option enables a visual path which is shown
once a dynamic gesture starts in order to help
the user perform the gesture correctly.

5.2.6. Gesture Interpretation

A gesture in the proposed framework has various events which enables cus-
tomisable interpretation. An event can be considered as a callback function
that is called when certain conditions are met. These conditions include com-
pleting the gesture, cancelling the gesture, gesture was not executed correctly,
and gesture progress.

Gesture Completed

This event is called once a gesture is considered as performed. For static ges-
tures this simply means that the current hand frame data matched the stored
static hand shape and orientation and therefore the gesture was recognised.
Dynamic gestures are completed if all constraints attached to the gesture are
met. These constraints include following the stored spatial path and others
which were mentioned in Table

Gesture Failed

A dynamic gesture can fail due to various reasons such as not following the
spatial path, moving the hand too far away, performing a different static hand
shape etc. Once the system detects that the user violated one of these con-
straints while a dynamic gesture is active, the framework triggers a callback
which informs other components of the failed gesture and the reason. In the
proposed framework a static gesture can not fail. This is because it is either
being performed or not. Once the hand shape and orientation matches, a
static gesture is already considered complete.

Gesture Progress

Dynamic gestures can notify other components about the percentage how far
the gesture has been progressed. This value is coupled to the number of points
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which were stored during recording the gesture. More points in the stored
spatial path will result in finer grained progress reporting by the gesture.
Static gesture do not support progress.

Gesture Activated/Deactivated

Static gestures by default will trigger a Completed event for each hand frame
it was found. If this behaviour is not desired, additional framework compo-
nents can be attached to implement custom behavior. These components will
listen to the Completed event and will trigger an Activation event once. As
long as the Completed event is being triggered, no further Activation event
will be send out by the component. If there was no Completed event for a
certain amount of time (can be freely changed and the default value is 0.5
s) a Deactivation event is triggered. This is particularly useful to use static
gestures to enable and disable certain elements in a virtual environment such
as showing menus or enabling tools.

5.2.7. Combining Gestures

Gestures can be combined in order to further reflect desired behavior. As
an example, a static gesture can be used to activate and deactivate a hand
interaction tool while a dynamic gesture allows to trigger interactions while
this tool is available. In Figure|5.5|a prototypical implementation of a selection
tool is shown. The tool is activated by performing a static variant of the
“pistol” gesture shown in Figure [5.4JA. Once activated, a visible ray will be
shown from finger tip to the direction the finger is pointing. Enabling this ray
also enables the option to perform the dynamic variant of the “pistol” gesture
(Figure A-C) which will select an object the ray intersects with.

Besides this example, there are various other implementations possible with
the proposed framework to combine and concatenate gestures which allows for
truly arbitrary single hand gestures.

Q G Spatial Path

<Illlllllll

o

Object Selected

Selection Ray Activated

Figure 5.5.: Exemplary implementation of a selection tool using the framework.
A recognised static gesture (A) activates a visible ray and a dynamic
gesture (B). If the dynamic gesture is performed by moving the thumbs
down, an object is selected which intersects with the ray (C).
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5.3. Evaluating the Framework

5.3.1. Choosing Relevant Gestures for the Evaluation

Since the framework supports an arbitrary number of possible gestures, a
subset of gestures must be chosen in order to evaluate the framework. It
was decided to include a total number of 25 gestures for the evaluation. An
overview of all gestures is given in Figure The number of gestures lines
up with some existing work that evaluates recognition of the American Sign
Language alphabet which is usually about 24 distinct gestures. It is to note
that the gestures which denote Z (D3) and J (D4) in the American Sign
Language alphabet are usually not evaluated since the proposed solutions from
authors are not able to recognise dynamic gestures. It was decided to include
some gestures from the sign language alphabet (S1, S5, S15, D3, D4). Some
gestures were added due to their complex hand configuration (S3, S12, S16,
S17). Furthermore, some gestures were included because they are almost
universally understood gestures such as swiping left and right (D5, D6) and
thumbs up and down (S18, S19). Additionally, existing SDKs from hardware
vendors usually provide a small set of gestures which were also included in the
evaluation (S7, D1, D2, etc.).

Figure 5.6.: The 25 gestures which were used in the evaluation. S1 - S19 are static
gestures and D1-D6 are dynamic gestures.
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5.3.2. Choosing a Relevant Assessment

One difficulty in selecting an appropriate assessment is that the existing litera-
ture mostly uses labeled data sets which allows to easily calculate the accuracy
of a proposed system within a certain data set. Thus it can be directly com-
pared to other approaches. Since the framework proposed in this article does
not use data sets and ground truth data for recognition, calculating the accu-
racy of gestures within a certain data set is not possible. During a first pilot
study, it was observed that users often made a wrong gesture before actually
conducting the desired gesture. For example, swiping left instead of right or
a thumbs up instead of thumbs down. Usual quantitative analysis which can
be represented in confusion matrices would be not accurate and therefore not
applicable in this case.

For an appropriate assessment of the framework, it is assumed that gestures
that are well recognised can also be recognised quickly. Therefore, it was de-
cided to include a task that shows gestures and users should try to perform
them as quickly as possible. If a gesture is not well recognised by the frame-
work, it is reflected in the time taken between showing and recognising the
gesture. To further investigate the robustness of the proposed approach, it
was decided to include a second part to the experiment. The aim of this task
is to investigate how the framework performs when multiple different gestures
should be performed in a row. This is interesting for interfaces that require
successive gestures to achieve a certain task. For example, a pointing gesture
to select something followed by a thumbs up to confirm the selection. For that
reason, it was decided to include an additional experiment which involves the
user performing multiple successive gestures, namely gesture sets. All gestures
from the previous experiment are active in the background (See Figure .
The number of falsely recognised gestures within a gesture set is recorded.
This metric gives insight how the proposed approach performs when many
different gestures should be recognised.

5.3.3. Experiment Overview
Objectives

To evaluate the framework, a user study was conducted. The aim was to
investigate the reliability of the gestures and whether the gestures can be
imitated without difficulty. This is especially important since the gestures
were recorded and designed from a single user which did not participate in the
study. Many different gestures are performed by multiple users. Therefore,
it can be investigated if gestures recorded from one user can be reproduced
reliably by any other user. Furthermore, it shall be investigated how users feel
about the gestures produced by the framework. This is a particularly useful
insight as end users are often the decisive factor when it comes to selecting a
gesture for a task. Subjective questionnaires have also been used in relevant
previous work such as [168], [264].
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Users

33 participants were recruited (18 Male, 15 Female). The participants age
ranged between 19 and 61 years old (u = 28.6). The technology affinity of the
users was assessed with the Affinity for Technology Interaction (ATI) ques-
tionnaire . The mean score for affinity for technology interaction of the
participants is 4.30.

Apparatus

The evaluation was performed by using a gaming notebook with an Intel Core
I7-7820HK, 32 GB DDR4 RAM, Nvidia Geforce GTX 1080 running a 64 bit
Windows 10. Hand tracking was realised using the Oculus Quest 2 VR HMD.
No controllers were used.

Experimental Task

Participants had to perform gestures in front of a virtual screen while wearing
a VR HMD (See Figure |5.7)). After the shown gesture was recognised by
the system, a visual confirmation was displayed for one second. Experiment
part one required the user to imitate 25 different hand gestures which were
shown one after another. The different gestures are shown in Figure [5.6
This procedure is repeated five times, i.e. each gesture was performed five
times from each participant. The order of gestures was randomised for each
repetition and participant. After five repetitions, experiment part two started.
For that, ten gesture sets are to be performed by the user. A gesture set is
a concatenation of 2-3 gestures which have to be performed in specific order.
Gestures which were recognised but are not part of the current gesture set
which needs to be performed are recorded as a false positive gesture. All 25
gestures from experiment part one are enabled in the system during this task.

Figure 5.7.: Experiment part one. A gesture is displayed to the participant (left)
which should then be imitated (right). This test is to ensure that
gestures can be recognised correctly.
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Procedure

Each trial session was conducted individually with the subject. Subjects were
naive to the purpose of the experiment. The experimenter explained the trial
session procedure, followed with handing out the informed consent. After that,
the subjects put on the VR HMD and performed the experimental task. After
the task was completed, a questionnaire for the perceived usefulness of the
gestures is handed to the participant as well as the ATI questionnaire. The
total execution time for one user session was about 30 minutes.

5.3.4. Results

125 gestures from experiment part one and 28 from experiment part two were
performed by each participant. With 33 participants, this corresponds to a
total number of 5049 gestures performed for the evaluation.

Quantitative Evaluation

Experiment Part One. As a first assessment of whether the gestures pro-
duced by the framework are useful, the time required to perform a gesture is
measured. The time between displaying the gesture and recognising it is mea-
sured. The mean time to complete the gestures for all participants is depicted
in Figure[5.8] The time until recognition is particularly interesting to find out
which gestures were not easy to imitate by users. For example, gesture S17
took longer than most of the other gestures. This might be an indication that
gesture recognition configuration was too strict for this particular gesture and
could be loosened in order to improve recognition time. A trend that gestures
are recognised more quickly with the fifth repetition is noticeable as depicted
in Figure 5.8 The figure shows graphs for the first, last, and average time
for five repetitions. Overall, most static gestures were recognised about one
second after being displayed to the user in the fifth repetition.
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Figure 5.8.: Mean time required by the subjects to perform the individual gestures.
The time given refers to the moment when the gesture was recognised
by the system after it was displayed to the participant. Mean time for
the first time a gesture was performed in orange, five repetitions of a
single gesture is shown in green, and the last repetition in blue.

Ezxperiment Part Two. In a second evaluation phase, the number of times a
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gesture was falsely recognised is assessed. Participants had to perform gesture
sets consisting of two to three gestures which should be performed in a row
(See Figure . The results are useful in two ways: First, it can be assessed
how many false positive gestures are in between each gesture set. Secondly,
the frameworks capability to produce gestures which can be concatenated.
Ten gesture sets are shown consecutively to the user. They are displayed on
a virtual screen with visual feedback once a gesture was recognised.

Figure 5.9.: Experiment part two. A gesture set is displayed to the participant
which should then be imitated. The aim is to test whether gestures
can be concatenated easily and if false positives are detected.

For the ten gesture sets, a total of 28 gestures are to be performed by
each participant. This corresponds to a total of 924 performed gestures by
participants in this phase. A total number of 51 false positive gestures were
recorded during the second phase. This leads to 5.52% of falsely recognised
gestures between gesture sets. The results in the second evaluation phase
should be treated with caution. During the evaluation it was found that the
test persons often made a wrong gesture because they tried to solve the task
as quickly as possible. For example, a “Swipe Left” was often performed until
the test persons realised that a “Swipe Right” should actually be performed.
Nevertheless, there are some false positive gestures, for example gesture S1 and
S12, because they are quite similar. After subtracting the supposedly correctly
recognised but incorrectly performed gestures, about 2% false positive gestures
remain. Out of 330 gesture sets performed, seven gesture sets were interrupted
with falsely recognised gestures in between.

Qualitative Evaluation

A questionnaire was handed out to the participants to ask for their subjective
opinion of the system. The results of the questionnaire are shown in Figure
5.10l Three questions were asked:
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e Q1 The system was able to recognise the gestures I made.
e Q2 Dynamic gestures like Z or SWIPE were easy to perform.

e Q3 I had the feeling that the gestures I made were immediately recog-
nised.

Participants were overall very satisfied according to the questionnaire. Most
users gave either the best possible rating or the second best.

0 5 10 15 20
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Figure 5.10.: Answers from participants to the given questionnaire. SA = Strongly
Agree, A = Agree, N = Neutral, D = Disagree, SD = Strongly
Disagree.

5.4. Experiment Discussion

The system implemented with the proposed framework got positive ratings
from the participants. The lowest scores in the questionnaire also match with
the highest time required to recognise some gestures. For example, a partic-
ipant gave neutral rating for Q2 because he had difficulties replicating the Z
gesture. Another participant had difficulties performing S9 and gave neutral
rating to Q1. As shown in Figure 5.8, most static gestures were detected about
one second after being displayed to the participant. Dynamic gestures require
longer time to complete than static gestures which is due to the fact that
there is hand motion involved. Furthermore, in order for the participant to
understand which gesture to perform, a short video is displayed which needs
to be understood first.

Additionally, some recognition times are impacted by the hand configuration
itself. For example, some subjects had problems shaping the hand properly due
to either congenital characteristics of the hand or previous injuries (especially
S3, S10, and S17). Along with the settings that a gesture had to correspond
quite closely to the recorded gesture, this resulted in overall longer recognition
time. However, all participants were able to perform the desired gestures and
the questionnaire results are overall very positive. The measurements from
the first part of the experiment helped to reveal some potential problems with
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certain gestures. S1 for example took a surprisingly long time to be recognised.
The participants had problems turning the hand exactly as it was shown to
them in the picture.

The proposed implementation shows promising results for recognising one-
handed gestures. To the best of our knowledge, there is no one-handed gesture
that cannot be designed, performed, and recognised with the framework. In
addition, recording static and dynamic gestures is as simple as performing
the desired gesture and subsequently pressing a key. The simplicity of the
framework was confirmed when the gestures for the experiment were defined.
It took no more than five minutes to design and implement the 25 gestures
used in the evaluation. The framework can be used to implement various
applications and is not bound to specific hardware. In order to support other
hand tracking devices, the hand data provider has to be adjusted to support
the target hand tracking SDK.

5.4.1. Limitations and Future Work

Although both hands can be used to recognise gestures, each hand has it’s
own gesture recognition system attached to it. This means that each hand
can perform gestures individually but do not take the other hand into ac-
count. Allowing gestures that involves monitoring both hands simultaneously
is planned future work. Furthermore, the proposed framework is heavily de-
pendent on the accuracy of the hand tracking data which is fed into the feature
extraction component. A highly accurate hand tracking will result in better
gesture recording/recognition while a poorly performing hand tracking device
leads to corresponding results. In addition to that, a gesture recognition sys-
tem should not only use the hands but other signals of the human body such
as eye gaze, limb movement, and face mimic. Integrating more input modali-
ties is part of future work. A subset of 25 hand gestures was evaluated. The
gestures were chosen in order to include some similar and some rather com-
plex hand configurations. Many more gestures are possible with the proposed
technique, but the experiments were conducted in order to ensure that the
framework works as intended.

As part of future work it is planned to implement various applications and
scenarios which use one-handed gestures. These applications are then evalu-
ated with the focus on the usefulness of specific gestures. Furthermore, au-
tomatic detection of similar gestures should be explored in order to eliminate
gestures with a high false positive rate. Additionally, automatic classification
of recorded gestures would further help gesture designers to record gestures.
In the current system, the gesture designer has to manually choose whether to
record a static or dynamic gesture. It is also necessary to select which joints
of the hand are to be tracked to form a dynamic gesture.
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5.5. Summary

In this chapter, a framework for design and implementation of one-handed
gestures is proposed. It can be used to implement natural user interactions
within a wide variety of immersive XR and desktop applications. Existing
hand tracking solutions serve as an entry point to the framework and the
necessary data is redistributed to internal components. These components are
responsible for recording, storing, recognition, and interpretation of gestures.
The detected gestures can be integrated into applications by using events such
as gesture completion, activation, deactivation, failed, and progress.

The goals of the framework are a simple gesture creation process and the
recognition of any one-handed gesture. The evaluation confirms that the main
objectives of the framework have been achieved. Static and dynamic gestures
can be recorded by performing the desired gesture and subsequently pressing
a key. For static gestures, hand shape and orientation is stored. Dynamic
gestures can be recorded by monitoring joint positions and storing the spatial
differences into a doubly linked list. To allow a wide range of complex gestures,
several solutions are proposed to enhance and improve gesture recognition.
Furthermore, a system to evaluate the framework was built. A user study with
33 participants was conducted and gestures designed with the framework were
evaluated. Overall, the system showed promising results. Gestures designed
and implemented by a single person can be reliably reproduced by others
without the need for elaborate data sets to define new gestures.

The core of this work is the ease of adding new gestures which are reliably
recognised and directly applicable. By not requiring data sets, training, or
expert knowledge to implement new gestures, it allows integration into a va-
riety of applications. Even complicated gestures can be easily recorded and
tested for usability. The multitude of possible gestures is only limited by the
creativity of the users. The framework aims to encourage researchers to create
gesture-based applications and then examine them for usability, feasibility, and
other measures. It paves the way for systems to design, prototype, evaluate,
and support arbitrary gestures.
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Chapter

Use of Hand Gestures for
LLocomotion in Immersive
Applications

VR technology offers users the possibility to immerse and freely navigate
through virtual worlds. An important component to achieve a high degree
of immersion in VR is locomotion. Often discussed in the literature, a natural
and effective way of controlling locomotion is still a general problem which
needs to be solved. As HMD manufacturers have integrated more and more
sensors, hand or eye tracking is possible without additional equipment. This
allows a wide range of application scenarios with natural interaction tech-
niques. This chapter focuses on techniques to control locomotion with hand
gestures, where users are able to move around in VR using their hands only.

In general, there are two ways of moving around in virtual reality: Instan-
taneous and continuous movement. Instantaneous movement is often called
teleportation and allows the user to move from point A to B instantly with-
out movement in-between. On the other hand there is continuous movement
which lets the user to move gradually from point A to B (See Figure . This
chapter explores how hand gestures can be used for both methods. Section
introduces four bare handed techniques to teleport while section proposes
three techniques to move gradually in VR. The techniques were evaluated in
a user centric manner.

6.1. Teleportation-Based Locomotion using Bare Hands

It is possible that natural user interfaces like freehand gestures in VR will
be a built-in standard. Future VR software should therefore be usable just
with an HMD and without additional hardware. Controlling locomotion is
an essential activity in virtual environments and it should thus be possible
to perform it not only with controllers but also with hand gestures. In this
section the term locomotion technique is used to describe a way of controlling
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Figure 6.1.: There are two ways of movement within VR: Teleportation (instant
movement) and continuous (gradual movement).

movement in VR. Locomotion using hand gestures should be easy to use and
accessible to many users. Techniques for controlling locomotion with freehand
gestures are found in several varieties in the literature, including techniques
which use jumping, body leaning, hand gestures, and more. The proposed
locomotion techniques in this section focus purely on hand gestures. One
objective of this work is to show that hand gestures can provide a natural
and effective way to control movement in VR. Moreover, locomotion based on
hand gestures has the advantage that it can be performed while the user is
sitting or standing with little physical activity. This work investigates whether
two hands are required for control or if a single hand is sufficient. In addition,
the advantages and disadvantages which are associated with different types of
hand gestures should be investigated. The aforementioned points lead to the
following research questions:

e RQ1: Can users easily navigate through a virtual environment by using
hand gestures?

e RQ2: Can users move through virtual environments efficiently and ef-
fectively with just one hand?

e RQ3: Do users prefer controlling locomotion with one hand rather than
both hands?

A unique system to help uncover the answers to those questions is imple-
mented. The system is able to recognise a wide range of previously captured
static hand gestures. It is used as a tool to rapidly design, implement, and
evaluate locomotion techniques in VR. Four hand gesture based locomotion
techniques which were designed and implemented using this system are pro-
posed. Two two-handed and two one-handed approaches are evaluated in a
user study with 21 participants. Since the existing literature already suggests
that hand gesture based locomotion techniques are efficient and useful ,
, , it was decided to not include an equipment-based method to the
evaluation in order to focus on purely hand gesture based application scenar-
ios. In addition, newer VR HMDs have already incorporated hand tracking
technologies in their hardware , , turning controllers into an
optional accessory.
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6.1.1. Input Modalities for Moving in VR

Several techniques for moving in VR have been proposed by researchers. Some
of these techniques involve rather large and demanding body movements such
as the well established technique Walking in place (WIP). To move virtually
with this technique, users perform footsteps on a fixed spatial position in the
real world. This technique is already widely explored and a large body of
existing work can be found in the literature. Templeman et al. [277] attached
sensors to knees and the soles of the feet to detect the movements, which are
then transmitted to the virtual world. Bruno et al. [26] created a variant for
WIP, Speed-Amplitude-Supported WIP which allows users to control their
virtual speed by footstep amplitude and speed metrics.

Another technique for moving without controllers is leaning. This tech-
nique uses leaning forward for acceleration of the virtual avatar. Buttussi and
Chittaro [29] compared continuous movement with controller, teleportation
with controller, and continuous movement with leaning. Leaning performed
slightly worse compared to the other techniques. Langbehn et al. [130] com-
bined WIP with leaning where the movement speed of the WIP technique is
controlled by the leaning angle of the user. Different techniques for leaning
and controller based locomotion was evaluated by Zielasko et al. [324]. The
authors suggest that torso-directed leaning performs better than gaze-directed
or virtual-body-directed leaning. In another work, Zielasko et al. [323] com-
pared leaning, seated WIP, head shaking, accelerator pedal, and gamepad to
each other. A major finding of their study is that WIP is not recommended for
seated locomotion. A method that pairs well with WIP is redirected walking.
With this method, the virtual space is changed so that the user needs as little
physical space as possible. Different techniques exist to achieve this, for ex-
ample manipulating the rotation gains of the VR HMD [78] or foldable spaces
by Han et al. [86]. More redirected walking techniques are found in the survey
from Nilsson et al. |[180]. Since a large body of research work exists around
locomotion in virtual reality, the reader is referred to surveys such as [1], [12],
[36], |149], [179], [242] to gain more information about different locomotion
techniques and taxonomies. Physical movement coupled with virtual move-
ment offers more immersion, but hand gesture-based locomotion is expected to
be a less strenuous and demanding form of locomotion than those mentioned
above. Furthermore it is a technique that requires minimal physical space and
can be used in seated position as well as standing.

Motion of the human body can be transformed and transmitted to the
virtual environment by using sensors attached to the body or camera based
tracking devices. With these approaches, users move in VR by physically
walking around, moving limbs, leaning forward, etc. Other approaches rely on
specific interaction devices to enable locomotion in VR such as the well known
VR controller. More complex devices can be found in the literature such as
treadmills, gloves, or special chairs. These approaches can be summarised in
two major categories:
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Moving with real motion:

e Physical Walking: Users walk around in physical space as they move
in VR with usually just an HMD as input to the system. The user’s
physical movements are typically redirected by the virtual environment
to compensate for limited physical space. These techniques are usually
known as redirected walking [6], [15], [34], [43], [55], [127], [132], [133],
[159], [166], [239], [250], [265], |283], [314].

e Stationary Movement: Such methods utilise a system where users can
move in VR by moving their limbs in restricted physical space (the user is
stationary in sitting or standing position). The walking in place method,
in which users stand or sit in place and move their legs, falls into this
category [54], [87], [91], [112], [309]. Wolf et al. [311] implemented a
locomotion technique where users have to perform real jumps to move
in VR. The jump is recognised by monitoring the inertia of the VR
HMD. The work of Zielasko et al. [322], [324] included leaning as effective
locomotion technique. This approach uses a VR HMD and a tracking
device attached to the torso to detect body leaning and move accordingly
in the virtual environment.

e Hand Gestures: This type of input modality relies solely on hand ges-
tures to control movement in VR [21], [22], [30]. The proposed techniques
in this chapter fall under this category.

For extensive research regarding locomotion based on real motion the reader
is referred to the survey conducted in 2019 by Cardoso et. al [37].

Moving with interaction device:

e VR Controller/Gamepad: Using hand-held hardware for locomotion is
the common standard solution. The user moves by pressing a button
(usually the grip button) on a VR controller [10], [84], [117], [154], [308].
Some systems use a non VR controller such as a gamepad or joystick
and users can move with the thumb sticks or pressing a button [35].

e Special Input Devices: Prototypes and other devices such as tread-
mills [304], specialized shoes [115] or chairs are used as locomotion input
in this method. Some work also uses touch devices such as smartphones
or tablets in combination with VR HMDs [158]. Englmeier et al. [59]
used a handheld spherical device for locomotion. The rotation of the
device is translated to first-person movement in VR.

A survey conducted in 2017 by Boletsis [13] reviewed the literature on lo-
comotion techniques from 2014 to 2017. This survey included only seven
gesture-based locomotion techniques, with the vast majority of Walking In
Place (17 papers), Redirected Walking (17 papers), and Controller/Joystick
(15 papers) based techniques being found in the literature.
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To assess the current state of research on hand gesture based locomotion,
a superficial search on locomotion techniques published in 2018-2020 was con-
ducted. The search was performed by using related search queries in differ-
ent data sources such as Google Scholaiflj ACM Digital LibraryP] and IEEE
Xploreﬂ 39 papers were included that had a main contribution on proposing
new locomotion techniques. In Figure[6.2] the distribution of the individual
works is shown, which is based on the previously mentioned categories. An
overwhelming amount of research was conducted in physical walking tech-
niques. Although some works mention walking as the gold standard for nav-
igation in VR research , a full-body based locomotion approach is often
infeasible and space-demanding. Hand gesture based locomotion has the ad-
vantage that no additional hardware is required, it can be used in limited
spaces, and still provides a natural method of interaction.

Special Input Device
10%

VR
Controller/Gamepad
21%

Physical Walking
45%

Hand Gestures
3%

Stationairy Movement
21%

Figure 6.2.: Locomotion techniques used in research papers in the years 2018-2020.

Controlling Locomotion in VR through Hand Gestures

Early work on how hand gestures can be used for virtual locomotion was
conducted by Kim et al. , . The authors presented Finger Walking
in Place (FWIP), which enables virtual locomotion through the metaphor
of walking triggered by finger movements. Huang et al. used finger
gestures to control movement within virtual environments. The gestures are
used to control the velocity of moving forward and backwards. Four different
locomotion techniques are proposed by Ferracani et al. . The techniques
are WIP, Arm Swing, Tap, and Push. Tap uses index finger pointing and Push
involves closing and opening the hand. The authors conclude that the bare

"https://scholar.google.com/
*https://dl.acm.org/
Shttps://ieeexplore.ieee.org/
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handed technique Tap even outperformed the well established WIP technique.
Zhang et al. [318] proposes a technique to use both hands for locomotion. The
left hand is used to start and stop movement while the right hand uses the
thumb to turn left and right. Cardoso [35] used hand gestures with both hands
as well for a locomotion task. Movement was controlled by opening/closing
both hands, speed was controlled by the number of stretched fingers, and
the rotation of the avatar was mapped to the tilt angle of the right hand.
The authors concluded that the hand-tracking based technique outperformed
an eye gaze based technique but was inferior to a gamepad. Hand gestures
were also used by Caggianese et al. [31] in combination with a navigation
widget. Users had to press a button to move through a virtual environment
whereas with the proposed technique, users can move by performing a hand
gesture. In subsequent work, Caggianese et al. [30] compared three freehand
and a controller based locomotion technique. In their experiment, participants
had to follow a predefined path. The authors show that freehand steering
techniques using hand gestures have comparable results to controller. While
Caggianese et al. [30] uses hand gestures to start/stop movement, this work
compares two techniques with a 3D graphical user interface, a one-handed
gesture to start movement. The direction of movement was also tied to the
direction of the hand, whereas in this work the direction of movement is tied
to the direction of the user’s VR HMD. Bozgeyikli et al. [20], [23] compared
Joystick, Point and Teleport, and WIP. The results showed that the hand
gesture based teleportation technique is intuitive, easy to use, and fun.

6.1.2. Teleport System and Locomotion Gesture Design
General Overview

To evaluate hand gestures for controlling locomotion, a dedicated system was
implemented using inexpensive and widely available hardware. By implement-
ing this system, all techniques use the same internal algorithms for locomotion
and gesture recognition, allowing a reliable comparison. Teleportation-based
movement was chosen since it provides less motion sickness as compared to
other movements such as steering/driving as Christou and Aristidou [46] found
in their study. One of the goals is to enable locomotion with limited physical
space and therefore the system was built with the intent of being used in a
seated position. A seated position has the advantage of being more accessible
to the elderly or people with walking disabilities. The locomotion techniques
can be used regardless of the user’s posture, but have been designed and tested
for use in a seated position. Another goal is to rely solely on hand gestures to
control locomotion in order to explore its usefulness. Different gesture types
should be investigated and then compared to find out which gestures will work
best for the user. To find suitable gestures, the system should be able to eas-
ily recognise different types of gestures and then enable testing directly in
VR. To summarise the aforementioned points, the following requirements are
formed to build the proposed system:

e Locomotion through virtual environments by means of teleportation.
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e No controller or additional hand-held hardware should be used to inter-
act and navigate through virtual environments.

e The system should provide easy access to underlying data in user sessions
such as task completion time, number of teleportations, number of times
the hand tracking failed and overall reduce the time necessary to analyse
and evaluate trial sessions.

e Researchers should be able to define and replace their own locomotion
gestures during runtime and assess how they perform

The proposed implementation was built using a hand tracking device which
provides accurate hand pose estimations [306]. The general concept and imple-
mentation can be transferred to other hardware and frameworks that provide
hand pose information. The system consists of four major components: ges-
ture capturing, teleport pointers, VR user interface, and evaluation system.

In the gesture capturing component, hand gestures can be extracted during
runtime of an application. These gestures can then be used to realise any
form of interaction. However, in this section the focus is on teleportation-
based locomotion and therefore gestures are used for activating a teleportation
mode and to perform the teleportation itself.

Teleport pointers are used to provide users visual feedback for selecting a
teleport destination. In the proposed system either a straight or a curved ray
is provided which can be aimed via hand movements. The origin of the ray can
be adjusted with the VR user interface and supports either the index finger
tip or palm position. The VR user interface provides the possibility to change
different teleportation options during runtime of the application. The ability
to choose between teleport pointer appearance, origin, and capturing gestures
is provided in this interface. This part of the system is only used by researchers
to find suitable gestures for locomotion and is not part of the evaluation.

The evaluation system consists of a VR parkour environment which can be
used to evaluate gestures. A detailed explanation of the VR parkour envi-
ronment used for evaluation is shown in section A second part of the
evaluation system is not visible to the user but gives researchers the ability to
easily record and log the decisions made by users during a trial session such
as teleport frequency, location, distance, number of times the hand tracking
was lost, the time a virtual object was touched etc. This system is used for
quantitative evaluation of the proposed gestures (see section .

Activation, Teleportation, Pointer Ray
The teleportation system considers three possible stages a user is currently per-
forming;:

1. No teleport desired, user is currently interacting with the environment.

2. User wants to teleport and is deciding on a new position in the virtual
environment.
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3. The user chose a position to teleport and wants to teleport (activate
teleport).

Differentiating between those stages plays an important role in the imple-
mentation of a system that is intended to handle many different hand ges-
tures. During previous pilot testing, many participants teleported acciden-
tally. While interacting with buttons or looking around, hand gestures were
accidentally made which triggered the teleport activation conditions. Since the
system allows arbitrary gestures, a button press can be similar to a teleport or
activation gesture. This led to the development of a “safety system” which pre-
vents accidental movement. The first improvement deactivated the ability to
teleport if the hand is near interactable objects. Next, a timer which will start
upon successful teleport is implemented to prevent undesired fast successive
teleportations. Furthermore, teleportation is only possible if the teleporta-
tion mode is active. This feature will visually highlight the hands, show the
teleportation ray, and enable navigation through the virtual environment.

Capturing Static Hand Gestures

A virtual hand representation usually consists of 21 points (such as provided
by the software development kits [101] or [284]), 16 of which represent joint
positions and 5 represent the finger tips (i.e., end joints). The presented
system builds upon a hand tracking device which uses a hand skeleton with 21
points, each having its position relative to the hand tracking device. A gesture
capture system is proposed that relies on finger state and palm direction as
gesture descriptors which can reliably recognise gestures.

The system monitors the state of the fingers, distinguishing two states:
stretched or curled. The states of each individual finger of the hand thus
result in a clear descriptor for a gesture. Fore example, a fist is recognised
when all fingers are curled. A pointing gesture is detected when the index
finger is in the stretched state while the remaining fingers are in the curled
state. With the finger state as descriptor it is possible to detect certain hand
postures, but it is not yet possible to detect a variety of more complex gestures.

A “thumbs up” gesture for example, depends not only on the thumb being
stretched out, but also on the direction in which the thumb as well as the
hand is facing. Therefore the finger state descriptor alone is not sufficient.
The orientation of the hand provides information about which direction the
hand is facing as well as the implicit information in which the individual fingers
point. For this reason hand direction was added as a descriptor to the gesture
recognition system and found that it is well suited for this purpose. Since the
raw directional value of the hand is too restrictive, a tolerance value is added
which allows the system to activate the gesture even if the hand direction is
not identical (but very similar) to the previously captured.

By combining the two descriptors, the system is able to recognise a wide
range of static hand gestures. Researchers are able to perform gesture capture
events during runtime and can rapidly prototype any combination of hand
gestures to control locomotion. The gesture capturing process is shown in
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Figure [6.3] The gestures can be used to activate the teleportation mode or
directly as teleportation gesture.

Capture Gestyre
Capture Gesture

Left Hang Right Hang

L\

LeftHand Righe

Figure 6.3.: The user of the system can capture and test gestures for later use.
In the depicted case, a button is pressed to start gesture capturing.
The user then has a certain amount of time to perform the desired
gesture. After capturing, the gesture can be used within the vir-
tual environment.

Example Gestures

Using the described system, four locomotion techniques were implemented
which are evaluated in this work. The perhaps most natural hand gesture
to show where you want to move is the pointing finger gesture. For this
reason, pointing as a hand gesture to control locomotion was included. In ad-
dition, palm gestures are studied to select a location for locomotion in VR.
The palm as a navigation gesture had previously been shown to be effective in
an empirical evaluation during the development of the system. Furthermore,
two-handed and one-handed gestures are investigated. While two-handed tech-
niques require both hands, one-handed techniques can be performed with ei-
ther the left or right hand. The two-handed techniques use the right hand for
navigation and the left hand to perform the teleport. In this study, a point-
ing gesture is used to perform the teleport. This means that the user selects
the position with the right hand and points with the left hand to confirm the
movement. Moreover, the two-handed approaches require a dedicated activa-
tion gesture that enables the teleport functionality. This activation gesture
will color the virtual hands green to give visual feedback to the user. This tech-
nique is intended to provide the user with precise and accurate control while
moving through the virtual world. On the other hand, one-handed methods
use an algorithm that allows the user to move with only one hand. These
techniques are detailed in the following sub sections.

TwoHandIndex: Two-Handed Approach Using Index Finger Navigation
with Active Teleportation Gesture In this method, the right hand is used
to choose the position a user wants to teleport to by casting out a visible ray
from the right index finger (see Figure . The left hand performs a pointing
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gesture to conduct the teleport. The users can choose a location with the right
hand, while the left hand can repeat the gesture by curling and stretching the
index finger. This allows rapid teleportation with minimal physical effort.
This method requires a dedicated gesture to activate the teleportation mode.
In this case, the right hand needs to be turned upside down with all five
fingers stretched (opening the hand). Once activated, locomotion control with
this method is enabled. If a hand leaves the field of view (FOV) of the hand
tracking sensor, the teleportation mode is deactivated until both hands are
visible again.

Figure 6.4.: (A) Index finger of right hand points to desired position (B) Left hand
performs teleportation gesture (C) User moved to position.

TwoHandPalm: Two-Handed Approach Using Palm Navigation with Ac-
tive Teleportation Gesture Similar to TwoHandIndex, the right hand is used
for choosing the desired position and the left activates the teleport (see Fig-
ure . The only difference to TwoHandIndex is the ray origin, which is
casted out of the palm instead of the index finger. The teleport activation
gesture is the same.

Figure 6.5.: (A) Palm normal of right hand points to desired position (B) Left
hand performs teleportation gesture (C) User moved to position.

OneHandIndex: One-Handed Approach Using Index Finger Navigation
with Passive Teleportation Gesture This teleportation method is a one-
handed approach which can be used with either left or right hand. Unlike
TwoHandIndex, this technique requires only the dominant hand to be in the
FOV of the hand tracking sensor. The index finger needs to be stretched and
all other fingers curled (pointing gesture) as seen in Figure The direction
of the index finger tip must point forward. For this method we implement a
subsystem called velocity teleport. With velocity teleport, the velocity of the
gesture performing hand should not go above a certain threshold. A timer
with n = 1.5 s is started, once the gesture is detected. If the velocity of the
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hand does not go above a certain threshold during the timer interval, a tele-
port will be activated. If the gesture is no longer performed during the timer
interval, the locomotion attempt will be cancelled. After a teleport was per-
formed, or the hand velocity goes above the threshold while the gesture is
being performed, the timer is restarted. This means that the user points to a
location and then tries to hold the position of the hand for a certain amount
of time, which will then perform a teleport to the pointed position. While the
hand performs a gesture and is held still, the user receives visible feedback in
the form of a change in color (shown in Figure ) of the hand to indicate
that a teleport is imminent.

Figure 6.6.: (A) Index finger of right hand points to desired position (B) Hand is
kept still for n=1.5 s (C) User moved to position.

OneHandPalm: One-Handed Approach Using Palm Navigation with Pas-
sive Teleportation Gesture Similar to TwoHandIndex, only one hand is used
to navigate through the virtual environment. Instead of a pointing gesture
with the index finger, this method uses the palm for choosing a teleport posi-
tion (see Figure . After the hand is held still for 1.5 s, a teleport is per-
formed.

Figure 6.7.: (A) Palm normal of right hand points to desired position (B) Hand
is kept still for n=1.5 s (C) User moved to position.

6.1.3. Evaluation
Objectives

Four different methods of controlling locomotion in VR are examined for their
applicability. One-handed methods were included to determine if they offer a
viable way of controlling movement. The main objective of the evaluation is
to answer the research questions stated in section

A comprehensive testbed evaluation as described by Bowman et al. [17],
was conducted. The efficiency of the different methods is measured by the
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task completion time and the effectiveness is measured by the required num-
ber of teleportations and the amount of hand tracking failures. Additionally,
well known evaluation questionnaires are used such as the System Usability
Scale (SUS) [24], [25] which provides subjectively perceived usability of a sys-
tem and the NASA Task Load Index (NASA-TLX) [88], [89] which allows a
measurement of the perceived workload. By combining the quantitative mea-
sures (efficiency + effectivity) with the perceived usability (SUS) and workload
(NASA-TLX) comprehensible conclusions about the overall usefulness of the
proposed techniques can be drawn.

Participants

For the study 21 volunteers (15 Male, 6 Female) were recruited. The partici-
pants’ age ranged between 25 and 60 years old (M = 35.4, Median = 31). All
participants were right handed. Using a 5-point Likert-scale, where 1 denotes
less knowledge and 5 expert knowledge, 81% of users think they have good
general knowledge in software and computer (they answered with 4 or 5 in
the questionnaire). Using the same procedure, asking for the VR experience,
about 86% of users have never worn a VR HMD before and the remaining
14% used a VR headset at least once.

Apparatus

The evaluation was performed by using a gaming notebook with an Intel Core
I7-7820HK, 32 GB DDR4 RAM, Nvidia Geforce GTX 1080 running a 64
bit Windows 10. The hand tracking is realised by using the Leap Motion
Controller. The hand tracker uses two infrared cameras in combination with
infrared LEDs to detect and trace the user’s hands. The device performs a
short-distance tracking with a range of about 25 to 600 mm and has 150° FOV.
The Samsung Odyssey+ was used as the VR HMD, which has a a 1440 x 1600
pixel resolution per eye with 90 Hz refresh rate and 110° as FOV. The rota-
tional and positional tracking on 6 degrees of freedom (DOF) is realised by
using inside-out tracking. Inside-out tracking requires no additional external
sensors and the tracking algorithms use two cameras built into the headset.
For the evaluation, only the VR HMD and no controllers are used.

Experimental Task

The task of the participants was to touch ten pillar-like objects in a virtual
environment (VE). The VE was kept as minimal as possible, using a primitive
graphics style with no complex objects to reduce the “wow-effect” for users
who never had used a VR HMD before. Users had to navigate through a large
corridor, 10 m high, 10 m broad and 100 m long with no additional obstacles
other than the touchable pillar-like objects (see Figure [6.8)).

The pillars were placed with a distance of about 10 m to each other, ten in
total. The user’s locomotion was limited to about 6 m per teleport, requiring
them to make at least two locomotion attempts to reach from one pillar to the
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next. The pillars are placed in a way that forces a redirection of locomotion.
To avoid accidental movement into the virtual objects, a visible plane was
placed under each pillar which does not allow moving on top of it. Users are
allowed to move through pillars, but the pillar itself blocks the teleportation
ray, thus requiring users to steer around it if one is too close.

The task is completed once a user touched all pillars in the VE. Touching
the objects will give visual feedback to the user by changing its color to green.
If a pillar is missed during the task, the user is required to go backwards and
touch it. Participants were shown a video for each locomotion technique in
form of a flying billboard. This billboard could be activated or deactivated at
any time with a button that appeared when the left palm was facing the face.
The experiment was conducted in seating position.

Figure 6.8.: The virtual environment used for the evaluation employs a minimalist
rendering style to avoid unwanted changes in subjects’ attention. (A)
Overview of the environment (B) Tutorial video shown to the user.
The video can be closed by pushing a button attached to the left
hand (C) User touching a pillar and change its color. (D) User gets
notification that the level is completed after touching all pillars.

Procedure

The study was conducted with 21 participants, each session was performed
individually with the subject. The following steps were repeated for each
subject: (i) Explanation of the trial session procedure and the locomotion
techniques, (ii) training phase where all four methods could be learned and
practiced, (iii) filling out a background questionnaire, (iv) task execution and
completion of the task level questionnaires, and (v) filling out a questionnaire
for a final subjective rating of the locomotion techniques.

In step (i), the experiment supervisor explained each individual the overview
of the experiment and how the hardware is used. Furthermore, a brief intro-
duction about moving in VR was given, since 86% of the participants never
wore a HMD before. In about ten minutes, the subjects were told how to wear
a VR HMD, got a rough overview of the questionnaire procedure, and to know
the limitations of the hand tracking sensor. The range of the hand tracker
(25-600 mm) was explained and it was highlighted that subjects should try
to stay in the FOV of the sensor.

In the next step (ii), the subjects put on the VR HMD. The participants
could familiarise themselves with the virtual environment and prepare for the
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experimental task. A background questionnaire was handed over in step (iii),
asking the subjects about their age, gender, previous experiences with VR,
and general confidence using computer and software.

After the background questionnaire has been fulfilled, step (iv) was per-
formed where each sample run used a different locomotion technique. The
order was defined by using an implementation of the Fisher-Yates shuffle al-
gorithm, randomising the order of locomotion techniques for each participant.
The randomisation was performed to reduce the learning effect and biases in
the subsequent completion of the questionnaires. Each task run had a video
placed in the VE, explaining the locomotion technique which can be used dur-
ing this walkthrough. Following each task run, subjects filled out the SUS fol-
lowed by the NASA-TLX questionnaire. After all locomotion techniques were
performed and both the SUS and NASA TLX questionnaires were completed,
the subjects were given a final questionnaire (step (v)). This questionnaire
allowed the participants to grade each locomotion technique on a scale from
1 (poor) to 10 (good), select one technique as personal preference, and finally
a text field to add a comment why this technique is preferred. The time
allocation for each trial can be summarised as follows:

e Step (i): Explanation of the trial session procedure and brief explanation
of locomotion in VR about - 10 minutes

e Step (ii): Training phase with learning and practicing four locomotion
techniques - 15 minutes

e Step (iii): Filling out background questionnaire - 1 minute

e Step (iv): Task execution and filling out task level questionnaires-16 min
divided as follows: 2 minutes performing the task + 2 minutes filling out
questionnaires, repeated four times.

e Step (v): Filling out a questionnaire for final method comparison - 1
minute

Combined, the total execution time for one user session was about 43 min-
utes.

6.1.4. Results
Quantitative Evaluation

The performance of the proposed methods was measured by using the variables
Task Completion Time (TC), number of times the hand tracking was lost HTL
and the number of required teleportations to reach the goal NT. Table
shows the mean data gathered during the user study. For statistical analysis,
significant results are reported at the 0.05 level.
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Table 6.1.: Data collected during the evaluation. Task Completion Time TC, num-
ber of times the hand tracking was lost during a session HTL, and num-
ber of teleportations required to reach the goal NT. Lower values are
considered better, best values are marked in bold.

Variable Task Mean Median sd MIN MAX
TC TwoHandIndex 85.14 76 30.79 51 166
(in seconds) TwoHandPalm  66.19 63 26.38 40 155
OneHandIndex  94.95 91 23.03 58 142
OneHandPalm 63.76 57 19.73 36 116
HTL TwoHandIndex 12.90 11 5.21 7 29
TwoHandPalm 13.28 11 5.55 6 28
OneHandIndex 9.19 7 4.40 3 18
OneHandPalm 8.95 7 6.0 3 29
NT TwoHandIndex 25.76 24 4.21 18 37
TwoHandPalm  25.52 23 8.07 16 48
OneHandIndex  23.04 22 5.21 18 44
OneHandPalm  22.33 21 4.62 17 35

Task Completion Time (7°C) The task completion time measures the time
it takes a participant to reach the task goal, i.e. to touch all the pillars.
Although not visible to the participant, the precise time when each pillar is
touched is recorded. For TC the time gap between touching the first and last
pillar is measured. It is important to use the first pillar as an indicator when
the trial started, since the user receives input from the instructor and a video
tutorial at the beginning of each task. The gathered TC data is visualised in
Figure [6.9]

Levene’s test assured the homogeneity of the input data (p > 0.05) and
therefore the data was analysed using a one-way ANOVA. The ANOVA result
F(3,80) = 7.42, p = 0.0001 showed a statistically significant difference in task
completion time between the techniques. For further investigation, Tukey’s
honest significant difference (TukeyHSD) was used as post hoc analysis of the
data. TukeyHSD did not reveal a significantly different TC between the pairs
TwoHandPalm-OneHandPalm (p = 0.9895) and TwoHandPalm-TwoHandIndex
(p = 0.0804). However, the pairs OneHandPalm-TwoHandIndex (p = 0.03),
OneHandIndex-TwoHandPalm (p = 0.002), and OneHandPalm-OneHandIndex
(p = 0.0008) showed significant differences. These results indicate that there is
a significant variance between palm based and index finger based techniques,
whereby the palm-based techniques are significantly faster.

Number of Teleportations (N7') The number of teleportations each partic-
ipant required to achieve the goal is recorded. This measure is particularly
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Figure 6.9.: Box plot of task completion time of the proposed navigation methods.
Significance Levels: *** = 0.001; ** = 0.01; * = 0.05.

interesting to evaluate the effectiveness of a method, where lower number
means a more effective locomotion technique.

Levene’s test showed a violation for homogeneity of variances (p < 0.05) and
therefore Welch’s ANOVA was used for further analysis. The results of the
ANOVA F(3,43.7) = 2.530, p = 0.0694 revealed that there is no significant
difference in terms of teleportation count between the proposed locomotion
techniques.

See Figure for a visualisation of the NT data. Using NT we found
no evidence that a particular locomotion technique requires the user to do
significantly more teleportations. An initial thought was that the two-handed
techniques might require fewer jumps because of the direct control to when a
jump happens but this seems to be not the case.

Number of Times the Hand Tracking Was Lost (H7'L) This measure in-
dicates how often the hand tracking has failed because the device failed to
track or the subjects moved a hand out of the sensor’s FOV. Two variants of
this measure are distinguished: For two-handed methods, both hands must
always remain visible to the sensor. For the one-handed methods, only the
dominant hand must remain visible to the sensor. HTL as a measure is useful
to emphasise how subjects are performing the task given the sensor’s limited
FOV while controlling locomotion. A lower number of tracking lost can indi-
cate a better overall usability of the system. The gathered data is visualised
in Figure [6.11]

Levene’s test assured the homogeneity of variances (p > 0.05) and a one-

102



6.1. Teleportation-Based Locomotion using Bare Hands

-

OneHandIndex OneHandPalm TwoHandIndex TwoHandPalm

~
<o

w
e

Number of Teleportations

o
<

Figure 6.10.: Box plot for the number of teleportations required to complete the
experimental task using the proposed navigation methods. No sig-
nificant difference between the techniques was found.

way ANOVA for further analysis was used. The ANOVA result F'(3,80) =
4.022,p = 0.0102 showed a significant difference of HTL between the methods.
The additional post hoc analysis using TukeyHSD revealed that there is a
significant difference between TwoHandPalm and OneHandPalm (p = 0.0483)
but the other methods did not significantly vary between each other.

Qualitative Evaluation

System Usability Scale A 5-point Likert-scale questionnaire has been used
to measure the subjects perception of the usability of the proposed locomo-
tion techniques. Participants completed the System Usability (SUS) question-
naire [24], [25], answering questions from a scale 1 (very low) to 5 (very high).
In order to avoid response biases, the 10 questions alternate with positive and
negative statements. In general, the SUS allows a rapid usability evaluation
of techniques with a single number from 0 to 100. Sauro conducted a
meta-analysis from over 500 studies with more than 5000 scores and came to
the conclusion that a total SUS score above 68 is considered above average.
Albert and Tullis [2] state that a score above 70 can be interpreted as ac-
ceptable usability. It can be observed that all proposed techniques are above
those thresholds. The locomotion techniques achieve the following SUS scores
in ascending order: TwoHandIndex (M = 77.4 and sd = 13.7) with the lowest
score, TwoHandIndex following with a marginally higher score (M = 78.1 and
sd = 17.0), TwoHandPalm with a slightly higher (M = 83.6 and sd = 14.3),
and finally OneHandPalm with the highest score (M = 89.6 and sd = 10.0).
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Figure 6.11.: Box plot for the number of times the hand tracking failed during the
experimental task. Significance Levels: *** = 0.001; ** = 0.01; * =
0.05.

The SUS scores are shown in Figure

Both methods involving the palm for navigation scored higher in the SUS
than index navigation. The reason for this rating is found in the different ges-
ture used to choose the teleport position and the ray origin. TwoHandIndex
and TwoHandIndex use index navigation, meaning that a ray is shot out of
the index finger of the subject which is used to choose the teleportation point.
TwoHandPalm and OneHandPalm use palm navigation, where the ray is shot
out of the subjects’ palm. While observing the subjects, the palm proved to
provide better stabilization than the index due to a stronger directional noise
while pointing. Additionally, users tend to stretch their arms fully during a
pointing gesture, thus reducing the tracking accuracy by moving out of the
reliable tracking zone of the hand tracking device. Participants had to be re-
minded several times, that moving the hand closer to the face (and therefore
closer to the sensor) will provide better tracking accuracy. Sometimes par-
ticipants narrowly missed their target and leaned forward to touch the pillar.
Smaller movements with the chair were also observed which is similar to a
step to correct in standing position. Therefore, it can be assumed that this
inaccuracy occurs not only when sitting, but also when standing.

NASA-TLX After a method was performed in the evaluation task, subjects
had to fill out a NASA-TLX questionnaire [89]. The NASA-TLX question-
naire indicates the overall subjective perceived workload for each locomotion
technique proposed. It consists of a set of six subscales measuring mental
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Figure 6.12.: Average System Usability Scale (SUS) scores for each method, indi-
cating the subjects’ perceived usability. The line shows threshold of
68, which indicates an above average evaluation.

demand, physical demand, temporal demand, performance, effort, and frus-
tration. Each measure is rated on a scale from 0 to 100 divided into 20
grades. Each subscale is graded along a low-high continuum. During a NASA
TLX evaluation, the subjects weight the subscales they feel are more impor-
tant. To achieve this weighting, 15 single questions are asked which compare
two subscales (e.g., mental demand against physical demand, mental demand
against performance, etc.) and the participants choose the measure which
seems more important to them. In order to shorten the evaluation procedure
we omitted the weighting process, which is known as Raw-TLX (RTLX) [8§].
Bustamante and Spain compared NASA-TLX with RTLX and came to
the conclusion that RTLX is a valid alternative.

Figure [6.13] shows the results after each locomotion technique was per-
formed. The task order for each locomotion technique was counterbalanced
in order to enable more comparable results. It is to note that each task ex-
ecution took about two minutes and filling out the questionnaires enabled a
break of about two minutes between each consecutive task. The perceived
workload of proposed techniques is calculated by averaging the six subscales.
The overall score in order from high to low: The highest perceived workload
with TwoHandIndex (M = 23.78 and sd = 16.66), followed by a slightly lower
workload with TwoHandIndex (M = 18.61 and sd = 12.14), with no great dif-
ference to TwoHandPalm (M = 18.38 and sd = 15.17), and finally OneHand-
Palm (M = 12.96 and sd = 11.02). The results indicate that TwoHandIndex
is generally more demanding than other techniques. Furthermore, OneHand-
Palm seems to be less demanding than other techniques. ANOVA revealed no
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statistically significant difference between techniques regarding each subscale.
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Figure 6.13.: Raw NASA Task Load Index (NASA-TLX) scores for each proposed
locomotion technique. Lower numbers are better and the maximum
value of a subscale is 100.

User Rating of Proposed Methods The evaluation process was concluded
with a final questionnaire, where the subjects could rate each method on a
scale of 1 (poor) to 10 (good). Furthermore, subjects had to choose one
locomotion technique as their personal preference and had a text box to ex-
plain why. The user rating for each technique are as follows: The lowest
score has TwoHandIndex (M = 6.6), TwoHandIndex (M = 6.8), TwoHand-
Palm (M = 8.0), and OneHandPalm (M = 8.5). OneHandPalm was preferred
by most users, slightly followed by TwoHandPalm while TwoHandIndex and
TwoHandIndex got the least supporters. ANOVA F(3,80) = 3.822 showed
significant differences across methods. The additional post hoc analysis using
TukeyHSD revealed that TwoHandIndex received significantly lower scores
than OneHandPalm (p = 0.0287). The overall preferences (see Figure [6.14])
matches with the SUS score (see Figure . Palm navigation was generally
preferred and a trend in favor of OneHandPalm is recognisable, but there is
no obvious winner between those two techniques. Most subjects who varied
between TwoHandPalm and OneHandPalm gave both methods the highest
scores. Many who preferred TwoHandPalm said that they would like to have
control over when to teleport. If OneHandPalm was preferred, the subjects
said that it was more relaxing to use only one hand.

6.1.5. Discussion

The findings in quantitative and qualitative evaluation show promising results
for all presented locomotion techniques. No significant difference was found in
the analysis between the age groups 25-37 (17 participants) and 57-60 (4 par-
ticipants). An overview of the findings is presented in Table The locomo-
tion techniques designed and implemented using the proposed system scored
high in the SUS, indicating a general good usability for all techniques. Fur-
ther examining the results of the four presented locomotion techniques, there
are two clear winners of this experimental study. OneHandPalm (one-handed,
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Figure 6.14.: (left) User rating for each technique in a scale from 1 (poor) and
10 (good). (right) User preferences for the proposed locomotion
techniques. Subjects were allowed to choose only one technique as
their favourite.

palm navigation) and TwoHandPalm (two-handed, palm navigation) have a
much higher performance than TwoHandIndex (two-handed, index naviga-
tion) and TwoHandIndex (one-handed, index navigation). The SUS scores are
higher and the general subject preference is clear in favor of TwoHandPalm and
OneHandPalm. Furthermore, TwoHandPalm and OneHandPalm have higher
efficiency (significantly lower task execution time) than TwoHandIndex and
OneHandIndex. However, a significant difference in the proposed techniques
in terms of effectiveness could not be found. The number of teleportations NT
does not vary much between techniques. The number of tracking interruptions
HTL is not drastically affected by the proposed techniques either.

Table 6.2: Summary of findings in the user study.

Findings

Quantitative =~ TwoHandIndex had the slowest task completion time.
Evaluation

OneHandPalm had the fastest task completion time.

Task completion time did not significantly vary between a
two-handed technique and their one-handed alternative,
i.e. TwoHandPalm-OneHandPalm p > 0.05 and
TwoHandIndex-TwoHandIndex p > 0.05.

No evidence that a particular locomotion technique
requires the user to do significantly more teleportations
was found.

TwoHandPalm had significantly more number of tracking
interruptions compared to OneHandPalm in our
evaluation scenario (p = 0.0483).

Continued on next page
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Table 6.2: Summary of findings in the user study. (Continued)

Findings

In general it can be concluded that the proposed
techniques do not have a strong impact on HTL.

Qualitative All proposed techniques rank above the threshold of 68.
Evaluation The lowest SUS score of M = 77.4 is from TwoHandIndex.

OneHandPalm has the best perceived usability with a
SUS score of M = 89.6.

OneHandPalm has consistently performed better in the
NASA-TLX scores than all other techniques (lower
perceived workload).

TwoHandIndex has consistently performed worse than all
other techniques (higher perceived workload).

Answering the Research Questions

Using the different quantitative and qualitative measures the questions initially
formed in section [6.1] can be answered.

RQ1: Can users easily navigate through a virtual environment by using hand
gestures?

To answer this question, the SUS as well as the NASA-TLX scores are con-
sidered. The proposed gesture based locomotion techniques score high in the
SUS, indicating a generally high level of usability and ease of use. The low-
est score of 77.4 scored by TwoHandIndex is being considered above average
as according to Sauro [226] and thus imply above average usability. Look-
ing at the NASA-TLX scores, there is an indication that the TwoHandIndex
technique requires a higher perceived workload compared to other techniques,
but overall it can be concluded that the techniques are adequate in terms of
workload. Especially when subjects used the OneHandPalm technique low
perceived workload can be observed. During the study no evidence that sub-
jects struggle to control movement in VR with hand gestures was found. The
quantitative and qualitative data suggests an easy navigation through the VE
by using hand gesture based movement control.

RQ2: Can users move through virtual environments efficiently and effectively
with just one hand?

This question is answered by analysing the quantitative data collected dur-
ing the user study. For efficiency the number of teleportations required during
the experimental task is compared. It is observed that there is no signif-
icant difference between proposed techniques as determined by an ANOVA
p > 0.05. This result suggests that the proposed two-handed and one-handed
techniques are equally efficient regarding number of teleportations. Further-
more, the hand tracking interruptions between two-handed and one-handed
techniques are considered. An ANOVA with p < 0.05 indicates a significant

108



6.1. Teleportation-Based Locomotion using Bare Hands

difference regarding the number of hand tracking interruptions across all tech-
niques. A post hoc analysis revealed that TwoHandPalm had significantly
more interruptions compared to OneHandPalm with p = 0.0483. Other tech-
niques however, did not significantly vary in terms of HTL. Looking at the raw
data, TwoHandPalm had the highest number of tracking interruptions with
M = 13.28, followed by TwoHandIndex (M = 12.90). The one-handed tech-
niques seems to have less tracking interruptions where TwoHandIndex had M
= 9.19 and OneHandPalm M = 8.95 but the statistical analysis showed only
significance between TwoHandPalm and OneHandPalm. In general it can be
concluded that there is no drastic effect on hand tracking interruptions within
the proposed techniques. Most likely this is due to the fact that some users
are more comfortable with keeping only one hand in the sensor’s field of view
rather than both hands. However, the difference in HTL is not sufficient to
draw conclusions about which method performed better.

Analysing the task completion time as measurement for effectivity, ANOVA
revealed significant differences between the proposed techniques (p < 0.05).
The difference is found mostly in the palm-based techniques being faster than
index-based techniques as shown in Section With the given data it can
be determined that one-handed techniques are generally not slower compared
to two-handed ones. With the aforementioned points it can be concluded that
one-handed techniques are at least equal to their two-handed counterparts in
terms of efficiency and effectiveness.

RQ3: Do users prefer controlling locomotion with one hand rather than both
hands?

To answer this question the user rating of the proposed techniques is con-
sidered. The locomotion techniques TwoHandPalm and OneHandPalm were
liked the most by participants as shown in Figure OneHandPalm got sig-
nificantly better user rating than TwoHandIndex (p < 0.05). If the participants
were undecided, they usually gave two methods an equal score. An additional
question was included in the questionnaire, asking people to choose one tech-
nique over the other. The questionnaire also asked why people chose one
method over the other. When a two-handed technique was chosen, the most
common response was that it offered more control than a one-handed tech-
nique. If a one-handed technique was chosen, the most frequent answer was
that it was simply more comfortable and even perceived as faster. Analysing
the user preferences show that there is no clear winner between two-handed
and one-handed locomotion techniques but rather between index and palm
navigation. The results of the study suggests that using a one-handed tech-
nique is a viable alternative to a two-handed technique and vice versa.

Limitations and Future Work

The proposed locomotion techniques are tested with a specific hand tracking
sensor. During the user study, some users mentioned that it was annoying
to keep both hands in the sensor’s field of view. A more sophisticated hand
tracking solution with a wider FOV could be a major improvement to the
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proposed techniques.

Furthermore, the user study itself had some limitations. A simple evaluation
task was used where users had to touch virtual objects. There where no obsta-
cles besides the touchable objects and there was no other type of interaction.
Especially the one-handed techniques might require a deeper investigation.
Future work should find out if one-handed techniques are still applicable in
scenarios where many objects need to be grabbed, touched, pressed, etc. A
strong indication that palm navigation is preferred over index navigation was
observed, but a user study with more participants would help to strengthen
this conclusion.

6.1.6. Conclusion

This section presents and compares four hand gesture based techniques for
controlling locomotion in VR. The design and implementation of the proposed
locomotion techniques was achieved by a gesture capturing system which is
able to capture static hand gestures for use in a virtual environment. With the
help of 21 volunteers, the four locomotion techniques presented in this section
are evaluated. A user study was conducted which aimed to provide useful
insights into hand-based locomotion control techniques, especially involving
one-handed techniques. Two two-handed methods which require an activa-
tion gesture to move around, and two one-handed methods-which activate
passively after a certain time are presented. These methods use either an index
finger or the palm to navigate through the virtual world. The techniques were
evaluated by utilising quantitative and qualitative measurements. For quan-
titative measurements, the task completion time (TC), number of times the
hand tracking was lost during a session (HTL), and number of teleportations
required to reach the task goal (NT) was used. As qualitative measures, the
participants were given questionnaires, including the System Usability Scale
and the NASA-TLX questionnaire. In addition, the user study participants
evaluated each method subjectively and allowed them to choose their favourite
method. One of the results is that navigation with the palm is preferred over
navigation with the index finger. The evaluation results indicate that all the
proposed techniques are a viable choice for moving in VR. Moreover, there was
no clear winner between two-handed and one-handed techniques. The results
of the study show that one-handed methods can be used well for locomotion
in VR. The presented techniques which require only one hand did not show
much difference compared to the two-handed alternative, both qualitatively
and quantitatively. With regard to the proposed techniques, it is suggested
to use either TwoHandPalm or OneHandPalm in VR. If possible, the system
should allow users to choose which locomotion technique to use or to choose
the locomotion technique based on the possible interaction features of the
virtual environment.
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6.2. Learning Effect of Laypeople using Hand Gestures
for Locomotion

Relevant work regarding locomotion in VR focuses mostly on user preference
and performance of the different locomotion techniques. This ignores the
learning effect that users go through while new methods are being explored.
In this section, it is investigated whether and how quickly users can adapt to
a hand gesture-based locomotion system in VR. The four different locomotion
techniques from the previous section are examined with regard to the learning
effect. The goal of this is twofold: First, it aims to encourage researchers to
consider the learning effect in their studies. Second, this study aims to provide
insight into the learning effect of users in gesture-based systems.

6.2.1. Formulating the Research Questions

Usually a controller is used for virtual locomotion [66], [209], [307], but more
recent work uses other techniques such as vision-based tracking [233] or sen-
sors that are attached to the body [190], [223]. The controller-based methods
are extensively researched and already in commercial use. Gesture-based lo-
comotion is getting more attention lately and requires more research to find
out which methods are adequate. Many studies focus entirely on subjective
user preference in researching and developing such locomotion systems. More-
over, studies related to locomotion in VR usually use a single ”ease-to-learn”
question for participants to find out if the technique is easy to learn. The anal-
ysis in this section addresses another important factor that is often neglected.
Namely, how quickly people can learn such a system. Complicated methods
lead to longer times to achieve objectives and ultimately to user frustration.
This is one of the hurdles that stand in the way of the mass adoption of hand
gestures as an interface. Therefore, attention should be paid to whether or
not users can quickly adapt to implemented techniques.

To investigate the learning effect, the user study from the previous section is
further examined for new findings, focusing on the learning effect. People with
minor and no background in VR were recruited in order to remove additional
bias or knowledge regarding VR systems. Emphasis is put on the learning
effect that can be observed by these lay people. More concrete, this analysis
answers the following research questions:

Q1: Do lay people significantly improve their task completion time when us-
ing hand gesture based locomotion during a second session compared to
the first?

Q2: How much do lay people adapt to the limitations of a hand tracking
device after a first trial session?

Q3:  Will lay people significantly improve their efficiency (less number of
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teleportations) when using hand gesture based locomotion during a second
trial session?

6.2.2. Subjective Learning Experience for Locomotion in VR

To the best of knowledge, no paper was published that focuses exclusively
on investigating the learning effect of lay people for hand-gesture based VR
locomotion. However, some work mentions learning effect during their studies.

Zhao et al. [320] investigates different techniques to control locomotion
speed. The gestures include Finger Distance, Finger Number, and Finger
Tapping. Users were asked within a questionnaire to subjectively evaluate
the ease-to-learn. According to the results, users find the proposed techniques
easy to learn. However, no quantitative analysis was performed to gain insights
into the learning effect of participants. Zielasko et al. [322] implemented and
evaluated five different hands-free navigation methods for VR. The techniques
include Walking In Place, Accelerator Pedal, Leaning, Shake Your Head, and
Gamepad. Using a questionnaire, the authors come to the conclusion that
the introduced techniques are easy to learn. Kitson et al. [125] introduced
NaviChair, a chair based locomotion technique for virtual environments. Users
are required to move within the chair to get different locomotion effects. The
authors compare this technique with a technique based on a normal joystick.
During exit interviews, it was revelead that the joystick variant is preferred
by users because it is more accurate and easier to learn. The work of Keil
et al. [116] uses VR locomotion techniques to measure users’ learning effect
in distance estimations. The authors found a significant decrease in distance
estimation errors after a subsequent task. The proposed analysis does not rely
on a subjective questionnaire to answer whether techniques are easy to learn.
Instead, gathered data is quantitatively analysed to measure the learning effect
of users.

6.2.3. Answering the Research Questions

The data collected during the experiment (described in section is used
to answer the research questions. The experiment was split into two phases:
Learning phase and evaluation phase. In both phases, the participants had to
move through the environment and perform the given task. In the learning, as
well as the evaluation phase, all four techniques were used by the participants.
Both phases are identical in terms of task and VE. In the learning phase,
participants have performed each technique for the first time. Therefore, data
is collected where users performed each technique for the first and the second
time. One session lasted about 43 minutes.

No questionnaire regarding learning experience was given to the participants
and our findings are based solely on quantitative results. Task completion time
measures the time a participant requires to complete the task. More precisely,
it represents the time from touching the first pillar to the last inside the VE.
Additionally, the number of times the hand tracking was lost is collected.
This value represents the tracking failures of the chosen device. The tracking
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fails if the participant moves a hand out of the reliable tracking range of the
device. For two-handed locomotion techniques, both hands have to be tracked
by the sensor and for one-handed techniques only the dominant hand needs
to be tracked. This measure is particularly useful to measure the adaption of
the user to overcome the limitations of the tracking device. Furthermore, the
number of teleportations a user required to reach the goal is collected. The raw
values such as mean, median, standard deviation, minimum, and maximum
are shown in Table One-way ANOVA is used for statistical analysis and
throughout the section significance at the 0.05 level is reported.

Table 6.3: Raw data collected during the experiment. TC (Task Completion
Time), HTL (number of times the hand tracking was lost during a
session), and NT (number of teleportations required to complete

the task)
Variable Task Mean | Mdn sd | MIN | MAX
TC M1 - Learning 158.33 136 | 90.23 79 452

M2 - Learning 92.85 92 | 33.21 42 168
M3 - Learning 108.71 96 | 37.66 71 217
M4 - Learning 66.09 61 | 20.14 45 110
M1 - Evaluation | 85.14 76 | 30.79 51 166
M2 - Evaluation | 66.19 63 | 26.38 40 155
M3 - Evaluation | 94.95 91 | 23.03 58 142

M4 - Evaluation | 63.76 57 | 19.73 36 116
HTL M1 - Learning 26.14 22 | 16.21 8 78
M2 - Learning 19.57 15 | 10.68 7 46
M3 - Learning 12.14 11 | 8.48 2 42
M4 - Learning 6.80 6| 3.84 2 14
M1 - Evaluation | 12.90 11| 5.21 7 29
M2 - Evaluation | 13.28 11 | 5.55 6 28
M3 - Evaluation 9.19 7| 4.40 3 18
M4 - Evaluation 8.95 7 6.0 3 29
NT M1 - Learning 33.19 31 | 18.51 17 102

M2 - Learning 25.61 23 | 8.78 15 47
M3 - Learning 23.00 22 | 4.38 18 36
M4 - Learning 22.19 20 | 5.87 17 41
M1 - Evaluation | 25.76 24 | 4.21 18 37

Continued on next page
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Table 6.3: Raw data collected during the experiment. TC (Task Completion
Time), HTL (number of times the hand tracking was lost during a

session), and NT (number of teleportations required to complete
the task) (Continued)

Variable Task Mean | Mdn sd | MIN | MAX
M2 - Evaluation | 25.52 23 | 8.07 16 48
M3 - Evaluation | 23.04 22 | 5.21 18 44
M4 - Evaluation | 22.33 21 | 4.62 17 35

Do lay people significantly improve their task completion time when using
hand gesture based locomotion during a second session compared to the
first?

To answer this question, the task completion time is taken into account. Lev-
ene’s test was conducted in order to ensure homogeneity of the input data (p >
0.05). One-way ANOVA was used in order to answer whether users are faster
at completing the given task after performing a training. A comparison be-
tween each technique’s learning phase with it’s corresponding evaluation phase
was conducted. The average values are depicted in Figure [6.15] The results
of the ANOVAs are: TwoHandIndex: F'(1,40) = 12.38,p = 0.001; TwoHand-
Palm: F(1,40) = 8.298,p = 0.006; OneHandIndex: F'(1,40) = 2.04,p = 0.161;
OneHandPalm: F'(1,40) = 0.144,p = 0.707.

The results show significant difference in the task completion time for the
techniques TwoHandIndex and TwoHandPalm with p < 0.05. The techniques
OneHandIndex and OneHandPalm do not show significance with p > 0.05.
Therefore, it can be concluded that users performed significantly faster after
conducting a learning phase for the two-handed techniques. The one-handed
techniques however did not show significant improvements.

How much do lay people adapt to the limitations of a hand tracking
device after a first trial session?

Today, hand tracking devices have several limitations such as occlusion, low
field of view, and tracking range. Scientists working in this field know these
limitations and already avoid them unconsciously. Non-experts who have never
come into contact with such technology will discover many of these limitations.
This inevitably leads to many tracking errors until the user becomes aware
of why the system has problems. For this reason, the number of times the
hand tracking failed during a session is used as an indicator to answer this
research question. Once the users hands are no longer tracked, it counts as
hand tracking lost. It can be said that users unconsciously and unintentionally
move their hands out of the sensor’s FOV because they are not accustomed
to the technology. Therefore, this metric is used as an indicator of lay peoples
learning effect of the chosen techniques. The average values are depicted in
Figure One-way ANOVA was used to find significant improvements
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Figure 6.15.: Box plots comparing task completion time between learning and eval-
uation phase. The values represent the time users required to fulfill
the given task in seconds.
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between the learning and evaluation phase. Levene’s test assured homogeneity
of the input data. The result of the ANVOAs are: TwoHandIndex: F'(1,40) =
12.69,p = 0.001; TwoHandPalm: F'(1,40) = 5.727,p = 0.021; OneHandIndex:
F(1,40) = 2.003,p = 0.165; OneHandPalm: F'(1,40) = 1.898,p = 0.176.

These results indicate, that the two-handed techniques showed significant
improvements between the learning phase and the evaluation phase. The
one-handed techniques do not show significance. The two-handed techniques
show overall increased tracking errors compared to the one-handed techniques.
Therefore, it can be concluded that people perform better when using one-
handed techniques. However, users are also able to significantly improve with
the two-handed techniques by only doing one prior session with the technique.
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Figure 6.16.: Box plots comparing the number of times the tracking has failed
between learning and evaluation phase for each technique.
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Will lay people significantly improve their efficiency (less number of
teleportations) when using hand gesture based locomotion during a
second trial session?

To answer this question, the number of teleportations is considered. Levene’s
test was conducted in order to ensure homogeneity of the input data. One-way
ANOVA was used to identify significant differences between the learning and
evaluation phase of the experiment. Each technique’s learning phase was com-
pared to it’s corresponding evaluation phase. The average values are depicted
in Figure The result of the ANOVAs are: TwoHandIndex: F(1,40) =
3.214,p = 0.08; TwoHandPalm: F'(1,40) = 0.001,p = 0.971; OneHandIndex:
F(1,40) = 0.001, p = 0.975; OneHandPalm: F'(1,40) = 0.008,p = 0.931.

According to the one-way ANOVAs, there was no significant improvement
observed for individual techniques between learning and evaluation phase
(p > 0.05). Therefore, no individual learning effect could be observed in tele-
portation behavior.
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Figure 6.17.: Box plots comparing the number of teleportations required to reach
the goal between learning and evaluation phase.
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6.2.4. Discussion of Experiment Results for Learning Effect

The participants showed a significant improvement in task completion time
for the two-handed techniques. The one-handed techniques did not signifi-
cantly improve between the first and second phase of the experiment. During
the experiment, subjects already expressed that one-handed techniques seem
to be more intuitive and henceforth would explain these results. However,
after performing the two-handed techniques for a second time, there is al-
ready significant improvement noticeable. This result is also backed by the
fact that users significantly improved in regards to hand tracking failures. In
the first phase, the users were uneasy because they first had to understand
the limitations of the hand tracker. In the second phase, a clear improvement
was noticeable. The number of teleportations required to reach the goal did
not significantly vary between learning and evaluation phase. This could mean
that the users understood how to achieve the goal and the virtual environment
in combination with the task was straightforward to understand.

6.2.5. Experiment Summary for Learning Effect

This section investigated the learning effect of lay people performing hand
gesture-based locomotion. A user study with 21 participants was conducted.
In this study, four locomotion methods were utilised and the experiment was
divided into a learning phase and an evaluation phase. All four methods were
carried out twice by the subjects. The first time a method was performed
was referred to as the learning phase and the second time as the evaluation
phase. The study showed significant improvements for the subjects while
using two-handed techniques. The participants were considerably faster and
significantly improved at using the hand tracking device. Therefore, it can be
said that users struggle at first and then, with just one more trial run, they can
significantly adapt to gesture-based systems with two hands. Furthermore, no
significant learning effect was observed using one-handed techniques.

6.3. Continuous Locomotion Using Bare Hands

As mentioned in the beginning of this chapter, there are two ways to move
in virtual environments: Teleportation based locomotion and continuous loco-
motion. Teleportation locomotion instantly changes the position of the user.
Continuous locomotion on the other hand is more like a walk, where the user
gradually moves in the desired direction. Teleportation based locomotion is
known to cause less motion sickness compared to continuous locomotion, but
the latter is more immersive [10], [47], [131]. It is a trade off between im-
mersion and motion sickness. Therefore, if the application scenario permits,
care should be taken to allow the user to choose between the two methods.
Games and other commercial applications using a controller usually allow for
an option to choose which locomotion method is desired. In the following ex-
periment, three novel locomotion techniques using bare hands for continuous
locomotion are proposed and evaluated. A technique which uses index finger
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pointing as metaphor was implemented. Steering is performed by moving the
index finger into the desired direction. A similar technique using the hand
palm for steering was implemented. The third bare handed technique utilises
a thumbs up gesture to indicate movement. Compared to other freehand loco-
motion techniques which involve rather demanding body movements, locomo-
tion using hand gestures could be a less stressful and demanding technique.
This assumption arises from the fact that only finger and hand movements are
required for locomotion, whereas other techniques require large parts of the
body to be moved. The three techniques are compared to each other and to
the current standard for moving in VR, the controller. The following study
aims to provide more insights into hand gesture based locomotion and whether
it is applicable and easy to use by users. In particular, the research gap of con-
tinuous locomotion with hand gestures should be addressed, as most existing
techniques use teleportation. In addition, it is not yet clear which hand ges-
tures are suitable for the locomotion task in VR, and further research should
be conducted to find suitable techniques. The contributions of this section are
as follows:

e Introducing three novel locomotion techniques for VR using bare hands

e A comprehensive evaluation of these techniques

6.3.1. Proposed Locomotion Techniques

Four different locomotion techniques were developed: Controller, FingerUlI,
HandUI, and ThumbGesture. The proposed locomotion techniques are de-
picted in Figure [6.18 The implementation of each technique is briefly ex-
plained in this section.

Technique  No Movement Forward

FingerUL

HandUT

ThumbGesture

]

Figure 6.18.: The proposed one-handed locomotion techniques. Users could move
by moving the hand to a designated zone for moving forward, back-
ward and rotating left and right. The arrows to control movement
all had the same size.
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Controller. This technique uses the standard implementation for continu-
ous locomotion with the Software Development Kit (SDK) of the chosen VR
HMD. The thumbstick on the left controller is used for acceleration and the
thumbstick on the right controller can be used to rotate the user. Using the
right thumbstick is optional since the user can turn normally by just moving
the head.

FingerUl. If the user points the index finger forward, a 3D graphical user
interface will be shown. A 3D arrow for the four different directions Forward,
Backward, Left, and Right are shown. While the user is maintaining the index
finger forward pose with the hand, locomotion is achieved by moving the hand
to one of the arrows depending on which movement is desired. The arrows
are only for visualisation purposes. The actual movement is triggered when
the index finger enters invisible zones which are placed around the 3D arrows
indicating the movement direction. Only touching the arrows would be too
strict, whereas the introduction of movement zones allows more room for user
error. For this reason, zones are actually larger than the arrows shown to
the user. This is depicted in Figure Furthermore, the zones for moving
left and right are generally bigger than for moving forward and backward.
The reason for this is that during first pilot testing it was found that users
generally made wide movements to the left and right. If the hand moves out
of a zone, movement will unintentionally stop. Moving the hand forward was
restricted due to arm length and moving backwards was restricted because
the own body was in the way. Furthermore, with the design showed in Figure
6.19] users could move forward by putting the hand forward and then swiped
to the left /right to rotate instead of moving the hand to the center and then to
the left /right. Once the Ul is shown, the zones are activated for all movement
directions and the center can be used to indicate that no movement is desired.

HandUI. This technique is similar to FingerUI. The difference is the hand
pose to enable the user interface. A”stop” gesture, i.e. palm facing away from
the face and all fingers are up, is used to show the user interface. Instead of
the index finger, the palm center needs to enter a zone to enable movement.
The size of the zones is also adjusted (bigger and more space in the center for
no movement).

ThumbGesture. A thumbs up gesture is used to activate movement. The
four movement directions are mapped to different gestures. Thumb pointing
up = Forward; Thumb pointing towards face = Backward; Thumb left = Left;
Thumb right = Right.

All hand based locomotion techniques used a static gesture to activate loco-
motion and no individual finger movement was necessary. Furthermore, while
the gestures and controller had a dedicated option to rotate the virtual avatar,
users could also rotate by looking around with the VR HMD. Users can not
change the locomotion speed but once the user enters a zone with their hand
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Figure 6.19.: The 3D graphical user interface which is visible once a specific hand
gesture is detected. The interface will be shown around the hand
of the user. The left image shows the possible movement actions.
The right image shows zones which are invisible to the user. If the
hand/index finger enters one of these zones, the respective movement
is triggered. The two techniques FingerUI and HandUI use different
sizes for the zones (smaller zones for the IndexUI).

to enable movement, the users locomotion speed increases over the first sec-
ond up to a maximum of 28.8 km/h (8 m/s). The time it takes a user to
rotate their body about 90° using hand gestures or the controller is 1.5 sec-
onds. Movement is immediately stopped if the users’ hand is no longer in a
movement zone.

6.3.2. Explanation of Chosen Techniques

Techniques with different input modalities such as controller can be adapted or
serve as metaphor to implement bare handed techniques for locomotion. With
this in consideration, the proposed techniques were implemented. ThumbGes-
ture was implemented since it is quite similar to rotating a thumbstick into
the desired direction as it uses the direction of the thumb to indicate the
movement direction. Furthermore, ThumbGesture can be seen as a variation
of the locomotion technique introduced by Zhang et al. . ThumbGesture
however uses only one hand instead of two. FingerUI was developed to use
the metaphor of pointing forward to enable movement. The shown 3D graph-
ical user interface is similar to a digital pad on common controllers that allow
movement of virtual characters. Previous studies suggest that the gesture
for pointing forward could be error-prone due to tracking failures since the
index finger is often obscured for the cameras by the rest of the hand .
For this purpose, HandUI was implemented which should be easy to track by
the hand tracking device since no finger is occluded. Controller was added
as a baseline and serves as the current gold standard for locomotion in VR.
Only one-handed techniques were implemented, as one hand should be free
for interaction tasks.
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6.3.3. Evaluation
Objectives

The goal of this study was to compare the three locomotion techniques us-
ing bare hands. Controller was added as a baseline, to generally compare
hand gesture locomotion with the gold standard. It was anticipated that a
controller will outperform the bare handed techniques. However, the main
objective was to find out which of the three bare handed techniques is best in
terms of efficiency, usability, perceived workload, and subjective user rating.
The efficiency of the different techniques was measured by the task comple-
tion time. The well known System Usability Scale (SUS) [24], [25] was used as
usability measure. The perceived workload was measured by the NASA Task
Load Index (NASA-TLX) [88], [89]. Since hand tracking is still a maturing
technology and tracking errors are expected, NASA-TLX should give interest-
ing insights into possible frustration and other measures. It was deliberately
decided not to use more questionnaires to keep the experiment short. This
was because it was expected that some participants would suffer from motion
sickness and might decide to abort the experiment if it takes too long. It was
also decided not to include any questionnaire for motion sickness as it can be
expected that the proposed techniques are similar in this regard.

Participants

A total number of 16 participants participated in the study and 12 completed
the experiment. Four participants cancelled the experiment due to increased
motion sickness during the experiment. The participants’ age ranged between
18 and 63 years old (Age u = 33.38). Six females participated in the study.
All participants were laypeople to VR technology and wore a VR HMD less
than five times.

Apparatus

The evaluation was performed by using a gaming notebook with an Intel Core
I7-7820HK, 32 GB DDR4 RAM, Nvidia Geforce GTX 1080 running a 64 bit
Windows 10. Meta Quest 2 was used as the VR HMD and the hand tracking
was realized using version 38 of the Oculus Integration Plugin in Unity.

Experimental Task

The participants had to move through a minimalistic, corridor-like virtual
environment and touch virtual pillars. The environment is 10m wide and
110m long. A total of ten pillars are placed in the environment about 10m
apart from each other. The pillars are arranged in a way that users had to
move left and right to reach the pillars (See Figure [6.20). After a pillar was
touched, its color changed to green, indicating that it was touched. Once ten
pillars were touched, a trial was completed.
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Figure 6.20.: The virtual environment used for the experiment. Users had to move
in a large corridor-like environment, touching 10 pillars. After all
pillars are touched once, the experiment continues with the next
step.

Procedure

The experiment had a within-subject design. Each participant had to move
twice through the virtual environment with each technique. This allowed the
subjects to understand and learn the technique in one trial and the latter trial
can be used more reliable as measure for task completion time. A short video
clip was shown to the participant to inform them how to move with the current
technique. The experiment was conducted in seating position and users could
rotate their body with a swivel chair. The order of locomotion techniques was
counterbalanced using the balanced latin square algorithm. After a participant
touched all ten pillars in the virtual environment twice, the participant was
teleported to an area where questionnaires should be answered. Participants
first filled in the NASA-TLX and then the SUS. The answers could be filled
in with either the controller or using bare hands in VR. This was repeated for
each locomotion technique. After the last, a final questionnaire was shown to
the participant were they could rate each technique on a scale from 1 (bad)
to 10 (good). One user session took about 30 minutes.

6.3.4. Results
Task Completion Time

For the task completion time, the time between touching the first and the last
pillar is measured. The average time to touch all ten pillars in a trial is depicted
in Figure Levene’s test assured the homogeneity of variances of the input
data and therefore one-way ANOVA was used. The result F(3,47) = 8.817 with
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p value < 0.01 showed significant differences between the techniques. The post-
hoc test TukeyHSD revealed the following statistically significant differences
between technique pairs: Controller-FingerUI p < 0.001; Controller-HandUI
p < 0.05; ThumbGesture-FingerUI p < 0.01.

[ *kk

*%

100

~
o

(8]
o

Time Required in seconds

s E====

Controller FingerUI HandUI  ThumbGesture

Figure 6.21.: Average time taken by users to touch all ten pillars. Significance
Levels: *** = 0.001; ** = 0.01; * = 0.05.

NASA Task Load Index (NASA-TLX)

The NASA-TLX questionnaire was answered after performing the experimen-
tal task with a technique. A task took about two minutes to complete and
the completion of the questionnaires allowed a break of about two minutes be-
tween each successive task. The raw data of the NASA-TLX is used without
additional subscale weighting in order to further reduce the amount of time
required by participants to spend in VR (Questionnaires were answered within
the virtual environment). Using the raw NASA-TLX data without weighting
is common in similar literature , . The questionnaire measures the
perceived mental and physical workload, temporal demand, performance, ef-
fort, and frustration of participants. The overall workload of the proposed
techniques is calculated by the mean of the six subscales. The overall score
for each technique in order from high to low: The highest perceived workload
was using HandUI (M = 53.72), followed by FingerUI (M = 46.13), a slightly
lower workload by using ThumbGesture (M = 41.55), and finally Controller
(M = 37.92).
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Figure 6.22.: The raw NASA-TLX scores. Perceived mental and physical work-
load, temporal demand, performance, effort, and frustration are mea-
sured by using the questionnaire. The overall perceived workload is
shown on the far right of the bar charts.

System Usability Scale (SUS)

The SUS gives insight into the subjective perceived usability for the different
techniques. Generally, a higher value means better perceived usability and a
value above 69 can be considered as above average according to Sauro . It
is to note that the SUS scores of this evaluation are only meaningful within this
experiment and should not be compared to SUS scores of techniques within
other research work. The following SUS scores were achieved: Controller 66.1;
FingerUI 62.9; HandUI 61.4; ThumbGesture 76.8. The scores are depicted in

Figure [6.23]
6.3.5. Subjective Ranking of Techniques

Participants were asked to rate each technique on a scale from 1 (bad) to 10
(good). The techniques got the following average rating from users: Controller
8.5; FingerUI 6.42; HandUI 5.21; ThumbGesture 7.57. The scores are depicted

in Figure [6.23
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Figure 6.23.: Left: Average user rating for the proposed techniques. Users could
rate each technique on scale from 1(bad) to 10(good). Right: Results
of the System Usability Scale.
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6.3.6. Discussion of the Study and Future Work

It was anticipated that the controller outperforms the hand gesture based tech-
niques in task completion time. However, no statistically significant difference
was found between Controller and ThumbGesture. Another noteworthy ob-
servation is that ThumbGesture received a better SUS score than Controller.
This could be explained by the fact that all participants were laypeople to VR
and therefore have minimal experience with using a controller which lead to a
better usability rating.

No significant differences were found in the overall scores regarding the
perceived workload of the techniques. However, it can be observed in Figure
that Controller required less effort and led to lower frustration by the
participants.

Ranking of techniques was also in favor of Controller but ThumbGesture
received similar results. Overall it can be said that ThumbGesture was the
winner out of the three proposed one-handed locomotion techniques as it got
the best SUS scores, highest user rating, and fastest task completion time.
This leads to the conclusion that a one-handed technique for continuous lo-
comotion should use a simple gesture for moving without an additional user
interface.

Interestingly, some participants exploited the fact that turning the head also
rotated the virtual character. Thus, only the gesture for moving forward was
necessary to achieve the goal. A follow-up study could investigate whether
gestures to change the direction of movement offer added value or if they are
unnecessary. It was also interesting that three out of four subjects who stopped
the experiment, stopped during the controller condition (the last participant
interrupted at HandUI). This could be a hint that the controller actually
causes more motion sickness than gesture-based locomotion. However, more
data is required to support this hypothesis.

6.3.7. Study Limitations

Little research has been been performed on how bare hands can be used to
move in virtual environments. Therefore, it is not yet clear which bare handed
technique is performing well enough to compare it to other freehand techniques
which are widely researched and acknowledged such as WIP. In that regard,
once suitable bare handed locomotion techniques have been found, they should
be compared to sophisticated techniques such as WIP. Only then can a well-
founded insight be gained into whether hand gestures are a valid alternative.

The robustness of the bare handed techniques is highly dependent on the
quality of the hand tracking solution. Some participants had problems with
the gestures, even though they were quite simple. This was particularly no-
ticeable with the ThumbGesture technique, where the virtual hand sometimes
had an index finger pointing outwards, even though the physical hand was
correctly shaped. Similar false hand configurations occurred once the index
finger pointed outwards because the finger was covered by the cameras. Fur-
thermore, no questionnaire for motion sickness was used. The experiment was
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designed without a questionnaire on motion sickness in order to keep it as
short as possible, also so that subjects would not have to spend much time
in VR. However, since some subjects dropped out due to motion sickness, an
evaluation in this regard would have been useful.

Another limitation is the number of participants. Only a limited number
of participants could be recruited due to the COVID-19 pandemic. More
participants would be required in order to be able to draw stronger conclusions
about the proposed techniques.

6.3.8. Conclusion of the Study

This work presents three one-handed techniques for continuous locomotion in
VR. The techniques are compared with a standard controller implementation
and the respective other techniques. The techniques are compared with re-
spect to task completion time, usability, perceived workload, and got ranked
by the participants. Controller was fastest in task completion time and got the
highest rating from participants. In the other measurements, however, there
is no clear winner between the use of a controller and one of the presented
one-handed techniques for continuous locomotion. ThumbGesture even got
a higher SUS score than Controller. Overall, it can be said that out of the
three one-handed techniques, ThumbGesture was the winner in this experi-
ment. This technique received the highest scores in the SUS and ranking by
participants. Furthermore, it got lowest perceived workload out of the three
one-handed techniques. It was also the fastest in task completion time among
the bare handed techniques. The experiment conducted aimed towards using
natural hand gestures for moving around in VR. The techniques presented
show promising results overall, but further techniques should be evaluated to
find potential suitable hand gestures for the locomotion task. This is espe-
cially important if physical controllers are to be replaced by hand tracking in
the future or if controllers are not desired for an application.
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Chapter

Hand Gestures for Virtual Object
Manipulation

Besides locomotion, interaction with virtual objects is another essential type
of interaction in immersive virtual environments. Using a controller to pick up
virtual objects is unnatural because we use our hands to interact with objects
in real life. When developing applications with immersive virtual environ-
ments that are intended to be as realistic as possible, it should be explored
how hand gestures can be used to enhance this interaction. Even though re-
cent hardware allows hand tracking out of the box, creating new gestures is
not straightforward. Especially for people with little technical background, it
is almost impossible to define their own gestures. For this reason, the frame-
work proposed in chapter [5| was developed. However, the framework itself is
in a raw state and allows diverse application of hand gestures. This chapter
proposes a hand gesture authoring tool for object specific grab gestures allow-
ing virtual objects to be grabbed as in the real world (see Figure . The
presented solution uses template matching for gesture recognition and requires
no technical knowledge to design and create custom tailored hand gestures. In
a user study, the proposed approach is compared with the pinch gesture and
the controller for grasping virtual objects. The different grasping techniques
are compared in terms of accuracy, task completion time, usability, and natu-
ralness. The study showed that gestures created with the proposed approach
are perceived by users as a more natural input modality than the others.
Surveys about applications with such immersive technologies show the im-
portance of this interaction. In section it is shown that virtual object
manipulation is ranked as the most common interaction type for remote col-
laboration scenarios. The most common way to pick up virtual objects is to
press a button on a VR controller. With the recent rise of available hand
tracking in affordable head mounted displays (HMDs) for XR applications,
researchers and practitioners are exploring different ways to pick up objects.
Without using controllers, the pinch gesture is the most common gesture to
pick up objects. The software development kits for HMDs with hand tracking
usually include a pinch gesture as the default gesture to pick up objects, as

129



Chapter 7: Hand Gestures for Virtual Object Manipulation

Figure 7.1.: The proposed gesture authoring tool allows users to create their own
custom tailored hand gestures for grasping virtual objects. The tool
was evaluated with a user study and the grasping is compared to
picking up with a controller and the pinch gesture.

for example with the Hololens QEL Meta QuestEl, or the Leap Motiorﬂ to name
the most common examples. An early example which used the pinch gesture
to grasp virtual objects was introduced by Buchmann et al. . As the pinch
gesture is easy to recognise and can be reliably performed by users, it is the
preferred method for vendors to showcase the capability of hand tracking tech-
nology. However, the pinch gesture is not optimal for many use cases. First,
it is an unnatural gesture to pick up many objects because of their geomet-
ric properties. Second, the thumb and index finger need to be close to each
other for a pinch gesture. This prevents some other gestures which require the
thumb and index finger being close to each other from being recognised.

Previous studies show that users, and especially lay people to this technol-
ogy, often try to grab virtual objects as if they were picking up objects in the
real world such as observed by Kang et al. and Schéfer et al. . It
is investigated how the current state of the art for picking up virtual objects
with bare hands, the pinch gesture, can be replaced by more intuitive hand
motions for users. The implementation and evaluation design of the proposed
solution was guided by the formulation of three research questions:

¢ RQ1: Is a template-based gesture matching approach for picking up
virtual objects reasonable?

e RQ2: Can users define and use their own gestures without help and
technical knowledge?

"https://docs.microsoft.com/windows /mixed-reality /mrtk-unity/,  last accessed  at
20.10.2022

2https://developer.oculus.com/, last accessed at 20.10.2022

3h‘c‘cps://developer.1eaprn0tion.com/7 last accessed at 20.10.2022
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e RQ3: How do custom gestures compare to the state of the art for pick-
ing up virtual objects in terms of accuracy, task completion time, and
perceived naturalness?

A user study was designed and conducted in order to answer each of these
questions. The contributions of this chapter can be summarised as follows:

e A comprehensive user study consisting of two experiments that compare
three techniques to pick up objects:

— Controller as a baseline for comparison.

— The pinch gesture representing the current state of the art for pick-
ing up virtual objects with bare hands

— The proposed technique to pick up objects with customised hand
gestures.

e A gystem for design, implementation, and prototyping of object tailored
hand gestures to pick up virtual objects

7.1. Virtual Object Manipulation

Previous work on how to move virtual objects with bare hands in immersive
environments has been conducted. Suzuki et al. [270] introduced an AR system
to grab a virtual object with bare hands using the pinch gesture. The authors
generate composite images to achieve occlusion of the virtual object by the
real hand. Boonbrahm and Kaewrat [16] used the pinch gesture as well in
an AR system for assembling small virtual models. Furthermore, the pinch
gesture was used by Sorli et al. [261] to compare different hand visualisation
techniques. Participants had to grab and place big and small cubes. Another
example of using the pinch gesture for grabbing virtual objects is the work
of Mu and Sourin [172]. In their work, two different implementations of the
pinch gesture are compared. The work of Nguyen [177] uses hand features to
detect a grasping gesture to overlay tools such as a hammer or screwdriver
over the real hands using an XR HMD. Kang et al. [113] investigated how
the interaction techniques Gaze and Pinch, Direct Touch and Grab, and their
novel technique Worlds-in-Miniature compare to each other. It has been found
that all techniques have advantages as well as disadvantages. One of the
most important findings of the study conducted by Kang et al. is that users
prefer a visual guide to the possible interactions regardless of the interaction
method used. Grasping virtual objects using bare hands was investigated
by Vosinakis and Koutsabasis [293|. Specifically, the authors investigated if
different visual feedback techniques such as highlighting an object had an
impact on usability. The virtual objects could be grabbed and released by
closing and opening the hand. Song et al. [260] used a handle bar as metaphor
to manipulate virtual objects with two hands. Khundam et al. [120] compared
hand tracking and controller in a medical training scenario. Users had to pick
up virtual objects and interact with virtual elements by using either real hands
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or controllers. The authors did not find any significant difference in terms of
usability. Masurovsky et al. [151] compared controller and different pick up
techniques with the hand tracking device Leap Motion. An important finding
was that controller outperformed the other techniques and that controller was
not perceived as more natural than hand gesture grasping. Similar results were
proposed by Caggianese et al. |[32] where grabbing objects with a controller
was compared to a bare handed technique. Olin et al. [186] proposed a system
for cross device collaboration in VR where users could pick up virtual objects
with their hands. Another interesting approach was introduced by Pei et al.
[194] where hand gestures are not used to pick up objects but to imitate an
object. For example, instead of picking up a virtual scissor, the hand is shaped
as a scissor to cut a paper. Hand gestures in the work of Pei et al. [194] are
defined in a similar template matching approach than the proposed gesture
capture technique.

The main difference with the existing works compared to the presented
approach is that the gestures used in the aforementioned works to grasp virtual
objects are not tailored to the shape of the objects.

7.2. Gesture Authoring in the Existing Literature

This section briefly presents relevant work on the simple creation of gestures
that are not necessarily related to the grasping of virtual objects. Mo et al.
[168] introduced Gesture Knitter, a system to design and implement hand
gestures. Users are able to create their own gestures with a visual declarative
script. Fine and gross primitives can be combined to create dynamic hand ges-
tures. A system to create and prototype multi-touch gestures was introduced
by Li and Li [144]. Kinect Analysis was proposed by Nebeling et al. |[175]
where motion recordings captured from a RGB-D camera can be inspected
and annotated. These recordings can then be used as gestures. Ashbrook
and Starner [5] introduced MAGIC to create and prototype gestures with a
three-axis accelerometer. Speicher and Nebeling [264] introduced GestureWiz
which uses video input data to record and recognise gestures with a consumer-
grade webcam. GestuRING from Vatavu and Bilius [289] introduced a web
based tool to create hand gestures with a finger-worn device. Gestures from a
database could be mapped to certain actions. For example, the gestures could
be used to navigate a menu when a ring was rotated. Another web based tool
is introduced by Magrofuoco et al. [147] for the creation of stroke gestures
using a 3D touchpad. A tool to evaluate and create micro gestures was in-
troduced by Li et al. [139]. The systems presented in this section allow for
easy creation of new gestures, but none are designed to make virtual objects
naturally tangible by allowing one to create custom hand gestures.
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7.3. Gesture Authoring to Pick up Objects With
Custom Tailored Hand Gestures

This section describes how the gesture authoring process was implemented.
First, the semi-automatic steps for authoring a gesture are described. Next,
the architecture of the proposed solution is presented.

7.3.1. The Two-Step Gesture Authoring Process

The Gesture Authoring Space uses a simple two-step mechanism in order to
allow custom tailored hand object interaction.

1. The user needs to place the desired hand near a virtual object, imitating
a grab interaction.

2. After the hand is kept still for three seconds, the gesture is captured and
coupled to the object.

This process is depicted in Figure[7.2] Two necessary conditions were identified
in order to enable this two-step mechanism: First, the user has to place the
hand near an object. The distance between the virtual object and the hand
is computed which is then used to recognise if the hand is close enough to
the desired object. Secondly, the user needs to keep the position of the hand
for a certain amount of time. The user gets visual feedback how long the
hand must be maintained in form of a percentage going up from 0% to 100%.
Once 100% is reached, i.e. the user kept the hand still for a certain amount of
time, the object is attached to the hand and can be released by changing the
hand shape to a different pose than the captured gesture (e.g. opening the
hand). The first condition is required to store the actual hand shape for the
grab gesture. The second condition is necessary in order to capture the gesture
when the user finished placing the hand around the object. The desired virtual
object is placed on a table within the virtual environment. This table provides
information about the two conditions so that the user is informed about the
current status of the gesture capturing process. Virtual buttons are placed in
front of the user which allows to switch the virtual object to a different one as
well as resetting the position and all attached gestures on the current object.
In the current implementation only one custom gesture can be attached to an
object but this can easily extended to multiple gestures for a single object.

7.3.2. System Architecture

The gesture authoring process requires four principal components: A hand
tracking provider, gesture capture, gesture recognition, and the object inter-
action logic. The interaction capabilities such as attaching a virtual object to
the hand were implemented by using a built-in framework of the game engine

Unityﬂ

“https://unity.com/de, last accessed 31.08.2022
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| Desired Object | Step 1 Step 2 Interaction

Figure 7.2.: The gesture authoring workflow. A chosen 3D object is placed inside
the virtual environment. Then, the user has to imitate the grab of
the object by shaping the hand as desired. Finally, the hand needs to
be in position for three seconds in order to capture the desired grab
gesture. In the end, the object can be grabbed and used for more
interaction.

The proposed gesture capture and recognition technique was developed
through customisation of the framework proposed in chapter[5] The recording
process will store the currently formed hand shape while the recognising com-
ponent will compare these stored values with the live hand tracking data. By
calculating the Euclidean distance between hand joints of the stored and live
data, gestures can be recognised. The similarity S, of a gesture is recognised
by comparing each hand joint (25 provided by the hand tracker) to a stored
template by calculating the spatial differences of joints. With j. being the
current joint position provided from the tracker and jg the joint position in
the gesture template as shown in equation

25
So= 2\ Ge=dg) for g =12..., N (7-1)
i=1

The hand shape recognition can be done strictly or loosely by adjusting
a threshold which will mark when a hand gesture should be detected. The
capture process is depicted in Algorithm [3] and the recognition is explained in
Algorithm [4] A threshold of 5 ¢cm was used in order to recognise a gesture,
i.e. the combined euclidean distance of hand joints (S,) in the current hand
tracking frame should not exceed 5 cm to the stored template. This is an
empirical value that proved suitable in initial pilot tests, as it was neither too
strict nor too loose in recognising certain gestures.

Hand gestures for grabbing virtual objects in the Gesture Authoring Space
are attached to specific objects rather than a global storage for gestures. Vir-
tual objects enter a hover state if a users hand is near them (hover radius is
about 10 cm) and gets "unhovered” if the hand is too far away (depicted in
Figure . Once a tangible object is hovered, all attached gestures for grab-
bing it are registered to the gesture recogniser. The gesture recogniser will
then search for hand shapes associated to the gestures in each hand tracking
frame that arrives. Unhovering the object will unregister all gestures attached
to the tangible object. This allows many different gestures to be recognised
without worrying about falsely recognised gestures since the gestures can only
be activated when they are actually desired. If two similar gestures are de-
tected, the gesture with the smallest spatial difference will be triggered.
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Algorithm 3 Capturing Gestures

1:
2:

10:

Desired hand shape is formed around desired object by the user
Gesture capture event is triggered by holding hand and fingers still (3
seconds in the user study)
Extract joint positions from current hand pose
Create new gesture object
for Each joint on the hand do
Transform joint position from world space to local space
Adjust joint position with hand scaling factor
Store joint position in gesture object
end for
Fill new gesture with the stored values and attach it to the virtual object

Algorithm 4 recognising Gestures

1:
2:
3:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:

New hand frame arrives
if Hand is near an object with attached hand gestures then
Get current hand frame H;yppens from hand tracker
for Each registered gesture in the nearby object do
Set Doinimum to Float.Maximum value
for Each joint on the hand do
Transform joint position from world space to local space
Adjust joint position with hand scaling factor
Calculate distance D between stored joint position and current
position
if D > Threshold then
Discard current gesture G (hand shape is not matching)
end if
Add D to Dgym
end for
if DSum < szmmum then
Set Dpinimum t0 Dgum (store the smallest distance)
end if
end for
if GG is not discarded AND Dgy.,, is the lowest between gestures then
Current gesture is detected and virtual object is grabbed
end if
end if
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Virtual Environment

bbing Z N T "'_.. Gestures Enabled
rabbing Zope 1 P
%.+ Gestures Disabled

Figure 7.3.: Example of context aware gestures: While being near a virtual object,
certain hand gestures are enabled. If the hand is too far away from a
virtual object, hand gestures for this object are disabled.

7.4. Evaluation

The Gesture Authoring Space (See Figure was evaluated with two ex-
periments. The main objective of the evaluation is to compare the created
gestures with the pinch gesture. The pinch gesture is considered because it is
widely used and the standard solution for many hardware manufacturers re-
garding bare handed interaction. This includes the Microsoft Hololens 1 and
2, Leap Motion, Meta Quest 2. Controller was added as a control variable as
it is the current gold standard for interaction in VR. When grasping virtual
objects, user preference, accuracy and task completion time are the most im-
portant metrics found in the literature. Furthermore, the research questions
mentioned in the beginning of this chapter should be answered. Therefore,
the following evaluation was considered:

First, since the Gesture Authoring Space uses template matching as gesture
recognition, it should be investigated how a template-based gesture compares
in relation to the pinch gesture and the controller. Accuracy and task com-
pletion time are used as metrics in this evaluation step. The accuracy is
determined by how close a virtual object was placed to its target. The task
completion time represents the speed a task was considered completed. It
should be mentioned that there was no gesture authoring in this step and the
used gestures were recorded/created by one of the authors.

Secondly, the gesture authoring process should be evaluated in terms of
usability to gain insights if it can be reliably used by participants. More
precisely, it should be investigated if users, especially lay people, can create and
use custom tailored hand gestures for grabbing virtual objects. Furthermore,
it should be explored how the custom tailored gestures compare to the pinch
gesture and controller in terms of accuracy, task completion time, usability,
and naturalness.
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Figure 7.4.: The Gesture Authoring Space. A user wraps the hand around a virtual
object (left). After three seconds, the object can be grabbed and
moved (middle). The object is then be placed inside a transparent
sphere (right) for the experimental task to measure accuracy and task
completion time. The depicted objects are Hammer (top) and Nail
(bottom).

7.4.1. Apparatus

The evaluation was performed using a gaming notebook with an Intel Core
17-7820HK, 32 GB DDR4 RAM, Nvidia Geforce GTX 1080 running a 64-bit
Windows 10. Hand tracking was realised using the Oculus Quest 2 VR HMD.
The game engine Unity was used to develop the system.

7.4.2. First Experiment: Compare Template-Based Gestures and
Pinch Gesture

Implementation of Grasping Techniques

As grasping virtual objects with controllers or the implementation of a pinch
gesture can vary, it is briefly described here for reproducibility.

Pinch. The Pinch gesture was implemented by utilising thumb and index
tip positions provided from the chosen hand tracking solution. The distance
between those two points is measured for each frame. A threshold determines
if a user is currently pinching. If thumb and index finger are closer than 3 cm
to each other, pinching is activated (this is an empirical value). It was found
that there was a critical area where noise affected recognition. For example, if
the fingers were held about 3 cm apart (2.9 - 3.1 cm), the system would jump
between pinch detected and no pinch detected. Therefore, it was introduced
that the state of the gesture would only change if the same value was reported
for 100 ms which resulted in an overall much smoother user experience.
Grab. The Grab gesture was implemented by using the aforementioned ges-
ture capturing process. However, it is a generic hand gesture not tailored to
a specific object, no virtual object was used to capture it (See Grab gesture
in Figure . Two different static gestures are required for this approach:
One for initiating the grab and one for releasing the object. Therefore, a
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static gesture resembling a closed hand and a static gesture with a relaxed
hand are stored. The gestures are rotation invariant. Detecting a closed hand
will initiate a grab event to nearby objects while detecting a relaxed hand
will release the currently grabbed object. It was decided to include two static
gestures for the release state: One with the hand partially open and one with
the hand fully open. Ideally, the gesture with the hand partially open releases
the object.

Controller. Grabbing and releasing an object with the controller is performed
by pressing the grip button on the VR controller. This is also depicted in

Figure [7.5]

°m°ﬂ!!$ i Virtual Objects Experiment

Figure 7.5.: The first experiment compares three different pickup techniques for
grabbing and placing virtual objects. The gestures Grab and Pinch as
well as Controller are compared. Participants are required to place the
four virtual objects Sphere, Stamp, Cup, and Cube on the centre of a
target. The Grab gesture was implemented using a template matching
approach.

Objectives

The main objective of this evaluation was to ensure that template-based ges-
tures can reliably be used. Especially lay people who never wore an HMD
should be able to perform the given tasks and pick up virtual objects. Ad-
ditionally, the template-based gesture should perform at least similar to the
pinch gesture, which is usually the standard gesture for hand-gesture inter-
faces. Accuracy and task completion time are used as metrics.

Users

A total of 18 users (6 female) participated in the experiment (Age pu = 33.5).
A 5-Point Likert scale (ranging from 1 to 5) was used to assess the users
subjective VR experience which resulted in an average of p = 2.1 (higher
value means more experience).

Task

The experiment was conducted as within-subject design. Users sat in front
of a virtual desk and had to place a virtual object which appeared in front
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of them. A target appeared on the table were users had to first grab the
virtual object and then place it on the target. Depending on how close the
users placed the object, the object gave visual feedback on how close it was
to the center. Red for far, yellow for near, and green for being very close
to the center of the target. The participants were instructed to place the
virtual object as fast and as close as possible to the center of the target. The
three interaction techniques Grab, Pinch, and Controller were performed in
succession. Users got a quick introduction how to grasp an object with each
technique and had time to practice each technique for a short time. Figure
depicts this experiment.

Procedure

The order of techniques was counterbalanced using the Balanced Latin Square
algorithm. Each technique could be practiced for a short time by participants.
Four objects had to be placed 10 times respectively, resulting in a total of 120
placed objects for each participant.

Quantitative Results

In total, 2.160 virtual objects have been placed in this first experiment of
the evaluation (720 per technique). The dependent variables Accuracy and
Task Completion Time are shown in Figure Levene’s test assured the
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Figure 7.6.: First Experiment: Three interaction techniques are compared to each
other by grabbing and placing virtual objects. Accuracy is shown left
and the task completion time on the right. Significance Levels: *** =
0.001; ** = 0.01; * = 0.05.

homogeneity of the input data (p > 0.05) and therefore one-way ANOVA
was used for statistical analysis. The ANOVA result (F'(2,51) = 16.95;p <
0.001) showed significant differences between the techniques in Task Comple-
tion Time. Accuaracy showed significant differences as well with the ANOVA
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result (F(2,51) = 7.108;p < 0.01). Tukey’s Honest Significant Difference
(TukeyHSD) was used as post hoc analysis of the data. Controller was signif-
icantly faster in picking up and subsequently placing an object as compared
to the other techniques. Controller was also significantly more accurate than
Grab and Pinch. Grab and Pinch are not significantly faster or more accurate
compared to each other.

Qualitative Results

To evaluate the subjective user experience, participants had to answer the
System usability scale (SUS) [24], [25]. Each time a task was completed with a
technique by placing 40 virtual objects, the SUS questionnaire appeared in the
virtual reality. After all three techniques were performed, a final questionnaire
was shown to the user. This questionnaire allowed users to rate each technique
from 1 (bad) to good (10). The SUS scores are the following: Controller 90;
Grab 75; Pinch 86. The subjective user rating ranked Grab the worst with
an average of 3.75, followed by Pinch with an average of 8 and Controller was
rated best by users with an average rating of 9.5. The results are shown in

image [7.7]
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Figure 7.7.: First Experiment: Average user rating for each technique on a scale
of 1 - 10 (left) and SUS scores (right).

7.4.3. Second Experiment (Part 1): Gesture Authoring

The second experiment was performed three months after the first and con-
sisted of two parts. The first part focuses on evaluating the gesture authoring
process and the second part on the performance of the gestures itself. Five
participants from the first study also participated in this experiment.

Objectives

The main objective of the first part of this experiment was to investigate how
users can create custom tailored gestures for virtual objects. Specifically, it
was investigated if users can create and reuse hand gestures without expert
knowledge.
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Users

A total of 18 users (10 female) with age ranging between 18 and 62 participated
in the experiment (Age p = 29.7). A 5-point Likert scale (ranging from 1 to
5) was used to assess the users subjective VR experience which resulted in an
average of 1.83 (higher value means more experience). Only three participants
rated their VR experience higher than two.

Task

The experiment was conducted as within-subject design. Users sat in a virtual
space with minimal surroundings. A virtual object was placed in front of them.
This object was used to start the gesture authoring process. Participants were
instructed to wrap their hands around the object as if they would grab them
in real life. Then, users had to wait three seconds in order to capture the
desired gesture. After the three seconds, the gesture was captured and the
object was attached to the users hand. It is to note that these three seconds
were empirically determined and could be reduced. If the hand was not kept
still, the gesture authoring process is aborted and restarted. To determine if
a hand is kept still, the palm and all individual finger tips should not move
farther than 1 cm in 10 consecutive hand tracking frames. Changing the hand
shape releases the object. Users were allowed to grab and place the object in a
transparent sphere which made it disappear. This way, users had a reason to
grasp an object and were prepared for the task of grasping and placing in the
next part of the experiment. The sphere had a diameter of 50 cm while the
largest object (hammer) was about 25 cm long. Three buttons within reach
of the user allowed to change the virtual object. Two buttons allowed the
user to switch to the next or previous object while the third would reset the
current object to its initial position and removes all hand gestures attached to
it. A total of eight different objects were used in the experiment: Nail, Cube,
Small Cube, Hammer, Ball, Plate, Cylinder, and Paper (as shown in Figure
7.1)). These objects were chosen in order to include big and small objects as
well as simple and complex geometric shapes. The gesture authoring task is
depicted in Figure [7.4

Procedure

Once the user put on the VR HMD, they were immediately in the Gesture Au-
thoring Space. The users could try out different gestures and objects without
a strict time limit. However, the experimenter kept this to a maximum of 15
minutes. After the participants captured at least one gesture for each object,
a questionnaire was shown to the participants. This questionnaire targeted
the subjective user experience.

Results

The following questions were asked after a participant successfully performed
the gesture authoring task (5-Point Likert scale ranging from 1 to 5):
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e Q1: The presented system is useful.

e Q2: The presented system is easy to understand.

e Q3: I was able to create the gestures I had in mind.

e Q4: The presented system is easy to use.

e Q5: The fingers of the virtual hand moved exactly like my real hand.

In general, the Gesture Authoring Space was well received by users who found
it useful, easy to understand and use, and were able to create the gestures
they had in mind. The results of the questionnaire are depicted in Figure 7.8

The presented system is useful

T was able to create the gestures I had in mind

The presented system is easy to use

The presented system is easy to understand. F

The fingers of the virtual hand moved exactly
like my real hand

0123 45 6 7 8 91011 1213 14
@ Strongly Agree O Agree O Neutral @ Disagree

Figure 7.8.: Questionnaire results after participants performed the task.

7.4.4. Second Experiment (Part 2): Evaluate Custom Tailored
Gestures

Objectives

The main objective of the second part of this experiment was to investigate
how custom tailored gestures perform compared to a controller and the pinch
gesture. The pinch and controller grasping is implemented as stated in section
The experiment is similar to part one, but the generalised grab gesture
was replaced with hand gestures created from the gesture authoring process.
The three techniques Controller, Pinch, and Custom Gesture are compared in
terms of accuracy, task completion time, usability, and naturalness. Part two
of the experiment was conducted directly after the first.
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Task

The experiment was conducted as within-subject design. As in the first part of
the experiment, participants sat in a virtual space with minimal surroundings
and a virtual object was placed in front of them. This object should be grabbed
with one of the three interaction techniques. Participants had to grab the
object in front of them and place it in a transparent sphere, the target area,
to measure the accuracy of a technique. The subjects got a quick introduction
how to grasp an object with each technique and had time to practice each
technique for a short time. The participants were told to move the virtual
object as close as possible to the center of the transparent sphere, which was
indicated with an opaque point in the middle of it. Once an object is placed
inside the target area, it will disappear after one second. The sphere was the
same as in experiment part one and had a diameter of 50 cm. The target area
was always within reach of the user but changed its position subsequently
after placing an object. This was used to check whether the gestures are still
reliable when the user extends his/her arm or moves it from left to right and
vice versa. Eight different objects should be grabbed and placed three times
with each technique. This resulted in 72 placed objects for each participant
(1.296 objects placed in total). The objects are: Nail, Cube, Small Cube,
Hammer, Ball, Plate, Cylinder, and Paper (As shown in Figure .

Procedure

The order of techniques was counterbalanced using the Balanced Latin Square
algorithm. Participants had to complete the grab and place task for a tech-
nique and then the SUS questionnaire was answered within VR. The question-
naire was answered either with the controller or with hand gestures, depending
on which technique was previously used. A final questionnaire is shown after
the last SUS questionnaire. The aim of this questionnaire is to allow partic-
ipants to rate each technique on a scale from 1-10 and rate how natural the
interaction was on a 5-Point Likert scale (ranging from 0 to 5).

Quantitative Results

Once a participant placed an object, the distance between the center of the
object and the target area is stored. Furthermore, the time between grabbing
an object and placing it inside the target area is recorded as well. The de-
pendent variables Accuracy and Task Completion Time are shown in Figure
Levene’s test assured the homogeneity of the input data (p > 0.05) and
therefore one-way ANOVA was used for statistical analysis. Tukey’s Honest
Significant Difference (TukeyHSD) was used as post hoc analysis of the data.

Regarding Task Completion Time, the ANOVA result (F'(2,51) =8.726;p <
0.001) showed significant differences between the techniques. Controller was
significantly faster than Pinch (p < 0.05) and Custom Gesture (p < 0.01). How-
ever, the pinch gesture showed no statistically significant difference towards
the custom gestures. In terms of Accuracy, the ANOVA result showed no

143



Chapter 7: Hand Gestures for Virtual Object Manipulation

significance between techniques (p > 0.05). Significance between techniques is
depicted in Figure It is to note that the accidental dropping of an object
was also recorded. However, not a single object was accidentally dropped by
users.
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Figure 7.9.: Quantitative results of the second experiment. Custom gestures were
created by the participants following the gesture authoring process.
The accuracy of techniques is depicted on the left and task completion
time on the right. Significance Levels: *** = 0.001; ** = 0.01; * =
0.05.

Qualitative Results

Each technique was rated with the SUS by participants (See Figure[7.10)). The

Average User Rating for Techniques SUS Score
10 100
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Controller Custom Gestures Pinch Controller Custom Gestures Pinch

Figure 7.10.: Average user rating on a scale of 1 - 10 (left) and SUS scores (right)
for the techniques.

SUS scores for each technique are the following: Controller 93.3; Custom Ges-
ture 91.1; Pinch 88.5. After performing each technique, a final questionnaire
is shown. This questionnaire allowed participants to rate each technique on a
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scale from 1 - 10. The ratings of techniques are the following: Controller 9.4;
Custom Gesture 8.5; Pinch 8.1. In addition, for each technique, participants
were asked a question about how natural a technique felt on a 5-point Likert
scale (ranging from 1 to 5). The participants’ answers for perceived natural-
ness of each technique is depicted in Figure Generally, most users found
that moving objects with custom tailored hand gestures felt very natural while
using a controller felt unnatural to many. Using the pinch gesture, most users
had a neutral attitude.

Moving objects with custom tailored
gestures felt natural.

Moving objects with pinching felt natural. | |

Moving objects with controller felt natural.

1

0O 1 2 3 4 5 6 7 8 9 10 1
@ Strongly Agree DO Agree ONeutral @Disagree M Strongly Disagree

Figure 7.11.: Evaluation results of the second experiment. Participants were asked
which technique felt natural when grabbing objects.

7.5. Discussion

The results from the first experiment gave interesting insights into how tem-
plate based gestures perform compared to controller and the pinch gesture.
Not surprisingly, controller was outperforming the bare handed techniques in
terms of task completion time and usability. While the quantitative results
show that Grab and Pinch are not significantly different in terms of accuracy
and task completion time, the user rating was in favor of Pinch. This rating
is likely due to the fact that the pinch gesture is easier to perform and recog-
nise. A template-based gesture requires a relatively precise hand configuration,
whereas the pinch gesture depends only on the position of the thumb and in-
dex finger. The aim of the experiment was achieved by showing that Pinch
and Grab are quantitatively almost indistinguishable, but subjective opinion
clearly goes towards the pinch gesture. Therefore, the next experiment inves-
tigated how object tailored custom gestures can be designed and implemented
to compare it with Pinch and Controller instead of another generic gesture
such as Grab in the first experiment. In particular, it should be investigated
whether custom gestures perform better than Grab on subjective assessments
when compared to Pinch and Controller.

In the second experiment, the Gesture Authoring Space was well accepted
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by the users. Participants created complex gestures which could be recognised
without issues. The lowest rating (neutral score) came from a participant who
had problems in replicating a gesture for a small object. This was due to
the fact that the gesture capturing process was triggered when the virtual
hand was not properly mapped to the real hand due to hand tracking failures.
The participant then tried to grab the object as desired but the gesture was
captured differently.

Participants rated the system as useful, easy to understand, and easy to
use. Additionally, the participants were able to create the gestures they had
in mind. It should be noted that some participants had problems creating
complex hand configurations when the view of subsequent fingers was blocked.
The gesture authoring process is therefore highly dependent on the quality of
the hand tracking system used. This was anticipated before the experiment,
which is why question 5 (The fingers of the virtual hand moved exactly like my
real hand) was included in the questionnaire.

The second part of this experiment used gestures from the Gesture Author-
ing Space. The qualitative analysis showed promising results in the custom
questionnaires as well as the SUS. Sauro [226] concludes that a total SUS score
above 68 is considered above average. Albert and Tullis |2] state that a score
above 70 can be interpreted as acceptable usability. It was observed that all
techniques are above that threshold. Furthermore, the custom tailored hand
gestures scored higher in the SUS than the pinch gesture. It should be noted
that the SUS was initially designed for more complex systems rather than
evaluating a simple system for grabbing objects. However, direct comparison
of SUS scores between different techniques gives insights how they compare to
each other in terms of perceived usability. The subjective scoring of a system
on a scale from 1 - 10 was also in favor of the custom tailored gestures as
compared to Pinch. The single template-based grab gesture in the first exper-
iment scored relatively low with a score of 3.75. However, the custom tailored
gestures scored 8.5 which indicates a significant improvement. Unsurprisingly,
Controller outperformed the other techniques in terms of accuracy, task com-
pletion time, and usability which is consistent with existing research findings
[32], [151], [230].

No accidental drop of a virtual object was recorded with each technique.
This is rather surprising since Masurovsky et al. [151] reported significant
differences between objects dropped by different techniques where a hand ges-
ture interface had a mean of 5 dropped objects (out of 30) across participants.
This is probably due to todays improved hand tracking and the presented tech-
niques are quite robust. An accidental drop in the proposed system would be
recorded once an object is grabbed and placed outside the target area. Once
the virtual object was in the target area it counted as a correct placement.
Some participants did unintentionally place an object because the hand track-
ing failed sometimes when participants were reaching out a full arm length.
However, it was counted as correct placement since this happened in the target
area. These "accidental drops” are therefore reflected in the accuracy as the
objects were placed quite far away from the center of the target area.
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Regarding naturalness, the custom tailored gestures received best results.
Previous studies reported that grabbing virtual objects with bare hands did
not feel more natural compared to a controller [120], [151]. However, moving
objects with custom tailored gestures as presented in this work has received
better rating by users in terms of naturalness.

7.5.1. Answering the Research Questions

RQ1: Is a template-based gesture matching approach for picking up
virtual objects reasonable?

To answer this question, the first experiment was conducted. It can be said
that a template-based hand gesture was on par to the pinch gesture but inferior
to the controller. In terms of accuracy and task completion time there was
no significant difference to the pinch gesture, showing that it can be a viable
bare handed alternative. In terms of usability the template-based gesture was
ranked the lowest but still got above average usability results with a SUS
score of 75. However, it became only a score of 3.75 out of 10 from users.
All of these results indicate that template-based gestures are useful but it
is highly depending on which gesture is actually designed. Therefore, the
Gesture Authoring Space aims to give users the opportunity to create their
own gestures with a template matching approach.

RQ2: Can users define and use their own gestures without help and
technical knowledge?

Experiment two was conducted to answer this question. Observing the users
as well as analysing the questionnaire shows promising results. Even people
with no technical background could use the system seamlessly and without
noticeable issues. The questionnaire underlines this assumption. Therefore, it
can be said that users can define and use their own gesture without help and
technical knowlege with the presented system.

RQ3: How do custom gestures compare to the state of the art for
picking up virtual objects in terms of accuracy, task completion time, and
perceived naturalness?

The current gold standard for moving virtual objects is using a controller.
As far as the state of the art in moving virtual objects with bare hands is
concerned, the pinch gesture has been placed in this position to answer this
research question. Controller was not significantly more accurate than the bare
handed techniques. However, controller was significantly faster than both bare
handed techniques. The custom gestures were not significantly faster or more
accurate than the pinch gesture. Users’ average rating (from 1 to 10) gave
custom gestures a higher rating than Pinch. Additionally, the SUS score of
custom gestures was marginally higher than Pinch. However, custom gestures
are perceived as more natural than both Pinch and Controller. Therefore, it
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can be said that the customised gestures from the Gesture Authoring Space
are a more natural input compared to the others.

7.6. Limitations

Controller still received best scores in the SUS, accuracy, and task completion
time across experiments. Therefore it is still recommended to use controller
for simple tasks which require fast movement and high precision. It has yet
to be investigated how bare hand interaction compares to a controller in more
complex rather than a simple grab and place task.

It should also be noted that experiment one and two had grab and place
tasks but differed slightly. The first difference is that the first experiment
used a different virtual environment. The second difference is that in the first
experiment there were only four objects while in the second experiment there
were eight. It was found that for custom tailored gestures there should be
more objects in order to properly evaluate custom tailored gestures. This led
to different results regarding accuracy, task completion time, and usability for
Pinch and Controller in experiment one and two. There is also the limitation
regarding the number of participants. Due to the COVID-19 pandemic, only
a limited amount of participants could be recruited. The Gesture Authoring
Space is also limited to one-handed gestures for grasping objects. Grabbing
an object with custom tailored gestures for both hands simultaneously is not
yet supported.

7.7. Conclusion

This work presents the Gesture Authoring Space to create custom tailored
hand gestures for grabbing virtual objects. The proposed solution does not
require users to have expert knowledge to design and create gestures they have
in mind. A two-step mechanism is used to capture desired hand gestures: 1)
Users wrap the hand around this object as if they would grab it in the real
world. After the hand is kept still for three seconds the hand gesture is cap-
tured. The system was evaluated with two experiments. The first experiment
aimed to investigate how the proposed template matching approach compares
to state of the art techniques. It was found that a template-based gesture is
a viable choice regarding accuracy and task completion time but still lacks
behind in usability. Based on these results, experiment two used the template
matching approach to record and recognise more natural gestures. The first
part of the second experiment evaluated if users can define and use their own
gestures without help and technical knowledge. It was found that users with
different background knowledge can effectively use the proposed technique and
could create the gestures they had in mind. In the second part of this experi-
ment, the custom tailored hand gestures are compared to a controller and the
pinch gesture. Gestures created by the Gesture Authoring Space performed
better than the initial grab gesture from the first experiment. Specifically, it
was found out that controller is still outperforming the bare handed techniques
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in terms of accuracy, task completion time, and perceived usability. However,
the custom tailored gestures outperforms the other techniques regarding nat-
uralness.
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Chapter

Conclusions

8.1. Goals of the Thesis

The goal of the thesis was to develop novel interaction techniques for immer-
sive environments. It also aimed to investigate how interaction takes place
in current systems and how it can be improved. For this purpose, a survey
about immersive technologies in the context of remote collaboration was con-
ducted. A first prototype combining novel hand gestures and a virtual envi-
ronment based on panorama images was implemented. Additionally, essential
interactions such as locomotion and virtual object interaction in VR should
be advanced with new techniques. Therefore, several locomotion techniques
based on hand gestures are presented, compared, and evaluated. The unique
implementation details are discussed and comprehensively evaluated by users.
Another goal of the thesis was to develop new ways of creating and testing
possible gestures. To this end, the thesis discusses the implementation of a
framework for arbitrary one-handed gestures ready to be used for immersive
applications based on XR technologies. The framework was evaluated in a
user centred manner.

8.2. Summary of Thesis Achievements

The achievements of the thesis cover a range of interaction techniques for im-
mersive applications using XR technologies. In essence, the main contribution
of the work increases the acceptability and accessibility of hand gestures for
use in immersive virtual environments. Finely dissected, the contributions are
listed below:

e A comprehensive survey about the use of immersive technologies for
remote collaboration.

e Introduction of photorealistic and interactive VR scenarios based on
panorama images.
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e Conducting a user study for visual comparison of 3D modelled and
panorama based virtual environments.

e Introducing techniques to use hand gestures for locomotion in VR and
comparison of the techniques in terms of usability and user preference.

e A study of whether lay people can use hand gestures to control locomo-
tion in VR.

e The introduction of a framework and authoring tool to rapidly design,
test, and implement one-handed gestures for immersive applications
based on XR technologies.

e Comparing novel hand gestures with state of the art techniques for in-
teracting with virtual objects.

The contributions include practical and theoretical solutions for the continued
development of today’s interaction techniques for immersive environments.
These contributions were evaluated in a user-centred way, using both common
and customised evaluation techniques.

8.3. Future Work

The most important contributions of this work include hand gestures for in-
teraction. However, the field of natural user interfaces has more to offer.
Especially speech and eye gaze are promising approaches to be combined with
hand gestures. Utilising the users gaze, a hand gesture can invoke different
actions depending on what is looked at, i.e. a possible future direction could
be context aware hand gestures. Speech can also help users interact intuitively
with a virtual environment and its objects. For example, to enable or disable
locomotion features or menus. It can be expected that more and more real
motion of the user is conveyed to the virtual environments in the future of XR
technology. Intuitive interactions will allow the mass adoption of XR tech-
nology to take place, but there is still a lot of research to be done: Hardware
needs to become lighter and more comfortable, tracking needs to be improved,
and finding intuitive ways to interact with the virtual environment.
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