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Prüfungskommission:

Prof. Dr.-Ing. Sergiy Antonyuk (Vorsitzender)

Prof. Dr.-Ing. Naim Bajcinca (1. Berichterstatter)

Prof. Dr.-Ing. Daniel Görges (2. Berichterstatter)

Kaiserslautern, 2023

D 386



kgjhgkdhsg



“In order to have a friend, you must be a friend”,

- Elbert Hubbard.



kgjhgkdhsg



Abstract

In the context of distributed networked control systems, many issues affect the per-

formance and functionality of the connected subsystems, mainly raised because of the

communication medium imposed into the system structure. The communication func-

tionality must generally cope with the data exchange requirements between system en-

tities. Therefore, due to the limited communication resources, especially in wireless

networks, an optimal algorithm for the assignment of the communication resources and

proper selection of the right Medium Access Control (MAC) protocol are highly needed.

In this dissertation, we studied several problems raised by communication networks

in wireless networked control systems, with a particular focus on the effect of standard

Medium Access Control (MAC) protocols on the overall control system performance.

We examined the effect of both the Time Division Multiple Access (TDMA) and the

Orthogonal Frequency Division Multiple Access (OFDMA) protocols and developed a

set of distributed algorithms that suit their specification requirements.

As a benchmark, we used a vehicle dynamics optimal control problem where the ob-

jective of the optimization problem is to penalize the maximal utilization of the tire’s

adhesion forces for a given driving maneuver. The problem was decomposed into a dis-

tributed form using primal and dual decomposition techniques, and solving algorithms

were derived using both primal and dual subgradient methods. The problem solver was

tested with respect to a wireless networked system structure and evaluated for differ-

ent communication typologies, such as uni-directional, bidirectional, and broadcasting

topology.

Later, the setup of the solution algorithms was extended concerning the specification

of the TDMA and OFDMA protocols, and we introduced an event-triggered scheme

into the solver algorithm. The proposed event-triggered scheme is mainly utilized to

reduce communication between concurrent computation subsystems, which is primarily

intended to facilitate real-time efficiency. Next, we investigated the effect of the data

exchange between subsystems on the overall solver performance and adapted the sen-

sitivity analysis concept within the event-based communication scheme. An adaptive

sensitivity-based TDMA algorithm was developed to manage the extensive communi-

cation resource requests, and channel utilization was adapted for the optimal solution

behavior.

In the last part of the thesis, we extended our research direction to the multi-vehicle

concept and investigated the communication resource allocation problem in the context

of the OFDMA protocol. We developed an adaptive sensitivity-based OFDMA proto-

col based on linking the evolution of the application layer to the communication layer

and assigning the communication resources concerning the sensitivity analysis of the

optimization problem at the application layer.



Zusammenfassung

Im Kontext von verteilten vernetzten Steuerungssystemen gibt es viele Probleme,

die die Leistung und Funktionalität solcher Systeme beeinflussen, welche hauptsächlich

durch die Einführung des Kommunikationsnetzwerks in die Systemstruktur entstehen.

Im Allgemeinen muss die Kommunikationsfunktionalität den Anforderungen an den

Datenaustausch zwischen den Systementitäten gerecht werden. Aufgrund der begren-

zten Kommunikationsressourcen, insbesondere in drahtlosen Netzwerken, sind ein opti-

maler Algorithmus für die Zuweisung der Kommunikationsressourcen und die passende

Auswahl des richtigen Medium Access Control (MAC) -Protokolls dringend erforderlich.

Im Rahmen dieser Dissertation wurden mehrere Probleme untersucht, die durch Kom-

munikationsnetzwerke im Kontext von drahtlosen vernetzten Steuerungssystemen aufge-

worfen werden, mit besonderem Fokus auf den Einfluss von Standard-Multiple-MAC-

Protokollen auf die Gesamtleistung des Steuerungssystems. Wir haben den sowohl den

Einfluss des Time Division Multiple Access (TDMA)- als auch des Orthogonal Frequency

Division Multiple Access (OFDMA)-Protokolls untersucht und eine Reihe von verteilten

Algorithmen entwickelt, die ihren Spezifikationen entsprechen.

Als Benchmark wurde ein Fahrdynamik-Optimierungsproblem herangezogen, bei dem

das Ziel des Optimierungsproblems darin besteht, die maximale Nutzung der Reifen-

haftkräfte für ein bestimmtes Fahrmanöver zu bestrafen. Das Problem wurde mit Hilfe

von primären und dualen Zerlegungstechniken in eine verteilte Form zerlegt, und es

wurden Lösungsalgorithmen abgeleitet, die sowohl primäre als auch duale Subgradien-

tenmethoden verwenden. Der Lösungsansatz wurde auf eine drahtlos vernetzte System-

struktur verteilt und für verschiedene Kommunikationstypologien wie unidirektionale,

bidirektionale und Broadcasting-Topologie getestet und bewertet.

Danach wurde der Aufbau des Lösungsansatzes im Hinblick auf die Spezifikation

der TDMA- und OFDMA-Protokolle durch die Einführung eines ereignisgesteuertes

Schemas erweitert. Das vorgeschlagene ereignisgesteuerte Schema wird hauptsächlich

dazu verwendet, die Kommunikation zwischen gleichzeitig rechnenden Knoten zu re-

duzieren, was in erster Linie die Echtzeiteffizienz verbessern soll. Als Nächstes unter-

suchten wir die Auswirkungen des Datenaustauschs zwischen den Teilsystemen auf die

Gesamtleistung des Solvers und passten das Konzept der Empfindlichkeitsanalyse inner-

halb des ereignisbasierten Kommunikationsschemas an. Es wurde ein adaptiver empfind-

lichkeitsbasierter TDMA-Algorithmus entwickelt, um die umfangreichen Anforderungen

an die Kommunikationsressourcen zu verwalten, und die Kanalauslastung wurde an das

optimale Lösungsverhalten angepasst.

Im letzten Teil dieser Arbeit haben wir unsere Forschungsrichtung auf das Multi-

Fahrzeug-Konzept erweitert und das Problem der Kommunikationsressourcenallokation

im Kontext des OFDMA-Protokolls untersucht. Wir haben ein adaptives Empfind-

lichkeitsbasiertes OFDMA-Protokoll entwickelt, das auf der Verknüpfung der Evolution



der Anwendungsschicht mit der Kommunikationsschicht und der Zuweisung der Kom-

munikationsressourcen in Bezug auf die Sensitivitätsanalyse des Optimierungsproblems

auf der Anwendungsschicht basiert.
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Chapter 1

Introduction
With the rapid improvements in communication technology, mobility, flexibility, band-

width, coverage range, hardware, and the availability of wireless communication infras-

tructure, wireless communication has become the central element in most modern tech-

nology [3], including control systems engineering and its applications such as Wireless

Networked Control System (WNCS) [4, 5]. Basically, WNCS defines a class of systems

where the system components (subsystems/-agents) are connected via wireless links, and

the control input signals and sensor measurements are transmitted through the wireless

communication medium [6]. Using the wireless channel as the communication medium

in the control loop has the advantages of mobility, spatially distribution, connection

flexibility, ease of installation, and reduces cabling costs [7–9]. On the other hand, the

WNCS inherits wireless communication problems such as delay and jitters, bandwidth

limitation, [9–11] time delay [12], packet loss [10, 12], channel access and limited wireless

communication resources [13, 14], data rate [15, 16], and energy consumption constraints

[17, 18].

Basically, the fundamental question in wireless networked control systems is related

to the trade-off between the wireless communication characteristics in terms of available

wireless communication resources and the control system requirements that stabilize the

system and guarantee its performance. The performance of a wireless networked con-

trol system heavily depends on the packet delivery between the control system entities,

which is limited by the quantity and quality of the data exchanged over the wireless

communication channel, and also depends on the availability of the communication re-

sources. Therefore, wireless communication constraints such as limited data rate, short

bandwidth, availability, and the Quality of wireless Service (QoS) have a big impact on

the data exchange between the system entities [19].

In view of the limitations of commercial off-the-shelf wireless communication tech-

nologies, an adaption of the design methods of control and communication algorithms

at the protocol level is needed. It should be noted, though, that the added value of the

distributed WNCS requires providing a reliable, secured wireless communication channel

1
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with a sufficient data rate and bandwidth to cope with the control system requirements

[20]. We thus formulate the first research question of this work as follows:

For a Distributed Optimal Wireless Networked Control System consisting of a set

of distributed wireless nodes solving an optimization problem and communicating over

wireless channel, what is the effect of the limited communication resources on the system

performance? And how is the convergence rate of the optimal control problem solution

affected by the limited wireless communication resources?

Wireless communication systems face issues with limited resources, which can affect

the Medium Access Control (MAC) protocol and cause disruptions in the exchange of

data packets. This can lead to shortages in packet delivery and delays within the control

system loop. Under these circumstances and also due to the increased demands of the

communication resources within a distributed wireless network, it is necessary to adapt

the data exchange mechanisms within the networked control system loop in order to as-

sign the communication resources to a subsystem that has a higher effect on the system

performance. Therefore, we formulate the second research question as follows:

For a Distributed Optimal Wireless Networked Control System, how to regulate the

communication sequence for a distributed optimization problem solved over a wireless

network in order to converge to the optimal solution while reducing the communication

demands within the wireless network at the same time?

The concept of solving the distributed optimization problem within the WNCS re-

quires extensive collaboration between the distributed subsystems. Collaboration means

the systematic exchange of information between the subsystems over the wireless chan-

nel. Therefore, the convergence of the distributed optimization problem to an optimal

solution depends on the reliability of the communication and on the packet delivery

ratio[21]. All methods used to solve the distributed optimization problem are based

on iterative algorithms, which require extensive iterative computation, and on heavy

communication between the system’s entities. In order to circumvent the extensive

communication requirement in solving the distributed optimization problem, an event-

triggered distributed optimization algorithm has been developed that guarantees a given

convergence rate of the distributed optimization problem with respect to the system

performance. The implementation of this distributed event-triggered optimization al-

gorithm requires each subsystem to independently reduce the communication resource

requirements based on its internal state evolution. The results show that this is an effi-

cient way for limiting the usage of communication resources and guarantees the message

flow among the subsystem, which preserves the performance, stability, and convergence

of the overall system.

In particular, we investigate how to share the wireless channel resources between inter-

connected agents in such a way that the convergence rate of the optimization problem
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reaches an acceptable value. The main focus of this thesis is on developing a set of

event-based communication algorithms in conjunction with solution algorithms of the

distributed optimization problem under the communication constraints and comply with

the standard MAC protocols specification. Finally, the vehicle dynamics problem will

be used as a benchmark for our simulation study and proof of concept of the developed

algorithms. This thesis is organized as follows:

Chapter 2 introduces the theoretical background of wireless communication considered

in this work, followed by an introduction to the concept of wireless networked control

systems, and provides a detailed model of vehicle dynamics, which is used as a benchmark

for the proof of concept simulation.

Chapter 3 presents the theoretical background of the optimal control problem, the con-

vex optimization problem, and various decomposition methods, and defines the frame-

work of distributed optimal control over a wireless network. It also introduces the solver

algorithm with a focus on the subgradient method and average consensus. At the end,

the vehicle dynamics optimization problem is formulated and the optimization problem

solver is presented, named ”Consensus-based projected primal subgradient algorithm”.

Chapter 4 introduces the event-triggered concept that is implemented in the distributed

primal subgradient algorithm, and presents the adaptation of the solution algorithm for

a TDMA-MAC-based wireless network. Also, the algorithm implementation is reformu-

lated with respect to the concept of distributed event-based communication.

Chapter 5 focuses on the dual subgradient algorithm of the optimal control problem,

and introduces the sensitivity concept to the event-triggered scheme, with the sensitivity

of the data exchange being utilized in the TDMA scheduler to develop the sensitivity-

based adaptive TDMA protocol.

Chapter 6 focuses on the allocation of the communication resources in the OFDMA

protocol, and uses the sensitivity of exchanging the state information on the optimal

solution of the problem. It mainly expands the system structure setup to a distributed

multi-vehicle system based on an OFDMA-based wireless network, and investigates the

connection between the application layer and the communication layer. It also presents

a sensitivity-based resource allocation algorithm for the OFDMA scheduler.

Chapter 7 presents the conclusion of this work, lists unresolved issues, and provides

some directions for future study.



Chapter 2

Theoretical background
This chapter reviews wireless communication terminology related to wireless net-

worked control systems and provides the theoretical background for the issues addressed

in this dissertation. Section 2.1 introduces the wireless network standards, and the

set of standard medium access control protocols used in wireless networks. Section 2.2

introduces wireless networked control systems and lists theoretical works developed in

this area, and also describes the effect of using a wireless channel as a communication

medium in the control loop. The third section 2.3 presents vehicle dynamics and planar

motion, which will be used as a benchmark for the simulation study.

2.1 Wireless communication standards

Wireless communication has become common technology in most modern applications,

and plays a key role especially for such applications that require data exchange without

cables or cords, such as remote sensing, cell phones, computer networks, and wireless

sensor networks. The basic technical specifications of wireless communication mainly

depend on the frequency band and the standard specification of the wireless communica-

tion layers. The wireless frequency band defines the frequency range that wireless devices

operate on, and the wireless standards define the set of characteristics of the physical

layer (PHY) and the Medium Access (MAC) layer of the wireless technology [1]. In order

to standardize wireless communication usage, reduce frequency overlapping, define wire-

less communication standards and protocols for general use and industrial technology,

special organizations like the Internet Engineering Task Force (IETF), the Institute of

Electrical and Electronics Engineers (IEEE), the Wireless Fidelity Alliance (Wi-Fi), and

the ZigBee Alliance for low-power WLAN networks have defined the standards used for

software and hardware comparability, as well as the operating frequency range of each

standard. The defined standards and protocols are designed to ensure interoperability

between communications’ equipment from different vendors by allocating different parts

of the frequency band to specific systems and applications. Here we will summarize the

specifications of the Wireless Local Area Network (WLAN) standard (IEEE 802.11),

4
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the Wireless Personal Area Networks (WPAN) standard (IEEE 802.14), and the World-

wide Interoperability for Microwave Access (WiMax) standard (IEEE 802.16), which are

considered as the wireless communication platform in this study.

1. IEEE 802.11 (WLAN)

The IEEE 802.11 standard defines the characteristics of a Wireless Local Area

Network (WLAN). It defines the implementation specifications of the physical layer

and media access control (MAC) for local area wireless network products. There

are different generations of the IEEE 802.11 standard, which have been developed

over time since 1997 when the first version was launched. IEEE 802.11 applies to

2.4 GHz with data rates starting from 1.2 Mbps [1, 3, 22]. Table 2.1 presents the

key characteristics of the IEEE 802.11 standards.

802.11 802.11a 802.11b 802.11g

Bandwidth (MHz) 300 83.5 83.5 83.5

Frequency range (GHz) 2.4-2.4835 5.15-5.825 2.4-2.4835 2.4-2.4835

Number of channels 3 12 3 3

Max data rate (Mbps) 1.2 54 11 54

Table 2.1: General specifications of the IEEE 802.11 (WLAN) standards -from [1].

2. IEEE 802.15 (WPAN)

The low-rate Wireless Personal Area Network (WPAN) standard, IEEE 802.15,

defines the fundamental characteristics of this low-cost, low-speed, low-power,

and short-distance communication technology. Based on the application require-

ments such as wireless sensors and short-range data transmission, there are many

standards that have been generated from IEEE 802.15, such as Bluetooth IEEE

802.15.1, ultra-band IEEE 802.15.3, and Zigbee IEEE 802.15.4 [3]. Table 2.2

presents the key characteristics of these standards derived from IEEE 802.15 [1].

Zigbee (802.15.4) Bluetooth (802.15.1) UWB(802.15.3)

Frequency range (GHz) 2.4-2.4835 2.4-2.4835 3.1-10.6

Bandwidth (MHz) 83.5 83.5 7500

Max data rate (Mbps) 0.25 1 100

Range (m) 30 10 10

Channel access method CSMA/CA (TDMA) TDMA Undefined

Power consumption (mW) 5-20 40-100 80-150

Networking Mesh/Star/Tree Sub-net Clusters(8 nodes) Undefined

Table 2.2: General specifications of the 802.15 (WPAN) standards - from [1].

3. IEEE 802.16 (WiMax)

The use of a multiple access scheme in order to serve multiple users has been

integrated into many wireless communication applications in the last decade. In

2004, the Worldwide Interoperability for Microwave Access (WiMax) standard
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IEEE 802.16 was introduced as an improvement over IEEE 802.11. The concept

of multiple access control uses techniques such as Orthogonal Frequency Division

Multiple Access (OFDMA), which operates based on Orthogonal Frequency Divi-

sion Multiplexing (OFDM). IEEE 802.16 applies to 3.5-5.8 GHz for fixed WiMax,

and 2.3-3.5 GHz for mobile WiMax. Table 2.3 summarizes the main specifications

of the IEEE 802.16 (WiMax) standards [2].

Fixed WiMax Mobile WiMax

IEEE standards 802.16-2004 802.16e-2005

Frequency range (GHz) 3.5-5.8 2.3-3.5

Channel band width (MHz) 3.5, 7 in 3.5 GHz; 10 in 5.8 GHz 3.5, 7, 5, 10, and 8.75

Transmission subcarriers scheme 256 or 2048 128, 256, 512, 1024, or 2048

Max data rate (Mbps) 1-75 1-75

Medium Access Control (MAC) OFDMA OFDMA

Table 2.3: The general specification of IEEE 802.16 (WiMax) standards - from [2].

2.1.1 Medium Access Control (MAC) protocol

In general, a wireless communication network operates as a shared medium system,

where a set of connected nodes use the same frequency band to transmit their data.

The increasing number of interconnected nodes that communicate over a wireless chan-

nel introduces the problems of limited communication resources and high demands on

wireless channel utilization. There are many standard multiple Medium Access Con-

trol protocols (MAC), such as Frequency Division Multiple Access (FDMA), Time Di-

vision Multiple Access (TDMA), Code Division Multiple Access (CDMA), Orthogonal

Frequency-Division Multiple Access (OFDMA), Carrier Sense Multiple Access (CSMA),

and Space Division Multiple Access (SDMA) [1, 3, 23–25]. In the following, we will

describe the most frequently implemented MAC protocols in wireless communication

systems:

2.1.1.1 Frequency Division Medium Access (FDMA) protocol

In the Frequency Division Medium Access (FDMA) protocol, the entire frequency

bandwidth of the wireless channel is divided into non-overlapping sub-frequency bands

called sub-channels. Each user (node/-agent) is assigned one sub-channel for its trans-

mission process. For example, when a channel operates on a frequency band with a

bandwidth of B GHz and serves N nodes, the total channel frequency band is divided

into N sub-frequencies, each of which is bi = B
N GHz, and each node i is assigned a

sub-frequency bi GHz. To prevent sub-channels from overlapping, a small part of the

frequency band called (guard band Guard band) is usually not assigned between each

two successive sub-channels to both users [26]. For example, Fig. 2.1 shows that the

frequency band is divided into 7 sub channel, and the guard bands separate each two

successive sub-channels to not overlap and transmit in a close frequency band. Hence,
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the allocation of the sub-frequency is continuous over time, and the node uses the speci-

fied sub-frequency during the entire time of the transmission process. The relocation of

the sub-frequency to another node is mainly difficult; it requires frequency-agile radios

and the transceiver must be able to deal with different sorts of modulation methods

[1, 23].

= Guard Interval

ch1 ch2 chNch3
....

Figure 2.1: FDMA protocol (overlapping guard): The frequency spectrum is divided
into N sub-frequencies and an overlapping guard was unsigned between each two suc-

cessive users. Here ch1, ch2, and chN indicates the sub-frequency

2.1.1.2 Time Division Medium Access (TDMA)

The basic concept of the Time Division Medium Access protocol is that the channel

utilization time is divided into fixed time frames, each consists of number of time slots.

Where each interconnected node is assigned a time slot within each frame periodically,

and it will be directly allocated the entire frequency band in order to transmit its in-

formation with a full data rate. This allows the node to exploit the frequency diversity

available within the bandwidth allocated to the channel. Furthermore, the sensitivity

to random frequency modulation is reduced [3].

Since we are considering the TDMA protocol for further investigation, we integrate the

TDMA scheduler into the wireless network model introduced in [8], where the channel

state is modelled as a switch Si that opens and closes with respect to a certain rate. The

data is transmitted if the channel switch is closed Si = 1 and not delivered if the switch

is open Si = 0. Here, the TDMA protocol assigns the channel utilization for a fixed time

period to one node by closing the channel switch Si = 1 and allowing its transmitted

data to pass over the channel frequency to the other nodes. Therefore, TDMA protocol

model consists of a set N = {i = 1, . . . , N} nodes connected to a TDMA-based wireless

network, Ni defines the set of node i neighbors, N is the number of connected nodes,

and xi presents the information transmitted by node i to its neighbor j, and j ∈ Ni.

Basically, channel time is divided into frames of duration f . Each frame f is divided

into N time slots of duration ∆t =
f
N length. Also, a guard time slot is inserted between

two successive time slots to reduce signal interference or synchronization errors [1, 23].

The TDMA scheduler controls the time slots allocation to the interconnected nodes, and

if the time slot is assigned to a node i, its data will be transmitted to its neighbors j;
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otherwise, it will keep the last transmitted value as follows:

xji [k + 1] =

{xj
i [k+1], if(Si=1)

xj
i [k], if(Si=0)

(2.1)

where, xji is the information transmitted by i received at neighbor j. This implies that if

node i is assigned a time slot Ts,i, the information xji [k + 1] received at node j. Fig. 2.2

illustrates the TDMA protocol mechanism operating on a systematic transmission order

1, . . . N , where the TDMA scheduler assigns the time slots to the connected nodes in a

fixed order. Within each time frame, the scheduler assigns the node i with the time slot

.....................

{ { ........Ts1 Ts2 TsN

∆t

TDMA time frame
Rxj

Rxj

Rxj

T
ra
n
sm

it

 Txi

Figure 2.2: TDMA protocol: channel time division into N time slots Ts assigned to
N nodes, and node switching between transmitting state Txi and receiving state Rxi.

Tsi, where it changes its state into transmission mode Txi, and it starts transmission of

its data xi over the channel frequency band. In the meanwhile, the other nodes are in

receiving mode Rxi and receive the data xji that is transmitted by the node i. When

the time slot Tsi elapsed, the TDMA scheduler assigns the channel to the next node in

the sequence until the frame ends, and the next frame will start in the same order.

2.1.1.3 Orthogonal Frequency Division Multiple Access (OFDMA)

Orthogonal Frequency Division Multiple Access (OFDMA) protocol is based on splitting

the frequency bandwidth into a large number of closely orthogonal sub-carrier signals,

each of which is assigned to a different user to carry on their parallel data transmis-

sion. Conceptually, the advantages of the orthogonality of sub-carrier frequency is to

increase the usability of the available spectrum, increase the number of users, and en-

hance channel frequency selection, resistance to interference, and robustness against

multi-path fading channels [27, 28]. The OFDMA protocol provides the opportunity

to accommodate large sets of wireless nodes and offers functionality for adaptive re-

source allocation techniques, which is greatly needed in large wireless networks. Due

to its multiple access technologies, it has great potential for application in multi-user

wireless communication systems [23]. OFDMA is also suitable for broadcasting and for



Theoretical background 9

multi-user applications, where the communication mechanism and the resource alloca-

tion techniques are designed to serve many nodes within the network’s coverage area.

where, it has the ability to dynamically assign a subset of subcarriers to individual nodes

by combining the time division duplex (TDD), frequency division duplex (FDD), and

orthogonal frequency division OFDM protocols [29].

2.1.1.4 Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)

The concept of the carrier sense technique is that the connected nodes randomly

get access to the channel resources and use the channel frequency band to transmit

their data. The basic procedure of the CSMA protocol is controlled by the Distributed

Coordination Function (DCF), which consists of two functionalities, the carrier sense

functionality, and back-off functionality. In the carrier sense functionality, the node

that needs to transmit data continuously checks the channel status if idle or busy for a

duration of a DCF Interference Space (DIFS). If the channel is busy, the node waits for

a random back-off time and then rechecks the channel state. The back-off functionality

computes the back-off time which is a uniformly chosen timer from [0, CW]. In general,

the minimum and maximum values of the Contention Window (CW) are defined based

on the protocol standards, and the back-off time exponentially increases with respect

to the number of collisions in the network. If the channel is idle for the given back-off

time, the back-off timer will be decreased by one, and the node transmits its data. The

node waits for the receiver to transmit the Acknowledgment signal (ACK) if it received

the data, otherwise, the data will be considered lost, and the node increases the CW,

and it repeats the procedure until the retry time is exceeded, and the packet is dropped

[1, 30, 31].

2.2 Wireless Networked Control Systems (WNCS)

In the last decade, there has been a dramatic push towards the decentralization and

distribution of the control system structure, which implies considering the communi-

cation protocol within the control system structure. For instance, such a wireless dis-

tributed networked control system consists of an aggregated control and communication

system, where the control system components are connected via shared wireless channel

[32, 33]. This implies that sensor measurements and control actions are transmitted over

a wireless communication channel, such as the one depicted in Fig 2.3-(left), where the

control system consists of n sub-processes (SP) and m sub-controller(SC) distributed

and connected to a wireless network, and in Fig 2.3-(right) shows that the centralized

controller and the plant (sensors and actuators) are connected via wireless channel link.

In practice, the advantages of the distributed WNCS that it provides flexibility, ease

of installation and maintenance, less wiring and cables, and it provides an efficient way
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Wireless network

Controller

Planet

..............SC1

..............SP1

SP = Sub-process

SC = Sub-controller

SP2 SPn

SC2 SCm

Wireless network

Figure 2.3: Wireless networked control system (WNCS), distributed system (left),
centralized system (right).

of sharing data over the network. However, the presence of a wireless channel in the

control loop introduces wireless communication issues into the system including, time

delay, packet loss, communication latency, and channel congestion [34–36].

2.2.1 Effects of wireless networks in the control loop.

Conventional control system theory is basically based on a periodic sequence of system

operations. The continuous-time signals are sampled at a fixed frequency and transmit-

ted over a wired point-to-point connection [37]. Despite the wired cable characteristics,

the presumption in conventional control system theory is the perfection of the trans-

mission medium, which implies that the control signal and the sensor measurements are

assumed to be received with no distortion, loss, delay, or attenuation. In contrast, the

problems of the wireless transmission medium affect the packet transmitted over the

wireless channel, which may get lost, delayed, or received with errors. The imperfection

of the received signal influences the overall system performance or even destabilizes the

process [3].

In general, from the perspective of control system theory, the problems induced by

the wireless communication medium that have a high impact on system performance

are: limited data rate, time delay, channel access, shared frequency band, and packet

loss [13]. The main cause of such problems are obviously the characteristics of the wire-

less communication system and its limitations, such as limited coverage range, limited

bandwidth, and limited data rate. The limited coverage range limits the mobility char-

acteristics of the wireless nodes. The communication link will break down if the receiver

node moves out of the maximum radio distance, which results in signal attenuation

because of the existence of obstacles and moving sources of interference [25, 38]. It is

obvious that a wireless communication network operates as a shared access medium in

which multiple nodes are connected to one channel and share the same radio frequency.

Therefore, the limited frequency bandwidth introduces the channel interference prob-

lem, where the operation in the limited wireless spectrum is the main source of wireless
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channel interference. The transmission of the radio frequency signal is mainly affected

by different phenomena such as multi-path propagation, signal attenuation, fading, in-

terference, or signal distortion. The difference between the strength of the transmitted

signal and the received signal is known as signal attention, while signal fading occurs if

the node receives a variant of the signal strength [39, 40]. The multi-path fading problem

introduces problems with time delay and latency time, as the transmitted signal arrives

at the receiver node through different angles, at a different time, or on a different fre-

quency because of the electromagnetic waves scattering in the environment. The fading

effect on the signal power in space is due to the angle spread, and frequency fluctuation

is due to delay spread or time delay through the Doppler effect [39]. The other cause

of time delay is the wave propagation due to the speed of light and the distance be-

tween the transmitter and the receiver nodes [40]. In fact, the limited wireless channel

throughput is another cause of time delay. Wireless networks with higher throughput

will often have shorter time delay than networks with lower throughput [30]. Moreover,

the distance between the nodes results in an increase of transmission delay and of the Bit

Error Rate (BER) with regard to signal-to-noise ratio (SNR) and transmission power

[3]. It is known that the packet loss problem in wireless communication systems is due

to failures of physical links or to network congestion. Nevertheless, even if the signal

strength is a fixed parameter, sending a packet to a distant neighbor in the border area

of the transmission range results in a higher probability of packet loss due to signal

attenuation and node mobility [25, 38].

To visualize and study the effects of wireless networks on data transmission, we con-

sider the quality of the wireless channel as a measure of the data received at the desti-

nation node. The quality of the wireless channel is modeled with respect to the signal-

to-noise ratio (SNR), which is measured by the transmitter and receiver nodes, and is

computed as the ratio between signal power and noise power [41] as follows:

SNR =
Ps

Pn
, (2.2)

where, SNR represents the signal-to-noise ratio, Ps is signal power, and Pn is the noise

power.
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2.3 Vehicle dynamics and planar motion

As stated in chapter 1, the vehicle dynamics will be used as a benchmark for the

simulation study and proof of concept of the algorithms which are developed in the

context of this thesis. The following sections provide a summary of the vehicle dynamics

including single track model, and vehicle motion dynamics model of the four wheels

vehicles [42–44]. The presented vehicle’s dynamic models will be used to formulate an

optimal control problem of the vehicle dynamics, and it will be utilized in testing and

evaluation of the algorithms that will be presented in the next chapters.

2.3.1 Vehicle dynamics: single-track model

The single-track model (STM) is widely used in automotive simulation and control

because it is relatively simple and it has been proven that it is a good approximation

for vehicle dynamics when lateral acceleration is limited to 0.4g on normal dry asphalt

roads [43]. Single-Track-Model is a linear kinematic model for longitudinal, lateral and

yaw motions. It does not consider the suspension forces, since suspension forces are

inertial to the vehicle system and have no effect on the vehicle motions on the horizontal

plane. It is obtained by lumping each of two wheels of one axle into one wheel located

at the center of the respective axle. The single-track model considers the front and rear

wheel steering to define the vehicle’s lateral dynamics. Hereafter, the steering angle and

slip angle will be restricted to relatively small values, the brake forces will be neglected,

and the body roll and pitch behavior will be assumed to be zero.

a) Single Track Model b) Wheel model variables

Figure 2.4: a) Vehicle single-track model. b) Wheel model variables

As depicted in Fig. 2.4-(a), θf and θr present the front and rear steering angles, respec-

tively. The lf presents the distance between the center of gravity (CG) and the front

axel, lr presents the distance between (CG) and the rear axel, and l = lf + lr stands

for the vehicle’s wheelbase. The velocity vector v has the longitudinal and lateral pro-

jections vx and, vy on the vehicle coordination system (xyz), β is the vehicle side-slip

angle, which is the angle between the longitudinal axis of the vehicle and the orientation

of the vehicle velocity vector v.
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The longitudinal and lateral velocity vectors vx and vy are computed as follows:

vx = v cosβ,

vy = v sinβ.
(2.3)

Thus, the moment of inertia about the z−axis is denoted by Iz, and the mass of the

vehicle is defined by m. The variables of the wheel dynamics model are depicted in

Fig. 2.4-(b). Here, βf presents the chassis sideslip angle, and αf is the tire slip angle

which is the angle between the velocity vector vf and the tire center line. ff and fr

are the front side force and the rear side force transmitted from the road surface via

the wheels to the vehicle chassis. The yaw angle is ψ, and the yaw rate of the vehicle

is defined ωz = ψ̇. The equations of motion for the three degrees of freedom in the

horizontal plane are with the vehicle mass m and the moment of inertia Iz with respect

to the vertical axis through the center of gravity (CG) are defined as follows:

Longitudinal motion: Fx =−mv(β̇ + ωz) sin (β) +mv̇ cos (β), (2.4)

Lateral motion: Fy =mv(β̇ + ωz) cos (β) +mv̇ sin (β), (2.5)

Yaw motion: Mz =Izẇz. (2.6)

From the equations (2.4), (2.5), and (2.6) the vehicle dynamic can be formulated as:
mv(β̇ + ωz)

mv̇

Izẇz

 =


− sin (β) cos (β) 0

cos (β) sin (β) 0

0 0 1



Fx

Fy

Mz

 , (2.7)

Referring to Fig. 2.4-(b) and (2.3), the velocity components vx and vy in the longitudinal

direction of the vehicle must be the same at the rear, the front wheels and at the center

of gravity (CG) as follows:

vr cosβr = vf cosβf = v cosβ (2.8)

The velocity components perpendicular to the centerline precede the yaw rate, according

to:

vf sin (βf ) = v sinβ + ℓfωz,

vr sin (βr) = v sinβ + ℓrωz.
(2.9)

Finally, the variables vf and vr will be eliminated by dividing by the corresponding

terms in (2.8). Therefore, the kinematic model as follows:

tan(βf ) =
v sin (β) + ℓfωz

v cos (β)
= tan(β) +

lfωz

v cos(β)
, (2.10)
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tan(βr) =
v sin (β) + ℓrωz

v cos (β)
= tan(β)− lrwz

v cos (β)
, (2.11)

and the tire slip angles are:

αf = θf − βf ,
αr = θr − βr.

(2.12)

For the liner model, assume a very small of the sideslip angle β << 1, the model defined

in (2.7) will : 
mv(β̇ + ωz)

mv̇

Izẇz

 =


−β 1 0

1 β 0

0 0 1



Fx

Fy

Mz

 , (2.13)

the velocity v is assumed to be constant, v̇ = 0. From (2.13), fx = −βfy and β << 1[
mv(β̇ + wz)

Izẇz

]
=

[
Fy

Mz

]
, (2.14)

and considering the steering angles θf and θr are small, we get:[
Fy

Izẇz

]
=

[
1 1

lf −lr

][
ff (αf )

fr(αr)

]
, (2.15)

Under normal driving conditions, the angles β, θf , θr, βf , and βr are relatively small,

so equations (2.10) and (2.11) can be formulated as follows:

βf = β +
lfωz

v
.

βr = β − lrωz

v
.

Due to the small values of the small side-slip angles, the side forces Ff and fr are

proportional to the tire side-slip angle and are modeled as:

ff = cfµαf , αf = θf − βf ,
fr = crµαr, αr = θr − βr,

(2.16)

where µ is the friction coefficient parameter of the tire and the road interface; the cf , cr

parameters are the tire-cornering stiffness of the front and rear axle, respectively. The

vehicle dynamics can be approximated by a linear state space model as follows:

[
β̇

ẇz

]
=

 −(cr+cf )µ
mvv

−1+(crlr−cf lf )µ

mvv2

(crlr−cf lf )µ
Iz

−(crl2r+cf l
2
f )µ

Izv

[ β
wz

]
+

[
cfµ
mvv

crµ
mvv

cf lfµ
Iz

−crlrµ
Iz

][
θf

θr

]
. (2.17)
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2.3.2 Vehicle motion dynamics

Fig. 2.5 depicts the planar motion of a vehicle with 4 wheels. Independent torque τi

and steering angle θi are the inputs applied to each wheel. The resulting planar motion

is described by the vehicle’s body state ξT = [vx, vy, ωv] , where vx is the longitudinal

speed, vy is the lateral speed, and ωv is the yaw rate, while the pitch and roll motions

are neglected. A chassis reference frame xyz is mounted at the center of gravity CG

of the vehicle in accordance with the ISO convention. This reference frame is used for

the description of the evolution of the state variables vx, vy and ωv with respect to the

ground. Furthermore, a reference wheel frame φiγizi is attached to the center of each

CG x

y

v

β

ωv

vy

vx

θ1

θ2θ3

θ4

(x1, y1)

(x2, y2)(x3, y3)

(x4, y4)

τ1,ω1

τ2,ω2τ3,ω3

τ4,ω4

1
γ1

2
γ2

3

γ3

4

γ4

φ

φ φ

φ

Figure 2.5: Inputs and states of the planar vehicle motion

wheel to model the wheel motion and tire friction forces. The transnational and yaw

motion of the vehicle in the xyz reference frame is modeled as follows:

rigid chassis: Mξ̇ = g(ξ) +Aφ(θ)Fφ +Aγ(θ)Fγ (2.18)

four wheels: Iwω̇i = rwFiφ + τi (2.19)

tire model: Fiφ = fφ(ζi, Ni), Fiγ = fγ(ζi, Ni), (2.20)

where, Fφ = [F1φ, F2φ, F3φ, F4φ] are the lateral tire friction forces, Fγ = [F1γ , F2γ , F3γ , F3γ ]

are the longitudinal tire friction forces, θ = [θ1, θ2, θ3, θ4] is the steering angles vector,

M = diag[mv,mv, Iv] is the mass matrix, mv is the vehicle mass, and Iv is the chassis

moment of inertia about CG, ωi is the rotational speed of the wheel around the wheel

axis γi, Iw is the wheel moment of inertia, and rw is the effective wheel radius.

The lateral and longitudinal forces in (2.18) are transformed into the xyz frame by

means of the matrices Aφ(θ) and Aγ(θ), which are determined by the geometrical pa-

rameters (wheelbase and track width) of the vehicle [42, 45]. Also note that the bal-

ance between force and moment is expressed in the chassis coordinate frame xyz, with

ξT = [vx, vy, ωv] which is caused by the yaw motion and is given by:

g(ξ) = mv[ωvvy,−ωvvx, 0]
T . (2.21)

The rotational motion of the wheel i about its own axis γi is presented in (2.19), and

the general static tire model is presented in (2.20), where the functions fφ and fγ depend
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on the specific tire model. Assuming that the roll and pitch angles of the vehicle remain

identically zero, the normal tire forces Nf are uniquely determined by the planar forces

Fφ and Fγ as follows:
Nf = c+ Pφ(θ)Fφ + Pγ(θ)Fγ , (2.22)

where Nf = [Nf1 , · · · , Nf4 ]
T , while the constant vector c and the matrices Pφ, Pγ are

again determined by the width, length, and height of the vehicle [42]. More specifically,

Fiφ and Fiγ depend on the normal force Nfi and on the friction coefficients µiφ and µiγ

according to:

longitudinal tire friction force: Fiφ = µiφ ·Nfi , (2.23)

lateral tire friction force: Fiγ = µiγ ·Nfi , (2.24)

where the friction coefficient µTi = [µiφ, µiγ ] is a dynamic variable that determines the

transmission of the lateral and longitudinal tire forces to the vehicle body for a fixed

slip ζi.



Chapter 3

Distributed Optimal Control

Problem
This chapter presents the theoretical background on optimal control theory. It focuses

on the formulation of the convex optimization problem and introduces the methods for

decomposing the centralized optimization problem into a distributed form. The first sec-

tion 3.1 introduces the general form of the convex optimization problem and lists some

definitions of convexity and the optimality conditions of the general optimal problem.

The next section 3.2 presents the decomposition methods that are used to decompose the

centralized optimization problem into a distributed form. Section 3.3 presents the com-

munication network model considered in solving the distributed optimization problem

over the network and describes the communication scheme imposed on the distributed

system as well as the communication typologies. In section 3.4, we present the algo-

rithms and methods, including the subgradient method, the projection method, and

the consensus algorithms, that are mainly used in the proposed solution algorithm of

the considered optimization problem. In section 3.5, we formulate the vehicle dynamics

optimal control problem and derive the consensus-based projected primal subgradient

algorithm, implementing it over different communication schemes. In the section 3.6,

we report on an extensive simulation study of the proposed solution algorithm.

3.1 Convex optimization problem

In general, the objective of optimal control theory defined in [46] is to compute the con-

trol signals that fulfill with the process’s physical constraints, and minimize/-maximize a

predefined performance criterion. Wherein, a convex optimization problem is a problem

that the objective function is convex and the feasible set is a convex set [47]. In general,

we consider the following optimization problem:

17



Distributed Optimal Control Problem 18

minimize
x

J =
N∑
i

f i0(x)

subject to fp(x) ≤ 0, p = 1, . . . , P

hq(x) = 0, q = 1, . . . , Q

(3.1)

where x ∈ ℜn is the state variable and n is the state-space dimension of the state

variable of cost function f i0. The cost function f i0 and the inequality constraints fp

are convex, while the equality constraints hq are affine functions. To enhance clarity

and understanding, we list the following definitions of the convex optimization problem

[47–50]:

Definition 3.1.1 (Convex set). A set C ⊂ ℜn is said to be a convex set if the line

segment of every two points in the set C lies entirely within the set C, ∀x, y ∈ C,

α ∈ [0, 1], i.e., the set C is a convex set if:

αx+ (1− α)y ∈ C. (3.2)

Definition 3.1.2 (Convex function). Consider a function f i0 : Ci ⊂ ℜn → ℜ. The set
Ci is called the domain of f i0 by dom(f i0). The function f i0 is called a convex function,

∀x, y ∈ Ci and 0 ≤ α ≤ 1, if:

f i0(αx+ (1− α)y) ≤ αf i0(x) + (1− α)f i0(y). (3.3)

Definition 3.1.3 (Strictly convex function). Consider a function f i0 : Ci ⊂ ℜn → ℜ.
The function f i0 is called a strictly convex function, if ∀x, y, x ̸= y and α ∈ (0, 1):

f i0(αx+ (1− α)y) < αf i0(x) + (1− α)f i0(y). (3.4)

Definition 3.1.4 (Affine function). Function hq : ℜn → ℜ is called an affine function

if it has the form hq(x) = Ax+ b, where A ∈ ℜ1×n and b ∈ ℜ.

Definition 3.1.5 (Local minimizer). A point x∗ is a local minimizer if there is a neigh-

borhood Ci of x
∗ such that f i0(x

∗) ≤ f i0(x), ∀x ∈ Ci.

Definition 3.1.6 (Strict local minimizer). A point x∗ is called a strict local minimizer

of the function f i0 if there is a neighborhood Ci of x
∗ such that f i0(x

∗) < f i0(x), ∀x ∈ Ci

and x ̸= x∗.

Definition 3.1.7 (Global minimizer). A point x∗ is called a global minimizer of the

function f i0 if f i0(x
∗) ≤ f i0(x), ∀ x ∈ dom(f i0).

3.2 Decomposition of centralized optimization problem into

a distributed form

Decomposition of a centralized (original) optimization problem into a distributed form

is usually done by dividing the original problem into N sub-problems. The decomposed
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sub-problems are mainly independent in the term of computation, and require coordi-

nation in order to converge to the optimal solution of the global optimization problem.

Basically, coordination is usually done by introducing two levels of the optimization

problem: a master problem and N distributed sub-problems. Fig. 3.1 illustrates the

decomposition structure of the centralized optimization problem into a set of N sub-

problems. We see that the communication network is introduced into the system struc-

ture to handle the coordination and exchange of variables between master problem and

sub-problems.

........

Centralized
problem

Decomposition
method

Master problem

Sub-problem 1 Sub-problem N

Communication network

Figure 3.1: Structure of the decomposition of the centralized problem into N dis-
tributed sub-problems.

Dividing the centralized optimization problem into N distributed sub-problems pro-

duces a set of decision variables, such as local variables and global variables. The local

variables are related internally to the sub-problem, while the global variables are shared

variables between the sub-problems. Hence, the centralized optimal problem can be bro-

ken into smaller distributed sub-problems by using local copies xi of the global decision

variables x in all sub-problems. Then the decomposed distributed optimization problem

is restated as:

minimize
xi

J =

N∑
i=1

f i0(xi)

subject to

f ip(xi) ≤ 0, p = 1, . . . , P

hiq(xi) = 0, q = 1, . . . , Q

(3.5)

where N is the number of sub-problems, xi = {xi,1, xi,2, ..., xi,n} is the set of global

state variables, and n is the state-space dimension, and it satisfies the condition x1 =

x2 = · · · = xN . Despite the advantages of the distributed decomposition in terms of

computation efficiency achieved by distributing the computation over the sub-problems,

coordination and communication requirements between the master problem and the

sub-problems and also between all sub-problems are imposed onto the system. The

communication here allows sub-problems to exchange their decision variables with the

master problem or with other sub-problems. In general, there are various decomposition

techniques, such as primal decomposition, dual decomposition, indirect decomposition,
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and hierarchical decomposition [47, 51, 52], that are used to decompose the centralized

problem into a distributed form. These will be described in detail in the following

subsections.

3.2.1 Dual decomposition

Basically, the dual decomposition is based on deriving Lagrangian function of the

optimization problem, which is defined by transferring the equality and inequality con-

straints to the objective function, and introducing a Lagrangian multiplier associated

with each constraint. We applied dual decomposition on the decomposed optimiza-

tion sub-problems (3.5) and formulated the Lagrangian function Li(xi, λ
i
p, ν

i
q) of each

sub-problem i as follows:

Li(xi, λ
i
p, ν

i
q) = f i0(xi) +

P∑
p=1

λipf
i
p(xi) +

Q∑
q=1

νiqh
i
q(xi), (3.6)

where λip =
{
λi1, λ

i
2, ..., λ

i
P

}
and νiq =

{
νi1, ν

i
2, ..., ν

i
Q

}
are the Lagrange multipliers asso-

ciated with inequality and equality constraints of the sub-problem i, respectively, and

xi is the set of primal variables. The corresponding dual function is given by:

gi(λ
i
p, ν

i
q) = inf

xi

Li(xi, λ
i
p, ν

i
q), (3.7)

and the Lagrange dual function can be written as follows:

minimize gi(λ
i
p, ν

i
q)

subject to λip ≥ 0,
(3.8)

where, the inequality constraint λip ≥ 0 must be satisfied, and we refer to the optimal

value of the Lagrange dual problem (3.8) as g∗, and to the optimal solution of the primal

problem (3.5) as f∗0 . The following definitions present the duality conditions between

the dual and the primal problems [47].

Definition 3.2.1 (Weak duality). Weak duality For the dual function g∗ and the primal

function f∗0 , if the condition g∗ ≤ f∗0 holds, a weak duality exists even if the primal

problem is not convex.

Definition 3.2.2 (Strong duality). Strong duality For the dual function g∗ and the

primal function f∗0 , if the condition g∗ = f∗0 holds, a strong duality exists and g∗ =

g(λ∗, ν∗) = f∗0 = f0(x
∗).

In general, strong duality exists if there is a dual optimal λ∗ and ν∗ for the Lagrange

dual problem (3.8) and there exists an optimal x∗ for the primal problem (3.5). If strong

duality does not exist and if the primal problem (3.5) is convex, i.e., if f0(x) and fp(x),

p = 1, · · · , P are convex functions, we usually have weak duality.
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3.2.2 Primal decomposition

The primal decomposition method is mainly used if the cost function is not separable

and coupled with global variables shared with the sub-functions. A primal decomposition

method is mainly used if there are some variables that are coupled with the aggregated

general problem. For example, consider the following optimization problem where the

cost function is coupled with one global variable ys:

minimize
xi,y

J =
N∑
i=1

fi(xi, y)

subject to xi ∈ Ci, i = 1, . . . , N

y ∈ Y,

(3.9)

the global variable y couples all functions fi, and the set of variables {xi, i = 1, . . . N}
are local variables associated with each sub-function fi. In primal decomposition, the

general problem is divided into a master problem and a set of sub-problems. The primal

master problem directly controls the assignment of the resources to the sub-problems

using the global variable y. Specifically, the general optimization problem (3.9) is divided

into N sub-problems as follows:

sub-problem 1: min
x1∈C1

f1(x1, y),

...

sub-problem N : min
xN∈CN

fN (xN , y),

(3.10)

and the master problem is defined as follows:

minimize

N∑
i=1

f∗i (y)

subject to y ∈ Y,
(3.11)

with f∗i (y) being the optimal solution of the problems with respect to the global variable

y, and where the master problem coordinates the sub-problems fi by providing the

optimal value of the global variable y.

3.2.3 Indirect decomposition

The basic technique used in indirect decomposition is to add an auxiliary variable to

the general problem and to relax the problem by using the dual decomposition method.

In general, the auxiliary variable consists of all coupling variables in the problem, wherein

adding the auxiliary variable to all sub-problems provides more flexibility in applying

either dual or primal decomposition. For example, the following optimization problem

is coupled in the inequality constraint as follows:
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minimize
xi

N∑
i=1

f0(xi)

subject to xi ∈ Ci,

Aixi ≤ y,
y ∈ Y,

(3.12)

where y couples the optimization problem in the equality constraint, and xi is the

local variable. Applying the indirect decomposition method, we introduce an auxiliary

variable yi and add it to the problem as follows:

minimize
y,yi,xi

N∑
i=1

f i0(xi)

subject to xi ∈ Ci,

Aixi ≤ yi,
yi = y,

y ∈ Y.

(3.13)

The decomposable optimization problem (3.13) is created by introducing the auxiliary

variable yi and then relaxing the problem using the equality constraints yi = y. There

are some cases where the optimization problem is coupled in the cost function and in the

constraints. Therefore, both dual and primal decomposition are combined to decompose

the problem into a distributed form. We first use dual decomposition to compute the

Lagrange multiplier and then use primal decomposition to solve the primal problem and

compute the primal variables [53].

3.3 Distributed optimization problem over a network

Solving an aggregated distributed optimization problem over a communication net-

work is motivated by the flexibility of networked systems. In fact, the communication

network has a large impact on the field of decentralized and distributed systems, as

it provides the communication capabilities for the sub-systems to cooperate in order to

solve a global optimization problem [54]. However, we need to define the communication

network and the capacity of the data exchange between sub-problems.

3.3.1 Communication network model

As a result of decomposing the centralized optimization problem into a distributed

form, a communication scheme is introduced into the system structure, where the ex-

change of the global variables between the sub-problems takes place over a communica-

tion network. The structure of the communication network consists of communication

medium, communication topology, and communication protocol. We consider a com-

munication network consisting of N nodes sharing their state information according to
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a predefined communication topology. The network is modeled by a directed graph

G = (V,E), where V = {v1, . . . , vN} represents the set of vertices, and E ⊆ V ×V is set

of edges (vi, vj) ∈ E represents the connection between the two vertices i and j [31, 40].

The adjacency matrix A and the incidence matrix B represent the nodes’ connection

within the network, the adjacency matrix A = (aij)N×N of the graph G represents the

adjacency of the vertices, and the entry aij shows whether vertex i is adjacent to vertex

j and the aij is defined as follows:

aij =

{1, if (vi,vj)∈E

0. otherwise

(3.14)

The incidence matrix B = (bik)N×M of graph G = (V,E) with V = {v1, . . . , vN} and

E = {e1, . . . , eM} defines the connection between the vertices; the entry bik shows whether

the vertex i is incident to edge j as follows [55]:

bij =

{1 if vi∈ej

0 otherwise.

(3.15)

The set of nodes Ni = {j ∈ V : (vi, vj) ∈ E} that have a direct connection with node i

is denoted as neighbors of node i. Specifically, we consider the following communication

typologies presented in Fig. 3.2, which define the interaction between nodes and the

state information flow within the network:

1. Unidirectional topology: In the directed graph G, there is a unidirectional link

between two vertices vi and vj if (vi, vj) ∈ E and (vj , vi) /∈ E or (vj , vi) ∈ E and

(vi, vj) /∈ E. Then vertex vi is connected to vj only in one direction and data flows

from vi to vj in one direction or from vj to vi, respectively.

2. Bi-directional topology: In the directed graph G, there is a bidirectional link

between the two vertices vi and vj if they are parallel adjacent, and if (vi, vj) ∈ E
and (vj , vi) ∈ E. This implies that vertex vi transmits and receives from vertex

vj , and vertex vj transmits and receives from vertex vi.

3. Broadcasting topology: In the directed graph G = (V,E), ∀(vi, vj) ∈ E and

∀(vj , vi) ∈ E, the vertex vi ∈ V broadcasts its information to all vj ∈ V at the

same time.
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x1x1x1

x2x2x2 x3x3x3

x4x4x4

Unidirectional Bidirectional Broadcast

Figure 3.2: a) Unidirectional topology, b) Bidirectional topology, c) Broadcasting
topology.

3.4 Solving the distributed optimization problem approach

Typically, optimization problems can be solved by a variety of iteration-based meth-

ods, such as the interior point method, the subgradient method, the descent method,

the cutting-plane method, Newton’s method, etc [50]. To solve the distributed opti-

mization problem, we typically follow a three-step approach. Firstly, we decompose the

centralized problem into a distributed form using a decomposition method. Secondly,

we introduce a communication topology that facilitates the solution method. Finally,

we select a method that is well-suited to the distributed nature of the problem. When

selecting a method, we take into account implementation issues such as system perfor-

mance, computation requirements, and the communication constraints of the network.

The work of [56, 57] shows that the subgradient method is a simple method in terms

of implementation, consumes fewer computation resources, has fewer memory require-

ments, and can be used for large problems such as those found in distributed systems.

Therefore, we will use the subgradient method throughout this work to develop our

solution algorithms.

3.4.1 Subgradient method

The subgradient method [57, 58] is a first-order simple algorithm. Its performance is

affected by problem-scaling conditions. Even though it is a bit slower than second-order

algorithms, it has the advantage of being easily adaptable to different kinds of problems

and requires fewer computation resources to converge. To solve the optimization problem

(3.5) using the subgradient method, iterated updating of the local variables xi in the

direction of the function f i0 is performed. Thus, at each subgradient iteration k, the

computed solution takes a step in the direction of a negative subgradient of the function

f i0(xi) at gradient gxi . Hence, in each subgradient iteration, the local variable is updated

as follows:

xi[k + 1] = xi[k]− αkgxi [k], (3.16)

where k is the iteration sequence, and gxi [k] = ∇xif0(xi)[k] is the gradient of the local

cost function f i0 at xi[k]. Here, αk denotes the step size, which is fixed ahead of time.
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In general, the cost function f i0(xi) is almost differentiable over its entire domain. There-

fore, the selection of the step size usually has a high impact on the convergence of the

convex optimization problem solution [56].

3.4.2 Consensus algorithm

The concept of consensus algorithms [59] is that the connected nodes must agree on

a common decision, or the exchanged information must converge to the same value. In

the context of distributed networked systems, node agreement on one value is highly

important for many applications, such as exchange of measurements, time synchroniza-

tion, data fusion, load balancing, and control systems [60, 61]. We consider a class of

distributed networked systems where the connected nodes jointly solve optimization sub-

problems and exchange a copy of their global variables. In order for all nodes to agree

on a common value of the global variables, we need to implement a consensus algorithm

to ensure that the solution of the optimization problem converges to the optimal value.

3.4.3 Weighted average consensus algorithm

In general, the weighted average consensus algorithm is used if the state of each node

in the network must converge to a specific weighted average value of the overall states.

Hence, the impact of the state received from the neighbors j ∈ Ni on the state of node i

is regulated by a weighting factor associated with each neighbor j [62, 63]. The algorithm

updates the consensus state value x̌i of node i using an iterative procedure with respect

to the weighting value of each received state x̂j [64] as follows:

x
(c+1)
i = x

(c)
i +

∑
j∈Ni

wij(xj − x(c)i ), (3.17)

where x
(c+1)
i is the updated consensus state, xj is the state received from neighbor j ∈ Ni,

c is the consensus iteration counter, and the weighting factor wij is the element of the

doubly stochastic matrix W ∈ RN×N specified by the following conditions:

(a) 1TnW = 1Tn

(b) W1n = 1n

(c) ρ(W − 1m1Tm
m ) < 1 must hold true, where 1m ∈ Rm refers to the column vector with

all elements equal to 1, and ρ is the spectral radius of a matrix. It turns out that

such a W guarantees the convergence of a consensus algorithm, i.e. limc→∞ x
(c)
i =

a1m, for some a ∈ R depending on the initial value x
(0)
i [65, 66].

The consensus algorithm considers conditions under which the local information states

xi of all nodes converge to the same value after experiencing a sufficiently large number

of iterations. This value is typically determined by the initial values xi(0) and the double

stochastic matrix W ∈ RN×N associated with graph G [64, 67, 68].
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3.4.4 Projection into a convex set

Projection algorithms are mainly used if the optimal solution of the convex optimiza-

tion problem is a common point that exists in the intersection of two closed convex sets.

To find this point, we use a projection algorithm such as alternating projection [69] or

Dykstra’s projection algorithm [70]. In general, the alternating projection algorithm

uses a sequence of projection steps of the point into the most distant set. consider the

following optimization problem:

minimize
x

f0(x)

subject to x ∈ C,
(3.18)

If the optimal solution of the optimization problem is point x∗ ∈ C, and C is a convex

set that exists in the intersection of m closed convex sets such as:

C = C1 ∩ · · · ∩ Cm, (3.19)

then the projection of point x onto C is carried out by a successive projection of x

onto Ci, i = 1, . . .m. A sequential orthogonal projection of x strongly converges to a

point x∗ ∈ Ci,j where Ci,j = Ci ∩ Cj . For example, for two convex sets C1 and C2

∈ ℜn, projection P1 on C1 and projection P2 on C2, for the initial value x0 ∈ C1, the

alternating projection algorithm generates a sequence of points xk ∈ C1, and yk ∈ C2

[71] by:

yk = P2(xk),
xk+1 = P1(yk),

where the projection sequences P1 and P1 will be executed iteratively in order to find

the optimal point x∗i in the intersection of both sets C1 and C2

3.4.5 Problem solver: projected subgradient with consensus algorithm

A projected subgradient based on consensus is formulated and will be used in this

work as the main solution algorithm for the distributed convex optimization problem.

The proposed solver of the considered optimal control problem consists of three layers:

subgradient update, consensus algorithm, and alternating projection algorithm. Where,

we integrate the alternating projection algorithm after each subgradient update in order

to find the optimal solution within the intersection of the closed convex sets. The

implementation of the projected subgradient layer is defined by:

xi[k + 1] = Pxi

[
xi[k]− αkgxi [k]

]
, (3.20)

where Pxi denotes the alternating projection sequence after each update of the subgra-

dient xi[k + 1]. Following [67, 72], a projected subgradient method combined with the
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consensus algorithm is developed, where each node i performs the subgradient update

and then exchanges its state information with its neighbors c times. This is followed

by a projection of the solution into the convex sets. The complete solution algorithm is

formulated as follows:

xi[k + 1] = Pxi

[∑
[W c]ij (xj [k]− αkgj(xj [k]))

]
, (3.21)

where [W c]ij denotes the ijth elements of the consensus matrix W , and c denotes the

consensus iteration. The solver algorithm is essentially an iterative scheme with k being

the counter of the subgradient iterations. It consists of the following three steps:

1. Subgradient update step: updating of the local primal variables xi using the

subgradient step:
xi[k] = xi[k]− αkgxi [k],

2. Consensus step: running the consensus algorithm for a finite number of itera-

tions, so that each state xi of all nodes reaches the consensus value:

x
(c+1)
i [k] = x

(c)
i [k] +

∑
j∈Ni

wij(x
(c)
i [k]− x̂(c)j [k]),

3. Alternating projection step: projecting xci [k] onto non-empty closed convex

sets Ci:
xi[k + 1] = ProjCi(xi[k]).

The proposed solution algorithm will be extended by the communication scheme, that

will be performed for exchanging the state xi with respect to the communication protocol

and topology.
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3.5 Benchmark: vehicle dynamics optimal control prob-

lem

This work is motivated by the new trends in the automotive research area, such as

electric vehicles, autonomous driving [73–75], vehicle-to-vehicle communication (V2V),

multi-vehicle communication, and vehicle to infrastructure communication (V2X) [76–

80]. This work focuses on considering the effect of the wireless communication network

on the optimal control problem, and investigating the effect of the communication layer

on the control loop of the control problem. In this phase, we consider an optimal con-

trol problem of vehicle dynamics as a benchmark for our simulation study. A vehicle

dynamics optimal control problem will be formulated and solved over different wire-

less communication network setups. In this section, we will formulate the optimization

problem of the optimal allocation of tire adhesion forces and decompose this central-

ized optimization problem into a distributed form. Following that, we will solve the

distributed optimization problem over a communication network.

3.5.1 Optimal control problem: Real-time allocation of tire adhesion

forces

The main concept of integrated chassis control is to utilize redundant single-wheel

actuation for steering, braking, and active suspension. This provides perceived reliable

options for meeting the increasing demands on safety, and comfort. Recently, distributed

on-board feed-forward control has been proposed in [81] as a platform for the formulation

and implementation of the optimal control problem.

We consider the optimal allocation of the tire adhesion forces by minimizing the maximal

tire adhesion for each tire [45]. We consider an optimization scenario that penalizes

the maximal utilization of the tire’s adhesion for a given maneuver and provides equal

distribution of the adhesion utilization to all the vehicle’s tires.

3.5.2 Problem formulation

The objective of the optimal control task consists of achieving the smallest possible

utilization of the adhesion potential ηi and keeping it below the physical adhesion limit,

which corresponds to the prescribed maneuver of the temporal evolution of the state of

the vehicle’s motion dynamics ξd(t) = [vxd(t), vyd(t), ωvd(t)], where vxd is the longitudinal

speed, vyd is the lateral speed, and ωvd presents the yaw rate. Referring to equation

(2.18) of vehicle dynamics:

Mξ̇ = g(ξ) +Aδ(θ)Fδ +Aγ(θ)Fγ ,

, this equation can be rewritten as follows:

Yd ≜Mξ̇d − g(ξd) = AxFx +AyFy, (3.22)
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where the explicit dependency on time t is dropped, and the vectors Fx and Fy collect

the x- and y-components of the tire friction forces, while Ax = Aφ(0) and Ay = Aγ(0);

see [42]. The linear equation (3.22) with the unknown force variables Fx and Fy is clearly

undetermined. The variables Yd and ξd are generated by a trajectory planning algorithm

using a single-track model. The resultant reference planar motion Yd is used to generate

different driving maneuvers, which will be used in the formulation of the optimal control

problem and for evaluating the performance of the solution algorithms.

Longitudinal motion: Fxsum =max = −ff sin(θf ) + fr sin(θr), (3.23)

Lateral motion: Fysum =may = ff cos(θf ) + fr cos(θr), (3.24)

Yaw motion: Mz =Izẇz = lfff − lrfr. (3.25)

Referring to equations (2.18),(2.19), and (2.20) for the description of the dependency

of Fiφ and Fiγ on the normal force Nf , the friction coefficients µiφ and µiγ are usually

introduced according to:

longitudinal tire friction force: Fiφ = µiφ ·Nf , (3.26)

lateral tire friction force : Fiγ = µiγ ·Nf , (3.27)

where the coefficient µTi = [µiφ, µiγ ] is a dynamic variable that determines the transmis-

sion of the lateral and longitudinal tire forces to the vehicle body for a fixed slip ζi. It is

physically confined by ∥µi∥ ≤ µmax, i.e., the Kamm circle in Fig. 3.3, right, where µmax

depends on the road conditions.
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Figure 3.3: Definition of tire slip and friction coefficients

Following [45], in this work we consider the maximal adhesion potential of the tires as

the cost function. The adhesion utilization of the ith tire, ηi, is defined as the ratio

between the magnitude of a tire force Fi and its normal force Nf (3.26) and (3.27):

ηi := ∥µi∥ =
∥Fi∥
Nf

. i = 1, . . . , N (3.28)

With reference to the concept of the Kamm circle in Fig. 3.3, 0 ≤ ηi ≤ µmax represents

a physically feasible condition. The task of optimal control consists of achieving the
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smallest possible utilization of the adhesion potential ηi, and to keep it below the adhe-

sion limit in order to ensure an optimal safety reserve in every driving situation.

As stated earlier, the variables Nf can be expressed in terms of the tire forces in the

xy coordinates by using:

Nf = c+ PxFx + PyFy,

Px = Pη(0),

Py = Pγ(0).

However, it turns out that Nf is specified by the desired motion Yd, as Nf = GYd,

where G is fixed by the vehicle geometry, which simplifies the inequality constraints√
F 2
xi + F 2

yi − ηNf ≤ 0. Therefore, we shall be interested in minimizing the adhesion

potential η := maxi∈{1,...,N}ηi, which brings us to the following formulation of the optimal

control problem:

minimize
η

J0 = η

subject to:

f1 =
√
F 2
xi + F 2

yi − ηNf ≤ 0, i = 1, . . . , N

f2 = η − µmax ≤ 0,

h1 = AxFx +AyFy − Yd = 0.

(3.29)

Moreover, it is important to emphasize that (3.29) represents a standard convex opti-

mization problem, which can be reformulated as:

minimize
ηi,Fxi,Fyi

J0 =
N∑
i=1

η2i + ϵ2
(
F 2
xi + F 2

yi

)
,

subject to f1 =
√
F 2
xi + F 2

yi − ηiNf ≤ 0,

f2 = ηi − µmax ≤ 0,

h1 = AxFx +AyFy − Yd = 0.

(3.30)

1

where we included the longitudinal force Fxi and the lateral force Fyi in the cost function,

cardinally added a regularization term (ϵ ≪ 1) to regulate their effect on the cost

function, and imposed the consistency constraints ηi = ηj . As a consequence, all tires

must experience the same utilization by setting:

f0(x) = η2i + ϵ2(F 2
xi + F 2

yi), (3.31)1

and

x =
[
η1, Fx1, Fy1, . . . , ηN , FxN , FyN

]T
, (3.32)

which present the primal variables of the optimization problem (3.30).
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3.5.3 Decomposition of the problem into a distributed form

In order to decompose the centralized convex optimization problem (3.30) into a

distributed form, we extract it into (N = 4) sub-problems and apply the primal de-

composition method. Notice that there is no coupling between the sub-problems in the

cost function J, and that it is separable because it optimizes only the local variables

ηi, Fxi, Fyi of sub-problem i. On the other side, all sub-problems are coupled in the

equality constraint:

h1 = AxFx +AyFy − Yd = 0,

where the vectors Fx = [Fx1, . . . , FxN ] and Fy = [Fy1, . . . , FyN ] consist of the longitudinal

forces Fxj and the lateral forces Fyj of all the sub-problems j ∈ Ni of the neighbors of

node i. The sub-problems are also coupled in the equality constraints h2 = ηi − ηj = 0.

Sub-problem i needs to receive the computed ηj of its neighbors j ∈ Ni to satisfy this

equality constraint. Then we decompose the centralized problem into a distributed

form by adding auxiliary variables consisting of the local copies ηj , Fxj and Fyj of the

neighboring sub-problems’ primal variables. The state variable of each sub-problem i

consists of a copy of the state variables of the other sub-problems besides its own local

variables. The state of the sub-problem i = 1, . . . , N is defined as follows:

xi = [η1,i, Fx1,i, Fy1,i, . . . , ηN,i, FxN,i, FyN,i]
T , (3.33)

The loss function is completely decomposable and equals the sum of the local functions

f i0(xi). Each sub-problem considers its state variables xi. The following set of sub-

problems is defined:

subproblem 1: min
x1∈C1

f01 (η1, Fx1, Fy1),

subproblem 2: min
x2∈C2

f02 (η2, Fx2, Fy2),

...

subproblem N: min
xN∈CN

f0N (ηN , FxN , FyN ),

subject to f1 =
√
F 2
xi + F 2

yi − ηiNf ≤ 0,

f2 = ηi − µmax ≤ 0,

h1 = AxFx +AyFy − Yd = 0.

h2 = ηi − ηj = 0, j ∈ Ni,

(3.34)
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where we added the auxiliary vectors η̂j , F̂x, and F̂y consists of the coupling variables

ηj , Fxj , and Fyj which need to satisfy the following equality constraints:

h3 = Fx − F̂xj = 0, j ∈ Ni

h4 = Fy − F̂yj = 0, j ∈ Ni

h5 = ηj − η̂j = 0, j ∈ Ni,

(3.35)

where η̂j , F̂xj , and F̂yj indicate the copies of the states received from the neighbors

j ∈ Ni. Finally, the distributed version of (3.30) for each sub-problem i takes the

following form:

minimize
ηi,Fxi,Fyi

η2i + ϵ2
(
F 2
xi + F 2

yi

)
,

subject to:

f1 =
√
F 2
xi + F 2

yi − ηiNi ≤ 0,

f2 = ηi − µmax ≤ 0,

h1 = AxFx +AyFy − Yd = 0,

h2 = ηi − ηj = 0, j ∈ Ni

(3.36)

3.5.4 Implementation of the solution algorithm: Primal method

The overall fully decomposed feed-forward control scheme is illustrated in Fig. 3.4. It

includes N = 4 independent single actuation units (nodes) for the manipulation of the

vehicle dynamics. Each such unit consists of a local solver (optimal controller) of an

optimization sub-problem (3.36) for the tire adhesion ηi, and each node is equipped with

communication capability in order to connect to the communication network, where the

nodes exchange their states with their neighbors j ∈ Ni. The problem solver utilizes a

consensus algorithm for the copies of the global variables received from the neighbors,

which will converge to the optimal solution of the optimization problem for all nodes.

We implemented a primal projected subgradient with average consensus algorithm in

each sub-problem solver, and exchanged the global variables ηi, Fxi, and Fyi with the

neighbors’ problem solvers.

3.5.4.1 Subgradient algorithm update

The specific implementation of the primal subgradient method is mainly based on

updating the primal variables with respect to the gradient of the cost function j. Therein,

the subgradient update for the primal variables ηi, Fxi, Fyi of the optimization problem
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Figure 3.4: Fully distributed feed-forward control scheme consisting of N=4 optimal
controller solvers of each sub-problem i = 1, . . . 4

(3.36) is performed through derivation to the gradient of the cost function

gxi =
∂j

∂xi
=

∂

∂xi
(η2i + ϵ2(F 2

xi + F 2
yi))

as follows:

gηi =
∂j

∂ηi
= 2ηi,

gFxi =
∂j

∂Fxi
= 2ϵ2Fxi,

gFyi =
∂j

∂Fyi
= 2ϵ2Fyi,

(3.37)

and the subgradient gxi update of each sub-problem i in (3.16) is given by

gixi
[k + 1]=

[
0, . . . , 0, 2ηi, 2ϵ

2Fxi, 2ϵ
2Fyi, 0, . . . , 0

]T
. (3.38)

Note that in each subgradient iteration, only the local variables ηi, Fxi, and Fyi of sub-

problem i are affected. The update equations of the primal local variables are as follows:

ηi[k + 1] = ηi[k]− 2αkηi[k] = ηi[k](1− 2αk),

Fxi[k + 1] = Fxi[k]− 2ϵ2αkFxi[k] = Fxi[k](1− 2ϵ2αk),

Fyi[k + 1] = Fyi[k]− 2ϵ2αkFyi[k] = Fyi[k](1− 2ϵ2αk),

(3.39)

where the subgradient algorithm updates the local variables ηi, Fxi and Fyi repetitively,

the update is in the direction of subgradient gxi [k + 1], k is the subgradient iteration

counter, and αk is the step size of the subgradient algorithm.

3.5.4.2 Projection

To implement the alternating projection algorithm, we replaced the affine inequalities

f2 = ηi − µmax ≤ 0 in (3.36) with the equality ηi − µmax + ψi = 0, i = 1, . . . , N , where

we introduced the slack variables ψi = [ψi, . . . , ψN ] ∈ RN
+ . This leads to the extension
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of the decision variable xi from (3.32) to

yTi =
[
η1, Fx1, Fy1, ψ1 , . . . , ηN , FxN , FyN , ψN

]
, (3.40)

in R4m. The constraints in (3.36) are then represented by the intersection of an affine

subspace and a convex cone, i.e., Ci = Pi ∩ Ki. The convex cone Ki ⊂ R4m can be

defined by the composition

Ki := K1,i ×K2,i × . . .×Km,i (3.41)

where Kj,i ⊂ R4 represents the convex cones defined by

Kj,i =
{
z ∈ R4; zTMz ≤ 0, Qz ≥ 0

}
(3.42)

where we introduce

z = [z1, z2, z3, z4] := [y4j−3,i, y4j−2,i, y4j−1,i, y4j,i]
T

For the sake of notational simplicity, we drop the subscripts i and j of z representing

z = [ηi, Fxi, Fyi, ψi]
T

, and

M = diag [−1, 1, 1, 0] , Qz =

(
1 0 0 0

0 0 0 1

)
.

Note that Qz ≥ 0 guarantees ηi ≥ 0 and ψi ≥ 0. The projection onto Ki is given by

ProjKi
(yi) :=

m∏
j=1

ProjKj,i
(z). (3.43)

1

Thus, it is sufficient to explore the projection of a point onto the cone Kj,i in R4. For a

given z, the following projection scenarios may arise:

(a) If zTMz ≤ 0, and z1 ≤ 0, then

ProjKj,i
(z) =

[
0, 0, 0, z+4

]T
,

(b) If zTMz ≤ 0 and z1 ≥ 0, then

ProjKj,i
(z) =

[
z1, z2, z3, z

+
4

]T
,

(c) If zTMz ≤ 0 and z1 ≤ 0, then
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ProjKj,i
(z)=

[
1−t
2 z1,

1−t
2 z2,−1−t

2t z3, z
+
4

]T
,

(d) If zTMz ≤ 0 and z1 ≥ 0, then

ProjKj,i
(z)=

[
1+t
2 z1,

1+t
2 z2,

1+t
2t z3, z

+
4

]T
,

where z+4 = max(0, z4) represents the projection of z4 onto R+, and

t =
|z1|

(z22 + z23)
1/2

.

These analytical expressions are relevant as they speed up the computations. It is also

easy to see that the projection Pi represents the affine subspace of an equation of the

form:

Pi := {yi;Aiyi = bi}, (3.44)

where Ai and bi include the affine equality and inequality constraints in (3.30), as well

as the non-negativity of the slack variables ψi. The projection of yi onto Pi is given by

the explicit expression

ProjPi
(yi) := yi −AT

i

(
AiA

T
i

)−1
(Aiyi − bi), (3.45)

where Ai is assumed to be a full rank matrix. The projection onto Ki is performed with

a number of projection iterations, which guarantees the optimal solution
[
η∗i , F

∗
xi, F

∗
yi

]
as follows:

ηi[k + 1] =ProjPi(ηi[k]),

Fxi[k + 1] =ProjPi(Fxi[k]),

Fyi[k + 1] =ProjPi(Fyi[k]).

(3.46)

Along with each updating iteration of the subgradient algorithm, an alternating pro-

jection will be executed for a number of iterations to find the optimal value in the

intersection of the optimal convex set.

3.5.5 Average consensus and communication topology

As a part of the optimization problem solver, an average consensus scheme is im-

plemented in each sub-problem solver. In order to unify the global variable copies, a

communication topology is implemented to handle the communication process within

the network and provide a communication mechanism for exchanging the state infor-

mation in the network of sub-problem solvers. Consequently, each sub-problem solver
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transmits the state updates ηi, Fxi, and Fyi to its neighbors and every subgradient up-

dates according to a predefined communication topology.

As stated above, we consider a vehicle consisting of N = 4 nodes. Each node is as-

signed an address {i : i = 1, 2, 3, 4} as well as a sub-problem solver i, and is provided

with communication capacity to handle the communication process. For now, we inves-

tigate the performance of the optimal controller behavior with respect to unidirectional

and bidirectional communication topology. Both topologies are executed to perform

the exchange of the state information between the nodes (sub-problem solvers) and are

implemented as follows:

1 - Unidirectional topology: Node i receives the state update xj = {ηj , Fxj , Fyj} from
its neighbor (in descending order) for every subgradient update for a number of

consensus iterations. The unidirectional topology communication scheme is defined

by the adjacency matrix A as follows:

A =


1 1 0 0

0 1 1 0

0 0 1 1

1 0 0 1

 ,

Node i performs the consensus update of its copies and circulates it to its next

neighbor. The communication topology is performed in sequence based on the

fixed neighbor’s address, and an equal weight value is assigned for each node in

the weighting matrix W = 0.5A. The number of consensus iterations defines how

many times communication is established within each subgradient iteration.

2 - Bidirectional topology: Unlike the unidirectional communication topology, the

bidirectional communication topology allows two-way communication between the

neighbors, where node i receives the state update xj = {ηj , Fxj , Fyj} from its two

neighbors {j : j = i − 1, and j = i + 1} based on the following adjacency matrix

A:

A =


1 1 0 1

1 1 1 0

0 1 1 1

1 0 1 1


Node i performs the consensus update of its local copies and transmits its con-

sensus state update to its neighbors. An equal weight is assigned for each node in

the weighting matrix W = 1
3A. The number of consensus iterations defines how

many times communication is established within each subgradient update.
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The following consensus update is performed according to the selected communication

topology:

η
(c+1)
i = η

(c)
i +

∑
j∈Ni

wij(η̂j − η(c)i ),

F
(c+1)
xi = F

(c)
xi +

∑
j∈Ni

wij(F̂xj − F (c)
xi ),

F
(c+1)
yi = F

(c)
yi +

∑
j∈Ni

wij(F̂yj − F (c)
yi ),

(3.47)

where, ηj , F̂xj , and F̂yj present the values of the primal variables of the sub-problem j

received at the solver i, see Fig. 3.4. The complete formulation of the projected subgra-

dient with consensus update is presented in Algorithm 1.
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3.6 Evaluation and Discussion

For the evaluation of the proposed distributed optimization algorithm, we use two

lane change maneuvers under braking conditions generated by a single-track model. The

first maneuver is designed to follow a moderate scenario with a maximal longitudinal

deceleration of ax ≈ −2 [m/s2], and maximal lateral acceleration of ay ≈ 4 m/s2,

at the initial speed v = 80 km/h. In the second maneuver, an extreme lane change

scenario is carried out with maximum deceleration ax ≈ −3 m/s2 and maximum lateral

acceleration ay ≈ 8 m/s2, at the speed v = 120 km/h. In both cases, dry road conditions

with µmax = 1 are assumed to exist.

The step size rule for the subgradient method is chosen to be αk = 1/
√
k. Our

experience shows that the performance of the algorithm is quite sensitive to the initial

conditions, which is a generally known fact for subgradient algorithms. In this case, the

best results were achieved with approximately zero initial conditions. The alternating

projection algorithm, which guarantees convergence to the projection point, issued a

linear convergence with the rate of 0.9510.
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Figure 3.5: Error analysis for the moderate and for the extreme maneuver with a
uni-directional topology and five consensus and five projection iterations.

The evaluation results corresponding to the moderate maneuver are depicted in the

first row of Fig. 3.5, while the second row refers to the extreme maneuver. In both

cases, we fixed the distributed optimization scheme to an “equi-weighted” uni-directional

topology with five consensus and five projection iterations, and show the root-mean-

square errors (RMS) over the maneuver period of the optimal solution of each node

i, where i ∈ {1, . . . , 4}] of the distributed optimization scheme serves as a function of

the number of subgradient updates. The RMS errors were computed with reference to

the optimal solutions computed by a centralized interior-point algorithm. As expected,

the errors in ηi (1st column), and in forces Fxi and Fyi (2nd column) decrease with
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an increasing number of iterations, and for a fixed number of iterations, the accuracy

is better for the moderate maneuver. Moreover, in both cases the error is negligibly

small, even for such a small number of subgradient updates as ten, which indicates fast

convergence to a near-optimal solution. In the 3rd column, we depict the temporal

evolution of the local adhesion variables ηi in the “worst-case scenario” with only ten

subgradient updates and compare them to the optimal centralized value η. Observe that

better matching is seen for the moderate maneuver, while slight differences emerged

during the extreme maneuver. It is also important to emphasize that none of the tires

experienced saturation in the latter case.
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Figure 3.6: Convergence analysis under the impact of uni-/bi-directional topology
and different numbers of subgradient, consensus, and projection iterations.

In Fig. 3.6, we compare the behavior of the algorithms for different communication

topologies (uni- vs. bi-directional) and for different numbers of consensus and projection

iteration steps. The plots depict RMS errors in ηi for the first (left figure) and the sec-

ond maneuver (right figure). Generally, we got intuitive results: More accurate solutions

were obtained for the bidirectional topology with a greater number of consensus and pro-

jection iteration steps. This trend is appreciably notable in the case of projections: The

algorithm appears to exhibit even higher sensitivity than to the subgradient iterations.

In our implementation, the alternating projection may be considered as closed within

20− 30 iterations for all initial conditions.

The impact of the communication topology on the convergence of the optimal solution

depends on the number of consensus iterations in addition to the projection and sub-

gradient iteration effect. Therefore, we fixed the number of projection iterations to 10

iterations, which guarantees optimal convergence of the solution, and tested the perfor-

mance of the algorithm performance respect to the communication topologies. Fig. 3.7

presents the Q-Linear measure of the convergence error rate of the optimal solution

with reference to the communication topology and the number of consensus iterations.

We see in Fig. 3.7(left) that the convergence of the optimal solution is slower with the

unidirectional topology and with fewer consensus iterations, while in the case of the

bidirectional topology shown in Fig. 3.7(right), convergence is improved even with 5
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Figure 3.7: Absolute error of the convergence error rate of the optimal solution for the
complete reference maneuver (Yd iterations) with unidirectional (left) and bidirectional

(right) topology.

consensus iterations because data is exchanged in both directions, which improves the

convergence rate.

We consider the convergence of the optimal solution in one optimization problem in-

stance. For example, the convergence rate of the extreme maneuver instance (Yd=270)

presented in Fig. 3.8 on the left side is the convergence rate of the algorithm with unidi-

rectional communication topology, while the right figure illustrates the convergence rate

with bidirectional topology.
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Figure 3.8: Convergence rate of the optimal solution of an extreme maneuver instance
(Yd=270) with unidirectional (left) and bidirectional (right) topology.
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Initialization;
ηi = η0, Fxi = Fx0, Fyi = Fy0;
set j ∈ Ni;
while Subgradient loop do

Update subgradient state xi;
ηi[k + 1]← ηi[k](1− 2αk);
Fxi[k + 1]← Fxi[k](1− 2ϵαk);
Fyi[k + 1]← Fyi[k](1− 2ϵαk);

Communication topology (Uni Or Bi);
Average consensus;
for c ≤ C do

Node i: Receives η̂j [k], F̂xj [k], F̂yj [k], ∀ aij = 1;

η
(c+1)
i ← η

(c)
i +

∑
j∈Ni

wij(η̂j − η(c)i )

F
(c+1)
xi ← F

(c)
xi +

∑
j∈Ni

wij(F̂xj − F (c)
xi )

F
(c+1)
yi ← F

(c)
yi +

∑
j∈Ni

wij(F̂yj − F (c)
yi )

Node i: Transmits η
(c)
i , F

(c)
xi , F

(c)
yi , ∀ aji = 1;

end
Projection;

ηi ← ProjCi(ηi[k])
Fxi ← ProjCi(Fxi[k])
Fyi ← ProjCi(Fyi[k])

increment k;
end
Algorithm 1: Distributed projected subgradient with average consensus algorithm.



Chapter 4

Distributed event-triggered

TDMA protocol
In chapter 3, we found that the performance of the solver algorithm is affected by

the number of communication iterations between subgradient updates, as the nodes ex-

change their state periodically without considering the limited communication resources.

In this chapter, we investigate the use of an event-triggered policy in order to link the per-

formance of the application layer with the resource management of the communication

layer and provide a mechanism for optimal use of the available communication resources

by reducing the transmission requests through internal assessment of the changes in the

node state. Section 4.1 provides an introduction of the event-triggered concept related

to event-based communication systems. In section 4.2, we will describe in detail the for-

mulation of the event-triggered scheme within the solution algorithm derived in chapter

3 and provide a simulation result. In section 4.3, we will implement the event-triggered

algorithm for a distributed problem communicated over a TDMA-based wireless network

and provide a simulation result and discussion. Section 4.4 presents the conclusion of

the chapter.

4.1 Event-trigger-based communication

Standard control system theory is based on periodic and sampled time events, where

the controller action and system state are sampled at fixed intervals. However, the

increasing number of modern devices that share computation and communication re-

sources, along with the development of network technology and large-scale distributed

systems, has led to new challenges. For example, wireless networked systems require

effective management of communication resources to conserve energy and make efficient

use of the available frequency spectrum. To address these challenges, aperiodic con-

trol and communication concepts, such as event-triggered and self-triggered approaches,

have been introduced in distributed system theory. In these approaches, the system only

reacts when its internal state deviates or when the detection of state errors reaches a

42



Distributed event-triggered TDMA protocol 43

predefined threshold. By using these concepts, distributed control systems can reduce

communication overhead and achieve energy savings, while still maintaining the desired

system performance. For example, in [82], the state error threshold is defined based on

the system’s performance criterion. Similarly, in the context of multi-agent systems, the

work [83] proposed a distributed event-triggered control strategy, where the control value

of each subsystem converges to the average value with respect to the average difference

of its neighbors’ control signal. Furthermore, [84] presented an event-triggered scheme

for a linear system, whose objective is to reduce the computation effort and provide

better utilization of communication resources.

In the context of optimal control over a wireless network, the work [85] developed a

framework for event-based communication over a distributed wireless sensor network. It

introduced an event-triggered algorithm to reduce data transmission between wireless

nodes while solving a distributed optimization problem. This was followed by the work

[86], which proposed an event-triggered algorithm added to an augmented Lagrangian

method to solve a distributed network utility maximization optimization problem. In

[87], the same event-triggered algorithm is used to solve a distributed optimization prob-

lem regarding computation of the optimal power distribution in a micro-grids network.

Additionally, Model Predictive Control (MPC) combined with an event-triggered con-

dition was introduced in a wireless networked control loop as part of a resource-aware

policy in [88], and as resource-aware communication scheduling for wireless protocols

that allows only one node to transmit at one time instant in [89].

4.1.1 Event-triggering condition

The basic concept of an event-triggered condition is based on the base internal state

error, which depends on computing the difference between the most recently updated

state and the previous state, and is formulated as a standard event-triggered condition

as follows:

∆xi[k] = ∥xi[k]− xi[k − 1]∥ , (4.1)

where ∆xi is the internal state error, xi[k] is the updated state, and xi[k − 1] is the

previous state of sub-system i. For example, in a distributed networked system, an event-

based communication scheme traces the state deviation of sub-system i and computes

the difference between the actual state and the last transmitted state. Accordingly,

the sub-system transmits only the state that violates the triggering threshold to its

neighbors, the triggering condition (4.1) can be rewritten as follows:

∆xi[k] = ∥xi[k]− x̂i[ℓi]∥ , (4.2)

where xi[k] is the updated state, x̂i[ℓi] is the last transmitted state of node i, and ℓi is

the state transmission counter.
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4.1.2 Equality-constraints-based event-triggering threshold

Referring to the distributed optimization problem (3.5), and motivated by the idea

that the equality constraints hiq gradually decay to zero with each increment of the

subgradient iteration (3.16), the solution of the optimization problem must converge to

the optimal value in each step. Therefore, the selection of the event-triggered threshold

must provide an efficient way to reduce the use of communication resources, regulate

the message flow within the network, and also guarantee the performance of the overall

system. Knowing that, the trade-off between the communication effort and the conver-

gence of the distributed optimization problem is dominated by the amount of data and

the quality of the data exchanged between the nodes [64]. Here we define the event-

triggering threshold ∆hiq as a function of the convergence of the equality constraints

hiq(xi) to zero.

Practically, a node transmits its state to its neighbors with respect to the convergence

of its equality constraints to zero, which is defined as follows:

∆hq = β1
∥∥hiq(xi)∥∥+ β2, (4.3)

where β1 and β2 are the tuning parameters of the event-triggering threshold that regulate

the accepted state error level. The final form of the event-triggered condition can be

written as:

∥xi[k]− x̂i[ℓi]∥ ≤ β1
∥∥hiq(xi)∥∥+ β2, (4.4)

This regulates the node state’s transmission with respect to the ∆hiq, and stops request-

ing communication resources if its state error is less than the acceptable error.

4.2 Formulation of the TDMA-based event-triggered algo-

rithm

The goal of the event-triggered policy is to define a way to maintain the system

performance when data transmission between subsystems is reduced. When reducing

the data exchange, a distributed system has to keep up its performance and keep the

communication resources at an accepted level [90, 91]. An event-triggered scheme is

therefore added to the TDMA-based communication protocol, where it regulates the

nodes’ communication requests and continuously provides the TDMA scheduler with a

list of nodes that acquire time slots. Then, the TDMA scheduler rebuilds the TDMA

frame by appointing a time slot for the nodes that urgently need to transmit their state

according to a predefined criterion. Here, we formulate the following definition of the

event-triggered scheme and its relation to the TDMA scheduler as follows:

Definition 4.2.1 (Event-triggered - TDMA-based network). For a distributed wireless

networked system, all nodes are connected through a TDMA-based protocol. For a
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node i, with the updated state xi[k+1] and the last transmitted state x̂i[ℓ], if the event-

triggered condition ∥xi[k + 1]− x̂i[ℓi]∥ exceeded the threshold β1 ∥hz[k]∥+β2, then node

i will be assigned a time slot Tsi over the frequency Fi and will transmit its state xi[k+1]

to its neighbors and update its last transmitted state x̂i[ℓ+ 1] = xi[k + 1].

The proposed extension to the solution algorithm 1 consists of introducing the event-

triggered scheme in the communication scheduler of the TDMA protocol, aiming to

reduce the communication effort between the nodes within the wireless network, while

at the same time keeping the system performance at an acceptable level by allowing only

nodes that satisfy the event-triggered condition to transmit their states. We extend the

optimal control feed-forward vehicle dynamics approach by adding an event-triggered

scheme to the communication layer in order to reduce the number of transmission re-

quests by each node.

Figure 4.1: Distributed event-triggered optimization model.

Figure 4.1 presents the updated system structure where the event-triggered scheme is

added to the solution algorithm (optimal controller) in order to trace the internal state

error of the node. The event-triggered layer computes the difference between the actual

updated state (local variables) Fxi, Fyi, ηi and the latest transmitted state F̂xi, F̂yi, η̂i

compared to the predefined event-triggered threshold.

The extended distributed event-triggered-based TDMA algorithm consists of three

layers including projected subgradient with consensus update, event-triggered scheme,

and communication layer-based TDMA protocol. The updated algorithm formulated in

(Algorithm 2) is functioning in the following order:

1. Layer 1: projected subgradient and consensus update

Node i updates its local variables ηi, Fxi, and Fyi by executing the following

projected consensus subgradient steps:
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(a) Subgradient update

The first layer presents the standard projected subgradient solver, which up-

dates the state of node i by computing the subgradient of the primal variables

ηi, Fxi and Fyi in subgradient iteration k + 1.

ηi[k + 1] = ηi[k](1− 2α),

Fxi[k + 1] = Fxi[k](1− 2ϵα), (4.5)

Fyi[k + 1] = Fyi[k](1− 2ϵα).

The state variable of node i is defined using the updated primal variables

xi = [ηi, Fxi, Fyi].

(b) Update of the equality constraints

Node i updates the equality constraint h1 as a state error threshold of the

event-triggered conditions. The threshold is updated using the actual state

of node i and the most recently received state F̂xj and F̂jy from the neighbors

j ∈ Ni as follows:

h1[k] = AxF̂xj [k] +AyF̂jy[k]− Yd. (4.6)

In every subgradient iteration k, nodes trace their internal event-triggered

threshold and use it as a reference for their transmission condition. We see

that the threshold is dynamically changed with respect to the states received

from the neighbors and the internal state update of each node.

(c) Average consensus:

Node i computes the average consensus of the copies of the received state

variables x̂ij =
[
η̂j [k], F̂xj [k], F̂jy[k]

]
from the neighbors j ∈ Ni as follows:

η
(c+1)
i [k] = η

(c)
i [k] +

1

N

∑
j∈Ni

wij

(
η̂j [k]− η(c)i [k]

)
F

(c+1)
xi [k] = F

(c)
xi [k] +

1

N

∑
j∈Ni

wij

(
F̂xj [k]− F (c)

xi [k]
)

(4.7)

F
(c+1)
yi [k] = F

(c)
yi [k] +

1

N

∑
j∈Ni

wij

(
F̂jy[k]− F (c)

yi [k]
)
.

The number of consensus iterations greatly affects the convergence of the op-

timal solution. The maximum number C of consensus iterations that makes

all nodes converge to the optimal value requires the same number of commu-

nication iterations.

(d) Projection:



Distributed event-triggered TDMA protocol 47

Following the same projection procedure defined in algorithm 1, the pro-

jection of ηi[k], Fxi[k],ηi[k] and η̄i[k] onto the intersection of a cone and a

hyperplane using an alternating projection method is carried out as follows:

ηi = Projχi(η̄i[k]),

Fxi = Projχi(F̄xi[k]), (4.8)

Fyi = Projχi(F̄yi[k]).

2. Layer 2: event-triggered scheme:

The second layer includes the event-triggered scheme, which tests for internal

state errors and decides whether the node needs to transmit its state or not.

Mainly, in every subgradient update iteration, node i checks its internal state

error using the event-triggered conditions:∥∥∥Fxi[k]− F̂xi[ℓi]
∥∥∥ ≥ β1 ∥h1[k]∥+ β2,∥∥∥Fyi[k]− F̂yi[ℓi]
∥∥∥ ≥ β1 ∥h1[k]∥+ β2, (4.9)

∥ηi[k]− η̂i[ℓi]∥ ≥ β1 ∥h1[k]∥+ β2.

where h1[k] are the equality constraints, k is the subgradient update counter, and

ℓi is the counter of the transmitted state of each individual node i. If the difference

between the updated state variable and its last transmitted value is greater than

the state error threshold, the node requests a time slot in the next TDMA frame

by activating the Request to Send (RTS) signal.

3. Layer 3: TDMA protocol:

A TDMA scheduler is imposed on the communication layer to reconstruct the

TDMA frame and assigns the time slots for the nodes to exchange their states.

If the event-triggered conditions of node i are satisfied and it activates the RTS

signal, the TDMA scheduler reconstructs the TDMA frame by assigning a time

slot Tsi for all nodes i ∈ N within the next frame. Node i then transmits its

updated variables Fxi, Fyi, and ηi to its neighbors j ∈ Ni. It then increments the

transmission counter ℓi and sets F̂xi[ℓi] = Fyi[k], F̂yi[ℓi] = Fyi[k], and η̂i[ℓi] = ηi[k].

The reconstructed TDMA frame provides the transmission sequence of the nodes

according to their request.

4.2.1 Simulation: Event-triggered algorithm

In this section, we report on a simulation study we conducted of the performance of the

event-triggered solution algorithm without considering the effect of the wireless channel.

For this purpose, we used an update of the basic simulation setup defined in the previous

chapter. Recall that this setup consisted of a lane change maneuver under braking
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conditions to evaluate the vehicle dynamics performance. We defined the parameters of

the algorithm with a maximum longitudinal deceleration of ax ≈ 3 m/s2 and a maximum

lateral acceleration of ay ≈ 8 m/s2 at the speed v = 120 km/h under dry road conditions

with µmax = 1. The subgradient method was used with step size α = 0.1/
√
k, where

k was the subgradient counter iteration, and 20 alternating projection iterations were

used in order to eliminate the effect of the projection scheme on the solution. We

applied the same initial conditions for the subgradient method as in section 3.6. The

event-triggered parameters β1 and β2 were chosen to guarantee system performance and

were set to β1 = 0.3 and β2 = 0.0002 for tuning the transmitting rate of the node and

broadcasting its state update ηi, Fxi and Fyi.
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Figure 4.2: a) Adhesion potential utilization ηi, b) Absolute error, c) RMS error
analysis. For 30, 90, 150, and 210 subgradient iterations.

Fig 4.2 presents the performance of the algorithm over different numbers of subgradient

iterations, fig 4.2-a depicts the local adhesion ηi with 30, 90, 150, and 270 subgradient

iterations compared to the optimal value η∗. It can be seen that all ηis match quite

closely with η∗. Additionally, we see that all four wheels experienced the same adhe-

sion utilization. We note that the event-triggered scheme was active and each node i

broadcasted its state variable to all neighbors j ∈ Ni based on its internal triggering

condition. The middle figure 4.2-b depicts the absolute errors of ηi with 30, 90, 150,

and 270 subgradient iterations computed based on the difference to the optimal η∗. We

observe that the maximum absolute error reaches the maximum value (5× 10−5) at the

difficult turn-points of the double lane-change testing maneuver. In the right figure 4.2-c,

we present the root mean square error (RMS error) of ηi, always with respect to η∗ as a

function of different numbers of subgradient iterations. Here we compare the RMS error

of the proposed algorithm with the total order broadcast topology and the distributed

algorithm using the ’bi-directional’ topology with 20 consensus steps and 20 alternating

projection iterations as discussed in the previous chapter 3 and in [92]. Based on the

RMS error, it can be seen that the performance of the distributed event-triggered algo-

rithm using the broadcast topology is better than that of the distributed algorithm using

the bi-directional topology. This implies that the convergence of the proposed algorithm

is faster than previous work presented in section 3.6 [92]. Generally, we observed that

the RMS error decreases when the number of subgradient iterations increases.
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Figure 4.3: a) Q-linear measure of ηi convergence rate, b) Decay of the equality
constraints Φ. Problems 1, 2, and 3 refer to different maneuver instances.

Fig 4.3 depicts the logarithmic convergence of the algorithm over 270 subgradient

update iterations. Fig 4.3-a compares the relative error measure of the convergence

rate of the local adhesion ηi referring to three maneuver instances with different levels

of difficulty level: an extreme maneuver instance (Problem 2: Yd=270), a moderate

maneuver instance (Problem 1: Yd=180), and a simple maneuver instance (Problem

3:Yd=80). Our finding is that in the case of the extreme maneuver instance, the local

adhesion ηi convergences slower than in the other two maneuver instances. The right

side of Fig 4.3-b shows the logarithmic decay of the equality constraints for the three

maneuver instances (Problem 1), (Problem 2), and (Problem 3). For (Problem 2), we

see that the equality constraints decay to nearly zero after the 30th subgradient iteration,

which is an indication of the convergence speed of the proposed algorithm.
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4.3 Wireless-network-based TDMA protocol and broad-

casting topology

In this section, we consider a wireless network with TDMA protocol and use the

broadcasting topology for the communication sequence. The proposed structure consists

of a network served by N = 4 nodes forming one vehicle cluster. Therefore, the channel

time is divided into a number of fixed frames. Each frame consists of Ts = 4 time slots,

and each node i is assigned a fixed time slot Tsi repetitively, as depicted in Fig. 4.4.

Figure 4.4: Event-triggered TDMA protocol structure. For the underlying applica-
tion, PS1-4 represents, e.g., the ECUs mounted on the individual vehicle wheels that

take over steering of the vehicle throughout a predefined maneuver.

The TDMA protocol scheduling mechanism is used to share wireless channel time

equally by assigning the full frequency bandwidth to a node for a fixed time slot Tsi . In

more detail: a TDMA time slot is assigned to node i so that it can broadcast its state

variable xi to its neighbors j ∈ Ni. Node j also updates its local copies of the variables

received from node i.
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4.3.1 Simulation: event-triggered solver over TDMA protocol

This section presents the simulation results of the proposed event-triggered solver

considering the effect of the wireless network-based TDMA protocol and broadcasting

topology. We will analyze how the convergence of the distributed optimization problem

and the computed local adhesion ηi are affected by the TDMA-based wireless network.

Moreover, we will test and discuss the benefits of using the event-triggered scheme in the

algorithm on the basis of communication reduction and maintaining an acceptable error

computation. Basically, the evaluation of the algorithm is based on the efficiency of the

event-triggered scheme related to communication reduction, the relative absolute error

measure of the convergence of ηi with reference to the optimal value η∗ computed by

means of the centralized optimization problem solver, and the decay rate of the equality

constraints.

In order to test the TDMA protocol in a wireless network setup, we consider an Addi-

tive White Gaussian Noise (AWGN) wireless channel with a perfect channel state being

SNR ≥ 70dB, a good channel state being SNR ≤ 70dB, and a bad channel state being

SNR ≤ 20dB. Each node broadcasts its state variable over the wireless channel with

different SNR levels. Note that the SNR level is fixed during each broadcasting process.
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Figure 4.5: Adhesion ηi for complete maneuver,
a) SNR ≤ 70dB, event-triggered = Off,
b) SNR ≤ 70dB, event-triggered = On.
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Fig 4.5 presents the computed adhesion ηi for a full lane change maneuver under

braking conditions for the four nodes connected over a normal-condition wireless chan-

nel operating on SNR ≤ 70dB. The top left of Fig 4.5-a shows the ηi computed when

the event-triggered scheme was switched off, and the bottom left of Fig 4.5-a presents

the absolute error. The top right of Fig 4.5-b shows the ηi computed when the event-

triggered scheme was activated, and the bottom right of Fig 4.5-b presents the absolute

error. It can be seen that the absolute error increased due to the effect of the decrease

of the data exchanged and due to the effect of the channel state changes.
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Figure 4.6: Relative error of the ηi convergence measure for the extreme maneuver
(Problem 1-Yd=270), a) Perfect wireless channel SNR ≥ 70 and ET-On/Off,

b) Poor wireless channel SNR ≤ 20dB and ET-On/Off,
c) Moderate wireless channel SNR ≤ 70dB and ET-On/Off.

Fig 4.6 presents the relative error measure of the convergence rate of the computed

local adhesion ηi over the extreme maneuver instance (Problem 1 Y d = 270), which was

tested in the case where the event-triggered scheme was active and when it was inactive.

The state of the wireless channel is considered perfect with SNR ≥ 70dB, poor with

SNR ≤ 20dB, and normal with SNR ≤ 70dB. The top of Fig 4.6-a shows the relative

error measure convergence rate of ηi when the wireless nodes communicated over a per-

fect wireless channel and the event-triggered scheme was active. The bottom of Fig 4.6-a

shows the relative error measure convergence rate of ηi when the event-triggered scheme

was inactive. It can be seen that the algorithm had almost the same performance in both

cases with only a slight difference, which indicates that the proposed algorithm has good

performance. The top of Fig 4.6-b presents the relative error measure convergence rate
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of ηi when the interconnected nodes broadcasted their state ηi, Fxi, Fyi over poor wire-

less channel conditions with SNR ≤ 20dB and the event-triggered scheme was inactive.

The bottom of Fig 4.6-b presents the relative error measure convergence rate of ηi for the

same SNR ≤ 20dB when the event-triggered scheme was switched on. Bad performance

of the algorithm can be seen because the combination of the poor wireless channel state

and the reduction in the number of the broadcasted nodes’ states introduced error be-

tween the transmitted states at the receiver. Furthermore, the convergence rate of the

ηi is acceptable when the event-triggered scheme was switched off. Fig 4.6-c presents the

relative error measure convergence rate of ηi for the normal wireless network state with

SNR ≤ 70dB in both cases, with an active event-triggered scheme and with an inactive

event-triggered scheme. We observe that the relative error measure of the convergence

rate of the computed ηi is almost identical, which proves that the algorithm has good

performance when the wireless nodes are connected to such a channel.
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Figure 4.7: The effect of the event-triggered scheme on communication reduction,
a) Wireless channel with SNR−Off ,
b) Wireless channel with SNR ≤ 70dB,
c) Wireless channel with SNR ≤ 20dB.

Fig 4.7 presents the broadcasting activities of the four interconnected nodes and how

the event-triggered scheme reduces the communication requests in different wireless

channel states. Basically, each node broadcasts its state variables in every iteration

of the subgradient update. The total number of active nodes in the network is equal

to N = 4 nodes, which is represented by the horizontal line at 4. We see in Fig 4.7-a

that in the case of the perfect channel state, the network load is decreased by reducing

the number of active nodes by 11%. Fig 4.7-b shows that the wireless network load is

reduced by decreasing the number of active nodes by 33%. In the case of the bad channel
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state, Fig 4.7-c, the number of active nodes is decreased by 68%.

The proposed TDMA distributed event-triggered optimization algorithm leads to re-

duced communication between the nodes. The maximum number of broadcasts is set to

be equal to the number of subgradient iterations. As stated above, the main purpose of

the proposed algorithm is to minimize the broadcast activity.
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Figure 4.8: Communication reduction analysis.

Fig 4.8 depicts the nodes’ communication activity over a given maneuver. Each figure

refers to the absolute number of broadcasts of the respective node. The dashed hori-

zontal line represents the maximum number of broadcasts as a reference, whereas the

plots underneath indicate the actual number of broadcasts. It is the consequence of the

event-triggered impact that the number of broadcasts at each node decreases dramati-

cally. Observe, however, that at the difficult turn-points in the maneuver no communi-

cation reduction is achieved. In general, we conclude that the proposed algorithm has

reduced the number of broadcasts by 40% compared to the total number of broadcasts.

It can also be seen that in the simple maneuver (problem 3), the number of broadcasts

was reduced by 60%. We can conclude that the distributed event-triggered algorithm

is efficient in terms of speed of convergence, communication reduction, and performance.
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Figure 4.9: TDMA scheme communication reduction,
a) Communication activities with channel state SNR ≤ 20dB,
b) Communication activities with channel state SNR ≤ 70dB.

Fig 4.9 presents the communication activities of the interconnected nodes i = 1,i = 2,

i = 3, and i = 4 of the maneuver instance (Problem 1, Yd=290). Fig 4.9-a shows the

communication between the four nodes for the same problem with a bad wireless channel

state SNR ≤ 20dB while Fig 4.9-b shows the communication between the four nodes

for the same problem but with a good wireless channel state SNR ≤ 70dB. We observe

that the node activities dramatically decreased when the channel state was better. Also,

some of the nodes were more active than the others in the case of the bad channel state.
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4.4 Chapter conclusion

The introduced event-triggered layer was implemented in order to reduce communica-

tion between the control nodes, maintain the performance of the system, and guarantee

convergence of the algorithm to some near-optimal solution. The simulation results

showed that a communication reduction of up to 40% was achieved. We believe that

this venture represents an important step towards applying our optimization algorithms

in real time.
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Initialization;
set Ni = {j, j ∈M}, i = {1, ..., N};
set k = 1; ℓi = 1;
set S = Subgradient number;
broadcast ηi, Fxi, Fyi, ∀ j ∈ Ni;
while k <= S do

Node;
Update subgradient state xi;

ηi[k + 1]← ηi[k](1− 2α),
Fxi[k + 1]← Fxi[k](1− 2ϵα),
Fyi[k + 1]← Fyi[k](1− 2ϵα),

Event-triggered condition;∥∥∥Fxi[k + 1]− F̂xi[ℓi]
∥∥∥ ≥ β1 ∥h1[k]∥+ β2∥∥∥Fyi[k + 1]− F̂yi[ℓi]
∥∥∥ ≥ β1 ∥h1[k]∥+ β2

∥ηi[k + 1]− η̂i[ℓi]∥ ≥ β1 ∥h1[k]∥+ β2
Wireless channel TDMA communication protocol;

Txi ← Tsi;
Broadcast
ηi, Fxi, Fyi, ∀ j ∈ Ni;
set:
F̂xi[ℓi]← Fxi[k]
F̂yi[ℓi]← Fyi[k]
η̂i[ℓi]← ηi[k]

Receive
Node j ∈ Ni If no time slot assigned then

Receive η̂j [k], F̂xj [k], F̂jy[k], ∀ j ∈ Ni;
Average consensus;

η
(c+1)
i [k]← η

(c)
i [k] + 1

N

∑
j∈Ni

wij

(
η̂j [k]− η(c)i [k]

)
F

(c+1)
xi [k]← F

(c)
xi [k] +

1
N

∑
j∈Ni

wij

(
F̂xj [k]− F (c)

xi [k]
)

F
(c+1)
yi [k]← F

(c)
yi [k] +

1
N

∑
j∈Ni

wij

(
F̂jy[k]− F (c)

yi [k]
)

Projection;
ηi ← Projχi(ηi[k])
Fxi ← Projχi(Fxi[k])
Fyi ← Projχi(Fyi[k])

increment k;
end
Algorithm 2: TDMA event-triggered distributed projected subgradient with aver-
age consensus algorithm



Chapter 5

Sensitivity-based event-triggered

TDMA protocol

In section 3.5.4, we derived a primal subgradient algorithm to solve the optimal con-

trol problem (3.30). In general, the implementation of the primal subgradient method

does not consider the equality and inequality constraints in updating the primal vari-

ables. Therefore, in this chapter, we will apply the dual decomposition method on the

optimization problem and decompose it to a distributed form. Following that, we will

implement a dual subgradient algorithm to solve the decomposed problems. Mainly,

we will upgrade the event-based communication algorithm developed in the previous

chapter by adding a sensitivity analysis layer, which is used to measure the effect of

the transmitted node state on its neighbors’ solution of their associated sub-problems.

Where, a sensitivity-based event-triggered scheme will be added to the TDMA sched-

uler to handle the assignment of the time slots with respect to the nodes’ effect on the

neighbors’ sub-problem solution.

This chapter is organized as follows. In section 5.1, we will introduce the dual sub-

gradient method, while section 5.2 presents the implementation of the dual subgradient

method to solve the vehicle dynamics problem, in both centralized and distributed form.

Section 5.3 introduces the dual event-based communication scheme. In section 5.4, the

sensitivity analysis of the underlying optimization problem will be discussed. In section

5.5, we will introduce the adaptive event-based TDMA protocol based on sensitivity

analysis. We will end the chapter with a simulation and discussion in section 5.6, fol-

lowed by the chapter conclusion in section 5.7.

5.1 Dual subgradient method

In order to solve the optimization problem (3.5) using the dual subgradient method,

we need to formulate the dual optimization problem, which involves the derivation of

the Lagrangian function Li(xi, λ
i
p, ν

i
q) of the optimization problem. In general, the La-

grangian L takes the constraints into account by combining the cost function f0i with

58



Chapter 5. Sensitivity TDMA 59

a weighted sum of the equality hiq and inequality f ip constraints [47]. We recall the

equation (3.6) which formulates the Lagrangian function as follows:

Li(xi, λ
i
p, ν

i
q) = f i0(xi) +

P∑
p=1

λipf
i
p(xi) +

Q∑
q=1

νiqh
i
q(xi). (5.1)

where λip =
{
λi1, λ

i
2, ..., λ

i
P

}
and νiq =

{
νi1, ν

i
2, ..., ν

i
Q

}
are the Lagrange multipliers asso-

ciated with inequality and equality constraints of the sub-problem i, respectively. The

corresponding dual objective function gi is defined as follows:

gi(λ
i
p, ν

i
q) = infxiLi(xi, λ

i
p, ν

i
q) = infxi

N∑
i

f i0(xi) +
P∑
p

λipf
i
p(xi) +

Q∑
q

νiqh
i
q(xi). (5.2)

The solution of the dual function g(λip, ν
i
q) is defined as the minimum value of the

Lagrangian L over the primal variable xi. The corresponding dual optimization problem

is written as follows:

maximize gi(λ
i
p, ν

i
q)

subject to λip ≥ 0.
(5.3)

The dual subgradient method [93] is used to solve the dual problem (5.3), where the

dual variables λip and νiq are updated in an iterative manner as follows:

λip[k + 1] = (λip[k]− αf ip[k])+,
νiq[k + 1] = νiq[k]− αhiq[k],

(5.4)

where k is the subgradient iteration counter and α is the step size. To satisfy the in-

equality constraint λip ≥ 0, a projection of λp to the zero value using (λip)+ = max(0, λip)

is applied if λip ≤ 0, and the subgradients f ip[k], and h
i
q[k] are updated as follows:

f ip[k] = −f ip(x∗i [k]),
hiq[k] = −hiq(x∗i [k]),

(5.5)

where the right-hand side argument x∗i [k] = x∗i (λ
i
p[k], ν

i
q[k]) refers to the current optimal

value of the primal variables at time instant k, i.e.:

x∗i = arg infxi
L(xi, λ

i
p[k], ν

i
q[k]). (5.6)

Here we see that the updated dual variables λip[k], and h
i
q[k] are used to update the

optimal primal variables x∗i .
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5.2 Dual subgradient algorithm for solving the vehicle dy-

namics optimal control problem

Recall the vehicle dynamics optimal control problem (3.30), whose objective is to

achieve the smallest possible utilization of the adhesion potential ηi while respecting the

adhesion limit, which was defined as follows:

minimize
ηi,Fxi,Fyi

J0 =

N∑
i=1

η2i + ϵ2
(
F 2
xi + F 2

yi

)
,

subject to f1 =
√
F 2
xi + F 2

yi − ηiNf ≤ 0,

f2 = ηi − µmax ≤ 0,

h1 = AxFx +AyFy − Yd = 0,

(5.7)

where, ηi, Fxi and Fyi are considered as decision variables, and ϵ≪ 1 is a regularization

term of the optimization problem. The Ax and Ay matrices are defined by the vehicle’s

geometric parameters, and Yd is the reference trajectory. F̂xj = (Fx1, . . . , Fx4)
T and

F̂yj = (Fy1, . . . , Fy4)
T are the longitudinal and the lateral forces vectors, respectively.

Nf is the normal force and µmax is the maximum friction coefficient parameter.

5.2.1 Formulation of the centralized dual problem

Basically, the formulation of the centralized dual optimization problem is based on

deriving the Lagrangian L of the primal optimization problem (5.7), which reads as

follows:

L(η, Fx, Fy, λ, σ, ν) =
N∑
i=1

η2i + ϵ2
(
F 2
xi + F 2

yi

)
+

N∑
i=1

λ(
√
F 2
xi + F 2

yi − ηiNf )+

N∑
i=1

σ(ηi − µmax) + νT (AxFx +AyFy − Yd), (5.8)

with η = (η1, . . . , η4), Fx = (Fx1, . . . , Fx4)
T , and Fy = (Fy1, . . . , Fy4)

T being primal

variables, and λ = (λ1, . . . , λ4), σ = (σ1, . . . , σ4), and ν = (ν1, ν2, ν3) being the dual

variables associated with the inequality f1and f2 and equality constraints h1, respec-

tively. The corresponding dual function is given by:

gi(λi, σ, ν) = inf
ηi,Fxi,Fyi

(
η2i + ϵ2

(
F 2
xi + F 2

yi

)
+ λ(

√
F 2
xi + F 2

yi − ηiNf )+

σηi + νT (AxFx +AyFy)
)
− νTi Yd − σµmax, (5.9)

Invoking the dual optimization problem:

maximize g(λi, σ, ν)

subject to λ ≥ 0,

σ ≥ 0.

(5.10)
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We use the subgradient method to solve the dual optimization problem (5.10) and per-

form the subgradient update of the dual variables λ, σ and ν as follows:

λi[k + 1] = (λ[k]− αf1[k])+,
σ[k + 1] = (σ[k]− αf2[k])+,
νT [k + 1] = νT [k]− αh1[k].

(5.11)

The subgradient of f1[k], f2[k], and h1[k] are defined as:

f1[k] = −f1(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

f2[k] = −f2(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

h1[k] = −h1(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

(5.12)

where, as it turns out, the expressions on the right represent the analytical solutions

to (η∗i , F
∗
xi, F

∗
yi) = arg infηi,Fxi,Fyi

L(ηi, Fxi, Fyi, λ[k], σ[k], ν[k]), which is computed as fol-

lows:

η∗i (λ, σ) =
1

2
(λNf − σ) ,

F ∗
xi(λ, ν) =

κxi
2ϵ2

 λ√
κ2xi + κ2yi

− 1

 ,

F ∗
yi(λ, ν) =

κyi
2ϵ2

 λ√
κ2xi + κ2yi

− 1

 ,

(5.13)

with

κxi =
3∑

ℓ=1

νℓAxℓi, κyi =
3∑

ℓ=1

νℓAyℓi. (5.14)

We solve the dual optimization problem (5.10) by implementing the dual subgradient

algorithm. The complete centralized dual subgradient solution algorithm is illustrated

in Algorithm (4).

The performance of the centralized dual subgradient algorithm is shown in the follow-

ing figures, where we plot the output of the algorithm’s primal variable ηi and the dual

parameters νi, which represent the convergence of the equality constraints h1. The left

side of Fig. 5.1 shows the optimal value of ηi, i = 1, . . . , 4 and the dual variables ν for a

difficult maneuver instance (Yd=300).
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Figure 5.1: The performance of the centralized dual algorithm includes ηi and ν for
maneuver instance Yd=300.

5.2.2 Formulation of the distributed dual problem

We see that the optimization problem (5.7) is separable in the cost function f0 and

in the inequality constraints f1 and f2 because they depend only on the local primal

variables ηi, Fxi, Fyi, λi, σi, and that the equality constraints h1 = AxF̂xj+AyF̂yj−Yd = 0

couple the N sub-problems because they depend on the longitudinal forces Fxj and the

lateral forces Fyj of the neighbors’ sub-problems j ∈ Ni. This implies that the dual

variables ν = (ν1, ν2, ν3) also couple the dual problem and need to be exchanged between

the sub-problems in order to achieve an optimal solution of the overall optimization

problem at each sub-problem. Therefore, we break the optimization problem (5.7) down

into N sub-problems by first extracting the problem into N sub-problems and keeping

a copy of each global variable ν, F̂ i
xj , and F̂

i
yj at each sub-problem i, and then defining

the distributed optimization sub-problems i as follows:

minimize
ηi,Fxi,Fyi

f i0 = η2i + ϵ2
(
F 2
xi + F 2

yi

)
,

subject to f i1 =
√
F 2
xi + F 2

yi − ηiN i
f ≤ 0,

f i2 = ηi − µmax ≤ 0,

hi1 = AxF̂
i
xj +AyF̂

i
yj − Yd = 0.

(5.15)

Observe that F̂ i
xj , F̂

i
yj refer to the local copies at node i. Here we apply dual decompo-

sition by introducing the Lagrangian Li of sub-problem i as:

Li(ηi, Fxi, Fyi, λi, σi, νi) = η2i + ϵ2
(
F 2
xi + F 2

yi

)
+ λi(

√
F 2
xi + F 2

yi − ηiN i
f )+

σi(ηi − µmax) + νi(AxF̂
i
xj +AyF̂

i
yj − Yd), j ∈ Ni, (5.16)
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where we introduce a local copy νi of the global dual variable ν to each sub-problem i.

Herein, the dual variables λi and σi are considered as local dual variables because their

updating depends only on the local primal variables of sub-problem i. The corresponding

dual function is given by:

gi(λi, σi, νi) = inf
ηi,Fxi,Fyi

(
η2i + ϵ2

(
F 2
xi + F 2

yi

)
+ λi(

√
F 2
xi + F 2

yi − ηiN i
f )+

σiηi + νi(AxF̂xj +AyF̂yj)
)
− νiYd − σiµmax, (5.17)

Invoking the distributed dual optimization sub-problem:

maximize gi(λi, σi, νi)

subject to λi ≥ 0,

σi ≥ 0.

(5.18)

Applying the subgradient method to solve the dual optimization sub-problem (5.18) and

using it to update the local dual variables λi, σi, and the copy of the global variable νi,

we get:

λi[k + 1] = (λi[k]− αf i1[k])+,
σi[k + 1] = (σi[k]− αf i2[k])+,
νi[k + 1] = νi[k]− αhi1[k], .

(5.19)

The subgradients with respect to the inequality constraints f1[k], f2[k], and the equality

constraint hi1[k] are defined as:

f i1[k] = −f i1(η∗[k], F ∗
x [k], F

∗
y [k]),

f i2[k] = −f i2(η∗[k], F ∗
x [k], F

∗
y [k]),

hi1[k] = −hi1(η∗[k], F ∗
x [k], F

∗
y [k]),

(5.20)

where solving the dual problem analytically provides the following analytical solution

expressions for updating the optimal primal variables η∗i , F
∗
xi and F

∗
yi:

η∗i (λi, σi) =
1

2

(
λiN

i
f − σi

)
,

F ∗
xi(λi, νi) =

κxi
2ϵ2

 λi√
κ2xi + κ2yi

− 1

 ,

F ∗
yi(λi, νi) =

κyi
2ϵ2

 λi√
κ2xi + κ2yi

− 1

 ,

(5.21)

with

κxi =

3∑
ℓ=1

νℓAxℓi, κyi =

3∑
ℓ=1

νℓAyℓi. (5.22)
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As a result of the distributed form of the problem setup, and the introduction of

the local copies of the global variables ν at each sub-problem i, we need to involve an

exchanging mechanism for the local copies νi = (ν1i , ν
2
i , ν

3
i ) between the associated sub-

problems to guarantee that the νi copies are identical. To this end, we invoke an average

consensus algorithm to compute the average value of the received ν̂j and the local dual

variables νi. The average consensus algorithm [64, 65] is executed after each subgradient

iteration by performing the following operation:

ν
(c+1)
i [k] = ν

(c)
i [k] +

1

N

∑
j∈Ni

wij

(
ν̂j [k]− ν(c)i [k]

)
, ∀i ∈ N . (5.23)

Here we implement a distributed dual subgradient solution algorithm and invoke a com-

munication protocol to exchange the information between the solvers. The complete

distributed dual subgradient solution algorithm is illustrated in the Algorithm (5).

In order to ensure the solver performance, we evaluate the performance of the dis-

tributed dual subgradient algorithm, where we compare its performance with the cen-

tralized dual subgradient algorithm. The top right of Fig. 5.2 shows the distributed

optimal primal variables ηi, {i = 1, . . . , 4}, and the bottom-right figure presents the

absolute error compared with ηi computed by the centralized algorithm. Notice that

the absolute error is noticeably increased when the vehicle performs a lane change ma-

neuver.
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Figure 5.2: The performance of the distributed dual subgradient solver. a) distributed
primal ηi, b) absolute error compared to the centralized algorithm, c) comparison of

both distributed and centralized η.

The left panel of the figure presents the local copy of the distributed dual variable νdi
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compared with the equivalent centralized dual variable νci . We see that there is quite

a difference between the distributed and the centralized variables, which is due to the

effect of the communication and consensus algorithm.

5.3 Event-based communication

In the context of a distributed wireless networked control system, the efficient use of

the communication resources is highly important to guarantee the system’s performance.

However, typical time-driven control policies are independent of the system’s state evo-

lution and communication protocols, which may result in unnecessarily high utilization

of communication resources [94]. Therefore, introducing an event-based mechanism in

the distributed system structure results in a purposeful reduction of the communication

resources in accordance with the dynamic evolution of the local subsystem state. Un-

derlying this approach is always the hope that a certain loss of system performance is

justifiable by an essential reduction of the communication effort, where in a large-scale

wireless distributed system, an event-based mechanism triggers the communication pro-

cess if the local state error deviates beyond a predefined threshold [86].

5.3.1 Event-based communication for the dual algorithm solver

Recall that the distributed decomposition of the optimization problem (5.15) intro-

duces local copies of the global dual variables ν at every node i = 1, . . . , N . Additionally,

in the solution algorithm, a communication scheme is introduced for exchanging the

copies νi between the nodes. Then the average consensus (5.23) is applied to guarantee

that all the copies are identical. In order to reduce the consumption of communication

resources, an event-based communication protocol is defined with respect to the evolu-

tion of the node’s local state, where the event-triggered condition traces the difference

between the most recently updated variable and the last transmitted variable. Intu-

itively, the data (e.g., the νi variables) is exchanged only if it possesses a sufficiently

high level of novelty compared to the last information transmission. In this sense,

exchanging the dual variables is controlled by the event-triggered condition, which com-

putes the difference between the most recently updated νi and the last transmitted ν̂i.

The event-triggered condition reads:

∥νi[k + 1]− ν̂i[k]∥ ≥ β0
∥∥hi[k]∥∥+ β1, i ∈ N (5.24)

i.e., the data (νi, Fxi and Fyi variables) is broadcasted from node i if the latter condition

holds true; otherwise no transmission takes place. The overall algorithm now involves

an iteration of three sub-sequential steps: subgradient updates, event-triggered data ex-

change, and consensus, which is formulated in the algorithm 3. Note that this algorithm

will serve as the reference to the scheme introduced in the next section.

The following figures demonstrate the performance of the distributed dual event-based
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algorithm compared to the centralized dual solver. We consider the same lane change

maneuver setup, and the parameters β0 = 0.003 and β1 = 0.00023 for the event-triggered

condition.
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Fig. 5.3 shows the computed ηi of the four wheels, and the absolute error ηi − η∗,
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Figure 5.3: Performance of the dual algorithm ν.

In Fig. 5.4, the evolution of the local dual variables νdi for a difficult maneuver instance

(Yd=300) is illustrated in comparison with the global variables νci within a fixed sub-

gradient iteration = 150 (top), and for a subgradient iteration = 2000 (bottom) to check

the performance of the algorithm until the Lagrange multiplier νi reaches its final value.
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Figure 5.4: Performance of the dual algorithm ν.
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5.4 Sensitivity analysis for event-based communication

In general, conventional event-based communication considers local changes of a node

and based on that decides whether to transmit its state or not. We notice that the

local decision considers only the effect on the node’s local state without looking at the

global effect of the node’s state transmission, although nodes do exchange their local

information, provided each node is globally informed about the state of its neighbors.

Henceforth, we will consider the information available at each node and perform a sen-

sitivity analysis of the effect of the updated node’s state on its neighbors’ state, and

utilize this as part of the event-based communication scheme.

5.4.1 Sensitivity analysis

Sensitivity analysis is mainly used to quantify variations of the optimal problem solu-

tion with respect to changes of some parameters [52], and depends on the computation

of the derivatives of the output with respect to the independent input variables. Basi-

cally, sensitivity analysis depends on the Lagrangian of the optimization problem and

use of Lagrange multipliers to identify the sensitivity information related to constraint

deviations with respect to a perturbation parameter [95]. To demonstrate the sensitiv-

ity analysis of the optimization problem with respect to a perturbation parameter, we

consider the following adaptation of the standard optimization problem (3.1):

minimize
xi

f0(xi, εj)

subject to f ip(xi, εj) ≤ 0, p = 1, . . . , Pi, j ∈ Ni

hiq(xi, εj) = 0, q = 1, . . . , Qi, j ∈ Ni,

(5.25)

where xi is the local state and εj is the perturbation variable of sub-problem i received

from its neighbors’ sub-problems j ∈ Ni. To emphasize, the local cost function f0 is

updated based on its own state xi and is perturbed by the εj received from its neighbors

Ni. Here, we consider the effect of parameter εj on the optimal solution of sub-problem

i by computing the sensitivity of the optimal solution with respect to the changes in

εj . Following the work [95, 96], we formulate the sensitivity analysis, first deriving the

Lagrangian of the optimization problem (5.25) as follows:

Li(xi, εj , λ
i
p, ν

i
q) = f0(xi, εj) + λipf

i
p(xi, εj) + νiqh

i
q(xi, εj), (5.26)

Recall that λip and νiq are the Lagrange multipliers associated with the equality and

inequality constraints, respectively. Here, the state sensitivity defines the dependency

of the state xi on the received neighbor εj . In other words, the sensitivity is computed

based on the Jacobian matrices ∇xiLi and ∇εjLi of the Lagrangian Li, which is defined

as:

Ṡ(xi, εj , λ
i
p, ν

i
q) = ∇xiLi(xi, εj , λ

i
p, ν

i
q)S(.) +∇εjLi(xi, εj , λ

i
p, ν

i
q), (5.27)
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where ∇xiLi and ∇εjLi are the Jacobian matrices of (5.26) with respect to the local

variables xi and the received variables εj computed as follows:

∇xiLi =
∂Li(xi, εj , λ

i
p, ν

i
q)

∂xi
,

∇εjLi =
∂Li(xi, εj , λ

i
p, ν

i
q)

∂εj
,

(5.28)

and

S(xi, εj) =
∂xi
∂εj

, (5.29)

where xi and εj are vectors consisting of the element of the state of node i and the

perturbation variables received from node j, respectively. The sensitivity function S

provides the first-order estimates of the effect of the received parameter εj variations on

the state xi.

Since we solve the dual optimization problem using the subgradient method and up-

date the dual Lagrange variables continuously, refer to (5.4) for more details. Next, we

rewrite the subgradient update of the dual variables λip, ν
i
q with respect to the pertur-

bation variable εj as follows:

λip[k + 1] =
(
λip[k]− α · f ip(xi[k], εj [k])

)
+
,

νiq[k + 1] =
(
νiq[k]− α · hiq(xi[k], εj [k])

)
.

(5.30)

Here, we see the dependency between updating the dual variables λip and νiq and the

gradient of the constraints associated with each of them, which can be seen in the

following:

f ip[k] = −f ip(x∗i [k], εj),
hiq[k] = −hi1(x∗i [k], εj).

(5.31)

Moreover, the effect of the perturbation variables can also be seen in the consensus al-

gorithm introduced into the subgradient solver, where the exchanged global Lagrange

multiplier implicitly affects the local optimal solution of the sub-problem i by affect-

ing the local dual variables used to update the primal solution. In this context, the

consensus-based perturbation can be seen as follows:

νiq[k + 1] =
1

N

(
νiq[k]− α · hi(x∗i , εj) + νjq [k]

)
,

where both the consensus variables νjq and the perturbation parameters εj have a direct

effect on the local dual variable νi. Given that the optimal solution x∗i depends explicitly

on the dual variables λip and νiq, we can formally write the above difference equation as:

ν̄iq[k + 1] = χi(νiq[k], ν
j
q [k], εj [k]), (5.32)
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where χi is inferred by the latter equation after substituting the symbolic expressions

for the optimal solutions x∗i . The effect of the received information εj and νjq in the

evolution of νqi is computed according to the sensitivity analysis [96], and we define the

sensitivity-based difference equation by:

Si
εj [k + 1] = Ai Si

εj [k] +Bi
εj , (5.33)

Si
νj [k + 1] = Ai Si

νj [k] +Bi
νj , (5.34)

where

Si
εj =

∂ν̄iq
∂εj

. (5.35)

Si
νj =

∂ν̄iq
∂νj

. (5.36)

stands for the sensitivity matrices of νi w.r.t. εj and νj , respectively, and

Ai =
∂χi

∂νi
, Bi

f =
∂χi

∂εj
, and Bi

ν =
∂χi

∂νj
, (5.37)

where Ai, Bi
f , and B

i
ν are the Jacobean matrices of the subgradient update (5.32) with

respect to νi, εj , and νj , respectively. Given that, the effect of the variables received

from the neighbors j is encapsulated in the sensitivity matrices Si
εj and Si

νj .

5.5 Adaptive event-based TDMA protocol based on sen-

sitivity analysis

In order to overcome the extensive consumption of communication resources of the

distributed solution solver, we now devise an algorithm for the design of an adaptive

TDMA event-based communication protocol with respect to the sensitivity analysis of

the data exchanged among the connected nodes.

5.5.1 System structure: Adaptive event-based TDMA scheduler

We consider the following setup: a wireless networked system consisting of N =

{1, . . . , N} nodes connected through a TDMA protocol [97]. Each node i is equipped

with a local solver of the optimization problem and consists of a dual subgradient al-

gorithm and an event-triggered scheme that moderates the event-based communication

policy. The event-based communication policy links both the problem solver (PS) and

the TDMA scheduler, and regulates the nodes’ transmission requests with respect to

the sensitivity criterion. The event-triggered scheme provides the TDMA scheduler

with nodes that fulfill only the event-triggered condition according to which the sched-

uler divides the channel time. More specifically, we consider the system depicted in

Fig. 5.5, which consists of a wireless network operating based on the TDMA protocol
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and consisting of N = 4 nodes forming one vehicle cluster.

Figure 5.5: Event-triggered TDMA protocol structure. For the underlying applica-
tion, PS1-4 represents, e.g., the ECUs mounted on the individual vehicle wheels that

take over the steering of the vehicle throughout a predefined maneuver.

If the event-triggered condition (5.24) is fulfilled, the node activates the transmission

request RTSi signal, thus acquiring a time slot in the next frame. Then the TDAM

scheduler adapts the number of time slots within the TDMA frame based on the num-

ber of transmission requests, and also regulates the channel utilization time assigned

within each slot. Therefore, the assignment of time slots is done according to the node

transmission request that is activated by the event-based communication scheme.

5.5.2 Application of the sensitivity analysis to the optimal vehicle dy-

namics problem

Here, we consider the information exchange of the force vectors Fxj , Fyj and the

ν copies between the nodes as “perturbing parameters” of the iterative optimization

difference equation inferred by the subgradient algorithm. We compute the sensitivity of

the local variables νi with respect to the variables νj , Fxj and Fyj received from neighbor

j. According to the explanation in the previous section, these variables explicitly affect

the evolution of νi. The force components Fxj and Fyj will affect mainly the subgradient

vector hi, while νj has an impact via the average consensus (5.24).

Updating the equality constraint hi1[k](Fxi, Fyi, F̂xj , F̂yj) can be seen as a function of

the analytical solution of F ∗
xi, F

∗
yi, which depends on the dual multiplier νi, and , ν̂j .

Referring to (5.23), the perturbation parameters ν̂j directly affect the update of the

local νi and have an indirect impact on the primal variables Fxi, and Fyi. Recall that

the subgradient update step followed by an average consensus for the Lagrange variables

associated with the equality constraints can be formally given by:

ν̄i[k + 1] =
1

Ni

(
νi[k]− α · hi1(F ∗

xi[k], F
∗
yi[k], f̂j [k]) + ν̂ij [k]

)
,
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where ν̄i[k + 1] is the νi after consensus. For convenience reasons, we assume that Ni

is the number of neighbors of node i in j ∈ Ni. Also, let f̂j formally be a placeholder

for the received external force variables Fxj and Fyj , and, similarly, ν̂ij the copy of the

global dual variable ν at the jth node received at node i. Given that both variables, F ∗
xi

and F ∗
yi, depend explicitly on νi, as defined by (5.21) and (5.22), we can formally write

the above difference equation as:

ν̄i[k + 1] = χi(νi[k], ν̂j [k], f̂j [k]), (5.38)

where χi is inferred by the latter equation after substituting the symbolic expressions

for the optimal solutions F ∗
xi and F

∗
yi from (5.22). Now, we are particularly interested in

the effect of the received information f̄j and ν̂j in the evolution of νi. According to the

sensitivity analysis, we can associate to this system a system of the difference equation

given by:

Si
f [k + 1] = Ai Si

f [k] +Bi
f , (5.39)

Si
ν [k + 1] = Ai Si

ν [k] +Bi
ν , (5.40)

where

Si
f =

∂ν̄i

∂f̂j

∣∣∣∣
f̂j=f̂ i

j

(5.41)

Si
ν =

∂ν̄i

∂ν̂j

∣∣∣∣
ν̂j=ν̂ij

(5.42)

stands for the sensitivity matrices of νi w.r.t. f̂j and ν̂j , respectively, and

Ai =
∂χi

∂νi
, Bi

f =
∂χi

∂f̂j
, and Bi

ν =
∂χi

∂ν̂j
. (5.43)

Notice that f̂ ij is to be understood as the last local copy received at the ith node for the

local force vectors f̂j . Similarly, ν̂ij represents the most recent copy received at the ith

node for the local copy of the global variable ν at the jth node. Moreover, due to the

linearity of function χ in terms of its variables, the matrices Ai and Bi are constant. As

already stated above, we consider the received dual variables νj at node i in the context

of the sensitivity analysis as a perturbing parameter on the computation of the local

dual variables. As long as no information is received, the most recent copy ν̂ij is utilized

in the update optimization equations. Analogously, we introduce the notation F̂ i
xj and

F̂ i
yj .
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5.5.3 Effect of the neighbors

The sensitivity functions Si
f and Si

ν provide the first-order estimates of the effect of

the received variations of fj and νj on the local copy of the dual variable νi as expressed

by

νi[k](fj , νj) = νi[k](f̂j , ν̂
i
j) + Si

f (fj [k]− f̂ ij [k]) + Si
ν (νj [k]− ν̂ij [k]). (5.44)

The latter equation quantifies the effect of the reception of νj , as well as Fxj and Fyj into

νi updates at the ith node. In the next step, we now want to apply these estimations

to design an event-triggered communication protocol. To compute the approximated

dual variables ν̃ij [k + 1] of the neighbors j ∈ Ni at node i, we continuously compute

the sensitivity functions Si
f and Si

ν w.r.t. the nodes in the neighborhood Ni. However,

while its computation can only take place at the ith node, it is important to clarify that

the sensitivity functions are actually needed at node j, as they can only be used there

to estimate the effect of the transmission of the local variables νj , Fxj , Fyj (cf. (5.44)).

Hence, in addition to transmitting νj , Fxj , Fyj , we also need to invoke the exchange of

the sensitivity matrix functions Sf and Sν . Clearly, this is a price that has to be paid

by our sensitivity-based event-triggered communication protocol.

5.5.4 Approximation of the neighbors’ state

To finalize this section, we emphasize that the estimated impact of the variables Fxj ,

Fyj and νj at time k on the variable νi at node i as computed at node j is done by

means of this expression:

∆̃νji [k + 1] =

Ŝj
i,ν(νj [k + 1]− ν̂ij [k])

+Ŝj
i,Fx

(Fxj [k + 1]− F̂ i
xj [k]) (5.45)

+Ŝj
i,Fy

(Fyj [k + 1]− F̂ i
yj [k]).

For example, here Ŝj
i,Fx

stands for the most recent copy of the sensitivity matrix Si
Fx

available at node j. The other hat-designated sensitivity matrices are to be read in a

similar manner. Then the approximated dual variables ν̃ji [k+1] are computed as follows:

ν̃ji [k + 1] = ν̂ji [k] + ∆̃νji [k + 1], (5.46)

where ν̂ji [k] is the last transmitted state of node j known by node i. Each node com-

putes the approximated dual variables of its neighbors and executes the event-triggered

condition.
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5.5.5 Event-triggered condition

The event-triggered condition of node j is based on how the transition of the dual

variables νj will affect the convergence of the distributed optimization problem at node

i, i.e., the evolution of νi. In particular, the transmission of the dual variables will

affect the neighbors’ solution. Therefore, we invoke the concept of an approximated

dual variable ν̃ji , which represents an estimation of the variable νi as seen from node j.

We can now introduce the sensitivity-based event-triggered condition as follows:∥∥∥∆̃νji [k + 1]
∥∥∥ ≥ β0 ∥hj∥+ β1, (5.47)

where 0 < β0 ≤ 1 and 0 < β1 < 0.01 are the triggering parameters that tune the

acceptability of the error level. In other words, if this condition is violated, then a

transmission request for νj , Fxj , Fyj as well as the corresponding sensitivity matrices

Sj
νi
, Sj

Fx
, Sj

Fy
, ∀i ∈ N is initiated. Generally, it is important to keep in mind that in

the presentation of our sensitivity-based TDMA algorithm, we do consider node j as the

sender and node i as the receiver of the information at hand. For the sake of simplicity,

we here suggest a broadcast rather than peer-to-peer communication.



Chapter 5. Sensitivity TDMA 75

5.6 Simulation and discussion

The performance of the proposed algorithms is compared with the result of the cen-

tralized optimization problem, where the computed solutions of the adhesion potential

ηi and the Lagrange multipliers νi are compared with the optimal solution. With the

term “centralized optimization” we denote the scenario where a special ECU is ded-

icated to the accommodation of the evolution of the global ν variables. That is, we

dispense with its local copies νi. First, we will show the simulation result of the dis-

tributed optimization problem, followed by the simulation result of the adaptive TDMA

sensitivity-based algorithm. A lane change maneuver under braking conditions is used

as a reference trajectory for the vehicle dynamics optimization problem, and the param-

eters of the maneuver scenario are defined with a maximum longitudinal deceleration of

ax ≈ 3 m/s2 and maximum lateral acceleration of ay ≈ 8 m/s2 at a speed of v = 80 km/h

under dry road conditions with µmax = 1.
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Figure 5.6: Performance of the distributed algorithm compared with the centralized
one (left), and the absolute error of the distributed algorithm ηi (right).

Fig. 5.6 compares the distributed problem solution with the optimal solution of the

centralized problem, and it shows the absolute error of the distributed ηi compared with

the centralized solution. The simulation showed good performance of the distributed al-

gorithm even in the critical driving scenario. The absolute error decreased dramatically

in the simple maneuver instance and remained acceptable in the difficult one.

Fig. 5.7 presents the convergence of the local dual multipliers νci with respect to the

global dual multiplier ν computed by a centralized solver algorithm. The simulation

showed complete convergence of both variables even in the critical maneuver instance.
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Figure 5.7: Behavior of the distributed dual variables νci (red plots) compared with
the global variables ν (blue plots) of the centralized optimization for a critical maneuver

instance (250th in Fig. 5.6).

In order to evaluate the proposed sensitivity-based event-triggered adaptive TDMA

algorithm, the algorithm was implemented in four nodes communicating over a wireless

network based on the TDMA protocol. We point out that the simulation study consid-

ered the convergence of the distributed optimization problem with respect to the adap-

tive TDMA communication protocol. The TDMA-based wireless network was simulated

as an additive white Gaussian noise channel, and the SNR was randomly distributed

over frequency and time with a maximum value of up to 130 dB. The efficiency of the

proposed algorithm was evaluated in terms of the communication reduction in relation

to the convergence of the distributed optimization problem and the absolute error rate

due to the reduction of the nodes’ communication caused by the event-triggered scheme.

The application layer consisted of one vehicle cluster consisting of N = 4 nodes, which

was internally equipped with an event-triggered subgradient solver of the vehicle dynam-

ics optimization problem. The event-triggered scheme parameters were set to β0 = 0.03

and β1 = 0.0001, which were chosen to guarantee the optimal performance of the dis-

tributed algorithm. The dual subgradient method was updated with a fixed step size

α = 0.04 and was run for 150 subgradient update iteration steps.

The convergence rate of the distributed optimization problem was computed according

to the relative error = ∥ηi−η∗∥
∥η∗∥ . The relative error traces the performance of the pro-

posed algorithm by computing the convergence rate of ηi with respect to η∗i computed

by the centralized algorithm. Following the evaluation criterion from our previous work,

we started with a full maneuver simulation in order to evaluate the algorithm’s perfor-

mance with different driving scenarios including moderate and extreme maneuvers.

Fig. 5.8 presents the computed adhesion potential ηi for {i = 1, ..., 4} nodes, and also

shows the absolute error ∥ηi − η∗∥ computed with reference to the optimal η∗. We see

that the algorithm’s performance greatly improved, as it provided a nearly accurate ηi
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Figure 5.8: Algorithm performance over the complete maneuver: computed adhesion
potential ηi for all nodes (left) and absolute error (right). The relative error increases

in the case of difficult maneuvers.

value with respect to the optimal adhesion potential η∗. Also, a noticeable decrease in

the absolute error value can be seen in the case of the simple and moderate maneuver in-

stances. Therefore, the sensitivity-based event-triggered scheme maintains the system’s

performance with respect to the computation of ηi, also in instances of extreme driving

maneuvers. Fig. 5.9 compares the communication activities within the network of the

adaptive TDMA and the fixed TDMA protocol of the complete lane change maneuver

and shows a noticeable reduction in communication activities up to 70% in the simple

and moderate maneuver instances. A noticeable communication reduction can also be

seen in the case of the adaptive TDMA protocol. The event-triggered scheme regulates

the transmission requests and provides efficient use of communication resources.
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Figure 5.9: The net communication activities of all nodes.
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Figure 5.10: Performance of the event-triggered condition
∥∥∥∆̃νji [k + 1]

∥∥∥ (blue plots)

w.r.t the triggering threshold β0
∥∥hj∥∥+β1 (red plots), cf. (5.47), for a maneuver sample

with rather low communication load.

Fig. 5.10 presents the performance of the event-triggered condition
∥∥∥∆̃νji [k + 1]

∥∥∥ with

respect to the threshold β0
∥∥hj∥∥ + β1 and shows the communication activities for each

node. We see that the node broadcasts its state update if the triggering condition reaches

the acceptable error level regulated by the triggering threshold. On the other hand, the

event-triggered threshold depends on the equality constraint hj = 0, which is sensitive to

changes in the other nodes’ state variables. It can be seen that the proposed sensitivity

event-triggered algorithm leads to a communication reduction between the nodes. Notice

that, in the extreme maneuver instance, the nodes require a higher communication rate

in order to converge to the optimal value. Therefore, the event-triggered condition will

try to reduce communication requests.
Fig. 5.11 shows the communication activities of all nodes in the case of simple, mod-

erate, and difficult maneuver instances. We observe that communication is reduced

dramatically in simple and moderate maneuver instances. In the extreme maneuver

instance, communication is not reduced because the solution algorithm requires more

data exchange in order to converge to the optimal value.
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Figure 5.11: Communication activities: Node communication is reduced in the simple
maneuver instance, somewhat reduced in the moderate maneuver instance, and not

reduced in the difficult maneuver case.

0 20 40 60 80 100
10−4

10−2

100

102

‖η
i
−
η
∗
‖

‖η
∗
‖

Difficult maneuver instance =270

0 20 40 60 80 100
10−4

10−2

100

102

Subgradient iteration

‖η
i
−
η
∗
‖

‖η
∗
‖

Moderate manuver instance 150

Figure 5.12: Convergence rate in the extreme and moderate maneuver instances for
event-triggered algorithms based on local increments (blue plots) and on estimated

increments about the nodes in the environment (black plots).

Finally, Fig. 5.12 presents the convergence rate of the extreme and moderate maneuver

instances. We see that the distributed problem converges slower in the case of the

extreme maneuver instance and faster in the moderate case, with reduced error in the

computed ηi.
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5.7 Chapter conclusion

In this chapter, we presented a sensitivity-based event-triggered adaptive TDMA proto-

col with application to the optimal control problem of vehicle dynamics. In particular,

the sensitivity of the distributed optimization problem was used to formulate an event-

triggering condition with respect to the convergence of the overall optimization problem.

The tracked sensitivity functions were used to approximate the effect of the transmis-

sion of the state update of a node on its neighbors’ states, which represents the basis of

our event-triggered condition for a transmission request. The simulation results demon-

strate that the proposed protocol achieved acceptable communication reduction and also

maintained the system’s performance even during critical driving maneuvers, which are

typically associated with high communication demands. Additionally, we considered

event-triggered algorithms based on local state increments. The analysis was completed

informally through extensive simulation in various scenarios. Finally, we extended the

algorithm for optimal tire force allocation in a setting reflecting the minimization of tire

adhesion, and used the dual subgradient algorithm as a solution algorithm.

To conclude, we introduced a sensitivity-based event-triggered TDMA protocol in

connection with the guidance and stabilization problem of vehicle dynamics. We noticed

that the TDMA protocol limits the system’s capacity in terms of the number of nodes

that can be served. By increasing the number of nodes in the network, the inherited time

delay is increased dramatically by the factor of the number of connected nodes, which

implies a reduction of the network capacity in terms of preserving system performance.

Moreover, we also conclude that the usage of the event-triggered scheme is promising

even though the number of nodes is strictly limited by the TDMA protocol in case of

time-sensitive applications.
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Algorithm 3: Event-based communication for dual algorithm

1 Exchange: Fxi, Fyi, νi, ∀i ∈ N ;
2 while Subgradient loop do
3 Update: ηi, Fxi, Fyi, λi, σi, νi;
4 If

(
∥νi[k + 1]− ν̂i[k]∥ ≥ β0

∥∥hi[k]∥∥+ β1
)

5 RTSi← Active
6 end
7 If Active(RTSi)
8 Transmit: νi, Fxi, Fyi ;
9 end

10 Node i receives ν̂j , F̂jx, F̂jy, ∀j ∈ Ni;

11 Consensus: ν
(c+1)
i [k] = ν

(c)
i [k] + 1

N

∑
j∈Ni

wij

(
ν̂j [k]− ν(c)i [k]

)
;

12 end

Algorithm 4: Centralized dual subgradient algorithm.

1 while Subgradient loop do
2 Update κxi,κyi;

3 κxi ←
∑3

ℓ=1 νℓAxℓi;

4 κyi ←
∑3

ℓ=1 νℓAyℓi;
5 Update primal variables;
6 ηi ← 1

2 (λNf − σ);

7 Fxi ← κxi
2ϵ2

(
λ√

κ2
xi+κ2

yi

− 1

)
;

8 Fyi ← κyi

2ϵ2

(
λ√

κ2
xi+κ2

yi

− 1

)
;

9 Update dual variables;

10 f1[k]←
√
F 2
xi + F 2

yi − ηiNf ;

11 f2[k]← ηi − µmax;

12 h1[k]← AxF̂xj +AyF̂yj − Yd;
13 λ[k + 1]← (λ[k]− αf1[k])+
14 σ[k + 1]← (σ[k]− αf2[k])+
15 νT [k + 1]← νT [k]− αh1[k]
16 Projection λ,σ;
17 λ[k + 1]← max(λ[k + 1], 0);
18 σ[k + 1]← max(σ[k + 1], 0);
19 increment k;

20 end
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Algorithm 5: Distributed dual subgradient algorithm.

1 Exchange νi, Fxi, Fyi, ∀i ∈ N ;
2 while Subgradient loop do
3 Update κxi,κyi;

4 κxi ←
∑3

ℓ=1 νℓAxℓi;

5 κyi ←
∑3

ℓ=1 νℓAyℓi;
6 Update primal variables;
7 ηi ← 1

2 (λNf − σi);

8 Fxi ← κxi
2ϵ2

(
λi√

κ2
xi+κ2

yi

− 1

)
;

9 Fyi ← κyi

2ϵ2

(
λi√

κ2
xi+κ2

yi

− 1

)
;

10 Exchange νi;
11 Consensus algorithm;

12 ν
(c+1)
i ← ν

(c)
i [k] + 1

N

∑
j∈Ni

wij

(
ν̂j [k]− ν(c)i [k]

)
;

13 Update dual variables;

14 f i1[k]←
√
F 2
xi + F 2

yi − ηiN i
f ;

15 f i2[k]← ηi − µmax;

16 hi1[k]← AxF̂xj +AyF̂yj − Yd;
17 λi[k + 1]← (λi[k]− αf i1[k])+
18 σi[k + 1]← (σi[k]− αf i2[k])+
19 νTi [k + 1]← νTi [k]− αhi1[k]
20 Projection λi,σi;
21 λi[k + 1]← max(λi[k + 1], 0);
22 σi[k + 1]← max(σi[k + 1], 0);
23 increment k;

24 end
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Algorithm 6: Sensitivity-based adaptive TDMA

1 Exchange: νi, Fxi, Fyi, S
i
ν , S

i
Fx
, Si

Fy
, ∀i ∈ N ;

2 while Subgradient loop do
3 Update κxi,κyi;

4 κxi ←
∑3

ℓ=1 νℓAxℓi;

5 κyi ←
∑3

ℓ=1 νℓAyℓi;
6 Update primal variables;
7 ηi ← 1

2 (λNf − σi);

8 Fxi ← κxi
2ϵ2

(
λi√

κ2
xi+κ2

yi

− 1

)
;

9 Fyi ← κyi

2ϵ2

(
λi√

κ2
xi+κ2

yi

− 1

)
;

10 Compute sensitivity matrices:
11 Si

Fx
[k + 1]← Ai Si

Fx
[k] +Bi

Fx
;

12 Si
Fy
[k + 1]← Ai Si

Fy
[k] +Bi

Fy
;

13 Si
ν [k + 1]← Ai Si

ν [k] +Bi
ν ;

14 Compute approximated change:

15 ∆̃νji [k + 1] at a j ∈ Ni ;

16 If
( ∥∥∥∆̃νji [k + 1]

∥∥∥ ≥ β0 ∥∥hj∥∥+ β1
)

17 RTSj← Active;
18 end
19 Adaptive TDMA protocol
20 If (Active(RTSj))
21 Rebuild the TDMA frame and assign Nodej ← Tsj

22 Transmit νj , Fxj , Fyj , S
j
ν , S

j
Fx
, Sj

Fy
;

23 end

24 Node i receives: νj , Fxj , Fyj ,S
j
ν , S

j
Fx
, Sj

Fy
, ∀j ∈ Ni;

25 Consensus: ν
(c+1)
i ← ν

(c)
i [k] + 1

N

∑
j∈Ni

wij

(
ν̂j [k]− ν(c)i [k]

)
;

26 Update dual variables;

27 f i1[k]←
√
F 2
xi + F 2

yi − ηiN i
f ;

28 f i2[k]← ηi − µmax;

29 hi1[k]← AxF̂xj +AyF̂yj − Yd;
30 λi[k + 1]← (λi[k]− αf i1[k])+
31 σi[k + 1]← (σi[k]− αf i2[k])+
32 νTi [k + 1]← νTi [k]− αhi1[k]
33 Projection λi,σi;
34 λi[k + 1]← max(λi[k + 1], 0);
35 σi[k + 1]← max(σi[k + 1], 0);
36 increment k;

37 end



Chapter 6

Distributed event-triggered

adaptive OFDMA protocol
In a distributed wireless network control system, the exchange of states over a wireless

channel requires extensive consumption of communication resources [98]. At the same

time, the wireless channel suffers from limited resources in terms of bandwidth, data

rate, and channel capacity. Therefore, with an increasing number of wireless nodes re-

quiring service from the channel, resource allocation techniques are needed to implement

proper distribution of the channel resources among the connected nodes. This channel

resource allocation has to guarantee that all connected nodes receive at least a minimum

of the required service, and must ensure that their requests are handled in accordance

with the quality-of-service (QoS) requirements [25].

In general, event-based communication mechanisms in network control applications

introduce a purposeful reduction of the communication in accordance with the dynamic

evolution of the local subsystem states. We refer to the work [99], which consid-

ers sensitivity-based event-triggered communication policies in the context of model-

predictive-control (MPC) and used sensitivity analysis of the optimization problem of

the local MPC controller. We adapted this idea by designing an event-triggered policy for

the resource allocation optimal control problem in the Orthogonal Frequency-Division

Multiple Access (OFDMA) protocol and linking it with the local optimal control prob-

lem of our application benchmark. Here, we extend these ideas in two directions. The

first one refers to the adaptive OFDMA resource allocation protocol and is based on link-

ing event-triggered conditions to the sensitivity analysis of the underlying optimization

problem. The second extension is to apply this idea to an individual vehicle’s control

dynamics within a multi-vehicle cluster.

This chapter is organized as follows. Section 6.1 introduces the general concept of the

OFDMA-based wireless network. Section 6.2 presents the event-triggered sensitivity-

based OFDMA protocol. Section 6.3 presents the system structure of a multi-vehicle

cluster communicating over an OFDMA-based wireless network. Section 6.4 presents

84
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the simulation results and the discussion, and the chapter ends with the conclusion in

section 6.5.

6.1 Orthogonal Frequency Division Multiple Access

(OFDMA) protocol

6.1.1 Technical issues and operation of the OFDMA protocol

The OFDMA protocol was considered an essential technique in the past decade and

is the main type of medium access control used in the fourth generation of wireless com-

munication (4G) [100], as well as for 5G implemented in Long-Term Evolution (LTE)

technology. The basic principle of OFDMA is to divide the available bandwidth into a

number of low data rate sub-frequencies (called subcarriers) in an orthogonal structure.

In fact, the orthogonality technique yields overlapping spectra of the individual subcar-

riers and can be achieved through proper selection of the carrier spacing between the

sub-frequency bands [2], as shown here:

Xz(t) =

{∑kb

i=1
X(l)

√
Eb
Tb

e[j2πfd(2l−kb−1)t], if 0≤t≤Tp

0, otherwise

(6.1)

where X(l) is the modulation sample, 2fd is the separation frequency between two sub-

carriers needed to reduce frequency interference, and Wb =
Kb
Tb

is the bit rate per second

[40]. Fig. 6.1 shows the orthogonality principle of the frequency division multiplexing

(OFDM), where the frequency band is divided into a large number of closely spaced

sub-frequencies orthogonal to each other. Accordingly, each set of subcarriers is used to

transmit in parallel over one time slot. For example, in the LTE standard, a set of 180

carrier spacing

Figure 6.1: OFDM figure.

KHz frequency bands presents a collection of 12 subcarriers grouped into one resource

block (RB) [101], where the RB contains the sub-frequency band over a specific time

slot.

Moreover, this provides efficient use of the available spectrum, as the bandwidth is di-

vided into a number of closely spaced narrow sub-frequencies. It operates on the basis of

the Frequency Division Duplex (FDD) multiplexing technique, which uses two separate
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sub-frequency bands, one for transmitting and the other one for receiving. The two

sub-frequency bands are separated by a guard band to reduce frequency overlapping

and interference. In general, FDD provides high efficient use of the available spectrum,

and robustness against multi-path fading channels, resistance to multi-user interference,

and simplified equalization.

6.1.2 OFDMA network infrastructure

The main infrastructure of an OFDMA-based wireless network consists of Base Sta-

tion (BS), also called Access Point (AP), which exercises the communication control

between the interconnected wireless nodes. Below, we list the main components and

functionalities of an OFDMA-based network.

1. Access Point (AP)

The primary tasks of the AP are resource scheduling, subcarrier assignment, and

communication handling. Technically, communication and data exchange between

the interconnected nodes and the AP is performed in two phases, the uplink phase

and the downlink phase. In the uplink phase, the AP uploads the data from the

nodes that are assigned subcarriers, and in the downlink phase, it delivers the

transmitted data to the destination nodes and broadcasts the resource allocation

table for the next communication frame. The AP is equipped with an OFDM-

based transceiver, which handles the uplink and downlink processes, and with

a scheduler, which performs the resource allocation and subcarrier assignment

operations. The AP assigns the subcarriers to the nodes in the form of (RB) and

selects the appropriate modulation method to modulate the transmitted data over

the subcarrier. For instance, the modulation method is selected based on the node’s

distance to the AP and with respect to the measured Signal to Noise Ratio (SNR)

of the node over all subcarriers. Accordingly, for nodes that are closer to the access

point with better SNR, the AP selects the 64-Quadrature Amplitude Modulation

(64QAM) with 6 bit/Hz for data transmission, whereas for more distant nodes

with less (SNR), 16-Quadrature Amplitude Modulation (16QAM) with 4 bit/Hz

or Quadrature Phase Shift Keying (QPSK) modulation with a 2 bit/Hz data rate

is used, respectively.

2. OFDMA transceiver

The AP is equipped with a transceiver, which is depicted in Fig .6.2 and consists

of an OFDM-based transmitter and a receiver that handle the data exchange

between nodes.

The transmitter modulates the transmitted data separately over each sub-frequency

band and selects the proper modulation method based on the node’s SNR mea-

surement, where the data stream of node i is divided into blocks of length N
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Figure 6.2: OFDMA transceiver - uplink transmitter and downlink receiver.

data symbols. Then the N data symbols are modulated into their assigned sub-

carriers in the modulation and subcarrier mapping block, whose output is s(n) =

[s1(n), ..., si(n), ..., sN (n)] modulated symbols. Following that, the modulated sym-

bols enter the Inverse Fast Fourier Transform (IFFT) block, where the (IFFT)

block transforms the N data stream from the frequency domain into the time do-

main: At the end, the set of s(n) symbols is manipulated by the IFFT block and

produces the time domain block vector {x(n) = x1(n), ..., xi(n), ..., xn(N)} by ap-

plying the IFFT transformation as follows: [1, 101]:

IFFT{X[n]} = x[n] =
1√
N

N−1∑
x=0

X[i]e−j
2πni
N , (6.2)

where the resultant x(n) presents the orthogonality of the subcarriers produced by

the IFFT block, which goes through the Cyclic Prefix (CP) block to insert a fre-

quency guard, which equals 5.2 µs in the time domain and 15 KHz in the frequency

domain, between two successive subcarriers in order to eliminate the Inter Symbol

Interference (ISI) problem [101]. In contrast, the OFDMA receiver works in the

reverse order than the transmitter: It starts by converting the received serial data

stream into a N symbols parallel data stream; then the produced data stream goes

into the CP remover block to remove the cyclic prefix guard interval. In order to

recover the data sequence X[i], the data stream enters the Fast Fourier Transform

(FFT) block to recapitulate the frequency domain data out of the discrete time

sequence x[n] by applying the Fast Fourier Transform (FFT) [1] as follows:

FFT{x[n]} = X[i] =
1√
N

N−1∑
x=0

x[N ] exp−j
2πni
N , (6.3)

where the output frequency domain data X[i] goes into the demodulation block,

where the signal streams are demodulated, and the data is extracted from the

attached frequency; see Fig. 6.2.

3. OFDMA scheduler and subcarrier assignment
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The main functionality of the OFDMA scheduler is to define which subcarrier

is to be assigned to each user, and which power level needs to be allocated to the

node over that subcarrier to transmit its data. In order to guarantee maximum

use of the available spectrum, the scheduler is equipped with a resource allocation

algorithm that solves the optimization problem for the optimal allocation of the

available communication resources with respect to a predefined criterion, such as

minimizing the power level, maximizing the data rate of the channel, or maximizing

the data rate for each subcarrier with different sets of constraints. Generally, the

OFDMA scheduler deals with a communication request from the connected nodes

and manages the assignment of the available subcarriers to the nodes in specific

time slots by solving a resource allocation optimization problem.
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Figure 6.3: AP scheduler and resource block representation.

The resource allocation optimization problem is generally resolved with respect to

the nodes’ SNR over the available subcarriers reported to the AP. As a result, the

scheduler assigns the resource block (see Fig.6.3) to the selected node by filling the

resource allocation table with the subcarriers and the time slot assigned to that

node.

6.1.3 Resource allocation

A set of general resource allocation algorithms used in the OFDMA scheduler is listed

in [100, 102]. These include: maximum sum rate algorithm, which maximizes the sum

rate of all users; maximum fairness algorithm, which maximizes the minimum user

rate; proportional rate constraint algorithm, which maximizes the sum throughput of

all users; and proportional fairness scheduling, which is related to the latency tolerance

to reach maximum throughput over the entire channel time. In general, the main con-

cern of resource allocation algorithms is to maximize the data rate and minimize power

consumption. The work [103] proposed an enhanced rate adaptive resource allocation

scheme for OFDMA, where an optimization problem was solved to maximize the sum of
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the adaptive rates with constraints on the user’s transmit power. A priority-based crite-

rion and proportional fairness cost function was then applied to this solution. The same

approach is discussed in [104], where an algorithm for proportional rate maximization is

introduced that is formulated as a nonlinear mixed integer programming problem and

constraints are defined on the power consumption of each user. A stochastic approxima-

tion of the dual problem was used here to perform an adaptive approximation in the case

of availability and unavailability of channel distribution information. This was followed

by the work [105], which proposes an optimal subcarrier and power allocation strategy

for the downlink communication of the OFDMA protocol. Its cost function minimizes

the power consumption of the user with constraints on the data rate and allocates an

optimal power for each user to transmit a fixed amount of data within a particular time

slot. On the other side, the algorithm proposed in [106] aims to maximize the overall

rate while achieving proportional fairness among users under total power constraints.

6.2 Event-triggered sensitivity-based OFDMA protocol

In this section, our aim is to establish a connection between the OFDMA scheduler and

the application layer, where we map the resource allocation algorithm to the performance

of the distributed optimal control problem and improve the performance of the event-

based communication scheme by considering the effect of the neighbors’ dynamics on the

local event-triggered condition. Previously, we used the local state difference as an event-

triggered condition, and the scheduler blindly assigned the available communication

resources to the nodes, without any direct connection between the computation of the

optimal solution and the resource allocation mechanism. Therefore, we will now use a

sensitivity analysis with respect to the effect of the state exchange on its neighbors’ state

to determine how the transmission of the node’s state will improve the computation of

the overall optimal solution by the neighbors.

6.2.1 Sensitivity analysis

In the context of event-based communication, the effect of the data exchange between

distributed sub-problems will be determined by means of sensitivity analysis and will

be used to compute the weight parameters wi of the node within the resource allocation

optimization problem. In general, this approach is motivated by the idea of introducing

the sensitivity of the optimal solution of the neighbors’ sub-problems with respect to

the nodes’ state transmission. The approach utilizes the optimality conditions of the

distributed optimal control problem. For generality reasons, we consider a networked

system presented as a distributed convex optimization problem, where the cost function

f0i and the inequality constraints f ip ≤ 0 are convex and the equality constraints hiq = 0

are affine:
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minimize
xi

f0i (xi, x̂
i
j)

subject to f ip(xi, x̂
i
j) ≤ 0, p = 1, . . . , Pi, j ∈ Ni

hiq(xi, x̂
i
j) = 0, q = 1, . . . , Qi, j ∈ Ni,

(6.4)

where xi is the local state of sub-problem f0i . The local cost function f0i is updated

based on its own state xi and on the received state x̂ij (corresponding to xj) from its

neighbors Ni, which includes the set of sub-problems that exchange their state with the

ith optimizing sub-process. The Lagrangian Li(xi, x̂
i
j , λ

i
p, ν

i
q) corresponding to the ith

sub-problem (6.4) is then given by:

Li(xi, x̂
i
j , λ

i
p, ν

i
q) = f0i +

Pi∑
p=1

λipf
i
p +

Qi∑
q=1

νiqh
i
q (6.5)

where λip ≥ 0 and νiq are the dual multipliers. Referring to the first-order sensitivity

theorem, let y∗i = [x∗i , λ
i∗
p , ν

i∗
q ]T represent the minimizer to the above Lagrangian Li

and consider εj := xj − x̂ij as a perturbation of the received state of sub-problem j at

sub-problem i. Here xj is to stand for an update of x̂ij in (6.5).

More specifically, we consider the basic sensitivity theorem [107], which is based on

first-order Karush–Kuhn–Tucker (KKT) conditions [47, 50, 52]. It is defined for the

convex optimization problem (6.4) and its Lagrangian (6.5) with the assumption that

the cost function f0i is differentiable. The Karush–Kuhn–Tucker (KKT) optimality

conditions state that, if the primal problem is convex for the points x∗, λ∗, and ν∗, it is

sufficient for the point x∗ to be primal optimal, and for the points λ∗, and ν∗ to be dual

optimal if they satisfy the following KKT conditions:

∇Li(xi, x̂
i
j , λ

i
p, ν

i
q) = 0,

λipfi(x
∗, x̂ij) ≤ 0, p = 0, . . . , Pi,

hi(x
∗, x̂ij) = 0, q = 0, . . . , Qi,

(6.6)

Herein, the KKT second-order optimality conditions are defined as follows:

f ip(x
∗
i , x̂

i
j) ≤ 0, p = 0, . . . , Pi,

hiq(x
∗
i , x̂

i
j) = 0, q = 0, . . . , Qi,

λ∗p > 0, p = 0, . . . , Pi,

λipf
0
i (x

∗
i , x̂

i
j) = 0, i = 0, . . . ,N , j ∈ Ni

∇f0i (x∗i , x̂ij) +
Pi∑
p=1

λ∗p∇f ip(x∗, x̂ij) +
Qi∑
q=1

ν∗q∇hiq(x∗, x̂ij) = 0,

(6.7)
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The points x∗i , λ
∗ and ν∗ are the primal and the dual optimal parameters with zero

duality gap, under the assumption that the system (6.6) is once continuously differ-

entiable in all arguments in order to derive the Jacobian matrix with respect to the

parameters xi, x̂
i
j , λ

i
p, and ν

i
q. Basically, the KKT conditions are used to formulate the

basic sensitivity analysis theorem [107], which we will use to compute the sensitivity

of the data exchange between the sub-problems and then to define the event-triggered

condition and the node weight parameter for the resource allocation problem.

6.2.2 Application of the basic sensitivity analysis theorem

The basic sensitivity analysis theorem [107] states that if the cost function f i0 is twice

continuously differentiable, f ip and hiq are continuously differentiable, then the gradi-

ents ∇f ip and ∇hiq are linearly independent, and the second-order sufficient optimality

condition holds at y∗i = [x∗i , λ
i∗
p , ν

i∗
q ]T , yielding a once continuously differentiable vec-

tor function yi(εj) := [xi(εj), λ
i
p(εj), ν

i
q(εj)]

T for small εj in the neighborhood of the

received variables x̂ij . Technically, we approximate the change of the neighbors’ j ∈ Ni

state based on the change of the state of node i by computing the sensitivity matrix Sj
i

and solving the following sensitivity equation [107]:

Sj
i =M−1

i N j
i , (6.8)

where Mi is the Jacobian matrix of (6.5) with respect to xi, λ
i
p, and ν

i
q of node i, and

N j
i is the negative Jacobian matrix with respect to xij received at node i. The sensitivity

matrices Mi and N
j
i are computed as follows:

Mi =



∇2
xi
Li −∇T

xi
f i1 . . . −∇T

xi
f iPi

∇T
xi
hi1 . . . ∇T

xi
hiQi

λi1∇xif
i
1 f i1 0 0 0 0 0

... 0
. . . 0 0 0 0

λiPi
∇xif

i
Pi

0 0 f iPi
0 0 0

∇xih
i
1 0 0 0 0 0 0

... 0 0 0 0 0 0

∇xih
i
Qi

0 0 0 0 0 0


and

N j
i =

[
− ∇2,T

x̂i
jxi
Li,−λi1∇T

x̂i
j
f i1, . . . ,−λiPi

∇T
x̂i
j
f iPi

,−∇T
x̂i
j
hi1, . . . ,∇T

x̂i
j
hiQi

]T
. (6.9)

Herein, each node computes the sensitivity matrix Sj
i with respect to the state received

from its neighbors and transmits it to each neighbor. The sensitivity information Sj
i

provides the effect of the perturbation variables x̂ij received for the neighbors j ∈ Ni
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on the local state variables xi, which will be used to approximate the changes of the

neighbors’ states with respect to the local updated state.

6.2.3 State approximation x̃i
j

Mainly, we approximate the neighbors’ j ∈ Ni state by utilizing the sensitivity matrix

computed at node i, and use it to evaluate how big its effect is in order to assign

communication resources to node i according to that. In general, the approximated

state x̃ij of the neighbor j is computed at node i using the last received state x̂ij and the

received sensitivity Ŝi
j (note that the roles of i and j are switched now, cf. Eq. (6.8)).

The approximation of the state x̃ij at node i [99] is computed as follows:

x̃ij [k + 1] = x̂ij [k] + Ŝi
j(xi[k + 1]− x̂ji [k]), (6.10)

where x̂ij [k] is the last transmitted state of node j received at node i, whereas x̂ji [k] is the

last transmitted state of node i received by node j. Also note that Ŝi
j is the most recent

copy of the sensitivity matrix Si
j received at node i from node j. Again, Si

j reflects the

effects of the “perturbing” state xi on the state xj . The matrix Si
j needs to be computed

at node j and has to be shared with node i.

6.2.4 Event-triggering condition

The formulation of the event-triggering condition of node i is based on how the trans-

mission of the state xi will affect the optimization problem convergence. Therefore, the

computed approximated state x̃ij approximates the solution of node j, which is used

to calculate the effect of the updated state of node i on the convergence of the overall

optimization problem. We now introduce the approximated event-triggered condition of

the changes of the overall cost function with respect to the approximated value of the

state x̃ij of all neighbors. To this end, we compute the cost function increment ∆J̃ i
0 of

(6.4) at node i as follows:

∆J̃ i
0
∼= ∇xif

0
i (xi, x̂

i
j)∆xi +

∑
j∈Ni

∇xjf
0
j (x̃

i
j , x̂

j
i )∆x̃

i
j , (6.11)

where ∇xif
0
i and ∇xjf

0
j are the gradients of the cost function assigned to nodes i and

node j, respectively, while ∆xi = xi[k+1]−xi[k] and the estimated state increment ∆x̃ij

is computed as the difference of the approximated value of the state x̃ij from equation

(6.11) at time k + 1 and the last transmitted state x̂ij known by node i:

∆x̃ij = x̃ij [k + 1]− x̂ij [k]. (6.12)

The estimated increment ∆J̃ i
0 of the cost function J i

0 is used to define the triggering

criterion of node i, as well as for the computation of the node weight wi (see below),
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Figure 6.4: System structure consisting of two layers: communication layer and ap-
plication layer. Note that here, a cluster refers to the nodes hosted within a single

vehicle.

which is utilized for resource allocation. More specifically, node i activates the Request

To Send RTSi signal, thereby acquiring subcarriers from the AP to transmit its state

xi to the neighbors j if ∆J̃ i
0 fulfills the following condition:∥∥∥∆J̃ i

0

∥∥∥ ≥ β0 ∥∥hiq(xi, x̃ij)∥∥+ β1, (6.13)

where 0 < β0 ≤ 1 and 0 < β1 < 0.01 are the triggering parameters that tune the

acceptability of the state error level.

6.3 OFDMA-based wireless networked vehicle clusters

We consider the distributed wireless system depicted in Fig. 6.4, which consists of the

AP and a set of V multi-vehicles. Each vehicle is presented as a cluster with n = 4

wireless nodes connected to the AP. The system structure consists of two layers, the

communication layer at the AP level and the application layer at the wireless nodes

level. The first layer consists of an event-based resource allocation algorithm for sub-

carrier assignment, where the OFDMA scheduler builds the resource allocation table

(RB) by solving the resource allocation optimization problem that maximizes the node

rate over the available subcarriers. The application layer consists of nV wireless nodes

located within the AP coverage area. As a result of the limited number of subcarriers,

the AP needs to assign the subcarriers to the nodes that have a higher effect on the con-

vergence of the distributed optimization problem. We introduce the sensitivity-based

event-triggered scheme into the problem solver, where each node i approximates the

effect of its state update on its neighbor j ∈ Ni state by computing and exchanging the

state sensitivity with respect to the changes on its neighbors’ state.

We consider the multi-vehicle wireless distributed system depicted in Fig. 6.5. The

detailed system block diagram consists of an AP and a set of vehicle clusters. The AP
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collects the SNRi measurements from nodes i ∈ N over all subcarriers s ∈ K, and RTSi
requests. Then the AP computes the weight wi of node i based on its state sensitivity

Sj
i on the approximated state x̃j of its neighbor j. The AP solves the resource allocation

optimization problem and optimally assigns the subcarrier s with maximum data rate

to node i. In the meanwhile, the AP periodically performs the uplink phase and the

downlink operation during each time frame according to the system specifications as

follows:

1. Uplink phase: The AP collects the transmitted data from each node, including

RTS, SNR measurements, and the updated state xi. At the same time, the AP

solves the resource allocation problem and rebuilds the RB table.

2. Downlink phase The access point broadcasts the state xi to the neighbors j ∈ Ni

within each cluster and broadcasts the resource allocation information for the next

time frame for all connected nodes.

As a result, the AP needs to assign the subcarriers to the nodes that have a higher

effect on the optimal solution of the overall optimization problem at the application

layer and manage the assignment of the communication resources with respect to the

performance of the application layer.

The detailed multi-vehicle wireless distributed system is depicted in Fig. 6.5. The

block diagram consists of an AP and a set of vehicle clusters. The AP collects the

SNRi measurements from nodes i ∈ N over all subcarriers s ∈ K, and RTSi requests.
Then the AP computes the weight wi of node i based on its state sensitivity Sj

i on the

approximated state x̃j of its neighbor j. The AP solves a standard resource allocation

optimization problem to optimally assign a subcarrier with maximum data rate to node

i. Generally, we assume that each subcarrier is assigned to only one node.

6.3.1 Application layer: optimal control problem of vehicle dynamics

and subgradient solver

We consider the distributed event-triggered optimization scheme presented in Fig. 6.5.

There, we consider the vehicle dynamics optimal control problem (5.7) and its distributed

form (5.15), which consists of achieving the smallest possible utilization of the adhesion

potential ηi and keeping it below the physical adhesion limit. We added the equality

constraint h2, which guarantees that all tires experience the same adhesion potential

and which is formulated as follows:
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Figure 6.5: OFDMA-based event-triggered distributed wireless network system. Note
that the resource allocation at the Access Point (AP) is based upon the state evolution
at the local optimizer controllers. Following the sensitivity-based policy, more resources
are allocated to nodes whose states are associated with higher sensitivity of the objective

function w.r.t. the information exchange.

minimize
ηi,Fxi,Fyi

J0 =
N∑
i=1

η2i + ϵ2
(
F 2
xi + F 2

yi

)
,

subject to f1 =
√
F 2
xi + F 2

yi − ηiNf ≤ 0,

f2 = ηi − µmax ≤ 0,

h1 = AxF̂xj +AyF̂yj − Yd = 0.

h2 = ηi − η̂j = 0, j ∈ Ni,

(6.14)

The distributed sub-problem i was defined as:

minimize
ηi,Fxi,Fyi

f i0 = η2i + ϵ2
(
F 2
xi + F 2

yi

)
,

subject to f i1 =
√
F 2
xi + F 2

yi − ηiN i
f ≤ 0,

f i2 = ηi − µmax ≤ 0,

hi1 = AxF̂
i
xj +AyF̂

i
yj − Yd = 0.

hi2 = ηi − η̂ij = 0, j ∈ Ni,

(6.15)

where ηi is the adhesion potential, Fxi and Fyi are the longitudinal and lateral forces,

respectively, ϵ ≪ 1 is a regularization term added to the cost function, Ax and Ay are

matrices defined by the vehicle’s geometric parameters, Yd is the reference trajectory,

F̂xj , F̂yj are the received longitudinal and lateral forces vectors, Ni is the normal force,

and µmax is the maximum friction coefficient parameter. The optimization problem

(6.14) is distributed into i = 1, . . . , N sub-problems, and the Lagrangian Li of sub-

problem i is:
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Li(ηi, Fxi, Fyi, λi, σi, νi, θi) = η2i +ϵ
2
(
F 2
xi + F 2

yi

)
+λi(

√
F 2
xi + F 2

yi−ηiNi)+σi(ηi−µmax)

+ νTi (AxF̂xj +AyF̂yj − Yd) + θi(ηi − η̂j), ∀j ∈ Ni, (6.16)

where ηi, Fxi, and Fyi are the primal variables, and λi, σi, νi, and θi are the dual multipli-

ers. The corresponding dual function gi(λi, σi, νi, θi) = Infηi,Fxi,FyiLi(ηi, Fxi, Fyi, λi, σi, νi, θi)

of the distributed sub-problem i is written as:

gi(λi, σi, νi, θi) = inf
(
η2i + ϵ2

(
F 2
xi + F 2

yi

)
+ λi(

√
F 2
xi + F 2

yi − ηiNi) + σi(ηi)+

νTi (AxF̂xj +AyF̂yj) + θiηi − νTi Yd − σiµmax − θiη̂j , ∀j ∈ Ni. (6.17)

We use the subgradient method to solve the dual problem (6.17) and perform the sub-

gradient update of the dual variables λi, σi, νi and θi associated with each sub-problem

i as follows:

λi[k + 1] = (λi[k]− αf i1[k])+,
σi[k + 1] = (σi[k]− αf i2[k])+,
νi[k + 1] = νi[k]− αhi1[k],
θi[k + 1] = θi[k]− αhi2[k],

(6.18)

where i = 1, . . . , n, x+ := max(0, x), and α is the step size [93]. The subgradients of

f i1[k], f
i
2[k], h

i
1[k], and h

i
2[k] are defined as:

f1[k] = −f i1(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

f2[k] = −f i2(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

h1[k] = −hi1(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

h2[k] = −hi2(η∗i [k], F ∗
xi[k], F

∗
yi[k]),

(6.19)

where

η∗i [k] = ηi(λi[k], σi[k], νi[k], θi[k]),

F ∗
xi[k] = Fxi(λi[k], σi[k], νi[k], θi[k]),

F ∗
yi[k] = Fyi(λi[k], σi[k], νi[k], θi[k]),

(6.20)

are the right-side expressions representing analytical solutions to

(η∗i , F
∗
xi, F

∗
yi) = arg infηi,Fxi,Fyi

Li(ηi, Fxi, Fyi, λi[k], σi[k], νi[k], θi[k])
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, which is computed as follows:

η∗i (λi, σi) =
1

2
(λiNf − σi − θi) ,

F ∗
xi(λ, ν) =

κxi
2ϵ2

 λi√
κ2xi + κ2yi

− 1

 ,

F ∗
yi(λ, ν) =

κyi
2ϵ2

 λi√
κ2xi + κ2yi

− 1

 ,

(6.21)

with

κxi =

3∑
ℓ=1

νℓAxℓi, κyi =

3∑
ℓ=1

νℓAyℓi. (6.22)

6.3.2 Communication layer: node-weight-based resource allocation prob-

lem.

According to our findings, the performance of the application layer is highly correlated

with the communication layer activities, and depends on the collaboration between the

execution of the application at the application layer and the assignment of the commu-

nication resources at the communication layer; refer to Fig. 6.4 and Fig. 6.5. Therefore,

we propose mapping the sensitivity of the optimization problem at the application layer

to the resource allocation problem, which can be implemented by computing the weight

of node wi with respect to the node’s sensitivity and utilizing it in the cost function

of the resource allocation problem. By doing this, we couple the effect of the data ex-

change of each sub-problem at the application layer with the assignment mechanism of

the communication resources at the OFDMA scheduler. In particular, the weight wi

of node i is used to reflect the effect of the change of state xi of node i on the conver-

gence of the overall optimization problem, wherein the sensitivity effect of node i on its

neighbors’ sub-problems is encapsulated in the approximated state x̃ij of each neighbor

j ∈ N . Consequently, the value of the weight wi of node i should be proportional to the

incremental participation of node i (i.e., of the ∆xi) in the entire cost increment ∆J i
0

(6.12). It is computed as the ratio of the changes of the sub-problem of node i with

respect to the overall change caused by the state xi as follows:

wi =
∥∇xif

0
i ∆xi∥

∥∆J̃ i
0∥

, (6.23)

where the term ∥∇xif
0
i ∆xi∥ presents the approximated change of the cost function of

sub-problem i, and ∆J̃ i
0 refers to the change of the overall cost function with respect to

the approximated state x̃ij .
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6.3.3 Resource allocation optimization problem

We consider a standard resource allocation optimization problem such as discussed

in [108, 109], where the cost function maximizes the node rate based on the measured

Signal to Noise Ratio SNR = eis of each node i over all available subcarriers s ∈ K,
and with respect to the constraints on the power pis assigned to each node i over the

subcarrier s. Moreover, we added a constraint on the sum of the power pis allocated

to node i over all subcarriers s ∈ K so that it does not exceed the maximum allowable

power Pi. Here, the power constraints are defined as follows:∑
s

pis ≤ Pi, i ∈ N (6.24)

where Pi is the maximum power assigned to node i over the subcarriers s ∈ K. With

respect to that, the subcarrier s is assigned to only one node i at each time slot. In order

to use the maximum capacity of the wireless channel, the aim of the cost function is to

maximize the achievable rate ri of node i over subcarrier s with respect to the measured

Signal to Noise Ratio = eis as follows:

ri = zis log (1 + piseis) , i ∈ N (6.25)

where ri is the rate of node i, zis is the set of subcarriers s assigned to node i, pis is

the power used to transmit the amount of the data rate ri, and eis is the SNR of node i

over subcarrier s. The following optimization problem for maximizing the data rate of

each node i with respect to the SNR measured over all subcarriers s ∈ K is formulated

as follows:

maximize
pis,zis

∑
i

wi

∑
s

zis log (1 + piseis) ,

subject to
∑
s

pis ≤ Pi, i ∈ N

pis ≥ 0, i ∈ N , s ∈ K
Xi ∩Xj = ∅, i ̸= j, i, j ∈ N

(6.26)

where wi is a weight associated with node i. A higher weight implies that the node will

be assigned more communication resources. pis is the power assigned to node i over

subcarrier s ∈ K, zis indicating the set of subcarriers s assigned to node i only; Xi and

Xj are the set of subcarriers assigned to nodes i and j, and eis is the SNR measured by

node i over subcarrier s.
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6.4 Simulation and discussion

In order to evaluate the proposed event-triggered OFDMA resource allocation proto-

col, an extensive simulation study was carried out in a distributed multi-vehicle dynamics

scenario. First, we point out that the simulation study considered the convergence of the

distributed optimization problem at the application layer and the communication behav-

ior of the interconnected nodes according to the optimal resource allocation algorithm

at the AP. The efficiency of the proposed algorithm was evaluated in terms of communi-

cation reduction, convergence to the optimal solution, and optimal resource allocation.

In the application layer, a set of V = 1, 2, 3 clusters was used, each consisting of n = 4

nodes, with each node internally solving a distributed vehicle dynamics optimization

problem. A lane change maneuver under braking conditions was used as a reference

trajectory for the vehicle dynamics optimization problem. The parameterization of the

maneuver scenario is defined with a maximum longitudinal deceleration of ax ≈ 3 m/s2

and maximum lateral acceleration of ay ≈ 8 m/s2 at a speed of v = 120 km/h under

dry road conditions with µmax = 1. The distributed dual subgradient method was used

with step size α = 0.1/
√
k and the triggering parameters of the event-triggered condition

were set to β0 = 0.004 and β1 = 0.00001.

The convergence rate of the distributed optimization problem was computed accord-

ing to the relative error = ∥x[k+1]−x∗∥
∥x∗∥ . The relative error traces the performance of the
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Figure 6.6: Performance of the algorithm over the complete maneuver: ηi for all
nodes (top) and absolute error (bottom) for the AP for capacities with (RB = 24)
and (RB = 48). Naturally, larger resource capacities yield smaller errors and improved

performance.
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proposed distributed algorithm by computing the convergence rate of ηi with respect

to the optimal adhesion potential η∗i computed by the centralized algorithm.For the

OFDMA wireless network, we used LTE standard AP parameters. The access point

operated on the frequency band B = {5, 10} MHz, which provides a set of resource

blocks RB = {24, 48}. The SNR was randomly distributed over the subcarriers with a

maximum value up to 130 dB.

Fig. 6.6 presents the computed ηi for i = 1, ..., 12 of the three clusters and the abso-

lute error computed with reference to the centralized optimal algorithm. We see that

the algorithm’s performance is highly improved, with an increasing number of resource

blocks (RB = 48) and a decrease in the absolute error value. We notice that with small

numbers of subcarriers (RB = 24), the resource allocation algorithm maintains the sys-

tem performance with a noticeable increase in the absolute error value, especially in the

extreme driving maneuver instance.

Fig. 6.7 presents the effect of the optimal node weights on the resource allocation.

Fig. 6.7-(a) shows an example of the computed weights of node 1, while Fig. 6.7-(b)

shows the corresponding number of resource blocks assigned to node 1 according to the

changes in its weight. Fig. 6.7-(c) presents the sum of the optimal rates assigned to the

node over the assigned subcarriers, while Fig. 6.7-(d) depicts the total optimal power

assigned to the node over the assigned subcarriers. Here, we comment that the changes

in the weight of node 1 highly affected its communication activities with respect to the

assigned subcarriers, rate, and power.
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Figure 6.7: Weights, assigned rate, and power of Node 1 related to the number of
subcarriers for an AP with a capacity of 24 resource blocks.



Chapter 6.Sensitivity OFDMA 101

Fig. 6.8 presents the nodes’ communication requests RTS and the communication ac-
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Figure 6.8: RTS and communication activities for all nodes; AP with 24 and 48
resource blocks.

tivities in the case of the AP operating on (RB = 24) and (RB = 48) capacity. Fig. 6.9

shows the communication request analysis of the three clusters over an extreme maneu-

ver instance and the AP operating on (RB = 24) and (RB = 48) capacity. We observe

that in the extreme maneuver, the resource demands are increased, and the scheduler

assigns the available resources to those nodes that have a higher weight. Fig. 6.9-(a)

presents the total number of RTS of all nodes, and Figs. 6.9-(b), 6.9-(c), and 6.9-(d)

show the transmission activities of the clusters 1,2, and 3.

Finally, Fig. 6.10 presents the relative error measure of the convergence rate of ηi

for each node within the three clusters. The communication is conducted with the AP

operating on (RB = 24) and (RB = 48). Observe that the convergence rate is improved

when more resource blocks are used, while the performance of the system is maintained

even with fewer communication resources by optimally assigning the communication

resources to the nodes.
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Figure 6.9: RTS and communication intensity for the whole network involving three
clusters and individual correspondents for an AP with a capacity of (RB = 24) and

(RB = 48). Less capacity naturally leads to lower communication intensity.
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Figure 6.10: Convergence rate of ηi for the three clusters with the AP operating on
24 resource blocks (top) and 48 resource blocks (bottom). Obviously, larger resource

block capacity produces solutions with smaller errors.

6.5 Chapter conclusion

In this chapter, we presented an event-triggered adaptive OFDMA resource alloca-

tion protocol with application to multi-vehicles. In particular, the sensitivity of the



Chapter 6.Sensitivity OFDMA 103

distributed optimization problem was mapped to the weighting factor of the node in the

resource allocation optimization problem. While this idea has been borrowed from ear-

lier work in the literature, our main contribution consists of its application to the design

of adaptive OFDMA protocols. The event-triggered scheme couples the communication

and application layers of the proposed OFDMA protocol. We have demonstrated the

utilization of the protocol in a multi-vehicle case study, but in principle, it can be readily

extended to other network control systems as well. The simulation results demonstrate

that the proposed protocol for communication reduction combined with the optimal

resource allocation of the available subcarriers maintains the system performance even

during critical driving maneuvers, which are typically associated with high resource

demands.
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1

Algorithm 7: Adaptive OFDMA protocol with sensitivity based event-triggered
resource allocation

2

initialization;
3 set N = {1, ..., n}; Ni = {1, ..., Ni};
4 while subgradient do
5 For all nodes;

1. Update xi, ν
i
q, and λ

i
p ;

2. Compute sensitivity Sj
i :

Sj
i =M−1

i N j
i ;

3. Transmit sensitivity Sj
i , ∀j ∈ Ni :

4. Compute state approximation x̃ij [k + 1]:

x̃ij [k + 1] = x̂ij [k] + Ŝj
i (x̃i[k + 1]− x̂ji [k]);

5. Compute cost function difference ∆J̃ i
0 :

∆J̃ i
0
∼= ∇xif

0
i (xi, x̂

i
j)∆xi +

∑
j∈Ni

∇xjf
0
j (x̃

i
j , x̂

j
i )∆x̃

i
j ;

6. Assign node weight wi =
∥∇xif

0
i ∆xi∥

∥∆J̃i
0∥

;

7. Event-triggered condition:

if
∥∥∥∆J̃ i

0

∥∥∥ ≥ β0 ∥∥∥hq(xi, x̃ij)∥∥∥+ β1 then

RTSi ← True;

Access Point:;

1. Collect wi, eis, RTSi, ∀i ∈ N , ∀s ∈ K;

2. Solve resource allocation problem:

maximize
pis,zis

∑
iwi

∑
s zis log

(
1 + piseis

zis

)
;

3. Update the resource allocation table (RB);

4. Broadcast the RB table, ∀ i ∈ N ;

5. Broadcast xi, ∀ j ∈ Ni;

6 end

.

,

,

.

,
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Conclusion
In this work, we tackled different research topics in the context of wireless networked

control systems as well as the optimal allocation of communication resources with regard

to the convergence of the distributed optimization problem. The main topic focused on

solving a distributed vehicle dynamics control problem over a wireless communication

channel and studying the effect of closing the control loop through a wireless link. We

investigated the effect of using different medium access control protocols on the perfor-

mance of the proposed solution algorithms.

First, we formulated a distributed vehicle dynamics optimal control problem, where we

defined a convex optimization problem in the context of a fully decomposed feed-forward

control scheme including independent single actuation units for the manipulation of the

vehicle dynamics. Basically, each such unit consists of a local optimization task for the

optimal control problem that penalizes the maximal utilization of the tire’s adhesion for

a given driving maneuver. The problem formulation provided equal distribution of the

adhesion utilization to the vehicle tires. The proposed convex optimization problem was

decomposed into a distributed form and solved within cooperating nodes that conduct

data exchange over a uni-directional and bi-directional communication protocol. We

proposed a distributed solution algorithm consisting of a projected subgradient consen-

sus method that was implemented in a distributed manner by exchanging the primal

variables between the connected nodes. Thus, the algorithm is suitable for power-train

systems of electric cars equipped with single-actuating wheel-hub drives. For a pre-

scribed maneuver, the optimization policy provides equal adhesion utilization among

the vehicle tires. This prevents the saturation of the tires and yields an increased safety

reserve in most driving situations.

In the second phase, we introduced a wireless communication protocol within the

system structure, where a set of distributed wireless nodes was equipped with the pro-

jected subgradient consensus solver and communicate over a wireless channel. We mainly

105
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introduced the concept of using wireless technology for guidance and control of a redun-

dantly actuated electric car supported by an on-board wireless network of sensors, actu-

ators, and control units. The concept was validated by an extensive analysis of TDMA

schemes in connection with a vehicle dynamics guidance and stabilization problem. Fur-

thermore, we investigated the effect of the TDMA medium access control protocol on

the convergence of the distributed optimization problem. We found that the imple-

mentation of the consensus algorithm requires extensive consumption of communication

resources and, based on the implementation of the TDMA protocol with sequential time

slot assignment, induces a commutative time delay, so serving all nodes will consume

much more communication resources. Therefore, an event-triggered scheme was imple-

mented within the solution algorithm in order to reduce the communication activity.

This event-triggered scheme allows only nodes whose internal state error exceeds a pre-

defined state error threshold. More specifically, the implementation of the distributed

event-triggered algorithm implies that each node broadcasts its state variable only if its

internal state error exceeds the predefined threshold. The introduced event-triggered

layer was implemented in order to reduce communication between nodes, maintain the

system performance, and guarantee convergence of the algorithm to some near-optimal

solution. The simulation results showed that a communication reduction of up to 40%

was achieved. We believe that this venture represents an important step towards apply-

ing the proposed solution algorithm in real time. The proposed event-triggered scheme

provides communication control with respect to the internal state error of the node and

mainly maintained the convergence of the distributed optimization problem with slight

errors, which were regulated by the triggering parameters.

In the third phase, we extended the event-based communication approach with respect

to optimal resource allocation, where event-based mechanisms were invoked to introduce

purposeful reduction of the communication resource consumption in accordance with the

dynamic evolution of the system states. The focus of the event-based wireless commu-

nication was on the context of distributed wireless systems where the set of nodes are

connected over a wireless network based on OFDMA medium access control. In fact,

we here extended thes ideas in two directions. The first direction refers to the usage

of OFDMA wireless communication, where we addressed an adaptive OFDMA resource

allocation protocol based on the event-triggered approach combined with a sensitivity

analysis of the underlying optimization problem. The second extension is related to the

out-board application of a control scenario for multi-vehicle clusters.

We considered a multi-vehicle distributed system with a set of vehicles presented as

clusters of wireless nodes communicating over an OFDMA-based wireless network. The

network structure includes an AP that manages data transmission and assignment of

the communication resources to the nodes within the vehicle clusters. We proposed an
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adaptive OFDMA resource allocation algorithm by utilizing an optimal resource allo-

cation problem with a cost function that maximizes the data rate of each node over

the available subcarriers. Our contribution consisted in updating the cost function with

the node weight computed according to a sensitivity analysis of the effect of a node’s

neighbors’ state on its own state.

The optimal allocation of the communication resources algorithm combined with the

sensitivity-based event-triggered scheme provides a noticeable reduction of the number

of information exchange requests within the network, and links the communication layer

and the application layer by optimally assigning the communication resources to nodes

with respect to the evolution of their state affected by their neighbors. It also main-

tains the convergence of the overall distributed optimization problem with an acceptable

margin of error. Basically, the algorithm assigns subcarriers with a lower SNR and a

high data rate to nodes that have a higher effect on their neighbors’ state. It was tested

by performing an extensive simulation study on a multi-vehicle scenario with three ve-

hicle clusters. The simulation results showed optimal allocation of the communication

resources and an improvement of the convergence rate of the distributed optimization

problem with respect to the number of communication resources available within the

AP coverage area.

Finally, we conclude that the MAC protocols used in the wireless communication

network has a high effect on the convergence of the distributed optimization problem,

and that the proposed sensitivity-based event-triggered scheme is an efficient method

for reducing the data exchange and provides optimal allocation of the communication

resources. Moreover, mapping the application layer of the distributed sub-problems to

the resource allocation scheme at the communication layer improved the system perfor-

mance. The simulation study showed that the distributed vehicle dynamics optimization

problem, which was used as a benchmark, proved to be a good example for different

driving scenarios, and the proposed solution algorithms were efficiently suited for the

considered communication protocols.
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