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Zusammenfassung

Die Optimierung unter Unsicherheit ist ein Bereich der Mathematik, der stark von Pro-
blemen der realen Welt inspiriert ist. Fiir den Umgang mit Unsicherheiten, z.B. bei Pa-
ckungsproblemen, Bestandsmanagement oder der Koordination von Lieferketten, sind
verschiedene Konzepte zur Modellierung von Unsicherheiten entstanden. Um solche Pro-
bleme mit numerischen Methoden zu l6sen, miissen wir uns in der Regel zwischen Un-
sicherheitskonzepten mit und ohne Verteilungsinformationen entscheiden. Wéhrend Un-
sicherheitskonzepte ohne Verteilungsinformationen sich mehr auf einzelne Szenarien wie
etwa ein worst-case Szenario konzentrieren, erlauben Unsicherheitskonzepte mit Vertei-
lungsinformationen beispielsweise einer Menge an unsicheren Parametern, ihre Wahr-
scheinlichkeiten zuzuweisen.

Modelle, die komplexe Unsicherheiten darstellen, erlauben dem Modellierenden das reale
Problem exakter abzubilden, erschweren aber zugleich die mathematische Handhabung.
In dieser Arbeit konzentrieren wir uns auf die numerische Behandlung von probabilistisch-
robusten (probusten) Optimierungsproblemen. Obwohl einige spezielle Instanzen dieser
Probleme durch Reduktion auf bereits bekannte Optimierungsprobleme gelost wurden,
haben wir keine Losungsverfahren gefunden, die direkt auf probuste Optimierungspro-
bleme anwendbar sind. Die vorliegende Arbeit soll diese Liicke fiillen.

Wir beginnen mit einer Verallgemeinerung des bisher bekannten Konzepts der probusten
Optimierungsprobleme, um uns die Freiheit in der Modellierung zu geben, die wir fiir
unsere Anwendungen brauchen werden. Falls geeignete Transformationen gegeben sind,
konnen wir zeigen, dass diese verallgemeinerten probusten Optimierungsprobleme auf die
gleiche Weise behandelt werden kénnen wie die bereits bekannte Standard-Problemklasse.
Danach konzentrieren wir uns darauf, die Standard-Problemklasse mit Methoden zu l6sen,
die von Konzepten aus der semi-infiniten Optimierung inspiriert sind.

Zum einen bestimmen wir untere Schranken fiir den Optimalwert mit Hilfe einer Folge von
wahrscheinlichkeitsbedingten Optimierungsproblemen. Wir konstruieren diese Probleme
iiber Diskretisierungsschemata, die eine spezielle Bedingung erfiillen, was zur Konvergenz
der dazugehorigen Schranken gegen den Optimalwert des probusten Optimierungspro-
blems fithrt. Wir zeigen u.a., dass eine feiner werdende, gleichméfige Diskretisierung und
eine angepasste Variante der Diskretisierung von Blankenship und Falk diese Bedingung
erfiillen.

Zum anderen berechnen wir obere Schranken fiir den Optimalwert, indem wir einer Folge
von Mengenapproximationsproblemen l6sen. Hier ersetzen wir die Menge der zu einer
Entscheidung gehoérenden zuléssigen Realisierungen durch eine spezielle Menge aus einer
parametrisierten Mengenfamilie. Wir geben eine hinreichende Bedingung an, die garan-
tiert, dass diese Folge von oberen Schranken gegen eine Losung des standard probusten
Optimierungsproblems konvergiert. Zusétzlich geben wir an, wie die parametrisierte Men-
genfamilie unter Beriicksichtigung bestimmter Strukturen in der Definition des standard
probusten Optimierungsproblems gewé&hlt werden kann.

Schliellich fithren wir die Verfahren zur Berechnung der oberen und unteren Schranken
zu Sandwiching-Algorithmen zusammen.
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Um die verschiedenen Losungsverfahren genauer zu verstehen, betrachten wir geometri-
sche Packungsprobleme, die analytisch gelost und deren Losung visuell interpretiert wer-
den koénnen. Wir definieren Diskretisierungsschemata, die die Struktur der Mengen der
zuléssigen Realisierungen dieser Probleme nutzen. Dabei verstehen wir, dass modifizierte
Diskretisierungsverfahren und eine schnelle Wahrscheinlichkeitsauswertung entscheidend
dafiir sind, probuste Optimierungsprobleme effizient zu l6sen.

Mit diesem Verstédndnis losen wir eine probuste Formulierung eines speziellen Bestands-
managementproblems - ein Wasserreservoirproblem. Da fiir diese Probleme weder die
Struktur der Menge der zuldssigen Realisierungen, noch eine effiziente Diskretisierungs-
methode bekannt ist, miissen wir diese Informationen aus der Probleminstanz gewinnen.
Deswegen definieren wir eine Diskretisierungsmethode, die die Menge der Unsicherheiten
nach ,,wichtigen“ Diskretisierungspunkten absucht. Mit dieser Methode sind wir in der
Lage, das probuste Wasserreservoirproblem in (annidhrend) zu lésen und diese Losung
mit den Lésungen anderer Unsicherheitsmodelle zu vergleichen.

Letztlich behandeln wir eine Anwendung, bei der wir qualitativ hochwertige Produkte
garantieren mochten, obwohl sowohl die Qualitéit der gelieferten Waren, als auch der
Produktionsprozess unsicher sind.
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Abstract

Optimization under uncertainty is one field of mathematics that is strongly inspired by
real world problems. To handle uncertainties, e.g., in packing problems, inventory man-
agement or supply chains coordination several concepts of how to model uncertainty have
arisen. To solve such problems by numeric methods, we typically have to decide between
uncertainty concepts with or without distributional information. While uncertainty con-
cepts without distribution information focus more on single scenarios such as a worst-case
scenario, uncertainty concepts with distribution information allow, for example, to assign
a probability to a set of uncertain parameters.

As models of complex uncertainty allow the modeler to describe the problem in more
details, the mathematical handling of these models gets harder.

In this thesis, we concentrate on the numerical treatment of probabilistic-robust (pro-
bust) optimization problems. Although some special instances of these problems have
been dealt with by reducing them to already known optimization problems, we are not
aware of any results in the literature concerning solving techniques applicable to the class
of probust optimization problems themselves. This thesis aims at filling this gap.

We start by generalizing the concept of probust optimization problems known so far to
be able to model our applications. Given appropriate transformations, we can show that
generalized probust optimization problems can be handled the same way as the already
known standard problem class.

Then we focus on solving these standard probust optimization problems using methods
that are inspired by concepts from semi-infinite optimization.

On the one hand, we calculate lower bounds of the optimal value by a sequence of
joint chance constrained optimization problems. We coonstruct these problems by dis-
cretization schemes satisfying a special condition which leads to the convergence of the
corresponding lower bounds to the solution of the standard probust optimization prob-
lem. Furthermore, we show that, e.g., a uniform discretization approach and an adapted
variant of the Blankenship and Falk discretization fulfill this condition.

On the other hand, we create upper bounds of the optimal value using a sequence of
set-approximation problems. Here we substitute the set of feasible realizations that is
connected to a fixed decision by a special set out of a given family of parametrized sets.
We provide sufficient conditions to guarantee that the sequence of upper bounds converges
towards the optimal value of the standard probust optimization problem. Additionally,
we comment on how to select the family of parametrized sets based on structures within
these optimization problems.

In the end, we combine the introduced upper and lower bounds to define sandwiching
algorithms.

To understand the different solving methods in more detail, we consider geometric pack-
ing problems which can be solved analytically and can be interpreted visually. We define
discretization schemes that use the structure of sets of feasible realizations to solve these
problems. Hereby, we understand that modified discretization methods and a fast prob-
ability evaluation are critical to solve probust optimization problems efficiently.



With this understanding, we solve a probust formulation of a specific inventory manage-
ment problem - a water reservoir problem. As we do not recognize a special structure in
the set of feasible realizations of these problems, nor an efficient discretization method,
we have to derive these pieces of information from the problem instance. Therefore, we
define a discretization method that scans the uncertainty set for “important” discretiza-
tion points. With this method we are able to solve the probust water reservoir problem
(approximately) and compare its solution with the solutions of other uncertainty models.
Ultimately, we consider an application where we want to guarantee high quality products
despite the quality of delivered goods and the production process itself is uncertain.
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Introduction

When real world problems are to be solved with the help of mathematical approaches, the
actual work process does not begin with computing a solution of a given mathematical
problem, but already one step before in the modeling. Considering a specific model, two
questions quickly arise:

e Is the model realistic enough?
e Is the model (efficiently) solvable?

The first question aims for a model which is as detailed as possible. In contrast, the
second question requires a manageable and thus, in a certain sense, simple model. Often
these requirements are conflicting and force the modeler to make a trade-off.

One way to make this trade-off accessible is working with model parameters. Usually
there are parameters that have to be set to specify the model but their value is not
known to the modeler. If we use fixed values in the model, the corresponding model
might lead to unrealistic results. If we allow the parameters to be fixed later, we have to
handle so called parametrized models.

Such a parametrized model of a non-linear optimization problem can be denoted as

NLP, : min f(x,u) s.t. g(z,u) <0.
zeX

The objective function and the constraint depend on the parameter u. Thus, a decision x
that leads to a low objective value for a specific parameter might lead to a high objective
value or violate the constraint for another parameter assignment.
If we have to decide before we know how the parameter u € U is realized, u is called
uncertain parameter. Our aim is to fix some decision z* € X independent from the
uncertain parameter, but in a way that it handles the possible parameter assignments
“robustly”. This means that the decision fulfills the constraint while ensuring a low ob-
jective value for a lot of parameter values.
Many different concepts on how to deal with uncertain parameters have been introduced
in the literature.
The approaches differ on the level of information that is available for the uncertain pa-
rameters. One typically distinguishes between uncertain parameters without and with
distributional information. While the first type of parameters just gives us the set of
possible parameter values, the second type does also tell us how probable it is that a
certain parameter attains a specific value.
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Consequently, considering the first type of parameters we have to define robustness con-
cepts based on the possible values of the uncertain parameter.
Some popular uncertainty approaches are:

e The worst-case approach, where we consider the parameter assignment which makes
it as hard as possible for the current decision to fulfill the constraint or which has an
objective value that is as high as possible. This concept was introduced by Soyster
in [76] and is handled extensively in works of Ben-Tal et al. (see [11, 12]).

e The minimum-regret approach, where we minimize the maximal possible difference
between the objective value and the objective value that we could have reached,
if we would have known the uncertain parameter beforechand. This approach was
introduced by Savage in [69] and is analyzed in optimization problems, e.g., by
Inuiguchi et al. in [48].

e The adjustable-robust approach, where we can separate the decision into two parts.
The first part has to be fixed before the uncertainty is known and is called here-and-
now decision. The second part can be referred to as wait-and-see decision and can
be fixed after the uncertain parameter is revealed. This approach was introduced
by Ben-Tal et al. in [13]. Current results are presented in the survey of Yanikoglu
et al. in [88].

More such concepts can be found, for example in [34].

Using the second type of uncertain parameters with distributional information, we can
weight single outcomes of the uncertain parameter by the additional information. Some
popular approaches are:

e Chance constrained optimization, where we fulfill conditions influenced by a random
parameter within a given percentage of cases. This approach was introduced by
Charnes et al. in [23] and the most important results can be found in works of
Prékopa [61] (Chapter 8,10, 11) and of Shapiro et al. [75] (Chapter 1,4).

e Risk concepts, where we consider the deviation of the uncertain parameters from
the expected realization and weight them based on the given distributional infor-
mation. One of the earliest papers about risk measures is Rothschild et al. [67],
more properties of risk measures can be found in Shapiro et al. [75] (Chapter 6).

e Stochastic optimization with recourse which can be interpreted as the stochastic
version of an adaptive-robust approach, where the distributional information is
used to evaluate the objective function. This approach was introduced by Dantzig
[24] and Beale [9]. Main results for this approach can be found in Prékopa [61]
(Chapter 9,12 and 13) and in Shapiro et al. [75] (Chapter 1,2 and 3).

In this thesis, we consider an uncertainty approach in which we have distributional in-
formation on part of the uncertain parameter, but not about all of it.



This implies that we can divide the uncertain parameter into the two parts
u=(§,t) and
U==xT.

We assume that we have distributional information on £ € =, the so called realizations,
while we do not have such information for ¢ € T, the so called scenarios.

If in each constraint and the objective function, either realizations £ or scenarios ¢t do
occur, we can use the already introduced approaches for uncertain parameters with or
without distributional information individually. However, if both types of uncertain pa-
rameters appear in an expression at the same time, then this is no longer possible. Fur-
thermore, it may happen that this combination of uncertain parameters implies new
problem structures. In this thesis, we handle the scenarios ¢t € T by a worst-case ap-
proach and the realizations £ € = by a chance constrained approach which leads to two
possible models. To be able to distinguish these models, it is useful to introduce the set
of feasible realizations

Qz,t) ={£ € E] g(,¢,1) <0}
This set represents all realizations that fulfill the uncertain constraint for a decision x € X
and a scenario t € T
We can then either focus on the worst-case probability over these single sets resulting in
the robust-probabilitstic (robubilistic) model

RP: mi}r{l f(z) s.t. P(g(x,&,t) <0)>pVteT,
re

or we consider the probability of the intersection of all these sets representable by the
probabilistic-robust (probust) model

SPP : Inl)I(l f(z) s.t. P(g(x,&,t) <0OVEeT) > p.
Te

Because the intersection of all sets is in general smaller than each single set, the probust
model is more restrictive than the robubilistic one.

Although both problems RP and SPP might resemble distributionally robust optimiza-
tion problems that deal with parameter-depending probability distributions (see e.g., [62,
70]), they are not such. In contrast, probust and robubilistic models handle parameter-
dependent events which are evaluated by a constant probability measure.

As probust optimization problems are our main point of mathematical interest, we briefly
comment on how they are used in literature until now.

So far probust optimization problems are considered in papers by Grandén et al. [37] and
Adelhiitte et al. [5] to model problems connected to gas networks. The solving procedures
in these papers are based on reducing the probust optimization problem to a chance con-
strained optimization problem. This is achieved by finding an analytical expression of the
worst-case scenario for all possible decisions and realizations of the uncertain parameter
with distributional information.

Adelhiitte et al. have mentioned in [5] while analyzing gas networks with circles that
such a representation can be hard to find and is not given in general.

To the best of our knowledge there are no algorithms available to solve probust opti-
mization problems if no analytic description of the worst-case scenarios is known. In this
thesis, we aim for introducing such algorithms.
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Scope of this work

The problem description of probust optimization problems requires that a constraint is
fulfilled for all scenarios t € T'. This reminds us of semi-infinite optimization problems

SIP : Hli)I(l f(z)st. gz, t) <0VteT
re

which also deal with this structure.

There are several methods to solve semi-infinite optimization problems (see [63, 80] or
Chapter 5 of [78]). Since numerical solution approaches often work on some discretized
basis, it seems convenient to investigate discretization schemes from semi-infinite opti-
mization and adapt them to the probust context. One difficulty in this adaption is that,
in general, we cannot find one single scenario that represents the worst-case for a fixed
decision as in the semi-infinite case.

In the probust context, we have to handle a semi-infinite constraint for each realization
which leads to a family of scenarios (t(7,£))¢cz that represent the worst-case given a
decision T € X and the realization £ € = via

I?gajz(g(f7 57 t) = 9(57 67 t(fv 5))

As we are mainly interested in continuous distributions later on, this requires to calculate
an infinite number of worst-case scenarios for a fixed decision T.

Although we cannot neglect realizations in general, we can ask if we need the whole
uncertainty set of scenarios or just a (finite) subset S C 7.

This question leads to the definition of the candidate-condition

Ve>0,t €T :P(g(T,&,s5) <0VseS)—P(g(T,&s) <0Vse SU{t}) <e

which checks whether the addition of a scenario to the considered subset affects the overall
probability or not. If not, the given subset is a suitable substitute for the whole set of
scenarios. Working with a sequence of discretizations (T} )xen that induces a sequence of
joint chance constrained subproblems

SPPx, : min f(z) st. P(g(,€,1) 0Vt € Ty) 2 p,

we can check if the corresponding solutions converge towards a solution of the original
probust optimization problem.

In this work, we show that some discretization schemes from semi-infinite optimization
also converge in the probust setting, e.g., uniform discretization schemes or modified ver-
sions of the adaptive discretization approach from Blankenship and Falk introduced in
[17].

Because the constraints indexed by ¢t € T'\T} are not considered in these subproblems,
the iterates are in general infeasible w.r.t. the original probust optimization problem.
As we do not know to which degree our current iterate is infeasible, we have to formulate
an appropriate stopping criterion for iterative discretization schemes.

To be able to find such a stopping criterion, we reconsider the probust optimization prob-
lem to develop a second solution approach to generate feasible iterates.



So far, we interpreted probust optimization problems as semi-infinite optimization prob-
lems depending on some random value £ € =. This interpretation focuses on the scenarios,
while the realization just appears as an index.

Readjusting our perspective, we focus on the parameter combination u = (&, ). Because
the probust constraint can also be noted as a set-wise condition, we are interested in how
to select an appropriate subset of U that fulfills this condition. While the worst-case
approach causes to respect all scenarios, we are allowed to ignore some realizations in the
set of realizations.

As the search space of subsets is quite big, we reduce this search space to a set A C R?
by parametrizing “interesting” subsets D C Z by design variables § € A to formulate the
inner set-approximation problem for probust optimization problems

: i .t. >
ISAp L uin f(z) st. P(D(x,6)) > p,

9(x,&,t) <0V € D(x,0),t €T.

This problem can be interpreted as a (generalized) semi-infinite optimization problem
with an additional probability evaluation constraint.

As we reduced the search space from the (measurable) subsets of Z to the set A, a solution
of the inner set-approximation problem is feasible w.r.t. the original probust optimization
problem.

First, we comment on how to define “interesting” subsets depending on the structure
of the constraint g. Then, we give a sufficient condition such that an iterative set-
approximation scheme converges to the optimal solution of the corresponding probust
optimization problem.

With these set-approximation schemes, we can calculate feasible iterates and upper
bounds for the optimal objective value of a probust optimization problem. Together
with the lower bounds defined by a discretization scheme, we define a sandwiching pro-
cedure with a well-defined stopping criterion.

We can even use the information calculated from discretization schemes to define special-
ized set-approximations such as

teTy,

where (zy,T)) denotes the output of the k-th iteration of the discretization method.
Although we do not give a convergence guarantee for this special definition of D, it
performs well in most of our applications. This is because the corresponding inner set-
approximation is a standard semi-infinite optimization problem which can be solved effi-
ciently, e.g., by the adaptive discretization approach by Blankenship and Falk.

To test and compare the introduced numerical schemes for solving probust optimization
problems, we consider probust optimization problems that we can also solve analytically.
Motivated by design-centering problems (see ,e.g., [39]) and their interpretation as semi-
infinite optimization problems, we slightly modify the problem definition to generate
probust optimization problems by assuming that the designs or container are influenced
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by a random disturbance. As these problems can be solved analytically and can be
represented geometrically, we can compare and visualize the numerical results of our
probust solution schemes.

With this experience we solve probust optimization problems which are strongly inspired
by applications of water reservoir management and chemical process engineering.

Structure of this thesis

This thesis is structured as follows. It consist of two parts, where the first part consisting
of Chapter 1 to 4 concentrates on introducing algorithms to solve probust optimization
problems. The second part including Chapter 5 to 7 highlights the numerical behavior
of the introduced solution schemes and show how we can make the theoretical results
usable for realistic applications.

In Chapter 1, we introduce a generalized version of probust optimization problems as
they are known in literature. We present basic problem classes like chance constrained
optimization problems and semi-infinite optimization problems in Section 1.1. After sur-
veying how we can generalize these concepts using decision-dependent uncertainties in
Section 1.2, we introduce generalized probust optimization problems in Section 1.3.

Chapter 2, then, introduces the first numerical solution method for probust optimiza-
tion problems in form of probust subset schemes. To understand which discretization
points are important, we focus on simpler problems in Section 2.1. After that, we define
the probust discretization algorithm in Section 2.2 and give sufficient conditions for its
convergence. We, then, apply the convergence theorem for some example discretization
schemes that are inspired by schemes from semi-infinite optimization in Section 2.3.

The main idea of Chapter 3 is to generate feasible iterates by utilizing set-approximation
schemes. We start with approximating the probability of some (measurable) set by shrink-
ing down the search space from the corresponding o-algebra to a family of reference sets
in Section 3.1.

We use these insights to approximate solutions of chance constrained optimization prob-
lems by solutions of inner set-approximation problems in Section 3.2. After defining an
iterative inner set-approximation approach in Section 3.3, we discuss an example of how
to use it with a probust optimization problem in Section 3.4.

To combine the introduced solution schemes in Chapter 4, we discuss how we can use in-
formation from probust subset schemes in set-approximation schemes and vice versa. We
consider some examples that illustrate how probust subset schemes and set-approximation



schemes have some kind of antagonistic convergence assumptions. Therefore, we cannot
expect convergence of the resulting sandwiching schemes in general. Nevertheless, we
find an interesting sandwiching scheme that we use to create bounds for the objective
values in the application part.

To be able to discuss the performance of different probust solution schemes, we intro-
duce a class of analytically and visually controllable problems in Chapter 5. Since
these problems are described by several inequality constraints, we introduce solution ap-
proaches which are able to handle these constraints separately.

Motivated by the results of Chapter 5, we define a specialized probust solution scheme
to solve water reservoir problems in Chapter 6. It combines an adaptive discretization
approach with an uniform discretization. We then compare the results of the probust
model with solutions of a robubilistic and an expected value model.

In Chapter 7 we consider a flash distillation problem from chemical process engineer-
ing. The corresponding model states equality constraints which have to be handled in the
probust setting. We develop a solution approach based on the implicit function theorem
and numerical tests to solve this problem instance. Afterwards we discuss the results of
the probust formulation for different parameters of the underlying uncertainty sets.

We end this thesis with a summary and a suggestion of future work.
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1 Probust optimization

In this chapter, we introduce the basics of probust optimization. Our goal is to introduce
basic concepts for the analyses following up in the first part of this thesis and to create
a modelling framework that allows us to handle the applications in Part II.

We start with standard probust optimization problems in Section 1.1, where we refer
to closely related problem classes as well as to corresponding analytical statements and
numerical tools. These problem classes will reappear later in Chapter 2 and Chapter 3,
where we consider iterative solution approaches to handle probust optimization problems.
After defining the standard probust optimization problem and surveying theoretical re-
sults that are known in literature so far, we give an example of how to solve such a
standard probust optimization problem analytically. We also visualize single steps of the
solving procedure that will be referred to later in Part II of this thesis.

As the applications in Part II cannot be modelled by standard probust optimization
problems directly, we recall decision-dependent uncertainty concepts in Section 1.2 and
use them to introduce generalized probust optimization problems in Section 1.3. These
extended problem class gives us the freedom to model all applications considered in the
second part of this thesis.

Although the modelling perspective needs an extended concept of probust optimization
to formalize the problems in Chapter 5, the problem structure of these problems stays the
same if we can find appropriate transformations of the uncertainty set. This reduction of
generalized probust optimization problems to standard probust optimization problems is
the main result of this chapter regarding the analytical perspective.

1.1 Standard probust optimization problems

To achieve a better understanding of the solution existence results which are presented
in literature for standard probust optimization problems and to prepare the theoretical
background for analyses in Chapter 2 and Chapter 3, we introduce concepts from semi-
infinite and chance constrained optimization. These problem classes are connected quite
naturally with the probust setting by fixing either a realization £ € = to get semi-infinite
optimization problem or by fixing a scenario ¢t € T' to get a chance constrained optimiza-
tion problem.

One of the first steps to handle an optimization problem is to talk about a well-defined
solution of the problem. Therefore, we start with such results from semi-infinite opti-
mization.

11



1 Probust optimization
Semi-infinite optimization

(Standard) semi-infinite optimization problems have the form

SIP : Hli)I(l f(z) s.t. g(z,t) <0OVteT,
xe

where X C R” is some set, T' C R?, ¢ € N is the set of scenarios of infinite cardinality
and f: X - R, g: X xT — R are functions. Because the decision variable is finite
dimensional while we handle infinite many constraints this leads to the name semi-infinite.
If we compare SIP to the worst-case approach introduced by Ben-Tal in [12], we use
basic analysis to see that semi-infinite optimization problems can be rewritten as robust
optimization problems with an infinite number of scenarios t € T'.

The existence of a solution of a SIP can be shown by

Lemma 1.1.1 (Continuous constraint in SIP, Lem. 16.29 in [6]))
Let X, T # () be two topological spaces, g : X xT — R be a lower semi-continuous function
w.r.t (z,t) € X xT. Then ¢ : X — R,z — sup;cr g(x,t) is lower semi-continuous.

We can use this lemma with a compact set X and a lower semi-continuous function
f : X — R to guarantee that the induced SIP has a well-defined solution f* € R and a
well-defined minimizer z* € X if the corresponding feasible set is not empty.

We can also talk about convexity and therefore about an unique solution of a SIP using
the following theorem from Still:

Theorem 1.1.2 (Convex feasible set of SIP, Thm. 4a in [82])
Given a SIP with convex objective function f: X — R and convex g(-,t) : X — R for all
t € R. Then the feasible set of SIP is conver.

If we additionally know that f is strictly convex and the assumptions from the last
theorem are satisfied, then we know that SIP has an unique minimizer.
Next to this analytical properties of SIPs, we are also interested in how we can solve SIPs
numerically. In this context the following subproblem - called lower-level problem - is
frequently used and defined by fixing some decision T € R"
z) : z,t). 1.1

Q) - maxg(T,?) (1.1)
Numerical solution approaches for SIPs can be categorized according to the surveys from
Reemtsen et al. [63] and Stein [80] as follows:

1. Discretization methods that reduce the set T to a finite subset. Useful discretization
strategies can be found, e.g., in papers by Blankenship and Falk [17], Reemtsen [64]
and Seidel [73].

2. Reformulation of the lower-level problem using Karush-Kuhn-Tacker-conditions. As

these reformulations imply so called complementarity constraints, they are numer-
ically challenging and therefore often smoothed, see e.g., Stein’s book [78].

12



1.1 Standard probust optimization problems

3. Local reduction methods utilizing stronger assumptions to be able to reduce the
semi-infinite optimization problem locally to a (finite) nonlinear optimization prob-
lem. The corresponding theory can be found, e.g., in Klatte’s paper [50].

As probust optimization is a quite young research field, we will work in this thesis with
discretization methods. Not only do they allow us to handle problems with just a few
assumptions which is analytically attractive, but they also define a mapping from the
set T" with infinite cardinality to a discrete subset S C T which we need for numerical
evaluations.

Furthermore, if we have additional structure given as in Seidel’s paper [73], there exist
promising discretization schemes with fast convergence rates.

One popular discretization scheme to solve semi-infinite optimization problems that will
inspire us in Section 2.3 is the adaptive approach from Blankenship and Falk that is
introduced in [17]. It can be formulated as:

Algorithm 1 Adaptive discretization algorithm from Blankenship and Falk [17]

1: Inputs:
Semi-infinite problem instance SIP, starting decision g € X, starting
discretization Ty C T
2: Initialize:
k:=0
do
Tpy1 < argmingey f(z) s.t. g(x,t) <0Vt € Ty
ty < argmaxser g(ZTp1,1)
Tpy1 < T U {t:}
k+—k+1
while g(z,t}) > 0
Results:
Sequence (7, Tk)ken

This algorithm guarantees that all accumulation points of (zj)ken are minimizers of
the original SIP if f, g are continuous and X,T are compact (see Theorem 2.1 in [17]).
Considering Lemma 1.1.1 these are mild assumptions.

13



1 Probust optimization

(Joint) chance constrained optimization

Chance constrained optimization problems have the form

CC: ?él;? f(x) s.t. P(g(x, &) <0) > p,

where X C R™ is some set, (E,.4,P) is a measurable space, p € [0, 1] is a probability
threshold, f : X — R is a continuous function and g : X x = — R is measurable w.r.t.
& € = for each fixed x € X as well as continuous w.r.t. z € X for P almost surely all £ € =.
Such a function g is also called Caratheodory function (see e.g., [51]). In comparison to
the semi-infinite optimization problem, we do not have to consider all elements £ € =,
but we can limit ourselves to a set that covers the probability a given percentage p of the
whole set. If the function g is given by a maximum of (finitely) many functions (g;)er,
we call the corresponding problem a joint chance constrained optimization problem that
can be noted as

JCC : ng(lf(x) s.t. P(gi(x,&) <0Viel)>p.

The existence of a solution of a CC is based on statements of Raik that are written in
Russian and ,e.g., referenced by Prékopa as

Theorem 1.1.3 (Continuous constraint in JCC, Thm. 10.1.1 in [61])

Given a JCC assume that the functions g; : X x = — R are point-wise defined for
(x,€) € X x E and lower semi-continuous w.r.t. x € X for alli € I,§ € Z. Then the
function ¢ : X — [0,1],z +— P(g;(x,&) < 0 Vi € I) is upper semi-continuous.

If additionally the condition P(g;(z,£) =0 Vi € I) =0 holds for all x € X and g;(-,&) is
continuous w.r.t. x € X for arbitrary fivred € € =,i € I, then ¢ is continuous as well.

Consequently, we can use these assumptions together with a compact set X and a lower
semi-continuous objective function f : X — R to conclude the existence of a well-defined
minimizer of JCC if the corresponding feasible set is not empty.

Before we can discuss the uniqueness of a solution of a JCC, we need a concavity concept
for probability measures. One such concept can be found, e.g., in the book of Shapiro et
al. [75]:

Definition 1.1.4 (a-concave probability distributions)

Let (E,B,P) be a probability space, where B is the Borel-o-algebra of =. We call P an
a-concave probability distribution, if for all A1, Ay € B, X € [0,1] we can guarantee

P(A(A)) = ma(P(A1), P(A2), M),
where A(X) = MA1 + (1 — N) Ay and for fized o € R
ma : R>g x R>o x [0,1] — R,
a*b' = if a =0,
el = 4 oo

1

(Aa® + (1 — X\)bY)«, otherwise.

14



1.1 Standard probust optimization problems

With this concept, we can give a sufficient condition on the convexity of the feasible set
of a JCC:

Corollary 1.1.5 (Convex feasible set of JCC, Cor. 4.41 in [75])

Let X CR"™ be some conver set, (2, A,IP) be a probability space, I some finite index set,
gi : XXZ — R be Caratheodory functions that are quasi-convex w.r.t. (x,&) € X XE for all
i€l andp€[0,1]. Let P be an a-concave probability measure for some o € R and define
o: X > Ro—P(gi(x,&) <0Viel). Then the set {x € X | P(g;(x,§) <0Viel)>p}
s convez and closed.

Example 4.9 in the book of Shapiro et al. [75] ensures that the probability measure
induced by a multivariate normal distributed random variable is 0-concave. This example
is important as we consider exactly this probability measure in Part II of this thesis.
After introducing the basic results for solution existence and uniqueness of JCCs, we
present numerical solution approaches to calculate these solutions. Such approaches for
JCCs can be categorized into:

1. Scenario approaches which use a finite number of realizations and considers a ro-
bust optimization problem defined on this finite sample. Because these samples do
not necessarily represent the whole set of possible realizations Z and we are analyz-
ing a robust optimization problem, it is not intuitively clear how solutions of this
approach behave. Results can be found, e.g., in papers by Calafiore et al. [21] and
Luedtke et al. [56].

2. Expected value methods for which we rewrite P(g(z,§) < 0) = E(xg(z,¢)<0) and

then use methods for evaluating an expected value like a sample average approach.
Such approaches can be found, e.g., in a paper of Pagnoncelli et al. [59].
As the indicator function y 4 of an arbitrary set A is discontinuous in general, the
expected value operator might be hard to analyse. By smoothing it, we get more
structure to use in analyses. Papers by Hu et al. [47], Shan et al. [74] and Geletu
et al. [31] deal with that topic.

3. Set-approximation methods, where the set of feasible realizations corresponding to
a fixed decision z is approximated. Using this set of feasible realizations we can
state a robust optimization problem.

Considering linear inequality constraints to describe the set of feasible realizations,
Yuan et al. study in [89] sets like hyper-boxes and ellipses for their robust approach.
Moreover, Margellos et al. [57] use hyper-boxes to approximate the set of feasible
realizations, where the hyper-box is defined adaptively by an associated subproblem.

We will combine set-approximation methods with concepts from semi-infinite analysis to
define inner approximations of probust optimization problems in Chapter 3.

As we will focus on probability measures that have a continuous Lebesgue-density and
especially on multivariate Gaussian distributions in Part II of this thesis, we use the so
called spheric-radial decomposition (SRD) described, e.g., in Section 2 of Déak’s paper
[25] or in Chapter 4 by the book of Genz and Bretz [32].

15



1 Probust optimization

The main idea of the spheric-radial decomposition is to sample from the unit-sphere
S™ 1 instead of sampling from R™ using the radial symmetry of the random vector Z.
Therefore, we decompose it into a radial part » > 0 and a direction v € S™~!. Denoting
L as the Cholesky-decomposition of the covariance matrix ¥, we can reformulate the
probability induced by the Gaussian distributed random variable Z ~ N (u, ) of some
measurable set {2 as

PO = [ = 0]t Lo € 2))duc(o).

where p, is the measure of the y-distribution with m — 1 degrees of freedom and g is
the uniform distribution over S™1.

E.g., this method is used in a paper of Gotzes et al. [36], where the numerical experience
in Section 7 shows that the SRD yields a faster stabilization of results than generic Monte-
Carlo samples.

Additionally to this numerical experience, the integral representation by SRD allows us
to calculate gradients of the probability evaluation as shown in the articles by van Ackooij
et al. [1, 2] for (joint) chance constraints.

The most interesting result of these papers is the representation of the gradient of the
probability evaluation. As this result needs a lot of technical definitions, we just present
the main idea. In chance constrained optimization, we are interested in the set of feasible
realizations corresponding to some decision z € X given by

Qz)={£ €= gi(z,§) <0 Viel}

Under the assumptions of Theorem 4.1 in [2] we can switch the gradient and the integral
operator to get

V(z) = VP(Q(z))

= [ Vel =0 et e € Q) dic(o).

As Q(z) can be described by functions g;(x,),i € I, we can describe the change of the
probability function ¢ by the change of the probability density and the change of the set
of feasible realizations (see also Theorem 2.1 in [83]). The probability density is constant
w.r.t. x € X, but the change of the set of feasible realizations can be described by the
movement of its boundary 9Q(x) which is - given continuous constraints - a subset of

{£e=]| r?gxgi(w,i) = 0}.

If we interpret the realizations £ € = as additional constraint indices, we can interpret
0€)(x) as a subset of the active indices here. Because the set of active indices is described
by an equality constraint, we remember the implicit function theorem to understand the
gradient representation in Theorem 4.1 by the paper of van Ackooij et al. [2]

V() =

/ vzgi(v)(xnu + T(:L’,’U)LU)
vesm—1 <v

i) (@, i+ 1@, 0) Loy, Loy K@ 0)dpew), - (12)
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1.1 Standard probust optimization problems

where p¢ is the uniform distribution over the unit sphere Sm=1 yx is the probability
density function of a one-dimensional chi-distribution with m — 1 degrees of freedom,
r(x,v) > 0 is the length of the ray starting at p in direction v € S™~1 intersected with
Q(x), L is the Cholesky-decomposition of the covariance matrix ¥ and i(v) is the active
index of max;er gi(z, p + r(z,v)Lv).

We will approximate these gradients using a sample average approach

1 Vi) (@, + 7(w,v1) Log)

N k=1 <vzgz(vk)(x, u+ T(QT, 'Uk)L’Uk), ka

Ve(z) = —

>X(T(w,vk)), (1.3)

in Part IT of this thesis to solve probust optimization problems numerically, where the
vectors v, € R™ with k =1,..., N, N € N is some sample of the unit sphere ™.

Standard probust optimization

After having described basic properties of semi-infinite and chance constrained optimiza-
tion problems which can be interpreted as probust optimization problems with fixed
realization £ € = or fixed scenario t € T respectively, we are ready to consider the cur-
rent results referring to (standard) probust optimization problems. We remember the
definition of a (standard) probust optimization problem

SPP : leél)r(l f(z) s.t. P(g(z,&,t) <0OVteT) > p.
In the remainder of this thesis, we will call g the inner function of a probust optimization
problem and ¢ : X — [0,1],2 — P(g(x,&,t) <0Vt € T) the outer function of a probust
optimization problem.
Because the probust optimization as a research field is quite new and no survey regarding
this topic has been published so far, we give a rough overview of the existing literature:
The idea to consider semi-infinite optimization problems with additional stochastic un-
certainties was stated the first time in [54]. In this article a smoothing algorithm from
semi-infinite optimization was applied to a kind of probust optimization problem. It has
been shown that the corresponding iterative algorithm converges to a solution of the
original problem without given numerical example.
Independent of that paper, in 2017 Grandén et al. [37] handled the problem of how to
minimize costs of a gas manufacturer such that the gas pipe network delivers enough
gas to all costumers where their demand and the state of the gas pipes are treated as
uncertain parameters. While the basic model in this paper is a probust optimization
problem, it can be reduced to a joint chance constrained problem by assuming that the
graph structure is a tree (see Corollary 1 in [36]).
In 2018 Farshbaf-Shaker et al. investigated in [30] the continuity, convexity and stability
of probust constraints w.r.t. a changing distribution function. They interpreted probust
constraints as joint chance constraints indexed by an area and connected their results to
partial derivative equations (PDEs). Nevertheless, they did not computed a solution in
this context nor gave an solution algorithm, either.
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1 Probust optimization

The first time an optimization problem was called a probust optimization problem was
in 2018, when Adelhiitte et al. [5] studied gas network applications.

In 2019 Grandén referred in her PhD thesis [38] towards probust constraints, but just
used the vast modelling scope that this problem class allows to start her analysis of a gas
network problem. The most important result for our numerical treatment of probust op-
timization problems can be found in van Ackooij et al. [3] where (sub-)gradient formulas
from the joint chance constrained context were generalized to probust constraints.

As we will need this result as well as the results from Farshbaf-Shaker et al. in Section
1.3, we present them in more detail:

Proposition 1.1.6 (Upper semi-continuity of outer function, Prop. 1 from [30])
Assume that X is a Banach space, T C R? is a compact set, g(z,-,t) is Borel measur-
able for all x € X,t € T and that g(-,&,t) is weakly sequentially lower semi-continuous
(w.s.l.s.) for all§ € Z andt € T. Then

v: X —1[0,1,z— P(g(x,&,t) <0OVteT)
is weakly sequentially upper semi-continuous (w.s.u.s.).

Proposition 1.1.7 (Lower semi-continuity of outer function, Prop. 2 from [30])
Assume that X is a Banach space, T C RY is a compact set, (2, A,P) is a probability
space, g: X X ZExXT = R is w.s.u.s. as a function of all three variables simultaneously.
Then ¢ is w.s.l.s. at all x € X satisfying

teT

P <supg(x,§,t) = O> =0.

Proposition 1.1.8 (Convexity of feasible set of SPP, Prop. 4 from [30])

Let X be an arbitrary vector space and T be an arbitrary index set. Let the m-dimensional
random vector & have a log-concave density (i.e., a density whose logarithm is a possibly
extended-valued concave function). Finally, assume that g(-,-,t) is quasi-convex for all
t €T. Then, the set

Fpi={re X [ px) >p}

is convex for any p € [0,1].

Based on the results for joint chance constraints, 2019 van Ackooij et al. generalized the
representation of a gradient from the joint chance constrained case to the probust case in
their paper [3]. Therein, in Corollary 4.5 and Corollary 4.6 they give sufficient conditions
for the function

v: X —=[0,1],2— P(g(x,&,t) <0Vt e T(x))

to be Lipschitzian and differentiable at a given point T € X. The main difference to the
joint chance constrained case (1.2) is that we have to respect changes of the active index
w.r.t. the decision as well.

18



1.1 Standard probust optimization problems

Using these gradients, we could apply gradient-based optimization methods to find a
solution of a probust optimization problem numerically. The main issue making such
methods unattractive in practice is that we do not know the active indices in general.
In contrary, we do not need gradient formulations of probust constraints if we face a “sim-
ple” probust optimization problem. Therefore, we end this section by solving a probust
optimization problem analytically and introduce a visualization of the solution process.
We solve a (standard) probust optimization problem by the following three solution
steps:

1) Fix an arbitrary (z,£) € X x = and calculate g(z,&,T) = maxyer g(z, &, t).
2) Fix an arbitrary z € X and calculate ¢(z) = P(g(z,&,T) < 0).

3) Solve mingex f(x) s.t. p(z) > p.

We go through these singe steps in the next example:

Example 1.1.9 (Solving a probust optimization problem analytically)

Let X :=1[0,1], f : X - R,z — z,(E, A, P) = ([0, 1], B,P), where B is the Borel-o-algebra
on [0,1] and P is the probability measure induced by & ~ U ([0,1]), p = 0.9, T = [-2,2]
and g: X xExT =R, (z,&,t) — —x+ & — (x4 E+1)2. Then we can solve the probust
optimization problem

min f(x) s.t. P(g(x,&,t) <0VteT)>p
zeX
using the three solution steps:
1) Fiz an arbitrary x € [0,1], fix an arbitrary & € [0,1], then we can calculate

9(z,§,T) = e 9(@,&t) = —x + &

2) Fiz an arbitrary x € [0, 1] and calculate

o) = P(~2 + € < 0)
=P <z)==x.

3) Solve min,cpo 1)@ s.t. ® > 0.9. This leads directly to the (unique) minimizer ™ = 0.9.

Because an analytical solution is not always given for probust optimization problems or
single solution steps, we are interested in how we can visualize the solving procedure.
Therefore, we go through the single calculation steps of the last example once again, but
visualize the interesting subsets in the decision-realization-scenario space X x = x T"

In the first step, we fix a decision g = 0.5 € [0,1] and a realization & = 0 € [0, 1]
to calculate a corresponding worst-case scenario that t*(zg, &) € 7" which represents the
whole set T' = [—2, 2]. We have seen in Example 1.1.9 step 1) that the worst-case scenario
is t*(z,§) = —x—¢ for any = € [0, 1],£ € [0, 1]. This means we can substitute the interval
T by {—0.5} concerning the maximium operator.
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1 Probust optimization

Because the decision xy and the realization &y are chosen arbitrarily, we plot them as
red crosses that might change later in the solution procedure. The worst-case scenario
defined by these values and visualized as a green cross in Figure 1.1.

0 1 0 1 -2 0 2

Figure 1.1: Fixed decision xg € X (red cross on the left), realization £y € Z (red cross in
the middle) and corresponding worst-case scenario t*(xg,&y) € T (green cross
on the right)

Now we are entering step 2), where we have to calculate ¢(xg) for the fixed o € X.
To do so, we have to check which realizations £ € = satisfy g(xo,£,T) < 0. In Example
1.1.9 we calculated that the corresponding set is Q(xg) = [0,0.5]. Please note that every
realization £ € Q(zg) leads to a new worst-case scenario t*(zg, &) € T. Because this set
is defined by the choice of xy, we print it with its corresponding worst-case scenarios
as green line segments in Figure 1.2. Now we have to calculate the probability that is
covered by this set using the information given in the probability distribution. By step
2) of Example 1.1.9 we get that o = 0.5 fulfills the inner function with a probability
of 50%. As this is less then the required threshold of 90%, the choice xy = 0.5 is infeasible.

0 1 0 1 -2 0 2

Figure 1.2: Fixed decision zp € X (red cross on the left), feasible realizations Q(z) C E
(green line segment in the middle) and corresponding worst-case scenarios
(green line segment on the right)

Last, but not least we enter step 3), where we use the gathered information to calculate a
minimal z* € [0, 1] satisfying ¢(z*) > 0.9. As the probability function can be simplified to
p(x) = x, we see that * = 0.9 is the optimal solution. This means that the corresponding
set Q(z*) covers at least 90% of Z for all ¢ € T. This decision z* with the corresponding
uncertainty subset Q(z*) x Ugeq(p+){t*(z*,€)} € E x T can be seen in Figure 1.3.
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1.2 Decision-dependent uncertainty

0 1 0 1 -2 0 2

Figure 1.3: Optimal decision z* € X (green cross on the left), set of feasible realizations
Q(z*) C = (green line segment in the middle) and corresponding worst-case
scenarios (green line segment on the right)

So far, we presented the most important analytical results for standard probust optimiza-
tion problems for this thesis. Additionally, we solved a probust optimization problem an-
alytically and visualized its solution in the decision-realization-scenario space X x = x T.
Thereby, we are at the edge of current research. Before we start with numerical solving
strategies for probust optimization problems, we introduce an extended problem defi-
nition that will allow us to model the problems in Part IIT more easily. To be able to
formulate this extended problem definition, we need some more results from literature
concerning decision-dependent uncertainty.

1.2 Decision-dependent uncertainty

The main goal of this section is to introduce decision-dependent uncertainties to generalize
the definition of a probust optimization problem in the next section.

As decision-dependent uncertainty implies that the uncertainty set changes with the
decision, we have to talk about point-to-set mappings before going into details with
specialized concepts for semi-infinite and chance constrained optimization problems.
Unfortunately, the uncertainty concepts in these two optimization problem classes require
slightly different continuity concepts. Therefore, we first introduce these concepts and
afterwards discuss their relationship to each other.

Definition 1.2.1 (Correspondences)

Let X, Y be two sets, we call a mapping I" from the set X to the power set of Y
a correspondence. We will further denote correspondences as I' : X = Y. We call
dom(T") :={x € X | T'(x) # 0} the domain of T and gr(T') := {(z,y) € X xY |y € T'(z)}
the graph of I

' is bounded if | J,cx () is bounded.

We call T' compact/convez-valued if for all x € X the set I'(x) is compact/conver.

Definition 1.2.2 (Upper/lower hemi-continuity of correspondences)
Given a correspondence I' : X =Y between two topological spaces (X, Tx), (Y, Ty). We
say that T is upper hemi-continuous (u.h.c.) at & € X, if the following holds

YW eTU eU(z): T(@) CV=>T(2)CVVzeU
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1 Probust optimization

I is lower hemi-continuous (l.h.c.) at T € X, if the following holds
VWeTydU eU(z) : T(@)NVAD=T(x)NV A0 Vz e U

I' is continuous at T if it is lower and upper continuous at T € X.
T is (lower/upper hemi-)continuous if ' is (lower/upper hemi-)continuous for all x € X .

Definition 1.2.3 (Inner/outer semi-continuity of correspondences)
Given a correspondence I' : X =Y between two topological spaces (X, Tx), (Y, Ty). We
say that T' is inner semi-continuous (i.s.c.) at & € X, if the following holds

liminf I'(z) 2 I'(Z).

T—T

T is outer semi-continuous (0.s.c.) at & € X, if the following holds

limsupI'(z) C I'(Z).

T—T

More definitions referring to correspondences and structural properties of these can be
found, e.g., in Berge’s book [14], Chapter 16 of Aliprantis’ book [6], Chapter 5 of Rock-
afeller’s book [66] and a manuscript by Border [18].

These continuity concepts stem from different contexts, but are closely related as the
following proposition shows:

Proposition 1.2.4 (U.h.c./Lh.c and o.s.c/i.s.c., Prop. 23 in [18])

LetT': X =Y be a correspondence.

I' is lower hemi-continuous at x € X if and only if it is inner semi-continuous at x.
If T has nonempty compact values, then I' is upper hemi-continuous at x € X if and only
if it is outer semi-continuous at x.

Also connected to the introduced continuity concepts for correspondences is continuity
w.r.t. the Hausdorff metric, when we interpret the mapping f : X — 2 as a correspon-
dence with I' : X = Y,z +— f(x). We are interested in how continuity of I is related to
continuity of f w.r.t. the topology on Y. Here the following theorem helps us:

Theorem 1.2.5 (U.h.c./l.h.c. and Hausdorff-continuity, Thm. 16.16 in [6])
LetT' : X =Y be a nonempty compact-valued correspondence from a topological space
(X,Tx) into a metrizable space (Y,dy), and let K(Y) denote the space of nonempty
compact subsets of Y endowed with its Hausdorff-metric topology. Then the function
f:X = K(Y) defined by f(x) = T'(x) is continuous if and only if the correspondence T’
18 continuous.

More details can be found, e.g., in Section 2.5 of the book by Gopfert et al. [35].
All together, the three different continuity concepts of upper/lower hemi-continuity, in-
ner/outer semi-continuity and continuity w.r.t. the Hausdorff metric

dy : /C(X) X K:(X) — R, (Cl,CQ> — inf{e >0 ’ Cq C BE(CQ) AN Cy C BE(Cl)}

coincide if we consider nonempty, compact-valued correspondences.
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1.2 Decision-dependent uncertainty

Last, but not least, we are interested in the behavior of the function f(z) = max,cr() 9(z,y)
for continuous correspondences I'. The most famous result in this context is Berge’s max-
imum theorem from Berge’s book [14], that we use here in three variants.

Lemma 1.2.6 (L.s.c. of supremum-function, Lem. 16.29 in [6])

LetT': X ==Y be a lower hemi-continuous correspondence between topological spaces with
nonempty values and let the function g : gr(I') — R be lower semi-continuous. Define
the extended real function f: X — R =RU {£oo} by

f(z) = sup g(z,y).
y€el(z)

Then the function f is lower semi-continuous.

Lemma 1.2.7 (U.s.c. of supremum-function, Lem. 16.30 in [6])

Let ' : X 'Y be upper hemi-continuous correspondence between topological spaces with
nonempty, compact values and let the function g : gr(I') — R be upper semi-continuous.
Define the extended real function f : X — R by

f(z) = yréllaé)g(w,y)-

Then the function f is upper semi-continuous.

Theorem 1.2.8 (Berge’s maximum theorem, Thm. 16.31 in [6]))
LetT': X =Y be a continuous correspondence between topological spaces with nonempty

compact values and suppose g : gr(I') — R is continuous. Define the "value function”
f: X =R by

fz) = yrenraé)g(w, Y)

and the correspondence y* : X =Y of maximizers by
y'(r) ={y € T(z) | g(z,y) = f(2)}.
Then
1. the value function f is continuous and

2. if either g has a continuous extension to all of X XY or Y is Hausdorff, then
the “argmax” correspondence y*, is upper hemi-continuous with nonempty compact
values.

With this knowledge, we can start considering generalized semi-infinite optimization.
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1 Probust optimization

Generalized semi-infinite optimization

We now consider the most important results from generalized semi-infinite optimization
which we will use later in this thesis. We interpret generalized semi-infinite optimization
problems as the decision-dependent extension of robust optimization and semi-infinite
optimization problems.
Generalized semi-infinite optimization problems have the form

GSIP : ;rg{lf(x) st. g(z,t) <0Vte T(x) ={t e R? | uj(x,t) <0 VjeJ},
where X C R" is some set, J is a finite index set and f: X = R, g,u; : X x R? = R
are functions for all j € J with |T'(x)| = oo for all z € X. If we compare this formulation
with the semi-infinite problem introduced in Section 1.1, we see that the only difference
is that the uncertainty set 7' now depends on the decision x € X.
The existence of a solution of a GSIP is a by basic analysis and the Lemma 1.2.6:

Corollary 1.2.9 (Solution existence of GSIP)

Let X be a compact set, f: X — R be lower semi-continuous, T : X = RY be a non-
empty, lower hemi-continuous correspondence, Tax = Uyex T(x) and g : X X Tipax — R
be a lower semi-continuous function w.r.t. (x,t) € X X Tmax. Then the induced GSIP
has a well-defined solution f* € R and a well-defined minimizer x* € X, if the feasible
set 1s mot empty.

As we know that the correspondence T' : X = R? in a GSIP is defined by inequality
constraints u; : X x R? = R, j € J, we have to ask which properties of u;,j € J ensures
the lower hemi-continuity of 7'

Stein and Still give an answer to this in Lemma 2 in [77] as well as Chapter 3 of Stein’s
book [78] (see Lemma 3.2.2 and Proposition 3.2.27).

Lemma 1.2.10 (Sufficient condition for lL.h.c, Lem. 2 in [77])
Given a GSIP with continuous functions u; : X XY — R for j € J, the following holds
for the correspondence T : X =Y,z = {y €Y | uj(z,y) <0Vje J}:

1. If the functions u(x,t) = Ax + Bt — b is (componentwise) affine linear then T is
continuous w.r.t. T € X.

2. Let U C X be open. Let for any x € U,j € J the function u;(x,-) be convez in
t and let for any x € U the Slater condition hold: There exists t € R™ such that
wj(x,t) <0 for all j € J. Then T is continuous w.r.t. x € U.

3. Let U C X be open. Let for any x € U the condition (MFCQ) be fulfilled at all
t € T(x). Then T is continuous w.r.t. x € U.

The Mangasarian-Fromovitz constraint qualification (MFCQ) is fulfilled at a fized point
(x,t) € X x R? if

dd € R™ : (Vyuj(z,t),d) <0Vje Jo(x) ={jeJ | uj(z,t) =0}
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1.2 Decision-dependent uncertainty

To be able to ensure upper hemi-continuity of a correspondence described by inequality
constraints, we use the following theorem by Hogan. Please note that we are allowed
to exchange the original “closedness of I'” by “outer semi-continuity of I'” by means of
Lemma 5.7a of Rockafellar’s book [66].

Theorem 1.2.11 (Sufficient condition for o.s.c., Thm. 10 in [46])
Consider two sets topological space X,Y and functions uj : X xY — R, j € J, where J

is a finite index set, that are lower semi-continuous on X XY . Define the correspondence
I' ' X=23Y as

I'(z) ={yeY | uj(z,y) <0VjeJ}

Then I is outer semi-continuous and closed-valued.

Proposition 1.2.4 implies now that lower semi-continuity of u; for all j € J together with
the boundedness of | J,x I'() guarantee that I' is upper hemi-continuous w.r.t. z € X.
We can also talk about an unique solution of a GSIP using:

Lemma 1.2.12 (Convex feasible set of GSIP, Lem. 2 in [82])

Suppose that the function g : X x Y — R is convex in (z,y) € X XY and assume that
the following set-valued inclusion holds for the correspondence I' : X = Y :

For any x1,x2 € X and X\ € (0,1) it holds

T(Az1 + (1 — Naz) € AL(z1) + (1 — N ().

Then, the feasible set of GSIP s convez.

Please note that the original proof still works if we substitute the convexity of g(-,t) w.r.t.
x € X by quasi-convexity.

Next to this analytical properties of GSIPs, we are also interested in solving these prob-
lems numerically. In this context the lower-level problem similar to (1.1) is defined by
fixing some decision T € R":

Q@) : max g(7,1) (1.4)
Numerical solution approaches for GSIPs can be categorized the same way as solution
approaches for SIPs in the last section. We recommend the survey by Vazquez et al. [84]
and refer to the monograph [78] for more details.
As discretization methods suffer from the changing set 7'(z) for different z € X, one
could think that they get less attention. Nevertheless, in publications by Schwientek et
al. (see [71, 72]) a transformation based discretization method is introduced which deals
with this problem.
The transformation based discretization method uses a transformation 7 : X x Z — R?
that satisfies T (z, Z) = T'(x) for all fixed x € X.
Denoting §: X x Z — R, (z, 2) — g(x, 2) == g(x, T (z, 2)), we can write it down as:
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1 Probust optimization

Algorithm 2 Transformation based discretization method from Schwientek [72]

1: Inputs:
Generalized semi-infinite problem instance GSIP, starting decision
xo € X, reference set Z, starting discretization Zy C Z, transformation

T:Xx7Z—R?
2: Initialize:

k=0
do
Tp1 < argmingex f(z) s.t. g(z,2) <0Vz € Z;
th < ArgMaXier(z,, ;) 9(Th+1,t)
2p T (Thg1,25) = 1,
Zp1 < Zp U {2}
k+—k+1
while g(z,t}) > 0
10: Results:
Sequence (g, Zk)keN

This algorithm guarantees that all accumulation points of (x)gen are minimizers w.r.t.
the original GSIP if f, g, T are continuous and X, Z, T' are compact(-valued) (see Theorem
7.3.2 in [72]). Those assumptions are mild considering Corollary 1.2.9.

Decision-dependent chance constrained optimization

Next, we deal with decision-dependent chance constrained optimization problems. The
difference to chance constrained optimization problems is that the probability distribution
now depends on the decision.

Such problems can be noted as

DDCC : ng)r(l f(z) s.t. P(x)(g(x,&) <0) > p,

where X C R” is some set, (=, 4,P(x)) is a measurable space for all z € X, p € [0,1] is a
probability threshold, f : X — R is a continuous function, g is a Caratheodory-function
and P : X — P(E,Q) is a function that maps into the set of probability measures on
(2, A). If we compare this formulation with the chance constrained optimization problem
introduced in Section 1.1, we see that the only difference is that the distribution function
P depends now on the decision z € X.

The existence of a solution of a DDCC is not known in general to the best of our knowl-
edge. Therefore, we introduce some definitions to be able to create a context where DDCC
has a well-defined solution to close that gap. As a first step we have to define continuity
w.r.t. a probability distribution. To define a quite general concept of continuity, we are
inspired by a paper by Gibbs et al. [33]. There it was shown, that the discrepancy-metric
can be bounded from above by a lot of other probability measures that are used more
frequently, i.e., the total variation distance or the Kolmogorov metric.
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1.2 Decision-dependent uncertainty

Definition 1.2.13 ((Semi-)continuity w.r.t. discrepancy metric dp)

Let (X,dx) be a metric space, (E,.A) be a measurable space and P : X — P(E,A) be a
function that maps into the set of probability measures on (Z,.A).

For § C A we define the S-discrepancy metric dps) as

dp(s) : P(E,A) x P(E,A) — [0,1], (P1,Pa) — supb P1(A4) — P2(A)].
(S

We callP: X — P(E,.A) upper semi-continuous at T € X w.r.t. the S-discrepancy metric
if for all € > 0 there exists a § > 0 such that

sup P(z)(A) — P(z)(A) < € Yz € Bs().
AeS

We callP : X — P(E,.A) lower semi-continuous at T € X w.r.t. the S-discrepancy metric
if for all € > 0 there exists a § > 0 such that

sup P(z)(A) — P(z)(A) < € Vx € Bs(T).

AeS
We call P : X — P(E, A) continuous at T € X w.r.t. the S-discrepancy metric if it is
upper and lower semi-continuous w.r.t. the S-discrepancy metric.
We call P : X — P(Z,A) (upper/lower semi-)continuous w.r.t. the S-discrepancy metric
if it is (upper/lower semi-)continuous for all x € X.
If we choose § = A, we do not use the prefic S for the continuity descriptions, but write
continuous with respect to the discrepancy-metric dp.

It is noted by Henrion et al. in [41] that the S-discrepancy metric dp(s) is a semi-metric
on (P(E,A) for any S C A. There is also noted that it is a metric, if S contains a
generator of A. For example, if we are interested in the Borel-o-algebra of Z = R™, we
could choose the set of all closed sets or all hyper-boxes (—o00, ], € E as a generator.
Since we are just interested in theoretical results, we choose S = A in the remainder of
this chapter.

Some examples of probability distribution functions that are continuous w.r.t. the dis-
crepancy metric dp are given next:

Example 1.2.14 (dp-continuous mappings)

(i) We consider the probability measures on (R, B) that are induced by the uniform dis-
tributed random variable Z ~ U([a(x),b(x)]), where x € X C R™ n € N. X is supposed
to be a compact set, a,b: X — R are continuous w.r.t. x and m := inf,cx b(z) —a(z) >0
is fulfilled. Then the function P : X — P(R, B) is continuous w.r.t. dp.

(ii) We consider the probability measures on (R,B) that are induced by the Gaussian
distributed random variable Z ~ N(u(z),o0(z)), where x € X C R",n € N. We as-
sume that the functions p : X — R,0 : X — R>q are continuous w.r.t. x and fulfill
m = inf,ex o(z) > 0. Then the function P: X — P(R, B) is continuous w.r.t. dp.

Another property of this metric is given by the following theorem which connects it to
weak convergence of probability measures:
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1 Probust optimization

Theorem 1.2.15 (Weak convergence and dp-continuity, Thm. 2 in [16])
Let (2, A,P) be a probability space, = be locally connected, S C A and (Pp)nen C P(E,.A)
be a weakly convergent sequence towards P. Then

lim dps)(Pn,P) = 0 < lim sup P(B.(04)) = 0.
n—0o0 €_>0A€S

This means that weak convergence of probability measures can be upgraded to conver-
gence w.r.t. the discrepancy-metric if all boundaries are null sets w.r.t. the weak limit
probability measure.

As we understand the concept of continuity w.r.t. the discrepancy-metric better now,
we are interested which context is sufficient to guarantee that DDCCs have well-defined
solutions.

The survey about decision-dependent stochastic optimization by Hellemo et al. [40] does
not comment on such statements. Decision-dependent probabilities with continuous dis-
tributions are just barely mentioned. Consequently, we close that gap inspired by the
following theorem of Beer and Villar:

Theorem 1.2.16 (Upper semi-continuity of measures, Thm. 3.2 in [10])
Let v be a measure on the Borel-o-algebra B of a metric space (X,dx).

1. If u is locally finite, then u is upper semi-continuous w.r.t. the Hausdorff-metric at
each compact set K € K(X).

2. If A C X is closed and u(A®) < oo, then p is upper semi-continuous w.r.t. the
Hausdorff-metric at A.

Together with Theorem 1.2.5 we conclude that every nonempty, compact-valued, contin-
uous correspondence I' implies the upper semi-continuity of P(I'(+)) : X — [0, 1].

We reduce the assumptions to guarantee the upper semi-continuity of P o I' by the next
lemma.

Lemma 1.2.17 (Upper semi-continuity of PoTI")

Let (X,dx) be a metric set, (E,B) be a Borel-measurable space, P : X — P(Z,B) be a
mapping into the set of probability measures on (Z,B) and ' : X = = be a correspondence
satisfying T'(z) € B for allx € X .

(7) If P is upper semi-continuous w.r.t. the discrepancy metric dp and I' : X =2 = is
outer semi-continuous, then the function f : X — [0,1],x — P(z)(T'(z)) is upper semi-
continuous.

(13) If P is lower semi-continuous w.r.t. the discrepancy metric dp and T' : X = = is
inner semi-continuous, then the function f : X — [0,1],x — P(x)(T'(x)) is lower semi-
continuous.

Proof. We show both claims directly using an e-d-criterion:

As we want to show that f is upper semi-continuous, we have to show for any x € X and
any € > 0 there exists a 6 > 0 such that for all y € Bs(x) it holds f(y) — f(x) <.
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1.2 Decision-dependent uncertainty

As T' is outer semi-continuous, we know that limsup,_,,I'(y) € I'(x) and by Fatou’s
lemma limsup,_,, P(2)(T'(y)) < P(2)(I'(z)) for all z € X. Consequently, the function

fz: X = [0,1],2 — P(2)(T'(x))

is upper semi-continuous at z for any z € X. This means that especially for the choice
z = x we can guarantee that there exists a 1 > 0 such that P(z)(I'(y)) — P(z)(I'(z)) < §
for all y € B, (x).

Additionally, with the upper semi-continuity of P w.r.t. dp, we know that there exists an
d2 > 0 such that for all y € Bs,(z) we can guarantee sup 45 P(z)(A) — P(y)(4) < 5. All
together, we can estimate for y € Bs(z), where § := min{dy, d2}:

fy) = fz) =P(y)T(y)) — Px)(T(z))
=P(y)(T(y)) — P(x)(T'(y) + P(z)(T'(y)) — P(x)(I'(z))
< j‘é%{P(y)(A) —P(z)(A)} + P(x)(I'(y)) — P(z)(I'(x))
< 5 + 5 = €
As x € X was chosen arbitrarily, the first part of the claim holds.
The second part of the claim can be shown the same way using the lower semi-continuity

of P, Fatou’s lemma which implies P(2)(liminf,_,, I'(y)) < liminf,_,, P(2)(I'(y)) for each
z € Z and the inner semi-continuity of T U

Using this lemma in the context of decision-dependent chance constrained optimization
problems we can state a sufficient condition for a well-defined solution. To formulate this
result we need to guarantee that the feasible set of a DDCC is not empty. Therefore, we
calculate the following probability threshold

max = t. P ,§) <0) > 1.
Pmax = _I0AX P (z)(g(x,€) <0) >p (1.5)

and state:

Corollary 1.2.18 (Solution existence of DDCC)

Let (X,dx) be a metric space, (2, A) be a measurable space, P : X — P(=Z, A) be an
upper semi-continuous function w.r.t. the discrepancy metric dp and g : X X = — R be
a lower semi-continuous function satisfying T'(z) = {£ € = | g(z,&) < 0} € A for all
x € X. Then the function ¢ : X — [0,1],x — P(x)('(z)) is upper semi-continuous.

If additionally the set X is compact, f: X — R is lower semi-continuous and p < Pmax,
then the decision-dependent optimization problem has a well-defined minimizer x* € X.

Proof. We show this claim directly.

By Theorem 1.2.11 we know that I' is an outer semi-continuous correspondence w.r.t.
z € X. By Lemma 1.2.17 we know that the function ¢ : X — [0,1],2 — P(z)(I'(z))
is upper semi-continuous w.r.t. x € X. Consequently, the feasible set of the DDCC is
closed and compact as X is compact. This implies that the optimization problem defined
to calculate pmax is well-defined as well. Because p < pmax we know that the feasible
set is not empty and due to the lower semi-continuity of f we know that there exists a
minimizer z* € X. O
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After focusing on the existence of a solution, we can study conditions to guarantee an
unique solution of a DDCC. To ensure convexity of the feasible set of a DDCC, we
use an extended version of the concept that is introduced for joint chance constrained
optimization problems in Definition 1.1.4:

Definition 1.2.19 (a-concave probability distribution functions)

Let X C R™ be any convex set and P : X — P(E,A) be a mapping from X into the
set of probability measures P(Z,.A) on the measurable space (E,A). We call P an «a-
concave probability distribution function, if for all x1,z9 € X, A1, A2 € A\ € [0,1] we
can guarantee:

P(z(A)(AA)) = ma(P(1)(A1), P(22)(A2), A),

where a:()\) = Ar1+ (1 —)\)xg, A()\) =AA1+ (1 —)\)Ag and my, : RZO X RZO X [0, 1] — RZO
defined as in Definition 1.1.4 for fized o € R.

If P is independent w.r.t. x € X, then sufficient conditions for ¢ to be an a-concave
function are stated in Theorem 4.39 from Shapiro’s book [75].

With this concavity concept in mind, we state the following theorem which can be used
to ensure the convexity of the feasible set of a DDCC.

Theorem 1.2.20 (Concavity of ¢)

Let (X,dx) be a metric space, X and = C R™ be convez sets, (E,.A) be a measur-
able space, P : X — P(Z,A) be an a-concave probability distribution function and
I' : X = E be a correspondence that satisfies T'(x(X)) 2 Al'(z1) + (1 — N)[(z2) for
all zy,20 € X, A € [0,1],2(N) = Axy + (1 — XN)zg and I'(z) € A for all x € X. Then the
Junction ¢ : X — [0,1], z — P(z)(T'(x)) is a-concave.

Proof. We show this claim directly by using the definition of an a-concave probability
distribution function.

Let us fix arbitrary 1,29 € X, A € [0,1] and define () :== Ax1 + (1 — A)za.

By assumption I' satisfies T'(x(A)) 2 AI'(z1) + (1 — A\)I'(z2) and consequently we can
estimate using the a-concavity of P:

p(x(A) = P(x(A\)(T(z(A)))
= P(x(A) (AL (21) + (1 = M) (22))
> (C(21)), P(x2) (T'(22)), A)

Consequently, because z1,x2 € X, X € [0, 1] were chosen arbitrarily, ¢ is a-concave and
the claim holds. O

The next corollary states a sufficient condition for when a correspondence satisfies the
convexity assumption of the last theorem:
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Corollary 1.2.21 (Sufficient condition for convex T')

Let X C R"Y C R™ be conver sets and I' : X = Y be a correspondence defined
by T'(x) = {y € Y | g(z,y) < 0} with quasi-convex function g : X xY — R w.r.t
(x,y) € X XY. ThenT satisfies for any x1,z2 € X, X € [0,1] and () = Ax1+ (1 —\)z2
the relation

C(z(N\) 2 A[(z1) + (1 — \)D(a9).

Proof. We show this claim directly by using the quasi-convexity of g:

Let us fix arbitrary x1,z9 € X, A € [0,1] to define z(\) = Az; + (1 — A\)z2 and take
arbitrary y; € I'(z1), y2 € I'(x2). We show that y(A\) = Ay1 + (1 — Ny € I'(z(A)).

By the quasi-convexity of g we can estimate

g(xz(A),y(N)) < max{g(x1,y1),g9(x2,92)} <O0.

As y1 € I'(z1),y2 € TI'(z2) were chosen arbitrarily, we know that the set inclusion
L(z(A) 2 AXI'(z1) + (1 — A)T'(x2) holds. Since z1,22 € X and A € [0,1] were chosen
arbitrarily, the statement is proven. O

With these concepts, we can now extend the definition of (standard) probust optimization
problems and consider well-defined solutions in this framework.

1.3 Generalized probust optimization problems

In the last sections we introduced semi-infinite optimization and joint chance constrained
optimization problems as well as decision-dependent uncertainty concepts. Before ex-
tending the definition of (standard) probust optimization problems from Section 1.1, we
introduce so called probust terms.

While we can consider semi-infinite optimization problems as probust optimization prob-
lems with fixed realization £ € = and chance constrained optimization problems as pro-
bust optimization problems with fixed scenario t € T', these probust terms correspond
to standard probust optimization problems with fixed decision x € X. Analyzing these
terms here and in Chapter 2 provides new insights which are crucial to handle probust
optimization problems.

In this section, we define probust terms and discuss continuity and convexity properties
of parametrized probust terms that we interpret as probust functions.

With this knowledge, we can focus on solution existence and uniqueness of generalized
probust optimization problems.

We close this chapter by proving that generalized probust optimization problems can be
reduced to standard probust optimization problems, if appropriate transformations of
the corresponding uncertainty sets are given. We comment on how the solution of the
original generalized probust optimization problem transforms in this context.
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(Generalized) Probust terms

As explained, probust terms are the missing piece between semi-infinite optimization
problems, joint chance constrained optimization problems and (standard) probust opti-
mization problems. We now introduce a standard and a general form of these terms and
show under which assumptions they are well-defined.

Definition 1.3.1 (Probust term)

Let (2, A,P) be a probability space, T : = = R? be a correspondence, Tyax = Ugea T(&)
and g : Z X Tymax — R be a function that satisfies that the set of feasible realizations
Q:={ec=|gt)<0VteT(&)} is measurable w.r.t. A. Then we call

¢ =P(g(&,t) <0VteT(E)) € [0,1]

general probust term.
We call p standard probust term, if T is constant.

Because later we are interested in sets of feasible realizations which are defined by finite
many scenarios instead of the whole scenario set T, we make the following notation for
convenience:

Notation
Given a probust term @, a scenario t € Tmax and a subset S C T, we define

Additionally to this last notation, it will come in handy to be able to represent probust
terms ¢ € [0, 1] in several ways. This allows us to use the representation that fits the
current analysis or application best. We can rewrite the value of a probust term as

p=P(g(&t) <OVteT(E)) =P ( sup g(,t) < 0) =P(Q).
teT(€)
If we consider standard probust terms, we can also write
¢ = P(Q(Tmax)) = P(UT)).

Be aware that Q(Tmax) # {§ € E | super(e) 9(€,t)} in general.

Moreover, the assumption 2 € A in Definition 1.3.1 is not always fulfilled and not easy
to check directly. Therefore, we are interested in a way to guarantee the measurability
of Q by considering Q(t),t € Tnax-
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A sufficient condition that guarantees well-defined probust terms can be found in the
next proposition. Because its assumptions hold for the application part of this thesis, it
is quite useful for us.

Proposition 1.3.2 (Sufficient condition for measurable )

Let (R™, B,P) be a probability space with Borel-o-algebra, let T : £ = R? be a lower hemi-
continuous correspondence and let g : = X Thax — R be a lower semi-continuous function
w.r.t. (§,t) € E X Trax, then the probust term P(g(&,t) < 0Vt € T(E)) is well-defined.

Proof. We show this claim directly by Lemma 1.2.6.
Because the assumptions of Lemma 1.2.6 are fulfilled, we know that

g(aT) 12— R7§ — sup g(§7t)
teT(§)
is lower semi-continuous w.r.t. £ € Z. Consequently, the set €} is closed as the pre-image

of (=00, 0] under a lower semi-continuous function. Therefore, it is Borel-measurable and
the claim holds. O

If we consider standard probust terms with a compact set of scenarios T', we know that
the correspondence is constant, consequently lower hemi-continuous and thereby we just
have to ensure the lower semi-continuity of g on = x T to use the last proposition.

(Generalized) Probust functions

In the next step, we focus on parametrized probust terms which we interpret as probust
functions. We introduce a standard and a general form of these functions and show which
conditions are sufficient for (upper semi-)continuity of them. After that, we reduce the
general form to the standard form by introducing appropriate transformations. We also
give sufficient conditions for concavity of these functions.

Definition 1.3.3 (Probust function)

Let X be a set, (2, A) a measurable space, P: X — P(Z,.A) a decision dependent proba-
bility distribution function, T : X x E = RY a correspondence, Tiax = UxeX,geE T(z,€)
and g : X X 2 X Thax — R an inner function such that the set of feasible realization
satisfies Q(z) :={{ € =2 | g(z,£,t) <OVt e T(x,8)} € A for all z € X. Then we call

0: X = [0,1,z— o) =P(z) (9(x,&t) <0Vt e T(x,f))

general probust function.
If P and T are constant, we call ¢ standard probust function.

Since we aim to solve probust optimization problems, we are interested under which
assumptions a solution exists and when this solution is unique. These properties of a
solution are closely connected to the continuity and the concavity of the probust function
that is used to describe the probust optimization problem. We start with sufficient
conditions to guarantee their upper semi-continuity.
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Proposition 1.3.4 (Upper semi-continuity of ()

Let (X,dx) be a metric space, (E,A) be a measurable space and P : X — P(=E,A) be
a probability distribution function that is upper semi-continuous w.r.t. the discrepancy-
metric dp. Furthermore, let T : X x 2 = RY be a compact-valued, lower hemi-continuous
correspondence and g : X X Z X Thax — R be a lower semi-continuous inner function
w.r.t (x,&,t) € X X 2 X Thax that satisfies Q(x) € A for all x € X, then the probust
function ¢ : X — [0,1] is upper semi-continuous.

Proof. We show the using Lemma 1.2.6, Theorem 1.2.11 and Lemma 1.2.17:
We can use Lemma 1.2.6 since g is lower semi-continuous and 7" is lower hemi-continuous,
which induces that

9(x,&,T) = sup g(z,¢t)
teT (2.€)
is lower semi-continuous w.r.t. (z,§) € X x Z.
Because of Theorem 1.2.11 and Lemma 1.2.17 we know that the correspondence
Qz) ={{ €2 | g(z,§T) <0} is upper hemi-continuous and therefore

¢: X = [0,1],z = P(x) | sup g(z,&1) <0
teT (z,€)

is an upper semi-continuous function w.r.t. x € X. O

To be able to ensure lower semi-continuity of ¢, we have to strengthen our assumptions:

Proposition 1.3.5 (Continuity of ¢)

Let (X,dx) be a metric space, (£, A) be a measurable space and P : X — P(E,A)
be a probability distribution function that is continuous w.r.t. dp. Furthermore, let the
correspondence T : X x Z = RY? be a continuous and compact-valued and the inner
function g : X X 2 X Tiax — R be continuous w.r.t. (x,£,t) € X X = X Thax satisfying
Qz) € A and P(x)(max;ery ¢ 9(y,§:t) =0) =0 for all z,y € X, then ¢ : X — [0,1] is
a continuous function.

Proof. We show the claim by using basic analysis, Berge’s maximum theorem, as well as
Proposition 1.1.6, Proposition 1.1.7 and an e-d-approach:
Using Berge’s maximum theorem 1.2.8, we know that
x,&,T):= max g(x,&,t
o(@.6.T) = max g(r.&.1)
is well-defined and continuous w.r.t. (z,§) € X x =.
Next we estimate for z,y € X:

lp(x) — oY) = [P(x)(9(z,&,T) < 0) —P(y)(9(y, £, T) < 0)
< \P(x)(g(:r,ﬁaT) <0) —P(x)(g9(y, &, T) <0)|
+ [P(z)(9(y,€,T) <0) = P(y)(9(y,€,T) < 0)
0

S\P(w)(g(w,&TK) P(2)(g(y, &, T) <0)|
+325|P(x)( ) — P(y)(4)]
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1.3 Generalized probust optimization problems

Let us fix an arbitrary ¢ > 0 under consideration of Proposition 1.1.6 and Proposition
1.1.7 with (fixed) distribution P(x). Then, we can estimate the first term in the last
inequality. Additionally, we can estimating the second term by the continuity of P w.r.t.
dp to find 61,9 > 0 such that

[B(2)(g(x. &, T) < 0) ~ B@)(g(y, &, T) < 0)] < 5 Vy € By () and

sup [P(x) (4) = B(y)(4)] < 5 Vy € By, (a).
AeA

Consequently § := min{d;, d2} and y € Bs(x) implies

(@) = py) < 5 +5 =<

As z € X and € > 0 were chosen arbitrarily, the claim holds. O

Please note that in the standard setting IP and T" are constant. Consequently, we just have
to guarantee that the inner function g is lower semi-continuous to conclude the upper
semi-continuity of the probust function ¢. Furthermore, we need a continuous function
g and the condition P(max;er g(z,&,t) = 0) = 0 for all z € X to ensure continuity of .
These are exactly the results from Farshbaf-Shaker et al. [30].

Next to the continuity of a probust function we are interested in its concavity. The next
theorem helps us:

Theorem 1.3.6 (Concavity of ¢)

Let X C R",Z C R™ be convex sets, (E,A) a measurable space, P : X — P(E,A)
an a-concave probability distribution, g : X X E X Thax — R a quasi-convex function
w.r.t. (z,&,t) € X X 2 X Thax that is upper semi-continuous w.r.t. t € T(x,&) for all
fized (x,€) € X x E. Additionally, let T be a compact-valued correspondence satisfying
T(y(N) € AT (y1) + (1 = N)T(y2) with y(A) = Ay1 + (1 = Ny, 1 = (21,81), 92 = (22, &2)
for any A € [0,1],x1, 22 € X,&1,& € E. Then the probust function ¢ is a-concave.

a
—_
=
=

Proof. We show this claim using Corollary 1.2.21 and Theorem 1.2.20.

First we show that the function g(z,£,T) := maxyep(z ) (7, &, 1) is a quasi-convex func-
tion.

For this, let us now fix any arbitrary x1,zo € X, arbitrary &;,& € Z and any A € [0, 1].

Denote y1 = (21,&1), y2 = (22,&2).
Since T satisfies the condition

T(y(\) € AT (y1) + (1 = AT (y2),

we know that for any ¢ € T'(y(\)) there exists t1 € T'(y1), t2 € T'(y2) such that the scenario
t can be represented as t = Aty + (1 — \)ta.

Consequently, due to the compactness of T'(x,§) for all (z,£) € X x = and the upper
semi-continuity of g(x,&, ) we can choose any

t* € ar max Azy 4+ (1 — Nz, A + (1 — Mo, t
gtET()\m+(1—)\)z2,)\§1+(1—)\)§2)g( 1 ( )2, A1+ ( )62, 1)
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and estimate by the quasi-convexity of ¢

gAz1 + (1 = Nz2, A1 + (1 = A)&2, T) = g(Azy + (1 — MN)zg, Ay + (1 — A)é2, t7)
=g(Az1 + (1 — Nz, A6 + (1 — M), Aty + (1 — N)t2)
< max{g(z1,&1,t1), 9(x2,&2,t2)}
< max{g(z1,&1,T), 9(72,§2,T)}.

Because x1,z2 € X,&1,& € E, A € [0, 1] were chosen arbitrarily, g(z,&,T) is quasi-convex
wrt. (z,8) € X x E.
Now we use Corollary 1.2.21 to ensure that

N X=R"z—{{cE]| sup g(z,§1t) <0}
teT (z,€)

satisfies I'(z(A)) D A'(z1) + (1 — A\)I'(z2) for all z1, 22 € X, A € [0,1]. Then we can use
Theorem 1.2.20 which ensures that ¢ is a quasi-concave function w.r.t. x € X. 0

Generalized probust optimization problems

With continuity and concavity statements of probust functions additionally to the decision
dependent uncertainty concepts, semi-infinite optimization problems and chance con-
strained optimization problems, we are finally ready to tackle generalized probust opti-
mization problems. We recall that a (standard) probust optimization problem has the
form

SPP : mi)r(lf(x) s.t. P(g(x,&,t) <0Vt eT) > p,
fdS

where X C R™ is a compact set for n € N, f : X — R is a continuous mapping, P is a
probability measure on the measurable space (Z,.4), where = C R™ m € N and A is a
o-algebra on E, p € [0,1],7 C R?,q € N is a compact set and g : X x ExT — Ris a
continuous function w.r.t. (z,§,t).

There already exists a generalization by Adelhiitte et al. [5] and van Ackooij et al. [3],
where they assumed that the uncertainty set 7' depends on the decision .

We generalize the definition of a probust optimization problem using the two decision-
depending uncertainty concepts introduced in the last section:

First, the stochastics can be decision-dependent. This idea is studied so far, e.g., by
Lejeune et al. [53] and Basciftci et al. [8] in a linear context. An overview about decision-
dependent uncertainties can be found in a paper from Hellemo et al. [40].

Second, the set of scenarios is not constant. This idea is well-known from generalized
semi-infinite optimization and studied for example by Still [81], Vazquez et al. [84] and
Stein [80].

The resulting problem definition can be formulated as:
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Definition 1.3.7 (Generalized probust optimization problem)

Let X be a set, f: X — R be a function, (Z,.A) be a measurable space, P: X — P(E,.A)
be a probability distribution function, T : X x 2 =% RY? be a correspondence and g :
X X E X Thax — R be a function that satisfies Q(z) € A for all x € X. Then we define
the generalized probust optimization problem as

GPP : Hél}l(l f(z) s.t. P(x) (g(x,&,t) <0 VEe T (x,£)) > p.

Before we consider the solution existence theorem, we have to guarantee that the feasible
set of the generalized probust optimization problem is not empty. We can check this by
solving the following problem that is closely related to Equation (1.5):

Pmax = max ps.t. P(z)(g(z,&t) <0VteT(x,§)) >p (1.6)
mEX,pE[O,l]

Lemma 1.3.8 (Well-definedness of ppax )
Let the assumptions of Proposition 1.3.4 hold and ) # X C R™ be a compact set. Then
the value pmax in (1.6) is well-defined.

Proof. We show this claim directly by using Proposition 1.3.4 and Weierstrass’ theorem:
As all assumptions for Proposition 1.3.4 are fulfilled w.r.t. to z € X, we know that the
probust function ¢ : X — [0, 1] is upper semi-continuous. Consequently, the function

G(x,p) =p—¢()

is lower semi-continuous w.r.t. (z,p) € X x [0, 1] as the difference of a continuous function
and an upper semi-continuous function.

Therefore, the feasible set of problem (1.6) is compact as the intersection of the compact
set X x [0, 1] with the closed set described by G(z,p) < 0.

Weierstrass’ theorem then guarantees the existence of a maximum in the feasible set
because the objective function is continuous w.r.t. (z,p) € X x [0, 1].

Please note that the feasible set is not empty because X is not empty and thus every
choice (x,0) with z € X is feasible. O

Using this additional information, we can ensure that the feasible set of a generalized pro-
bust optimization problem is not empty. This allows us to determine sufficient conditions
to guarantee the existence of a solution of a generalized probust optimization problem:

Theorem 1.3.9 (Existence of a solution of GPP)

Let the assumptions of Lemma 1.8.8 hold. Additionally, let f : X — R be a lower semi-
continuous function and p : X — [0, 1] be a continuous threshold function such that there
exists some x € X with p(x) < pmax- Then the generalized probust optimization problem
has a well-defined solution.
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Proof. We show this claim directly by using Proposition 1.3.4 and a variant of Weierstrass’
theorem:

As all assumptions for Proposition 1.3.4 are fulfilled w.r.t. to x € X, we know that the
probust function ¢ : X — [0, 1] is upper semi-continuous. Consequently, the function

is lower semi-continuous w.r.t. x € X as the difference of a continuous function and an
upper semi-continuous function.

Therefore, the feasible set of the generalized probust optimization problem is compact as
the intersection of the compact set X with the closed feasible set.

A variant of Weierstrass’ theorem then guarantees us the existence of a minimum of the
objective function over the feasible set because f is lower semi-continuous w.r.t. z € X.
Please note that the feasible set is not empty as by Lemma 1.3.8 the threshold pmax is
well-defined and we assumed the existence of some T € X such that p(T) < pmax. O

Next to the existence of a solution of a GPP, we are interested in the uniqueness of
this solution. Since we have already found sufficient conditions for the concavity of a
probust function, we can use these conditions to guarantee the uniqueness of a solution
of a GPP:

Theorem 1.3.10 (Unique solution of GPP)

Let the assumptions of Theorem 1.3.6 and Theorem 1.8.9 hold. Furthermore, let X C R"
be a convex set, f : X — R be strictly conver and p : X — [0,1] be a quasi-convex
function. Then the generalized probust optimization problem has a unique minimizer x*.

Proof. Due to the assumptions of Theorem 1.3.9 hold, we know that there exists some
solution z* of the generalized probust optimization problem.

We will show that this solution is unique by since the feasible set is convex and the
objective function is strictly convex w.r.t. z € X.

Because the assumptions of Theorem 1.3.6 are fulfilled, we know that ¢ is a quasi-concave
function w.r.t. x € X.

As p is quasi-convex, we know that G(x) := p(x) — ¢(x) is quasi-convex as the difference
of a quasi-convex and a quasi-concave function. Since X is convex, the feasible set is
convex as the intersection of two convex sets.

Because f was assumed to be strictly convex, we know that the minimizer of this problem
is unique. O

In the other chapters of this thesis, we do not concentrate on generalized probust optimiza-
tion problems, but on standard probust optimization problems instead. This reduction
of problem structure does not necessarily change the solution of the problem as we show
next.
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Reduction of generalized probust optimization problems to standard probust
optimization problems

In the last part of this section, we are interested in simplifying generalized probust op-
timization problems to standard probust optimization problems. One way to handle
decision-dependent probability measures is the so called “push-in method” that can be
found, e.g., in a note by Rubinstein et al. [68] and in a paper by Dupacova [29].

To apply this method, we assume that the decision-dependent probability measure can
be represented by a probability density function p : X x = — R. This means that for all
measurable sets A € A we can rewrite the expected value of a random variable f as:

where the function p : Z — R is the probability density of a reference probability distri-
bution P on (Z,.A) which is independent of the a decision z € X. Since this probability
density p is pushed into the integrand, it gives the method its name.

Considering probust optimization problems, we are interested in f = x4 for some mea-
surable set A € A. We can reformulate probability evaluations by expected values via
P.(A) = E;(xa) for any fixed z € X, but unfortunately we cannot reformulate the last
expression backwards into an indicator function as @ ¢ {0,1} in general.
Consequently, we have to use a new approach to simplify generalized probust optimization
problems. We need a special structure of this problem to do so:

Assumption 1.3.11 (Existence of reference objects)

Given an instance of a generalized probust optimization problem GPP, we assume there
exists a reference probability space (é,fl,[@’) and a reference set T C RY as well as two
functions

Te: X xE—E
Tr: X xExT — R
such that for every fired T € X the function
Ta(T,"): E— 2

is a bijection between the spaces of realizations.
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Furthermore, we assume that the function

TitA= A Ae | J{T2@w)

weA

s a bijective mapping between the o-algebras satisfying

P(A) =P(@)(T4(z, A) A A

and for any fired (Z,w) € X X =, the function

Tp@w, ) : T = T(@,T2(T,0))

18 a bijection between the two uncertainty sets.

Because these transformations are important for the application part of this thesis, we
denote an extra definition for them:

Definition 1.3.12 (Transformation of uncertainty sets)

Given a generalized probust optimization problem GPP, a reference probability space
(é, A, I@’), a reference set T C R? and two functions Tz + X X ==, T;: X x ExT — RY
that fulfill Assumption 1.8.11, then we call (é, A, I@’) a reference probability space of GPP,
T a reference uncertainty set of GPP, Tz a realization transformation and T; a scenario
transformation of the GPP.

Please note that these reference objects and transformation are not unique in general,
because the reference sets and transformations are scalable.

With these transformations, we can reduce a generalized probust optimization problem to
a standard probust optimization problem. The next theorem shows that transformations
of uncertainty sets do not change the feasible set of the optimization problem.

Theorem 1.3.13 (GPP-reduction theorem)
Given a general probust optimization problem of the form

GPP: min f(@) s.t. P (¢) (9(x,&,1) < 0Vt € T(w,€)) = p,

a reference probability spaee (f,fl I@’) a reference set T C R? and two transformations
Te: X XZ—=ET;p: X XE X T — R that fulfill Assumption 1.3.11, then a decision is
feaszble for GPP if and only if this decision is feasible for the following standard probust
optimization problem

SPP: mi)r(lf(x) s.t. P(§(x,w,2) <0VzeT)>p,

where

G: X xExT >R, (z,w,2) — g(z, Tz(z,w), Ti(z, Tz (z,w), 2)).
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Proof. We show this claim by proving one set inclusions, an indirect argument and the
bijectivity of the transformations:
Fspp C Fapp: Let us fix an arbitrary T € Fspp, then we know by definition that

P(§(Z,w,2) <0VzeT)>p.

This means that there exists a set A € A such that for all w € A and all z € T the
inequality §(Z,w, z) < 0 is fulfilled and P(A) > p.

To show T € Fgpp, we have to construct a set A € A such that P(Z)(A) > p and for all
€ Aandallt € T(z,&) the inequality g(z,&,t) < 0 is fulfilled.

Therefore, we fix the set A = T;(7, A). By Assumption 1.3.11 we know that A € A and
P(z)(4) = B(A) > p.

Now, we argue indirectly by assuming that there exists a realization £ € A and a scenario
t € T(z,§) such that ¢g(7,¢,t) > 0.

By the definition of T; and the bijectivity of 7z(7,-), we know there exists a w € A such
that 7z(Z,w) = £ and by the bijectivity of 7;(7,w, ), we know that there exists a z € T
such that 7:(7,w,z) = .

Consequently, we know that

0< g(f,f,t) = g(f,7%(5,@),7}(5,7%(5,@),5)) = 9(57572)'

This contradicts @ € A and therefore the basic assumption which implies that T € Fapp.
Because T € Fgpp was chosen arbitrarily, the set inclusion is guaranteed.

Due to the bijectivity of the transformations, the other set inclusion is also satisfied.
Altogether the claim holds. O

Please note, that we chose the same objective function for both optimization problems
GPP and SPP. Therefore and because of the invariance of the feasible sets, we know that
global (or local) optima of GPP are global (or local) optima of SPP and vice versa.

While transformation examples from a decision depending set to a reference set can be
found in a paper of Schwientek et al. [71], the transformation to a reference probabil-
ity space is new concept to the best of our knowledge. While the push-in-method from
Rubinstein’s paper [52] is roughly speaking a multiplication of the integrand 1 our trans-
formation approach changes the representation of the uncertain parameters.

We can understand this change of representation better considering some examples:

Example 1.3.14 (Extended Example 1.2.14)
(i) Transform the realizations of the decision-dependent random variable Z ~ U ([a(x), b(z)])
by the (inverse) mapping

T X X E (2,6) »w =
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This implies a reference random variable Z ~ U([0,1]) and we can confirm for an arbi-
trary measurable set A € B

P(x)(A) = /£ R0
/ 1
¢eAna(z)b(x)] () — a(z)

1dA(w)

dA(£)

€7z (BNla(z),b(x)])

where A = {g eER|IecE: £= b(&;a(m) } _ bAfa(x)

z)—a(z) (z)—a(z)"

Reformulating the last equality leads to the transformation of measurable sets

~

Ti: X xB—B, (z,A) = (b(z) — a(z))A + a(z).

(i1) Transform the realizations of the decision-dependent random variable Z ~ N (u(z), o(z))
by the (inverse) mapping

T X XE, (2,6) »wi= 22—

[1]

This implies a reference random variable Z~N (0,1) and we can confirm for an arbitrary
measurable set A € B

P(x)(4) = /g RECG

- /EEA 2730(;3) xp (‘W) dA(€)
/MGE(A) x/127r P <_w22> drw)
/weA 1dB(w)

where A = {{A €R|IHeE:{= g;?x(;p)} - A;(;;()z).

Reformulating the last equality leads to the transformation of measurable sets

~

Ti: X xB—=B, (z,A) = o(x)A + p(z).
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Here the push-in technique would define a second factor within the integrand which the
transformation approach does not.

Since we have shown in the proof of Theorem 1.3.13 that the probust functions of GPP
and the corresponding SPP calculate the same probability for all z € X, it does not
change under the realization and scenario transformation. We state this as a corollary,
but skip its proof as it is induced by the proof of the last theorem.

Corollary 1.3.15 (Invariance of sets of feasible realizations)

Given a generalized probust optimization problem GPP, a reference set T CR? and a
function T; : X x E x T — R that is a bijection between T and T(z,€) for all fived
(7,€) € X x . Then for any fized T € X the set of feasible realizations is invariant
under this transformation, meaning

A7) ={cT| g &t) <0VEe T (x,8)}
={¢€2|§(x.&2) <0 Vz e T},

where §(x,§, z) = g(x,&, Tp(x,&,2)) for all (x,€,2) € X x E x T.

Although the probust function is not influenced by the transformations, the inner func-
tions g and ¢ change with these transformations. If we assume that the transformations
are at least continuous, we know that continuity of g can be transmitted to continuity of
g as a composition of continuous functions. On the contrary, we have seen in Example
7.3.1 in [72] that convexity has not to be transmitted from g to g. A similar behavior is
mentioned in Dupacova’s work [28], where the push-in technique can destroy concavity
in the probability evaluation.

As the statements of Propositions 1.1.6 - 1.1.8 from (standard) probust optimization in
Section 1.1 showed: Preserving continuity of the inner function leads to preserving the
existence of a solution of a probust optimization problem, while loosing convexity can
lead to the loss of a unique solution. The question how we can find a solution of a probust
optimization problem numerically will be answered in the next part of this thesis.

Overview of Chapter 1

In Chapter 1 we have introduced the concept of probust optimization problems. Because
this first chapter handles a lot of concepts, we want to visualize the main points of this
chapter. We focus on the concepts that form (standard) probust optimization problems
in Figure 1.4. Furthermore, we summarize the workflow of how to handle generalized
probust optimization problems so far in Figure 1.5.

We have classified the already known concept of (standard) probust optimization prob-
lems by considering certain subproblems of this problem class. In this context, we fixed
either a decision, a realization of the random variable or a scenario of the uncertainty set.
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1 Probust optimization

We have gathered results according to these subproblems that are known in the literature
and guarantee the (unique) existence of a solution. We can now express the relations be-
tween the subproblems and the (standard) probust optimization problem visually by the
following figure:

Constrained nonlinear optimization Probability evaluation Maximum calculation
. i s.t. glz) < r) = max g(x,y
NLP: 30, (&) ot gl@) <0 P(4) € [0.1] /(@) = maxg(a.)
Chance constrained optimization problem (Standard) probust term: Semi-infinite optimization problem
: mi .. Pg(z,6) < 0) > ©omi 5
ccC LJun f(z) st. P(g(z,&) <0) > p P(g(&,t) <0vteT)e[0,1] SIP: i flz) st glz,t) SOVEET

Standard probust optimization problem

SPP:  min  f(x) s.t. P(g(z,6,t) SOVLET) >p
zEXCR™

Figure 1.4: Decomposition of probust-optimization problems

As we found nothing on probust terms in the literature, we filled this gap in Section 1.3
and generalized the concept of probust optimization problems. Furthermore, we guaran-
teed that these problems have a (unique) solution using results from decision-dependent
uncertainty concepts and correspondences.

Last, but not least, we introduced transformations that allow us to reduce a generalized
probust optimization problem to a standard probust optimization problem.

Changing our perspective from modelling to solving optimization problems, we have
to ask ourselves how we can handle the introduced problem classes. So far, we know
that we can reduce a generalized probust optimization problem to a standard probust
optimization problem using appropriate transformations. If we can express the worst-
case scenarios analytically, we can reduce the problem even further to a (joint) chance
constrained optimization problem that can be handled approximately or even analytically
if we know enough about the set of feasible realizations. This workflow of handling
generalized probust optimization problems is visualized by Figure 1.5.

Because no algorithm is known so far that handles probust optimization problems which
cannot be reduced to joint chance constrained optimization problems someone has to
solve the specific problem instances by hand.

The next part of this thesis handles numerical solving strategies that work directly with a
standard probust optimization problem and do not need to express all worst-case scenarios
analytically.
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1.3 Generalized probust optimization problems

Generalized probust
problem

Find
transformations?

Solve generalized
probust problem

Standard probust
problem

Maxima
t"(x,&) analytically Solve standard
known? probust problem

(Joint) chance
constraint problem

Structure
of B(Q(x))
known?

Solve approximated
problem iteratively

(Smooth) nonlinear
optimization problem

Figure 1.5: Workflow of handling generalized probust optimization problems
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2 Probust subset schemes

After introducing probust optimization problems in the last chapter and giving sufficient
conditions to guarantee the existence of an (unique) minimizer, we are interested in solv-
ing such problems.

We have already discussed one way to solve such problems analytically in Example 1.1.9.
As the single steps of this process are not always analytically solvable, we ask ourselves
how numerical methods can bypass these difficulties.

The main goal of this chapter is to solve probust optimization problems via discretization
methods. We are inspired by the discretization schemes from semi-infinite optimization.
As mentioned in the introduction, we can represent the uncertainty set 7" in semi-infinite
optimization problems by one (decision-dependent) worst-case scenario. Consequently,
we are looking for one scenario to represent the semi-infinite constraint.

In probust optimization this worst-case scenario does also depend on the realization of
the random vector such that we have to consider a family of worst-case scenarios.

To be able to understand if and when a subset S C T represents this family of worst-case
scenarios, we need a deeper insight into the structure of a probust optimization problem.
We start with focusing on probust terms where the decision z € X is fixed. We then
transfer this insight to probust functions and study their convergence, when considering
a subset sequence (Tj)ken, I C T for all k € N.

With this knowledge, we can not only state the iterative probust subset algorithm to solve
probust optimization problems approximately, but we can also show its convergence for
quite general assumptions concerning the subset sequence (7)xen.

We close this chapter by giving example discretization schemes ®, whose iterates con-
verge towards the minimizer of the corresponding standard probust optimization problem.
These examples include a uniform discretization approach as well as two probust versions
of the adaptive discretization approach from Blankenship and Falk. These schemes are
used as the starting point in Part II of this thesis to design specified discretization schemes
to solve the given applications efficiently.

2.1 Discretized probust terms and functions

We introduced probust terms and probust functions as a subproblem of probust opti-
mization problems in Section 1.3.

In this section we focus on the behaviour of the mapping ¢ : 27" — [0, 1], where 27 denotes
the power set of T.
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2 Probust subset schemes

To guarantee that all terms ((S) with S € 27" are well-defined, we make the following
assumption:

Assumption 2.1.1 (Well-posedness of ¢(S))
Given a probust term P(g(§,t) <0Vt e T), let Q(S):={£ €= ]| g(&t)<0Vite Ste A
hold for all S € 27

Recalling Proposition 1.3.2, we already have sufficient conditions that ensure Q2 € A and
also Q(S) € A for all S C T. Consequently, Assumption 2.1.1 is fulfilled for all S C T, if
g is lower semi-continuous w.r.t. ({,t) € Z x T" and if we consider a Borel-o-algebra.
After this comment on the well-posedness of ¢, we show that ¢ is monotone decreasing
for increasing subsets w.r.t. the partial order (C,27).

Proposition 2.1.2 (Monotonicity of ¢ w.r.t. C)
Given a probability space (2, A,P), any set T, two subsets S1 C So C T and an inner
function g : = x T — R. Assume that Q(S1),Q(S2) € A, then

©(S2) < (51).

Proof. We show the claim directly. Let us fix any set T" and two subsets S; C Sy C 7.
Due to S C S, we know (;cg, () C [ieg, $2(t) and by the monotonicity of probability
measures we can write:

o(5) = P Q)

teSs

< P|[)Q®
teS1
= ¢(S)
Because we fixed the subsets Sy, 5o C T arbitrarily, the claim holds. O

Consequently, an increasing set of discretization points will lead to a more and more
precise approximation of . We are interested in subsets .S C T such that S is as small
as possible to minimize computational efforts later on in Part II of this thesis, but also
guarantees ¢(5) = p(7T).

Checking the size of S is manageable, but the second condition ¢(S) = ¢(T) has to be
quantifiable. Therefore, we introduce the following condition:

Definition 2.1.3 (Bottle-neck-condition)
Given a probust term ¢ = P(g(&,t) < 0Vt € T) such that Assumption 2.1.1 is satisfied,
we say that S C T satisfies the bottle-neck-condition at & € = if:

VteT ds=s({,t) € S:9(§,8) <0=g(§1t) <0
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2.1 Discretized probust terms and functions

We say that a subset S C T satisfies the bottle-neck-condition if there exists some mea-
surable set M € A such that

P(M) =1 and S fulfills the bottle-neck-condition for all & € M.

We say 0 satisfies the bottle-neck-condition if p(T) = 1.

To understand this new definition better, we investigate the following example:

Example 2.1.4 (Examples of subsets fulfilling the bottle-neck-condition)
Consider the probability space (R, B,P), where B is the Borel-o-algebra on R and P is the
probability measure induced by Z ~ U ([0,1]) and T = [0, 1].

Let two different inner functions g1,g2 : = X T — R be defined by

Q€ t) =&~ and
(&) = E— (€~ )2

Then any set S D {0} satisfies the bottle-neck-condition regarding the inner function g
since any fized &€ € E with g(&,0) < 0 implies g(£,t) = & — 12 <0 for all t € [0,1].

For the second inner function go the bottle-neck-condition holds only for sets S that are
the same as T up to a P-null set such as S =T. Of course this choice is trivial to satisfy
the bottle-neck-condition.

If the inner function g is continuous w.r.t. (£,t) € = x T jointly and 7" C R? is compact,
then the functions

g(-,8): 2 > R,&—supg(§,s) and
seS

g(7T) e R,f = I?eajz{g(é‘at)

are continuous w.r.t. £ due to Berge’s maximum theorem 1.2.8.
Consequently, this implies for any subset S C T that

M :={{ € 2| S fulfills the bottle-neck-condition at &}
={{€E]9(£9) <0=yg(,T) <0}
={{€E19(( 95 <0eg(§T) <0}
={{€E](9(§8) <0Ag(&T)<0)V (9(&,5)>0Ag(ET)>0)}
= (Q(S) N QT)) U (2°(S) N Q(T))

is measurable as a union of finite intersections of measurable sets. Ensuring that Assump-
tion 2.1.1 holds, this means M is measurable and therefore the bottle-neck-condition is
well-defined.

That the bottle-neck-condition is sufficient to guarantee p(S) = ¢(T') is the statement of
the following proposition:
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2 Probust subset schemes

Proposition 2.1.5 (Characterization bottle-neck-condition)

Given a probability space (2, A,P) and a continuous inner function g : =2 x T — R w.r.t.
t € T satisfying Assumption 2.1.1. Then a subset S C T of a compact set T C RY satisfies
the bottle-neck-condition if and only if p(S) = o(T).

Proof. We show the claim by proving both implications directly.
=: Let us assume that S C T fulfills the bottle-neck-condition. Then there exists a set
M € A such that

P(M®) =0 and
VEe Mt eT 3s(8,t) € S:9(&s) <0=g(&t) <0

Fixing any £ € M and taking the supremum over ¢t € T', we can rewrite this as

supg(&, s(§,t)) < 0= supg({,t) <O0.
teT teT

As s(&,t) € Sfor all t € T and T is compact, we can rewrite

,8) < 0= 1) <0.
Sg%)g(é 5) < rpeajxg(& )

This implies
{€€ M| max g(€.5) <0} C {€ €M | maxg(¢.t) <0} and
secl(S) teT

P(Sg%)g(&t) <0[&eM)<P(maxg(,t) <0 ] &€ M)

Consequently due to S C T, Proposition 2.1.2 and P(M) = 0:

o(T)

IN
€

This proofs the first implication.
<: Let us assume that ¢(S) = ¢(T') holds. By definition of ¢, we can write:

@(S) = o(T)
& P(Q(S)) — P(UT)) =0
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2.1 Discretized probust terms and functions

Because S C T and by the definition of £2(.5), we know that Q(T") C Q(S) and therefore
0 =P(Q(S5)) - P(AUT)) = P(S)/QT))-
This means that the set
N = Q(8)/T)
={€eE]g(6s) <0Vs €S A maxg(E,t) > 0}
={{€E|g&s)<0VseS AN FteT:qgt) >0}

is a P-null set.

Because N defines the points where the bottle-neck-condition does not hold, we can
conclude that S fulfills the bottle-neck-condition. This shows the second implication.
All together the claim holds. O

Next, we talk about continuity properties of ¢ as we assume an additional condition to
hold. It is motivated by the results of Farshbaf-Shaker et al. (see Proposition 1.1.7):

Assumption 2.1.6 (Assumptions concerning (E, A, P))

Assume that Assumption 2.1.1 holds. Assume further that the considered probability
distribution has a Lebesgue-density, meaning that there exists a function p : £ — R>q
such that we can calculate the probability of any measurable set A € A by

P(A) = /E PO

where A\ is the Lebesgue-measure on =.
Additionally assume that given a probust term ¢ and any S C T, it holds

P ( max g(&,t) = 0) = 0. (2.1)

tecl(S)

Please note that the statement P(g(£,t) = 0) = 0 for all ¢ € T does not guarantee
Equation 2.1 to hold as the following counter example shows:

Example 2.1.7 (Counter example for scenario-wise probability assumption)
Consider g(&,t) := — (& — t)2, where the probability distribution is implied by the random
variable Z ~ U ([0,1]) and t € T == [0, 1].
Then we know on the one hand that

P(g(&,t)=0)=P=t)=0

for each fixed scenario t € T.
But on the other hand, we know also that

P(max g(¢,t) =0) =P(0=0) =1.

Consequently, the element-wise equation does not imply the set-wise equation.
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2 Probust subset schemes

We use this strengthened setting to show that adding a new point ¢t € T to a given subset
S C T is a continuous function:

Proposition 2.1.8 (Adding one discretization point is a continuous operation)
Given a probability space (E,B,P), a continuous inner function g : 2 x T — R w.r.t.
(&,t) € EXT that satisfies Assumption 2.1.6, a compact set ) =T C RY and a set S C T.
Then the function

fs:T —=[0,1],t = (S U{t})
1s continuous w.r.t. t € T.

Proof. We show this claim directly by Theorem 1.1.3:

Let us fix a bounded set ) # T C R? and S C T. Because of the Berge’s maximum
theorem 1.2.8 and the continuity of g w.r.t. (§,t) € = x T, we can conclude that the
function g(-, S U {t}) := supscguqyy 9(-, 8) is continuous w.r.t. £ € E.

Due to Assumption 2.1.6 and by Theorem 1.1.3 the function ¢(S U {-}) is continuous. [J

By adding single discretization points to a fixed set S C T', we are now interested in an
iterative procedure creating a sequence of subsets (7% )ren, Ik € T,k € N.

To handle an iterative procedures we have to define a stopping criterion that can be
checked by the information at hand in a fixed iteration.

One option for such a stopping criterion is the following:

Definition 2.1.9 (Candidate-condition)
We say that for a probust term ¢ the candidate-condition holds for a subset S C T, if

VieT,e>0:p(S)—p(SU{t}) <e.

This criterion concentrates on the change of the probability ¢(.S) instead on the structure
of S itself like the bottle-neck-condition does.

Although the representation of these conditions are quite different, they share the follow-
ing relation:

Theorem 2.1.10 (Candidate-condition and bottle-neck-condition)

Let the inner function g be continuous w.r.t. (§,t) € E X T and let Assumption 2.1.6
hold. Then a subset S C T satisfies the bottle-neck-condition if and only if it fulfills the
candidate-condition.

Furthermore, a subset S fulfilling one of these conditions implies

o(S) = o(T).

Proof. We prove the claim by showing both implications:
=: Let us assume that the candidate-condition holds.
We argue indirectly by assuming that the bottle-neck-condition is not fulfilled and can
formalize

VieT,e>0:p(S)—e(SU{t}) <eand

I e A:P(Q) >0 and

VEeQIteTVse S:g(€s) <0and g(&t) > 0. (2.2)
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2.1 Discretized probust terms and functions

Because g is continuous w.r.t. ({,t) € Z x T" and T is compact, we know using Berge’s
maximum theorem 1.2.8 that

g(§, ) :==supg(&,s)

seS

is continuous w.r.t. { € = and we can rewrite (2.2) as

Ve e Q:g(g,S) <0 and
VEeQIteT: g t)>0.

Because we assumed P(maxyec(s) g(€,t) = 0) = 0 for all S C T', we can find a null-set N
and some measurable set Q € A such that

Q=Q/N,

VEeQ:g(,S) <0 and

VEe Ot e T : g€ t) > 0.
Due to the definition of N and S:), we know that P(Q) = P(Q) > 0 and therefore Q # 0.
Now let us fix an arbitrary & € Q # (.

By definition of Q, we can find a t € T, such that g(&,%) > 0.
Due to the continuity of g(-,S) and g¢(-,t) w.r.t. { € E we can find some r > 0 such that

g(&,t) > 0 VE € B(€) and

9(§,5) <0 V¢ € By(8).

Due to € € supp(P) = {£ € Z | Vr > 0 : P(B,(£)) > 0} and the definition of g(-,S) we
can conclude

p(S) —p(SUft}) = P(B(¢))>0.

This contradicts the candidate-condition. Therefore our basic assumption (2.2) is wrong
and we can assure that the bottle-neck-condition holds.

<: Let us now assume that the bottle-neck-condition holds. By Theorem 2.1.5 we know
that ©(S) = ¢(T') holds. Because S C T and the definition of Q(S), we know that
Q(T) C Q(S) and therefore

0= B(Q(S)) — B(T)) = P(2A(S)/2AT)).

This means that the set N := Q(S)/Q(T) is a P null-set.
Now we fix any arbitrary ¢ € T and because of Q(T) C Q(S U {t}) we know

Q(S)/Q(S U ft}) € QS)/AUT).
Therefore (S)/Q(S U {t}) is also a P null-set and consequently:
P(Q(S)/Q(S U {t}) =0
& PQ(S)) —-PQ(SU{t})) =0
& 9(S) —p(Su{t}) =0

Because the scenario ¢ € T was chosen arbitrarily the candidate-condition is fulfilled.
All together the claim holds. O
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2 Probust subset schemes

After defining a suitable stopping criterion for an iterative discretization scheme, we can
ask how the probust terms approximation behaves for k — oo. The answer in the case
of increasing discretizations Ty C Ty, for all k € N is:

Theorem 2.1.11 (Convergence of increasing discretization sequences)

Let the inner function g be continuous w.r.t. (§,t) € Zx T, Assumption 2.1.6 be satisfied
and let be (T )ken, T € T for all k € N be a sequence of subsets of T' such that Ty, C T4
for all k € N.

Then we can conclude

lim o(T;) = p( lim Ty).

k—00

If additionally limyg_,o Ty fulfills the candidate-condition, then we know

lim o(Ty) = (7).

k—o0
Proof. We show the claim directly by the definition of ¢ and the dominated convergence
theorem:
Be aware that o(S) = [Z xo(s)(§)dP(§) holds for any subset S C T, where x4 is the
indicator function of a set A € A. Let us denote S = limy_,o0 Ty = Jpeny k- We have
to show point-wise convergence of xq(r,) to xq(s) for k — oo on = to use the dominated
convergence theorem. Please mind that y is bounded by 1 by definition.
For this, we fix an arbitrary £ € Z and use a case-distinction:
First case £ € Q(9): If we assume & € Q(S), we know XQ(S)(E) =1 and by T} C S that
Q(S) C Q(Tk) for all k € N. Consequently, xq(s) (€) = 1 implies XQ(Tk)(E) =1 for all
k € N which ensures point-wise convergence.
Second case € ¢ Q(S): If we assume & ¢ €(S), then we know xq(s)(§) = 0 and there
exists some 3 € S such that g(£,5) > 0. By definition of S we know that there exists a
N € Nsuch that s € Ty. By T, C Ty41 for all k£ € N, we know that s € Ty, for all k > N.
Consequently, maxier, g(€,t) > ¢g(£,5) > 0 and € ¢ Q(Ty) for all k > N. This implies
limg 00 XQ(Tk)(f) = 0.
Since x4 does not have any other values than 0 and 1 the point-wise convergence holds.
As all sets Q(5), Q(T})) with k € N are measurable due to Assumption 2.1.1, we can use
the dominated convergence theorem to conclude

i / X (€) = Xas) (©)IBE) = 0

which implies

lim ¢(T}) = kli_{go/:XQ(Tk)(f)dP(ﬁ) = lim _Xa(s) (§)dP(§) = ¢(9).

k—o0 k—o0

This shows the first part of the claim.
If S satisfies the candidate-condition, we know by Theorem 2.1.10 that ¢(S) = (7).
This shows the second part of the claim. O
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2.1 Discretized probust terms and functions

We emphasize that the candidate-condition has not to be fulfilled to ensure convergence
of the sequence (¢(Tk))ken, it however has to be fulfilled to guarantee convergence to
©(T) as the choice T}, = () for all k& € N implies.

In Section 2.2 we are interested in discretization strategies that do not necessarily increase
in every iteration. Nevertheless, we want to guarantee convergence using these strate-
gies. Consequently, we have to think about how to replace the limes of a monotonically
increasing subset sequence.

In the next theorem we show that the limes inferior created by an arbitrary subset se-
quence (Tg)ren, Ty C T for all k € N is an appropriate choice.

Theorem 2.1.12 (Convergence of arbitrary discretization sequences)

Let the inner function g be continuous w.r.t. ({,t) € = x T, Assumption 2.1.1 be satisfied
and let (T )ken with Ty, C T for all k € N be a sequence of subsets of T

Define

oo oo
S = limi =
1krgl£ka U ﬂ Ty
n=1k=n

that fulfills the candidate-condition
VteT,e>0:p(S)—p(SU{t}) <e.
Then we can conclude

limsup (7Tj) = lim o(T}) = (7).
k— o0 k—o0
Proof. We show the claim directly by the definition of the limes inferior:

Because we assumed that the candidate-condition is fulfilled, we know by Theorem 2.1.10
that

Therefore, we concentrate on estimating ¢(T%) for all k£ € N by

©(S) > limsup p(T) > (7). (2.3)

k—o0

Please note that ¢(T) € [0,1] for any subset T C T. Consequently, the sequence
(¢(Tk))ken is bounded and we know that there exists at least on accumulation point
such that the limes superior is well-defined.

The second inequality in (2.3) holds by the assumption Ty C T for all k¥ € N and Propo-
sition 2.1.2.

Next, we proof the first inequality in (2.3) by considering the following sequence of sets:

Sp=()T; VkeN
Jj2k

95



2 Probust subset schemes

By definition of Sy we know that for any fixed k € N

Se=Ti0 [ Tj =Tk Sks1.
J>k+1

This implies

Sy € T, Sy, € Sk41 and

k—o00
Using Proposition 2.1.2 and Theorem 2.1.11, we can conclude:

©(Sk) = o(Tk) VkeN
p(5) = lim ¢(Sk) = limsup (7).
—00

k—o0

Hence, the first inequality in (2.3) also holds and we can write

©o(T) = (S) > limsup (T}) > lim inf (Ty) > o(T).
— 00

k—o0

Therefore the limes of (¢(T}))ken is well-defined and the claim holds. O

Take note that the limes inferior does not give any information about single subsets
Ty, k € N. It might happen that one special subset Ty, k* € N satisfies the candidate-
condition and therefore p(Ty+) = ¢(T), but T=NT}, = 0 for all k > k*+1 and consequently
the limes inferior will not contain Tj».

One open question remains:

What is the benefit w.r.t. ¢ when adding ¢t € T to the current discretization S C T'?
This question will be answered in Lemma 2.3.4. Right now we have to settle for the
general estimation

p(T) < p(SU{t}) < @(9).

Nevertheless, after understanding which condition a discretization S C T has to fulfill
to be able to replace the whole set T in probust terms, how adding a new discretiza-
tion points ¢ € T to S influences ¢(S) and how we can work with subset sequences
(Tk)ken, T, C T for all k € N, we can concentrate on discretized probust functions.

After we understood how discretization works with probust terms, we now focus on how
discretization works with probust functions.

First of all, we have to assume that given a decision x € X and some subset S C T, we
can evaluate p(x, S). Therefore, we make the following assumption.
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2.1 Discretized probust terms and functions

Assumption 2.1.13 (Well-posedness of ¢(x, S))

Given compact sets X, T, a probability space (Z, A,P), a function g: X xZExT — R and
a probust function ¢ : X — [0,1],x — ¢(z) = P(g(x,&,t) <0Vt € T), we assume that
E(x,S):={€E|gx,&t)<0Vte St e Aforallze X,SCT.

With this assumption we can evaluate all terms ¢(x, S) := P(g(z,£,t) < 0Vt € S) given
x € X and S C T. Analogously to Proposition 2.1.8, we can show that ¢(:,S) changes
continuously w.r.t. x € X forall S CT.

Proposition 2.1.14 (¢(+, S) is continuous)

Given that Assumption 2.1.18 holds and that the inner function g is continuous w.r.t.
(r,&,t) € X x 2 x T satisfying P (maxsecl(s)g(a:,f,s) = O) =0 and S C T, then the
function ¢(-,S) : X — [0, 1] is continuous.

Proof. We show the claim directly by using Theorem 1.2.8 and Theorem 1.1.3:

If S =0, then p(x,S) =1 for all z € X is continuous w.r.t. z € X as a constant function.
Otherwise, choose a nonempty subset S C T arbitrarily. Then we can focus on the
expression

o.8) = P mwx gle65) <0).
secl(S)
Because cl(S) C T is a closed subset of a compact set, it is compact itself. By Berge’s
maximum theorem the function

r,£,5) = ma x,€, 8
9(x,§, 8) = max g(z.&s)
is continuous in (z,§) € X x = and by Theorem 1.1.3 we know that ¢(-,.S) is also
continuous. As S C T was chosen arbitrarily, the claim holds. (]

By what we have seen so far in this section, we want to focus on subsets S C T that fulfill
the candidate-condition. As probust functions can be interpreted as probust terms that
vary with x € X, it might happen that a subset S C T fulfills the candidate-condition at
x1 € X does not fulfill it at o2 € X as the next example shows.

Example 2.1.15 (bottle-neck-condition over different decisions)

Consider the probust function defined by the probability space (R,B,P), where B is the
Borel-o-algebra on R and P is the probability measure implied by Z ~ U ([0,1]). Further-
more, set X := [—1,1],T := [-1,1] and g(z,&,t) := —xt + & for all (z,&,t) € X xExT.
For x1 = 1 we can find the (unique) mazimizer of g(x1,&,t) within T that is t] = —1
for all £ € 2. Consequently, S = {—1} fulfills the bottle-neck-condition (and also the
candidate-condition by Theorem 2.1.10) for x1 = 1.

Considering xo = —1, we know that t5 = 1 is the unique mazximizer of g(x2,&,t) within T
for all £ € 2 and S = {—1} does not fulfill the bottle-neck-condition (or equivalently the
candidate-condition) for xo = —1 because for fized € = 1 the condition g(x2,&,—1) < 0
does not imply g(xa,£,1) < 0.
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2 Probust subset schemes

Therefore, we define a special subset of X that aggregates all decisions for which a given
subset S C T fulfills the candidate-condition.

Definition 2.1.16 (S-candidate-points)
Given a probust function ¢ : X — [0, 1] with continuous inner function g : X xExT — R
and a subset S C T, we define the set of S-candidate-points as

C(S):={x e X | S fulfills the candidate-condition for o(x)}.

The next proposition gives sufficient conditions for a set of S-candidate points to be
compact. We need this property to talk about convergence of (¢(-, Tk))ren as a function
afterwards.

Proposition 2.1.17 (C(S) is compact)
Given Assumption 2.1.13 with continuous inner function g, then the set of S-candidate-
points is compact.

Proof. We show the claim directly by Theorem 2.1.10 and Proposition 2.1.14:
Because g is continuous w.r.t. ({,t) € E x T for all z € X by assumption, we can use
Theorem 2.1.10 to rewrite the set of S-candidate points as

C(S) = {z € X | p(,5) - p(z,T) = 0}.

As S and T are fixed sets, we know by the continuity of g w.r.t. (z,&,t) € X x Ex T
and by Proposition 2.1.14 that ¢(-,S) — ¢(-,T") is a continuous function w.r.t. z € X.
Consequently, its pre-image of {0} is closed. As X C R" was assumed to be compact,
we know that C(S) is compact as an intersection of a closed set with a compact set.
Therefore, the claim holds. OJ

Take into account that C'(S) C X is compact, but it might be empty.

To guarantee that a given subset sequence (T)gen with T C T for all £ € N has a
non-empty set of S-candidate points C(S), where S := liminfy_,o, Tk, will be the main
part of constructing discretization schemes in Section 2.3.

In the next proposition, we see how the convergence of T, — S influences the convergence
of ¢(-,T)) as a function of x € X if we guarantee increasing subsets T C Ty, for all
keN:

Proposition 2.1.18 (Convergence of ¢(-,T}) towards ¢(-, S))

Given that Assumption 2.1.13, the setting of Theorem 2.1.11 and a sequence of subsets
(Tx)ken, Tk € Tpy1 €T for all k € N, we can conclude that o(-,T) — (-, S) uniformly
w.r.t. x € X, that means

lim max |p(z, T;) — ¢(z,S)| =0,

k—oo zeX

where S := limy_,o0 T, = Upeq -
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2.1 Discretized probust terms and functions

Proof. We prove this claim directly using Dini’s theorem.

We know by Proposition 2.1.14 that ¢(-,T}) for all & € N and ¢(-,S) are continuous
functions.

To show point-wise convergence of (p(x,Tk))ken for z € X, we fix an arbitrary T € X.
Because we assumed T), C Ty for all k € N, (o(Z, Tk ))ken is a monotonically decreasing
sequence in [0, 1]. Therefore, we know that ¢(Z,T)) converges to some value ¢z € [0, 1].
Because of Theorem 2.1.10 and Assumption 2.1.13 we know that

o(Z,8) = (T, lim T) = lim ¢(Z,T;) = pz.

k—o00 k—o00

As T € X was chosen arbitrarily, (¢(+, Tk ))ken converges point-wise to ¢(-, .S). Eventually,
we can use Dini’s theorem to conclude uniform convergence of (¢(-, Tk ))ken to (-, S) and
the claim is fulfilled. O

After showing how (-, T}) converges for k — oo towards ¢(-,.S), the question arises for
which x € X we can conclude limy_, o @(2,T;) = @(z,T). The next lemma provides the
answer:

Lemma 2.1.19 (Convergence of ¢(-,T) towards ¢(-,T))

Given Assumption 2.1.13 and a sequence of subsets (Ty)reny C 2T We consider the set
S :=liminfy_,o, T} and can conclude that (o(-, Tk))ren converges uniformly to o(-,T) on
C(S), meaning

li T3 — o(z,T)| = 0.
kggoxgl(%)lsdw k) — @z, T

Proof. We show this claim directly by using Lemma 2.1.19 and Theorem 2.1.12:

By Lemma 2.1.19 we know that (¢(-,Tk))ken converges uniformly to ¢(-,S) on X and
therefore especially on C(S) C X. By definition of C'(S) and Theorem 2.1.12 we know
that o(z,S) = p(z,T) for all z € C(S). Therefore the claim holds. O

We have seen which setting is sufficient to guarantee the well-posedness of ¢(zx,S) for
x € X,S C T and how the function sequence (-, T;) converges uniformly towards ¢(-,.S)
on X. Furthermore, we characterized the points, where (-, T}) converges uniformly to
o(+,T), namely at x € C(S), where S = liminfy_, o Tk.

In the next section, we define the probust discretization algorithm that generates a se-
quence (z)ren € X to a given sequence of subsets (Tk)zen € 27 such that accumulation
points of (zy)ren solve the (standard) probust optimization problem

SPPg : ml)r(lf(m) s.t. P(g(x,&,t) <0VteS) > p,
T

where again S = liminfy_, T}.

99



2 Probust subset schemes

2.2 The probust discretization algorithm

With the knowledge of how to discretize probust functions, we are ready to define the
probust discretization algorithm in this section and show its convergence given an appro-
priate subset sequence (Tj)ren C 2T,

To formulate the probust discretization algorithm, we have to introduce some quantities
beforehand:

Definition 2.2.1 (Subset schemes ®)

We call the function sequence ® = (Pp)ren a subset scheme, if for all k € N the functions
Py, - X x 27 = 2T are well-defined.

If @ is a subset scheme and for all k € N the functions @y satisfy |Px(x,S)| < oo for all
r € X,S € 2T with |S| < oo, we call ® a discretization scheme.

If ® is a subset scheme and for all k € N the functions @y does not depend on X or S,
we call ® a predefined subset scheme. Otherwise, it is called an adaptive subset scheme.
If ® is a subset scheme satisfying @ (x,S) 2 S for allz € X,S C T,k € N, we call ® an
increasing subset scheme.

In the following algorithm, the subset scheme ® defines (well-defined) rules on how to
use the current iterates x, € X and T C T to define a new subset Ty+1 C T for the next
iteration.

Algorithm 3 Probust discretization algorithm

1: Inputs:
Standard probust optimization problem instance SPP, discretization
scheme @, initial decision xg € X, initial discretization 1o C T
: Initialize:
k:=0
3: do
4 Tpr1 < argmingey f(z) s.t. p(x,Tx) > p
5 Thr1  Pr(wpr1, Tk)
6: k+—k+1
7
8

[\]

: while stopping criterion is not fulfilled
: Results:
Sequence (xg, Tk)ken

Please note that the optimization problem in line 4 is a JCC if all subsets T,k € N
are finite. Then we can use Theorem 1.1.3 and Corollary 1.1.5 to ask if the solution is
well-defined and unique in each iteration k£ € N.

The definition of a stopping criterion in line 7 will be handled in Chapter 4.

Before we study the convergence of the given algorithm, we need one additional lemma

that guarantees decreasing feasible sets of probust optimization problems for increasing
subsets (T} )ren, where increasing and decreasing is meant w.r.t. the partial ordering C.
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2.2 The probust discretization algorithm

Lemma 2.2.2 (Decreasing feasible sets for S C T')
Given the setting of Theorem 1.3.9 and a subset S C T, we can conclude

]:T,p C fS,p:

where Fs, = {x € X | p(x,S) > p} is the feasible set of the (standard) probust opti-
mization problem with subset S C T

Proof. We show Fr, C Fgs, element-wise. For this, let us fix an arbitrary = € Fr .
By definition this implies ¢(Z,T) > p. Using Proposition 2.1.2, we know by S C T
that o(Z,T) < ¢(z,5). Consequently, ¢(z,S5) > p and T € Fg,. As T € X was fixed
arbitrarily, the claim holds. U

The next theorem states one of the main results of this thesis: The convergence of the
probust subset algorithm.

Theorem 2.2.3 (Convergence theorem)

Given the setting of Theorem 1.3.9 and a subset scheme ® which creates a sequence of
subsets (Ty)ren C 27 such that for any accumulation point T of (zy)ren the limes inferior
of the corresponding subsequence of subsets S = liminf; o0 Tk; with limj oo zg; = T
satisfies T € C(S). Then T is a minimizer of the original probust optimization problem.

Proof. We prove the statement by showing that the accumulation point z is feasible and
optimal w.r.t. the original probust optimization problem:

As the setting of Theorem 1.3.9 is given, we know that the probust optimization prob-
lem has a well-defined solution. Let £ € X be an accumulation point of the sequence
(zg)ren. Because X is compact, we can guarantee the existence of at least one of these
accumulation points.

Without loss of generality we assume that x; — Z for k — oco. Otherwise, there exists a
subsequence (xg,)icn such that k41 > k; for all ¢ € N and zy, — Z for i — oo that we
would consider instead.

We show that Z is feasible w.r.t. the original probust optimization problem indirectly by
using Lemma 2.2.2, Fatou’s lemma and Lemma 2.1.19 :
Assume that ¢ Fr,. Because the minimizer zy is well-defined we get for any k € N
that =y, € Fr, , and therefore ¢(zy, T)) > p for any k € N.
With Lemma 2.2.2 we get

FSriw © Fspp Visk €N,

where S; := ﬂ T, VjeN.

k>j
Consequently, S; fulfills S; = T; N .S;11 for all j € N and we can conclude for any fixed
i,k eN:
Thti € }—Tm—iap < ‘7:51«4-1‘,17 C Fsyp
= P < @ @ktis Thoti) < Q(@hti Skti) < O(Thti, Sk)
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2 Probust subset schemes

Next, we rewrite the last inequality as:

p < @(Tkti, Sk)
= Pe(Q(zk+i, k)

-/ 1aP(¢)
SEQ(QCk+i,Sk)

= / XQ(wk-‘-zvSk)(g)dP(g)
ez

- /56: Xmaxted(sk) 9(@k+4,,t)<0 (§)dP(€)

Using Fatou’s lemma and the continuity of g w.r.t.  we conclude further:

p < thUP /gez Xmaxtecl(sk) g(:vk+i,-,t)§0(£)d]P(£)

i—00

1—00

= /ﬁeE fim sup Xmaxtecl(sk) 9(@kti,5t) <0 (&)dP(¢)

= /§e= Xmaxtecl(sk) g(j7.7t)§0(€)dp(£)

Therefore, T € Fg, ;, for every k € N or equivalently = € (), oy Fs;, p-
Because we assumed that S = liminfy_, . T = limy_,~ Sk fulfills & € C(5), we know by
Lemma 2.1.19 and the definition of C(S) that we can write

p< lim 0(Z,8) = ¢(,8) = ¢,T).

Consequently, T is feasible w.r.t. the original problem.

Next we show that T is a minimizer of the original probust optimization problem indi-
rectly:

Let us assume that there exists 2* € Fr, with f(z*) < f(Z). Because Fr, C Fr, , for
all k£ € N, we know that 2*,z € Fr, , for all k € N. Because of the definition of x; in the
probust discretization algorithm 3 line 4 and the continuity of f w.r.t. x € X we get the
following contradiction:

') < f@)= lim f(z)
- L.,

< lim min T
- k—oo x€FT ) f( )

= min f(z) < f(z)

:L“E]'—T’p

Therefore, our assumption is wrong what proves the optimality of Z within Fr,.
All together the accumulation point Z is feasible and minimal and therefore a minimizer
of the original probust optimization problem. O
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2.2 The probust discretization algorithm

In the last proof, we have seen that the difficult part is showing that the candidate-
condition holds at an accumulation point z.

The part of the proof focusing on the optimality of the iterates T is rather short. This can
be used to soften the definition of the iterates xx, k € N to be nearly optimal solutions of
the corresponding subproblems as shown by Theorem 1 in the paper of Berthold, Heitsch,
Henrion and Schwientek [15].

If we use the last theorem on an increasing subset sequence (Tj)ren with T C Tg4q for
all k € N, we can consider S = (Jp2;T;. Then, we just have to check, if S satisfies
the candidate-condition for the accumulation point £ € X. The next example shows
that checking the candidate-condition for an arbitrary sequence of subsets might lead to
unsatisfying results:

Example 2.2.4 (liminfy_, o Tk is too weak in general)
Consider the probust optimization problem

m[(i)nQ] —x st P(—x+ &+t <0 forallt €T :=[~1,1]) > 0.9, Z ~U ([0, 1]).
xe|0,

Then using the discretization scheme ® defined by

{=1} if k is even and

P X x 28 =27 (2,8) — o
{1} if k is odd

leads to the iterates x; = z* = 1.9.

Consequently, the generated iterates converge towards the minimizer of the original pro-
bust optimization problem. Nevertheless, the set S = liminfy_, T} is empty and does
not fulfill p(xg,S) = o(xk, T) for any k € N.

On the contrary, every Ty, k € N fulfills p(xg, T) = @(xk, T). Therefore, we must not
only focus on the limes inferior of the whole sequence (Tk)ren, but also consider the limes
inferior of subsequences of (Tx)ren. Note that the subsequence (Tok, Tor)ren fulfills the
condition limy_, oo @(zog, Tor) = @(x*,T).

The last theorem can be used as a tool to show directly that a given subset scheme
® leads to a solution of the original probust optimization problem. It seems especially
useful if we work with increasing discretization schemes. If we do not ensure increasing
subset schemes, the proof of convergence might be more difficult as we have to specify
subsequences (of subsets) of subsequences (of iterates) to guarantee convergence as the
last example pointed out. This motivates us to focus on another approach that can be
used by comparing two subset schemes ®; and ®s.

We want to show that if the scheme ®; leads to iterates that converge to a minimizer
of the original probust optimization problem and ®5 generates “better” subsets than @1,
then the iterates generated by the probust subset algorithm using ®, do also converge to
a minimizer of the original probust optimization problem.

With this approach we switch the perspective from the iterates xj, k € N to the minimizer
x* € X. We interpret the subsets (Tk)ren generated by @1 and (Sk)ren generated by
®, as measures how precise ®; and $o are able to describe the feasibility of xz* by
approximating ¢(x*, T).

63



2 Probust subset schemes

Lemma 2.2.5 (Reduction of subset schemes 1)

Assume that we have a subset scheme ®1 that generates a sequence (Tj)reny and de-
note Sy := liminfy_ o Tx. Assume further that a the discretization algorithm with sub-
set scheme ®y creates a sequence (xk,Sk)ren such that (xp)ken has a accumulation
point & € C(S1) and the corresponding limes inferior Sz := liminf; . Sy, satisfies
z € C(S1,52) = {z € X | ¢(x,51) = ¢(x,S2)}. Then T is an optimal solution of
the original probust optimization problem.

Proof. We argue directly that any accumulation point & of (xy)ren fulfills z € C(S2) and
therefore we can use Theorem 2.2.3 to conclude the claim.

Let us fix an arbitrary accumulation point T of (zx)ren. As T € C(S1) N C(Sy,S2) by
assumption, we know by definition that

©(Z,82) = p(z,5) = ,T).

With Theorem 2.1.10 we know that this implies z € C(S3).
Consequently Theorem 2.2.3 guarantees us that z is a solution of the original probust
optimization problem. O

Be aware that this reduction lemma has two difficulties:

First, we have to show z € C(S1,S52). As Sz C T might be given just implicitly, the
set C'(S1,S2) is hard to compute. Consequently, this approach is useful if we know a lot
about the subsets defined by @1, e.g., if ®; is an uniform discretization scheme.

Second, we have to guarantee that z = lim; . @k, € C(S7). Again, it would be nice to
have a reference subset scheme, where we know what C'(S7) looks like. We will see in the
next section that the uniform discretization scheme is such a nice reference scheme as it
guarantees C'(S7) = X.

The next theorem shows that we can exchange the condition z € C'(Sy, S2) by a condition
that works on the subset sequences (Tj)xen generated by @1 and (xp, Sk)ren generated
by ®s.

Theorem 2.2.6 (Reduction of subset schemes 2)

Assume that we have a subset scheme ®1 that generates a sequence (Tj)reny and de-
note S = liminfy_,o Ty. Assume further that a the discretization algorithm with sub-
set scheme ®y creates a sequence (ry,Sk)ken such that (zp)ren has an accumulation
point & € C(S) and for the subsequence (z,)jen with limj_,oc T, = T there exists some
N € N such that for all j € N,j > N there exists nj,m; € N,n;,m; > j such that
go(acknj,Skmj) < go(zknj,Tj), then T is a minimizer of the original probust optimization
problem.
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Proof. We provide this proof directly using Propositions 2.1.14, 2.1.18 and Theorem 2.2.3.
By our assumptions and Proposition 2.1.2, 2.1.14 and 2.1.18 we can estimate:

@(j’T) = .hm @(Ikan)
j—00 J
< lim ¢(wk, Sk, )
j—00 J J
Jj—00 J
< o(z,liminf Tj)
j—)OO
= gp(.f,T)
Consequently, we know that z € C(liminf;_, Skmj) where lim;_, Tl = z. Using
Theorem 2.2.3 the claim holds. |

Please mind that the iterate sequence generated by the probust discretization algorithm
using ®; does not appear anywhere in the last theorem.

In the next section, we specify some discretization strategies ® and show that the corre-
sponding subset sequences (T} )ien fulfill the candidate-condition for all generated accu-
mulation points of (xf)ken-

2.3 Examples of converging discretization schemes

The last section provides results to guarantee the convergence of the iterates generated by
the probust subset algorithm 3 towards the minimizer of the corresponding (standard)
probust optimization problem. Now, we use these results to show that discretization
methods from semi-infinite optimization can also be modified to work in the probust op-
timization context. We focus on the uniform discretization and an adaptive discretization
scheme from Blankenship and Falk [17].

First, we utilize Theorem 2.2.3 to show that the following subset schemes lead to a
minimizer of the original probust optimization problem:
1. An uniform discretization scheme

2. An adaptive discretization scheme using inner function evaluation information called
low-level adaptive discretization (LLAD) approach

3. An adaptive discretization scheme using probust function evaluation information
called high-level adaptive discretization (HLAD) approach.

These discretization schemes define the basic schemes that we use in Part II of this thesis
to create more specified subset schemes to solve the corresponding applications.
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2 Probust subset schemes

After considering the basic schemes, we finish this chapter by considering a non-increasing
subset scheme that we compare with an uniform discretization scheme and use the re-
duction theorem 2.2.6 to ensure its convergence.

Uniform discretization scheme

The first discretization scheme ® = (®y)ren which we analyze is an uniform discretization
scheme with vanishing grid size defined by

q
O X x 27 527 (2,8) — {teTgRq | 35 GZq:tIdejiei}; (2.4)
=1

where e;,i € {1,...,q} with ¢ € N is the i.th column of the identity matrix I € R?*? and
(di)ken 1s a sequence of positive numbers converging to zero. By definition |®x(x,S)| <
oo and Py(z,S) C Ppyq(z,S) for all k € Nyz € X, C T and compact T C R%
Consequently, this scheme is a predefined discretization scheme. If the grid sizes di, k € N
are multiples of each other, the corresponding subset scheme is also an increasing subset
scheme.

Lemma 2.3.1 (Convergence of uniform discretization scheme)

Let T be a set without isolated points, meaning that for allt € T and r > 0 there exists
some s € T, s # t such that s € B,(t). Additionally, let ® be the uniform discretization
scheme, then any accumulation point of the sequence (xy)ken generated by the probust
subset algorithm 3 converges to a minimizer of the original probust optimization problem.
Furthermore, S := limg_,o, T} satisfies C'(S) = X.

Proof. We prove this claim by using Theorem 2.2.3:

By definition of @y the set Ty11 := P (zk, T) is well-defined for all k& € N. Consequently,
the algorithm creates iterates for all £ € N and as X C R™ was assumed to be compact,
we know that (zx)ren has at least one accumulation point.

Let us fix an arbitrary accumulation point z of (zg)gen. To use Theorem 2.2.3, we have
to show z € C(S). For this, we show that the candidate-condition is fulfilled for any
z € X including Z.

We argue indirectly and assume there exists x € X such that the candidate-condition
does not hold

JtreT,e>0:p(x,5) —p(x,SU{ts}) >e

Because of Theorem 2.1.10 and the definition of the bottle-neck-condition, we know that
there exists 2 € A such that

N={{ec=Z|g(z,&s) <0forall seSAg(x,&ty) >0} and
P(Q) > e.
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Additionally, we know by Assumption 2.1.6 that there exists a set Q € A such that

QO={¢ec=Z|g(z,&s)<0forall se SAg(xEty) >0} and

Because g is continuous w.r.t. t € T" and Q # () due to € > 0, there exists a realization
§r € Q and a radius r > 0 such that

g(l'vffat) >0 Vie Br(tf)v

hil €r,8) <.
while Sgﬁé)g(m £f,9)

By the definition of T}, we know that T}, C Ti4q for all k € N and therefore S = (Jp2; T
As we assumed that the distance between discretization points di goes to 0 for kK — oo,
we can find some N € N such that for all £ > N we can guarantee that d < r and
consequently we have at least one discretization point ¢ € Ty, N B.(ty) € S N By(tyf).
Because ¢t € SN B,(ts), this point has to fulfill

g(fL', éfu B > 07
but ,€¢4,t) < ma ,€¢,8) < 0.
ut g(z, &y, t) < sgl(g)g(fr &0 8)
This is a contradiction and thus, the candidate-condition holds for any x € X, especially
for any accumulation point Z of (xx)gen and the claim holds due to Theorem 2.2.3. [

The assumption of T" having no isolated point is important. If we do not ensure this
property of T', the uniform discretization scheme does not have to find the minimizer of
the probust optimization problem.

One might think of an example, where 7' = {v/2} and the uniform discretization scheme
is defined by its grid sizes di = % for all k € N. Since T, = TN Gy, = 0 in each iteration
k € N this would imply ¢(z,T}) =1 for all z € X,k € N.

Low-level adaptive discretization approach (LLAD)
In this section, we specify the subset scheme ® = (®y)ren in the probust discretization
algorithm introduced in Section 2.2 as

O X x 28 =27 (2,8) = SUS; (2.5)

where Spi= Ugez, {t7(9)}, t7(§) € argmaxier g(x, €, t) is a set of worst-case scenarios,

depending on the realizations £ € Zj, where () # =), C Z is any subset of realization from
= for each k € N. By definition this scheme is an increasing subset scheme. If |Z;| < oo
for all k£ € N, this scheme is a discretization scheme.
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With this scheme we select the scenarios ¢} (&) that are worst w.r.t. certain realizations
¢ € Z, considering decision zj, in each iteration k € N.

An interesting questions is which discretization =, C = to select in each iteration k € N.
We show the convergence of the scheme for randomly picked realizations and non-empty
subsets =, # 0 for all iterations k € N.

Lemma 2.3.2 (Convergence of LLAD)
Choosing ® as the low level adaptive discretization scheme, where = are mon-empty

and the realizations &, € =), are randomly i.i.d. chosen (according to random variable
in the probust problem) for all k € N. Then, any accumulation point of (xk)ken of the
corresponding probust discretization method is P-almost surely a minimizer of the original
probust optimization problem.

Furthermore, we can conclude with S := limy_, o T}, that

P(z € C(S)) = 1.

Proof. We prove this claim by using Theorem 2.2.3:

We show that the candidate-condition is fulfilled P-almost surely for any point x € X
and therefore especially for any accumulation point z € X of (zx)ken.

Be aware that the maximizer of arg max;cr g(zk, &, t) is well-defined for all £ € =)k € N
because we made the assumption that 7' is compact and g is continuous w.r.t. t € T for
all (z,£) € X x E. Furthermore, because X C R"™ with n € N is compact, the sequence
(xk)ken has at least one accumulation point.

Now we fix an arbitrary x € X and argue indirectly by assuming:
JtreT,e>0:p(x,5)—p(x,SU{ti}) > ¢

Because of Theorem 2.1.10 and the definition of the bottle-neck-condition, we know that
there exists 2 € A such that

Q={¢ec=Z|g(x,&s) <0forall seSAgxz,&ty) >0},
P(Q) > e.

Additionally, we know by Assumption 2.1.6 that there exists a set € A such that

Q={{e=Z|g(z,&s) <0forallseSAg(x,Ety) >0},
P(Q) =P(Q) > e

—_

Since g is continuous w.r.t. £ € = and Q # () due to € > 0, we can find a realization
£y € Q and a radius r > 0, such that

g(z, & tg) > 0 for all £ € B,.(&f),
while max g(z,&,s) <0 for all £ € B,(&y).
s€cl(S)
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2.3 Examples of converging discretization schemes

Due to ¢ € supp (P), we can conclude that
e :=P(B,(&)) > 0.

As we choose at least one realization in each iteration & € N and the choice of new
scenarios §, € Zj is i.i.d., the probability of selecting a realization §;, € B,.({f) for any
k € N is:

P(3k € N: & € B.(&)))
= 1-P(VkeN: & ¢ B.(&))
= lim 1-(1 —e)¥

=1

Therefore, we P-almost surely pick a w € B,.({) at some iteration k¥ € N. Assuming that
we pick w € B,(&f) in iteration K € N, we know that we add

oo
t7 = tyeT C T, = S
K(w) argl?eaiz{g(xvu% ) K+1 = H k

to our discretization. Because of

g(w,w,t}(w» = rglajgig(a:,w,t) 2 g($7w7tf)7
S

we know that the uncertainty pair (w,ty) € B,(§f) x T has to fulfill

g(z,w,ty) >0 as w e Br(&F),
while g(z,w,tf) < g(z,w, tk(w)) < max g(z,w,t) <O0.
secl(S)
This is a contradiction. Since we have chosen the realization &, randomly, our basic
assumption is P-almost surely wrong. Consequently, the candidate-condition holds for
any decision P-almost surely, especially for all accumulation points z € X of (zg)gen-
Using Theorem 2.2.3 the claim is true. (]

High-level adaptive discretization approach (HLAD)

In this section, we specify the subset scheme ® = (®y)ren in the probust discretization
algorithm introduced in Section 2.2 as

O X x 28 =27 (2,8) = SUS; (2.6)

where Si = {t],....t;. }, (t1,.., 1) € argming, ¢, yerns o(x,SU{t1,...,t,, }) are the
worst-case scenarios considering the probability of x € X given the current subset S C T
for each k € N and (ng)ren is a sequence of natural numbers. By definition this scheme
is an increasing subset scheme. If |T| < oo for all k£ € N, this scheme is a discretization

scheme.
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2 Probust subset schemes

Lemma 2.3.3 (Convergence of HLAD)

Choosing ® as the high level adaptive discretization scheme any accumulation point of
(xk)ken of the corresponding probust subset method converges to a minimizer of the orig-
inal probust optimization problem.

Proof. We prove this claim by using Theorem 2.2.3:

We show that the candidate-condition is fulfilled for any accumulation point £ € X of
(xk)keN indirectly.

Please mind that with Assumption 2.1.6 and by the compactness of T' the selected sce-
narios are well-defined for all £ € N. Furthermore, due to the compactness of X C R™,
the sequence (x)ken has at least one accumulation point. Without loss of generality we
assume that the whole sequence has just one accumulation point. Otherwise, we switch
notations to the subsequence.

Now we fix the accumulation point £ € X, set S := limy_,o T and assume that the
candidate-condition does not hold:

JtreT,e>0:0(z,8)— @, SU{ts}) > ¢
We will rewrite this inequality using Propositions 2.1.18 and 2.1.14:
0<e < lim o(z,Ti) — (2, T U{ts})
k—o00

= klggo 90(3_77 Tk) - ()D(xka Ty U {tf}) + 90($ka Ty U {tf}) - QO(.T, T, U {tf})
—0 by Proposition 2.1.18

= lim ¢o(z,T) — p(ok, T U {ts})

k—o0

= lim o(z,Ty) — @@k, Try1) + @(Tr, Thy1) — o(wx, T U {ts})

k—o0

<0 due to the definition of Tk 1,t}
< lim o(Z,Tk) — o(@k, Trt1)
k—o00
= Mm@, Ty) — (@, Tis1) + (2, D) — 92k, Tt

—0 due to Proposition 2.1.14 —0 due to Proposition 2.1.18

= 0

This contradicts the existence of such a t; € T. Consequently, the candidate-condition
is fulfilled for z € X or equivalently z € C(S). Using the convergence Theorem 2.2.3 the
claim holds. O

Additionally to the convergence of the iterates, the HLAD approach has another property
that the uniform and LLAD do not have as they discretize the whole set 7. The HLAD
concentrates on the scenarios that guarantee feasibility of the accumulation points of
(xk)ken. The next lemma states that this leads to a monotone behavior in the probabil-
ity evaluations. The behavior is noticeable, when the probust constraint is independent
from z € X. Therefore, the next lemma focuses on approximating probust terms with
the HLAD.
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2.3 Examples of converging discretization schemes

Lemma 2.3.4 (Monotonicity of HLAD)

Assuming that in a probust term ¢ the inner function g is continuous w.r.t. (§,t) and
Assumption 2.1.6 holds, then we can conclude that the subset sequence (Ty)ren defined
by HLAD (for probust terms) satisfies for any k € N

o(Tk) — p(Ter1) = P(Thy1) — ¢(Thr2)-

Proof. We show the claim directly using well-known set theoretical operations:

By Assumption 2.1.6 we know that ¢(S U {t}) is a continuous function w.r.t. ¢ € T for
all S € T. Because T' C R? is compact, the new discretization point ¢; € 1" defined by
the HLAD is well-defined due to Weierstrass’ theorem for all k£ € N.

Next we show that

O(Thr2) > 20(Tkv1) — ¢(Tk).- (2.7)

By definition of ¢(S), S C T and t;, we know for any k € N:

p(Tri2) = P| (] Q@)

t€T )42

= P | () Q) NQtE) NQAtE4)
teTy,

= P| () Q) nQtp)n () Q) NnQAtiy,)
teTy, teTy,

= P| () e®)nQi) | +P | () Q) NnQti,)
teTy teTy,

~P[| () ewna) | ul () Q®nt,)
teTy teTy

= @(Ti1) + (T U{tp1}) — P ﬂ Q) NQ(ty) | U m Q(t) N Q(th41)

teTy, teTy

> p(Ti1) + o(Tirn) — ( N awnee | ol N owna,) )

teTy teTy

ENiery, (1)
> o(Thyr) + 0(Thgr) =P | ()] QU
tET),
= 2¢0(Tk+1) — »(T)
As inequality (2.7) is equivalent to the claim, the claim holds. O
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2 Probust subset schemes

This means when using HLAD as a discretization method we can use the following nu-
merical stopping criterion for a fixed precision € > 0 which heuristically estimates the
feasibility of the current iterate xp with kK € N

(@, T) — ok, Try1) < €

Multi-index high-level adaptive discretization approach (MIHLAD)

Last, but not least, we specify the subset scheme ® = (®j)recn in the probust discretiza-
tion algorithm introduced in Section 2.2 as

Dp: X x 2T = 2T (2,8) — 53,

where S = {t1,.... 65, } with (¢],....13,) € argming, ¢, yerme @(@,{t1,....tn, }) is the
ng-tuple of worst-scenarios considering the probability of x € X to be feasible with k € N
and (ng)ken is a sequence of natural numbers satisfying ny > k for all £ € N. By
definition this scheme is a discretization scheme. In comparison to the HLAD we do not
add worst-case discretization points to a given subset S. Instead, we reconstruct the
whole discretization in each iteration k € N. Consequently, MIHLAD does not have to

be an increasing discretization scheme.

Lemma 2.3.5 (Convergence of MIHLAD)

Choosing ® as the multi-index high-level adaptive discretization approach, any accumu-
lation point T of (x)ken converges to an minimizer of the original probust optimization
problem.

Proof. We prove this result by using the reduction Theorem 2.2.6 and a reduction to the
uniform discretization scheme with dj, = 2% for all k£ € N:
Due to Assumption 2.1.6 and the compactness of T C R? the new discretization points
are well-defined for all k € N. As X C R" n € N is compact, the sequence (zk)ken
has at least one accumulation point. Without loss of generality we assume that the
whole sequence has just one accumulation point. Otherwise, we switch notations to the
subsequence.
Now we fix this accumulation point Z € X and look at the sequence (T})ren generated
by the uniform discretization scheme. We have already shown that S := limg_o Tk
guarantees € C(S1) for all z € X in Lemma 2.3.1. This also implies z € C(.57).
Then we can choose for any fixed j € N the corresponding k; := |Tj| < oo number of
points in Tj. By definition of ®5 as the MIHLAD, we know that we choose in the k;th
iteration a subset Sp C T' with at least |T}j| elements that fulfills by definition:

o(zk;, Sk;) = Sgﬁ%}iw p(zr;,S) < o(ag,;, Tj) Vi €N
As j € N was fixed arbitrarily, Theorem 2.2.6 guarantees us the existence of a subsequence
of (z)k—oo such that:

lim ¢(zk,, Sk,) = 0(Z,T).

J—00
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2.3 Examples of converging discretization schemes

Since we assumed that (zx)ken is convergent, we know that z is a minimizer of the original
probust optimization problem. O

Because the MIHLAD provides a more precise approximations of ¢(zy,T") than HLAD
given a fixed number of discretization points, we can also fix an arbitrary € > 0 and
choose

o(zp, Ty) — (g, Thg1) < €

as a stopping criterion for the probust subset algorithm.

Summary

In this chapter, we analyzed probust terms and found characterizations of how a subset
S C T can represent the whole set T in means of a probust evaluation. With this charac-
terization in form of the candidate-condition in mind, we defined an iterative algorithm
to solve standard probust optimization problems. To show that a given subset scheme ®
leads to the convergence of the corresponding iterates towards a minimizer of the original
standard probust optimization problem, we gave two alternatives. On the one hand, we
can directly show that any accumulation point of the iterates satisfies the candidate-
condition. On the other hand, we can show that the considered subset scheme is more
accurate than a reference subset scheme whose convergence is already guaranteed.

In the end, we showed that some prominent discretization schemes like an uniform dis-
cretization or the HLAD - as a probust version of the adaptive discretization scheme from
Blankenship and Falk - work out in the probust setting.

One structural property of this subset approach is that we generate iterates xj, k € N that
are in general infeasible w.r.t. the original probust optimization problem. Furthermore,
the stopping criterion for the iterative probust subset algorithm is not clearly defined in
general. We can use some minimal grid size in the uniform discretization approach or
the condition ¢(xg, T)) — @(zk, Tk+1) < € for some precision € > 0 in the HLAD recalling
Lemma 2.3.4, but these are just heuristics so far.

Our next goal is to define feasible iterates for probust optimization problem such that we
can define upper bounds for the optimal objective value of a standard probust optimiza-
tion problem next to the lower bounds that are defined by the iterates of the probust
subset algorithm.

73






3 Set-approximation schemes

In the last chapter, we developed an iterative solution method for standard probust opti-
mization problems based on subsets S of the set of scenarios T'. As we do not consider the
constraints indexed by ¢ € T'\ S in this approach, the generated iterates are in general
infeasible w.r.t. the original standard probust optimization problem. Furthermore, we
did not specify the stopping criterion for the iterative probust subset algorithm 3.

In this chapter, we introduce a second numerical approach to solve standard probust op-
timization problems that is based on approximating the set of feasible realizations Q(z*)
of an optimal solution z* of a standard probust optimization problem.

Over the course of this chapter, we see how the structure of the inner function ¢ influ-
ences the structure of the set of feasible realizations and how we can use this structure to
generate decisions that are feasible for the corresponding probust optimization problem.
We end this chapter with an example of how we use the set-approximation approach with
a probust optimization problem.

As the set-approximation approach is not specifically designed for probust optimization
problems, but for chance constrained optimization problems in general as introduced in
Section 1.1, we mainly focus on this problem class. We then see that the results from
chance constrained optimization problems can easily be transferred to probust optimiza-
tion problems. The additional structure of probust optimization problems can even be
used to specify special set-approximation approaches. Here, we are mainly inspired by
the approximation of convex sets by linear inequalities.

3.1 Probability approximation by set-approximation

We start this chapter by considering the problem of approximating the probability of a
given measurable set 2 by a family of measurable sets (25)sca. We discuss a solution
approach where we guarantee subset relations of {2 and the elements Q5,6 € A.

We verify that this relation leads to upper and lower bounds to the probability of the set
Q. We also define a condition such that these bounds are sharp.

After giving examples which family of sets satisfy this condition, we concentrate on
measurable sets described by inequality constraints. In this context, we ask how we have
to approximate these inequalities to guarantee a good approximation of the corresponding
measurable sets.
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3 Set-approximation schemes

Approximation by a family of sets

Given a probability space (2, A, P), we focus on approximating the probability of a mea-
surable set 2 € A by other measurable sets.

Here, we are looking for a set 0 € A which minimizes its probability of the symmetric
difference with 2 that can be defined as

dp(,Q) :=P(QNQY) +P(Q° N Q).
As this function is hard to evaluate in general, we are interested in reformulations to be
able to find a best approximation 2 in the family of measurable sets (25)seA-

Definition 3.1.1 (Set-approximation of a probability)

Let (2, A,P) be a probability space, Q € A and (Q5)sen C A be a family of measurable
sets with index set A.

We call the optimization problem

inf dp(€, 2
zf (2, 0)

the set-approzimation problem of Q given (Qs)sen,

sup P(£2s) s.t. 25 C Q
ISTAN

the inner set-approximation problem of Q0 given (Qs)sca and

inf P(Qs) s.t. R CQ

inf P(Qs) s.t. @ C Qs
the outer set-approzimation problem of Q given (Q2s)sen.
Here A is called the design space, § € A is called a design parameter, Qs is called a design
and D = Jsca 5 is called set of designs.

Because Q and €25 are measurable for all 6 € A, we know that dp(2,Qs) € [0,1] is
well-defined for all 6 € A. To show the connection between the set-approximation prob-
lem and the inner/outer set-approximation problem of a Q € A, we need the following
proposition:

Proposition 3.1.2 (Reformulation of set-approximation problem)
Let (2, A,P) be a probability space, Q € A and (Qs)sen € A be a family of measurable
sets. Then

(1) infsen dp(£2,Qs) = P(Q2) — supsea P(25) if Qs C Q holds for all § € A.

(ZZ) inf&eA d]p(Q, Qg) = inf(geA P(Qg) — P(Q) ifQ - Qg holds fO’I’ all § € A.
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3.1 Probability approximation by set-approximation

Proof. We show both reformulation using well-known operations from set and probability
theory:
Proof of (i): Assume that Qs C Q holds for all § € A. Then we know that

QN CcOnNQf =0
holds for all § € A. Consequently, we can write
inf dp(Q, Q) = inf PQANQS) +P(Q° NQ
inf dp(Q2,Q25) = inf P(QN Q) + P( 5)
= inf P(QN Q) +0

0EA

= inf (1-P(Q5U Q)

=1 —sup P(Qs UQC)
LISTAN
=1- (Sup P(Qs) + P(QC)>
dEA

=1 -P(Q%) — sup P(Qy)
J<TAN

= P(Q2) — sup P(s),
[J<FAN

where we used that Q5 UQC is a union of disjoint sets as we assumed Q5 C Q. This shows
the first claim.
Proof of (i7): Assume that 2 C Qs holds for all 6 € A. Then we know that

P(Qs) = P(Qs N Q) + P(Qs N Q°)
= P(Q) + P(Q5 N Q)
holds for all § € A. Consequently, we can write
inf dp(Q, Qs) = inf P(QNQS) +P(Q°NQ
(slgAd]P’( , Q) f QN Qy) + PO~ N Q)
= inf 04 P(Q° N Q)
JEA
= inf P(Qs) — P(Q).
inf P(Qs) — P(2)

This shows that the second claim holds. O

While the function f(6) := dp(£2,85),0 € A seems hard to analyse because we do not
know how correspondences handle relative complements, the last Proposition allows us
to work with f(8) = P(fs) instead. By Lemma 1.2.17 we know, that an outer semi-
continuous correspondence {2 : A = = is enough to ensure the upper semi-continuity of
f and therefore guarantee a well-defined maximum maxgea P(Qy) if the design space A
is compact.

That under such assumptions the inner and outer set-approximation problems really de-
fine inner and outer approximations of the probability is shown by the next proposition:
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3 Set-approximation schemes

Proposition 3.1.3 (Approximation via inner/outer set-approximation)
Given a probability space (2, A, P) whose probability distribution has a Lebesgue-density,
a Qe A, acompact set A and a family of sets (s)sen C A.

(i) Assume further that the correspondence I : A = =, § — Qs is outer semi-continuous
and that Qs C Q holds for all § € A. Then the optimal value p := maxsea P(£2s)
satisfies p < P(€2).

(ii) Alternatively, assume further that the correspondence I' : A = =, — (s is inner
semi-continuous and that Q C Qs holds for all 6 € A. Then the optimal value
D = mingea P(Qs) satisfies P(Q) < p.

Proof. We proof both claims in two steps. First, we show that the inner/outer set-
approximation problem has a well-defined maximizer/minimizer 6* € A. Second, we use
the subset relations to guarantee p < P(Q2) <p:

Proof of (7): We use Lemma 1.2.17 (i) to conclude that f : A — [0,1], — P(I'(J)) is
an upper semi-continuous function. As A is compact, we know that the optimization
problem maxsea P(€2s) has at least one well-defined maximizer 6* € A.

Let us fix an arbitrary design parameter § € A. Because we assumed 5 C Q for all
d € A, we know that P(Q5) < P(Q) for all 6 € A. This is especially true for all maximiz-
ers and therefore p < P(2) holds.

Proof of (i7): We use Lemma 1.2.17 (i) to conclude that f : A — [0,1],6 — P(I'(9))
is a lower semi-continuous function. As A is compact, we know that the optimization
problem mingeca P(€2s) has at least one well-defined minimizer §* € A.

Let us fix an arbitrary design parameter § € A. Because we assumed €2 C Qg forall § € A,
we know that P(2) < P(Qs) for all § € A. This is especially true for all minimizers and
therefore P(£2) < p holds. O

To use the first part of this proposition, we have to guarantee that (s C € holds for
all § € A. A simple way to do so is to fix an arbitrary subset (£25)sea € A and then
look at tits intersection with Q. A family of sets (Q(;)(;e A constructed that way is also
measurable as the intersection of two measurable sets and satisfies Qg CQforall o €A
To use the second part of the proposition, we can construct a new family of sets by
Qs = QsUQ for all § € A.

As we can use Proposition 3.1.3 to define upper and lower bounds for P(€2), we want to
know under which condition we can ensure p = P(2) = p.

Definition 3.1.4 (Fitness-condition)
Let (2, A,P) be a probability space and Q € A, D = (Qs5)sea C A for some index set A.
We say that D satisfies the fitness-condition, if

inf dp(§2,Qs) = 0.
ggAP("S) 0
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3.1 Probability approximation by set-approximation

This condition implies the required equality as we see in the next proposition:

Proposition 3.1.5 (Sufficiency of fitness-condition)

Given a measurable space (2, A,P) whose probability distribution has a Lebesgue-density,
a measurable set Q) € A, a compact set A and a family of sets (s)sca € A that fulfills
the fitness-condition.

(i) Assume further that the correspondence I' : A = E,0 — Qs is upper hemi-
continuous and that Qs C Q holds for all § € A. Then the mazimal lower bound
p = maxsea P(€s) satisfies p = P(2).

(13) Alternatively, assume further that the correspondence T': A = 2,8 — Qs is lower
hemi-continuous and that Q C Qg holds for all 6 € A. Then the minimal upper
bound P := minsca P(Q5) satisfies P(Q) = p.

Proof. We proof the statements using the fitness-condition, Proposition 3.1.2 and Propo-
sition 3.1.3:
Proof of (i): The fitness-condition guarantees us, that

inf 0.0Qs5) =0.
zilgAdP( ,Qs) =0

By Proposition 3.1.2 (i) we know that

inf dp(£2,Q5) = P(Q2) —sup P(Q5) = 0.
JYAN SEA

We know by Proposition 3.1.3 (i) that maxsea P(Qs5) < P(€Q2) and that its maximum will
be attained. Consequently, the last equality gives us

P(Q) = P(Qs) = p.

That shows the first claim.

Proof of (ii): Analogously, we can use Proposition 3.1.2 (i) and Proposition 3.1.3 (i) to
show

P(Q) = P(2+) = p,

what proves the second claim. O

To understand the fitness-condition better, we consider the following examples:

Example 3.1.6 (Family of sets fulfilling the fitness-condition)

(1) Let ([-1,2],B,P) be a probability space, where P is induced by Z ~ U ([0,1]). Let
Q= [-0.5,1] € B and define A := [0,1], Q5 := [0,0]. Then all defined sets Q5 € B are
measurable and the family D = (Qs)sea fulfills the fitness-condition for £ because the
choice §* := 1.5 leads to

dp(Q,Q5) = P([-0.5,0) U (1,1.5]) = 0.
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3 Set-approximation schemes

(13) Let (E,B,P) be a probability space with = C R™ such that P has a bounded density
p € L*(E,R). Let Q € A be a compact, conver set, define the design space the sets of
polyhedra described by a natural number of linear inequality constraints by

A= Ak, Ak = {(4,0) e R™F xR,
keN
Qs :={€e€=| AL <b} Vo =(A,b) € A.
Then all defined sets Qs € B are measurable and the family D = (Qs)sea fulfills the
fitness-condition for Q. We know by Theorem 4.1 of a paper by Dudley [27] that we can

approzimate any compact, convex set by polyhedrons arbitrarily good w.r.t. the Hausdorff-
metric and the Lebesgue-measure of their symmetric difference. Using

P(B) = /B 1aP(€) = /B PE)INE) < [[pll e zmA(B)

with any measurable set B € B this leads to the estimation

o . . ()
JHm 61611Afk dp(€2,Q5) < Jm ||pllLe@r)A (Br) < Jm llollze@Er—2— =0,

m—1

where B, = (2N Q‘%) u(Qn 952)' Consequently, the fitness-condition is fulfilled.

After considering set-approximation problems with a family of measurable sets (Q5)sen,
we are interested in how we can use inequality constraints to describe such sets.

Approximation by a family of functions

So far, we have discussed sufficient conditions for a given family of sets to approximate
P(Q) arbitrarily good. As we are free to chose any family of sets (25)sea C A, we are
now interested how to specify it.
We assume that €2 can be described by an inequality constraint. This means that there
exists a A-measurable function g : £ — R such that Q = {£ € E | g(¢) < 0}.
Furthermore, we decide to approximate this {2 by measurable sets (£25)sca that can also
be described by functions. We assume that for all 6 € A there exists A-measurable
functions g5 : £ — R such that Qs = {£ € 2 | gs(&) < 0}.
With this representation, we can rewrite the inner and outer set-approximation problem
given Q) € A as

sup P(s) s.t. Q5 CQ

dEA

< supP(Qs) s.t. g(§) <0VE € Qs
dEA

and
inf P(Q25) s.t. QCQ
51n (Qs) s.t 5

< inf P(Qs) s.t. gs(&) <0 VE € Q.
dEA
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3.1 Probability approximation by set-approximation

If we consider a finite-dimensional search space A C R? the reformulation of the in-
ner approximation problem is a generalized semi-infinite optimization problem, while the
reformulation of the the outer approximation problem is a standard semi-infinite opti-
mization problem.

We are interested in how the structure of the function g influences the structure of the
set

Qg) ={£€E]g(&) <0}
Therefore, we use the following proposition:

Proposition 3.1.7 (Structure of set of feasible realizations)

Let (2, A,P) be a probability space and g : = — R satisfy QU(g) € A. Then the following
holds:

(i) If g is lower semi-continuous, then (g) is closed.

(ii) If g is quasi-convez, then (g) is convex.

(7i1) If g is lower semi-continuous as well as coercive, then Q(g) is bounded.

(iv) If 2 C RU{%00} and g is monotonically increasing as well as continuous, then there
exists a M € R such that Q(g) = (—oo, M]NE, where in this context (—oo, —oc] = () and
(—o0, 0] =R.

Proof. We show the claims individually using well-known arguments from analysis and
set theory:

Proof of (i): We show that for any convergent sequence (£)ken C §2(g) its limit is again
in Q(g):

Consider an arbitrary, but fixed convergent sequence (£x)ren C 2(g). By definition of Q
we know that g(&) < 0 for all £ € N. As g was assumed to be lower semi-continuous, we
know that at the limit point £ € Z of (& )ren holds

9(§) < lim g(&) < 0.

This ensures £ € Q(g). Because (& )reny Was chosen arbitrarily, we know by definition
that Q(g) is closed what shows the first claim.

Proof of (i7): We show that for any elements &1,£2 € Q2(g), A € [0, 1] their convex combi-
nation £(A) = A& + (1 — A)& is also an element of Q(g):

Consider arbitrary, but fixed elements &1,& € Q(g), A € [0,1]. By definition of Q we
know that g(&;) < 0 for i = 1,2. As g was assumed to be quasi-convex, we know that for
any A € [0, 1] it holds

9(§(N)) < max{g(&1),9(&2)} < 0.

This implies £(A) € Q(g). Since A € [0,1],&1, &2 € Q(g) were chosen arbitrarily, we know
by definition that (g) is convex what shows the second claim.
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3 Set-approximation schemes

Proof of (iii): Assuming that g is coercive, we argue indirectly:

Let us assume that g : 2 — R is coercive, but 2(g) is unbounded. Then there exists a
sequence (&)ren C Q(g) with limy_,o0 |[€x]] = 00. As g was assumed to be coercive, we
know that

lim g(&) = oc.
k—o0

As g is lower semi-continuous there exists a N € N such that gx(£) > 0 holds for all
k > N. This contradicts & € €(g) for all k € N.

Consequently, the assumption that (g) is unbounded is wrong what shows the third
claim.

Proof of (iv): We show that claim directly by a case distinction and the monotonicity:
1. Case: If Q(g) = 0, we set M = —oo and the claim holds.

2. Case: If Q(g) # 0 is bounded from above. Then their exists some M = SUPecq(q) §- As
g is continuous and €(g) is bounded from above, we know that M € (g). Consequently,
we know that & < M for all £ € Q(g) and therefore Q(g) C (—oo, M] N Z. By the
monotonicity of g, we know that Q(g) = (—oo, M| N E.

3. Case: If Q(g) is unbounded from above, we know that for all N € N there exists a
&nv € Q(g) such that N < &y. As g is monotonically increasing, we know that Q(g) is a
superset of (—oo, N]NE for all N € N and consequently M = oo fulfills the claim, what
shows the forth and last claim. O

In conclusion, it appears wise to approximate g by a function g that has the same struc-
ture. On the contrary, the following example shows that a convergent uniform approxi-
mation does not lead to the convergence of the corresponding probabilities in general and
vice versa.

Example 3.1.8 (Approximating g by g)
(1) Let us consider any probability space (2, A,P) and any inner function g : = — R that
satisfies Q(g) € A. Then we can define

with an arbitrary function s : 2 — Rsg. As we do not switch the sign between g(§) and
g(&) for any & € = by this multiplication, we know that Q(g) = Q(g) and v(g) = ©(g).
(17) Consider the probability space ([0, 1], B,P), where P is the probability measure induced
by Z ~U([0,1]). Define g : [0,1] - R, & — 0 and gi : [0,1] — R, & — % By definition
we know that g, — g uniformly for k — oo because

kggok 0

lim maX} 9k(§) —9(§)] = lim max i‘

k—o0 £€[0,1 k—00 £€]0,1]

On the contrary, we know by definition of g, g, that Q(g) = [0,1] and Q(gr) = {0} for all
k € N and therefore limg_,o ©(gr) = 0# 1 = ¢(g).
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3.1 Probability approximation by set-approximation

The first example shows that we do not need a good approximation g of g to guarantee
©(g) = ¢(g). The second example shows that even a uniform approximation of the
function g by ¢ can lead to the maximal possible error of 1. To improve the understanding
of this convergence behavior, we consider the following statement:

Proposition 3.1.9 (§ — g point-wise implies ¢(g) — ¢(g))
Let (2, A,P) be a probability space, g,gx : = — R be inner functions such that the
corresponding sets 2(g), (gr) are elements of A for all k € N and g — g point-wise.

(@) If gr(§) < g(&) for all k € N,§ € B, then limy_oc 0(Gr) = ©(9g).
(i) If gr(§) > g(§) for all k € N, € € 2, then limsupy_, . ©(Jr) < ¢(g).

(idi) If P(g(§) = 0) = 0, then limi—s0 (k) = (9)-

Proof. To prove the first claim we show that xq,) converges point-wise towards xq(g)
indirectly and use the dominated convergence theorem afterwards:

Let us assume that there exists a realization {; € = such that xqg,)({s) does not converge
towards xq(g)(§y). This means that there exists an € > 0 such that for all n € N there
exists a K, > n such that

X, ) () — Xag) (Er)] > € (3.1)

By definition of the characteristic function x the realization {; lies either within Q(gx,, )
or within Q(g). Due to the assumption gx(§) < g(£) for all £ € Z,k € N, we know that
Gk (§r) < 0and g(&) > 0 has to hold. As g converges point-wise towards g, there exists

a N € N such that |g,(&r) — g(&f)] < @ for all k > N. Consequently, we can conclude
forall k > N

02 u(ey) 2 glep) - 25 = 8 o

Fixing n = N, our assumption (3.1) is wrong and the xq(g,) converges point-wise towards
XQ(g)-
With that we can use the the dominated convergence theorem to state

lim (gx) = lim P((3k))

k—o0

what proves the first part of the claim.
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3 Set-approximation schemes

To prove the second claim let us fix an arbitrary k € N, £ € Q(gx). As we assumed that
9(&) < gx(§) for all k € N, & € E, we know that a realization £ € Q(gy) satisfies gx(£) <0
by definition. This implies & € Q(g) since

9(§) < gr(§) <0.

As k € N, & € Q(gr) were chosen arbitrarily, we know that £(gr) C €Q(g) for all £ € N.
Consequently limsup_,. ¢(gx) < ¢(g).

We prove the third claim by indirectly verifying that xq(g,) converges point-wise towards
Xq(g) and using the dominated convergence theorem afterwards:

Let us assume that there exists a realization {y € = such that xq(g,)(§r) does not converge
towards xq(g)(§y). This means that there exists an € > 0 such that for all n € N there
exists a K, > n such that

IX@x,) (€r) — Xag) (€r)] > € (3.2)

By definition of the characteristic function x the realization {; is either an element of
Q(gk, ) or an element of Q(g). Due to the assumption P(g(§) = 0) = 0, we can assume
without loss of generality that g(£f) # 0. Due to the point-wise convergence, there exists
some N € N such that for all £ > N we can guarantee

9(&7)]

19k (&r) — 9(&p)| < 5

Fixing n = N, we can argue like in (7) with a case distinction:
Case 1: If £ € Q(gk,,) \ Q(g), we know g(§¢) > 0. Now, the definition of N € N implies
for k> N

. 9(§ g9(§

9k(&r) = 9(&f) — <2f) = (Qf) > 0.
Fixing n = N in assumption (3.2) this is a contradiction and XQ(g,) converges point-wise
towards xq(g)-
Case 2: If £ € Q(g) \ Q(gr), we know g(&f) < 0. The definition of N € N implies for
k>N

—9(&r) _ 9(&y)

0.
2 2

ge(&r) < 9(&f) +

Fixing n = N in assumption (3.2) this is a contradiction and XQ(g,) converges point-wise
towards xq(g)-
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3.2 Approximation of chance constrained optimization problems

All together we know that xq(g,) converges P-almost everywhere point-wise towards xq(g)
and we can use the the dominated convergence theorem to state:

lim ¢(gr) = lim P(Q(gx))
k—oco k—o00

= lim [ xqg,) (§)dP()

k—o0 =

2/ lim xq(g,)(€)dP(§)

= k—oo

=Am@@m@
= ¢(g)

This proves the third and last part of the claim. O

If we recall the probust subset algorithm from the last chapter to approximate the value
of probust terms by skipping the decision calculation in every iteration, we can see that
we used the functions sup,cq, g(-,t) to approximate maxer g(-,t). This setting fits to
the assumptions of the last proposition part (7).

After this excursion into probability approximation by set-approximation, our next goal is
to use the set-approximation approach on chance constrained optimization problems.

3.2 Approximation of chance constrained optimization problems

The main idea of this section is to use the introduced set-approximation approach for
chance constrained optimization problems. Considering these problems, we see that a
feasible decision x € X induces a measurable set (z) € A such that P(Q(x)) > p.

We will try to approximate this set Q(z) by a family of measurable sets (25)sca. Af-
ter defining the corresponding inner set-approximation problem, we will proof that this
problem really is an inner approximation of the original chance constrained optimization
problem. Additionally, we comment on the convergence behavior of an iterative inner
set-approximation algorithm.

Since we consider chance constrained optimization problems as introduced in Section 1.1,
we are not interested in determining the exact probability P(2) of some measurable set
Q € A, but in underestimations of this probability.

To create an inner approximation, we therefore need to guarantee that P(€s5) > p implies
P(Q(x)) > p. One way to do so is focusing on the constraint Q5 C Q(x) for all § € A as
we have seen in Proposition 3.1.3 (7). As Q5 C Q(z) might be to restrictive as a constraint
considering an arbitrary x € X, we allow ourselves to work with decision-dependent sets.
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3 Set-approximation schemes

To be able to differentiate between the decision-dependent set Q(z) and our designs, we
switch the notation for the approximating sets from (d) to D(4) for the remainder of
this chapter.

Definition 3.2.1 (Set-approximation problem of CC)

Let X, A be compact sets, f: X — R be a continuous function, (2, A,P) be a probability
space, g : X Xx 2 — R be a Caratheodory-function, p € [0,1] and D : X x A — A a design
function. We call

ISAp : min f(z) s.t. P(D(x,6)) >p (3.3)
rzeX,0€EA
swpg(r,6) <0 (3.4
£eD(x,9)

the inner set-approrimation problem of a chance constrained optimization problem CC.

To ensure that the feasible set of the inner set-approximation problem is nonempty, we
need to introduce the following value which is closely related to the values defined in
Equations (1.5) and (1.6):

max D) = t. P(D ,(5 Z
puac(D) = max P ot B(D(0)) 2

sup g(z,&) <0,
£eD(x,5)
where D = U D(x,9).
reX,0€A

With this value we can state:

Proposition 3.2.2 (Inner approximation by inner set-approximation problem)
Let X, A be nonempty, compact sets, f : X — R be a lower semi-continuous function,
(2, A,P) be a probability space, g : X x 2 — R be a Caratheodory-function, p € [0,1] and
D: X xA — A a design function such that the correspondence I' : X x A = =,§ —
D(z,0) is continuous.

If p < pmax(D), then the inner set-approrimation of the induced chance constrained
problem is well-defined. Additionally, every feasible point of the inner set-approximation
1s also feasible w.r.t. the induced chance constrained problem.

Proof. First, we show the well-posedness of the problem by well-established theorems
from the literature and afterwards show the feasible set inclusion directly:

We know by assumption that f is lower semi-continuous and that X x A is compact as
a finite Cartesian-product of compact sets. Consequently, we want to show that

Fpp:=1{(z,6) € X x A[P(D(x,0)) >pA sup g(z,§) <0}
€eD(x,0)

is a closed set. Please note that by the choice of the threshold p < ppax(D) we know that
the feasible set Fp, is nonempty.
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3.2 Approximation of chance constrained optimization problems

By assumption I' is continuous w.r.t. (z,0) € X x A and by Lemma 1.2.17 we know that
the function P(D(+)) is upper semi-continuous w.r.t. (z,0) € X x A.

By our assumptions Lemma 1.2.6 guarantees that the function supge p(,.5) 9(, €) is lower
semi-continuous w.r.t (z,0) € X x A as well. Consequently, Fp , is compact as the inter-
section of a compact set with a closed set and the optimization problem has a well-posed
minimizer as f was assumed to be lower semi-continuous.

Next, we show the inclusion of feasible sets:

Let (x,0) € Fp, be a feasible point of the inner set-approximation problem. Then it
holds that P(D(x,d)) > p and g(z,§) < 0 for all £ € D(z,0). Consequently, we can
ensure D(x,0) C Q(z) ={£ € 2| g(x,&) < 0} what implies

P(Q(x)) = P(D(x,0)) > p.

This means that x € F, is feasible what shows the second part of the claim. O

Please note that the assumptions for this proposition are just slightly stronger than the
assumptions we need to guarantee the existence of a minimizer in the chance constrained
optimization context, namely we require A to be compact and D to be continuous as a
correspondence.

If we follow the argumentation of the last chapter, we should try to generalize the fitness-
condition 3.1.4 to ensure that the inner set-approximation converges to an optimal solu-
tion of the original chance constrained optimization problem.

That it is difficult to find conditions that guarantee the convergence of an inner approx-
imation as we illustrate with the following counter example:

Example 3.2.3 (Counter example for convergence of inner set-approximation)
Chose ([0,1],B,P) as the probability space, where P is induced by the random variable
Z~U([0,1]), X :=[-1,1], f(z) =z, g(x,€) := —a® —x—p+& and p € [0,1]. This data
induces the following chance constrained optimization problem:

min z s.t. P(—2> —2z—p+£<0)>p
z€[—1,1]

We can show that the decision x* := —1 is feasible by evaluating
P(-1+1-p+£{<0)=PE<p)=p=p

By the definition of X, the optimal solution of the chance constrained optimization prob-
lem therefore has to be z* = —1.

To approximate the problem let us define a sequence of inner approximation problems by
A :={0} CR and D : X x Ay = A, Di(z,9) = [O,p—i— %], such that Ay is compact
for all k € N and Dy, is continuous as a constant mapping for all k € N.
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3 Set-approximation schemes

Fizing xg := 1 and an arbitrary k € N, we check
1
P(D(an, ) = ( [0.p + kD
1

L
= min R

max ¢(zp,§) = max —1—-1-—p+¢

and

¢eD(w0,0) eefopt+1]
1
-2 -
PP+
1
=—24+-<0.
+ 4 <

Consequently, © = 1 is feasible for all k € N independent from p € [0,1] and therefore
P < Pmax (D) = 1, where Dy := UJ;EX,(SEAk Dy(x,6) = Dy.
Additionally, Q(z*) ={{ € 2| g(z*,§) <0} ={{ € [0,1] | —p+& <0} =[0,p] is known

and we can guarantee
1
lim dg(Dg, Q(z*)) = lim dy <[O,p+ ] ,[O,p}) =0 and
k—o0 k—ro0 k
1
lim dp(Dg,Q2(z*)) = lim dp <[0,p + } , [O,p]> =0.
k—o0 k—o0 k

Unfortunately, the feasible set of decision for any fized k € N is

V1+2-1
Y 1l clo1].

FDkvp = 2 ?

This means that there cannot be any sequence (yx)ken C X such that yi € kavp and

limg ooy = 2% = —1.

To make such a sequence of set-approximation problems converge towards a solution
of the corresponding chance constrained optimization problem is the focus of the next
section.

3.3 Set-approximation algorithm for probust optimization
problems

In the last section, we have seen that we can find feasible decisions for a chance con-
strained optimization problem by solving its corresponding inner set-approximation for
a given design space A and design function D.
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In this section, we describe an iterative algorithm for increasing design spaces and study
its convergence behavior as well as its modification to be used on probust optimization
problems.

Before noting the algorithm, we need a sequence of design spaces (Ag)ren and a sequence
of designs (Dg)ren to describe it: In analogy to probust subset schemes, we analyze the
simpler case, where we have a monotone behavior with respect to the design spaces.

Definition 3.3.1 (Increasing set-approximation schemes)

We call a sequence of design spaces and design functions W = (A, Dy)ken a set-approximation
scheme.

If a set-approximation scheme V satisfies

Vo € X,k € N,0, € ApIopq1 € Apg1 : Di(x,08) = Dig1(, 6p11),

we call the set-approrimation scheme ¥ an increasing set-approximation scheme.
We can represent the family of designs corresponding to an increasing set-approximation
scheme U by

keN keEN \zeX,6€A,

With these definitions, we can describe the iterative set-approximation algorithm as:

Algorithm 4 Set-approximation algorithm for chance constrained optimization problems

1: Inputs:
Chance constrained optimization problem instance C'C,
set-approximation scheme W, initial decision zg € X
: Initialize:
k=0
do
(Tht1,0k41) ¢ argming syexxa, f(z) s.t. P(Dg(z,6)) > p,
maXee p, («,6) 9(,§) <0

[\

k—k+1
while stopping criterion is not fulfilled
: Results:
Sequence (xg, Ok )keN

In comparison to the probust subset algorithm 3, we have no update of the design space
or design function influenced by the current decision zj or the current design parameter
0, such that we are considering pre-defined set-approximations instead of adaptive ones.
The problem here is on the modelling side as a function that maps the current iterates
(zk,dx) to a pair of a design space with corresponding design function is quite hard to
handle. We will get back to this point defining sandwiching algorithms in the next chap-
ter.
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3 Set-approximation schemes

With the defined set-approximation algorithm 4, we want to focus on its convergence
behavior.

We have already seen in Example 3.2.3 that we cannot expect convergence in general.
The drawback of inner approximations is that we need to guarantee that we can find
decisions that are on the one hand close to the optimal solution x* and on the other hand
feasible for some iterations £ € N. A condition to ensure that in nonlinear optimiza-
tion problems is, i.e., the Mangasarian-Fromovitz constraint qualification (MFCQ), see
Lemma 1.2.10.

The next lemma shows that if an optimal solution of the chance constrained optimization
problem fulfills the MFCQ, then we can guarantee the convergence of an iterative inner
set-approximation if the design spaces are chosen wisely.

Nevertheless, we point out that MFCQ has nice implications when it holds, despite it
being hard to verify because this condition is based on gradients which are rarely given
for probability evaluation functions.

Theorem 3.3.2 (Convergence theorem of inner set-approximation for CC)
Let X be a compact set, f : X — R be a continuous function, (£, A,P) be a probability
space, g : X X E — R be a Caratheodory-function, p € [0,1], (Ag)ken be a sequence of
compact sets, Dy : X x A — A design functions such that

o I'y : X x Ay, = E,(2,0) — Dg(z,9) are continuous correspondences for all k € N
and

o Dy(x,Ak) C Diy1(x, Aky1) for all x € X, meaning that for each x € X and each
Ok € Ay, we can find a dg41 € Agy1 such that Dy(z,0x) = Dgy1 (2, dky1).

Furthermore, let x* € X be a minimizer of the chance constrained optimization problem.
If there exists a MFCQ-vector for the original chance constrained optimization problem
at * and a radius r > 0 such that for all x € B,(z*) N F, there exists a sequence
(0 () ken, Ok : X — Ay for all k € N such that

o limy o0 dp(Qx), Di(z,0k(x))) =0 and
o Dy(x,6k(x)) C Q(z) for all k € N,

then every accumulation point of the set-approximation algorithm is a minmizer of the
original chance constrained optimization problem.

Proof. We will show this claim by constructing a sequence of points (Z,)nen that con-
verges towards z* and for each n € N, we can find a k,, € N with &, > n and z,, € kan 0"
Because we assumed that Dg(Zy, Ax) € Dgyq(Zn, Aky1) for all n € N,k € N, we know
that z,, € ]}Dk,p for all k > k, and there exists a smallest k,, € N satisfying Z,, € kan p-
Consequently, we can estimate

f(@*)=min f(x) < min f(z)= f(zg) < f(Zn) Vn € Nk > k.

336]:17 $€]:Dk,p
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Because f(Z,) converges towards f(z*) for n — oo, the sequence (f(zx))xen has also to
converge towards f(z*) for k — oo. As this value is the (global) minimum, we know that
all accumulation points T of (zy)ken are (global) minima.

Now we construct the sequence of points (&, )nen:

Since we assumed that ¢ is twice continuously differentiable in a neighborhood of z*,
there exists a radius R > 0 such that Br(z*) lies within this neighborhood. We denote

= D?P(Q(z* + h
c her[gggR]Kv, (Qz™ + hv))v)l,

where D? denotes the Hessian of the probability evaluation function. Introducing the
variable H := min{r, R, %} and choosing any h € [0, H], we can estimate the probability
evaluation by a Taylor-expansion with Lagrange remainder and the definition of the
MFCQ-vector via

(v, D2P(Q(x* + hv))v)

h2
2

P(Q(z* 4+ hv)) = P(Q(z")) + VP(Q(z"))hv +

2

Sprh- Dyt
Z P B ZPp 9’

where h € [0, h] C [0, R]. Consequently, we know that * 4+ hv € F, for all h € [0, H].
Because we assumed that there exists a 7 > 0 such that for all x € B,.(z*) N F, we can
approximate Q(x) by (Dg(z, dk(x))ken (w.r.t. dp). For 0 < h < H <r and x = z* + hv
we can therefore estimate

P(Dg(x* + hv, §k(x* + hv))) > P(Q(z* + hv)) — ¢
b
ZPp 9 €k-

Because Dy (z* + hv, A) C Dgiq(z* + hv, Agyq) for all k£ € N, we know that (eg)ren is
a monotonically decreasing sequence with limit 0. Consequently, we can find a minimal
index K (h) € N such that k& > K (h) implies ¢, < % and therefore

P(Dg(z" + hv, o (x* + hv))) > p.

As we assumed that Dg(x,dx(z)) C Q(z) holds for all x € B,(z*) N F,k € N, we can
verify that

max ¥+ hv, &) < max x5+ hv, &) <0.
E€D (x*+hv,0k (z*+hv)) g( 5) T EeQ(x*+-ho) g( 5) -

Consequently, the step size h,, := % leads to an iteration k,, = max{K(hy),k,—1 + 1}
such that &,, := x* + % € kan p for all n € N. Using the first part of the proof the claim
holds. O

The assumptions of this convergence result imply that there is a direction v such that we
can approximate Q(x*) from this direction with sets (Dy (2, d)), where (Zx,0r) € Fp, p
are feasible decision w.r.t. the kth approximation problem.
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Please note that we can only guarantee to achieve an objective value of decisions z € X
whose set of feasible realizations can be approximated by (Dy(z,6))rensea, sufficiently
well. Since in general we do not know which decision leads to the global minimum, we
have to approximate the set of feasible realizations for as much decisions as possible.
How these sets are structured is already mentioned in Proposition 3.1.7 for fixed deci-
sions z € X.

After we have understood how the set-approximation algorithm works for chance con-
strained optimization problems, we now are interested in using it for probust optimiza-
tion problems. To extend the concept, we just have to use Berge’s maximum Theorem
1.2.8. Since the inner function of a probust optimization problem is continuous w.r.t.
t € T for all (z,§) € X x = and the set T is compact, we know that the function
9(z,&,T) = maxyer g(x,&,t) is continuous. Consequently, we can interpret probust op-
timization problems as a special instances of chance constrained optimization problems
and use all results from the chance constrained case.

The adapted version of the set-approximation algorithm for probust optimization prob-
lems looks like

Algorithm 5 Set-approximation algorithm for probust optimization problems

1: Inputs:
(Standard) probust optimization problem instance SPP,

set-approximation scheme W, initial decision xg € X
2: Initialize:

k:=0

3: do

4 (T, Opr) < argming sexxa, f(@) s.b. P(Dy(x,0)) = p,

5: MaXee py, (2,6),teT 9(2:§:1) <0
6: k+—k+1

7: while stopping criterion is not fulfilled

8: Results:

Sequence (2, Ok ) keN

We state the convergence of the inner set-approximation approach for standard probust
optimization problems as another theorem.

Theorem 3.3.3 (Convergence theorem of inner set-approximation for SPP)
Let X, T be compact sets, f: X — R be a continuous function, (£, A,P) be a probability
space, g : X x 2 X T — R be an inner function, p € [0,1], (Ax)ken be a sequence of
compact sets, Dy, : X x A, — A design functions such that

o I'y: X X A= E (x,0) = Di(x,0) are continuous correspondences for all k € N

o Dy(x,Ax) C Diy1(x,Agy1) for all x € X, meaning that for each x € X and each
Ok € Ak, we can find a dk+1 € Agy1 such that Dy(x, ) = Diy1(x, dki1)-
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Furthermore, let x* € X be a minimizer of the chance constrained optimization problem.
If there exists a MFCQ-vector for the original chance constrained optimization problem
at * and a radius r > 0 such that for all x € B,(z*) N F, there exists a sequence
(0 () ke, Ok € Ak for all k € N such that

o limy oo dp(Q(x), Di(z, dk(x))) =0 and
o Dy(x,0k(x)) C Q(z) for all k € N,

then every accumulation point of the set-approximation algorithm is a minimizer of the
original standard probust optimization problem.

Proof. We will show this claim using Theorem 3.3.2.
As we assumed that g is continuous w.r.t. (z,&,t) € X x E x T and T is compact, we
know by Berge’s maximum Theorem 1.2.8 that

g(x,&,T) = rpgsz(%fi)

is a continuous function w.r.t. (z,£) € X x Z.

Consequently, g(z,-,T') is Borel-measurable for all x € X and g(+,&,T) is continuous for
all ¢ € Z and therefore a Caratheodory-function.

Now we can use Theorem 3.3.2 to determine a solution of the chance constrained opti-
mization problem

min f(x) s.t. P(g(z,&,T) <0) > p.
reX

Because we just reformulated the inequality constraint, the minimizer of this chance
constrained optimization problem is the minimizer of the original standard probust opti-
mization problem and the claim holds. O

After introducing an iterative set-approximation scheme to solve standard probust opti-
mization problems in this section, we concretize this concept by applying one iteration
of the process to an example problem in the next section.

3.4 Example of how to use a set-approximation scheme

In this section, we define a special probust optimization problem instance, we formulate
the corresponding inner set-approximation problem by fixing a design function and solve
this inner set-approximation problem. This problem instance is a stochastic design-
centering problem which we will introduce later in Chapter 5.
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3 Set-approximation schemes

Problem definition

We consider the problem of putting an area maximizing circle
B,(M) = {y € R* | (y1 —m1)® + (y2 — m2)* < 7%}
with 7 > 0, M € R? into an uncertain triangle that is described by the points

Py =(21,0),Z1 ~U([1,2]),
Py = (=22,0),Z2 ~U([1,3]),
Py = (0,23), Z3 ~ N'(2,1).

Note that this triangle is degenerated if the realization of Z3 is zero. Given the distribution
of this random variable, this happens with probability 0 though.
We can describe the triangle for a fixed realization ¢ € Z := R? as

C€) ={y €R* | g1(&,y) <0,92(€,9) <0,93(&,y) <0},
where g1(§,y) = —sign(&3)y2,
92(&,y) = sign(&s) (§1y2 + §3y1 — §183)
93(&:y) = sign(&s) (Say2 — &3y1 — 283) -

With fixed p := 0.9 the stochastic design-centering problem can be written as

SDC: max 7r?s.t. P(B.(M)C C(£))>0.9.
r>0,M eR2

Problem reformulation as a standard probust optimization problem

Before solving this problem, we have to reformulate it as a standard probust optimization
problem to be able to define and solve the inner set-approximation problem introduced
in this chapter.

In a first step, we rewrite SDC as a generalized probust optimization problem. How we
can do that is explained in the beginning of Chapter 5:

91(&,y) <0 Vy € B.(M),
SDC-GPP : _min_ —mr? s.t. P | g2(&,y) <0 Vy € B.(M), | >0.9
r=0Me g5(€,y) < 0¥y € By(M)

Next, we define the set of decisions X = R>g x R? and use the following transformation

to the reference set 1 = B1(0) to simplify the set-dependency within the probability
evaluation

Tr: X xExT = R% ((r,M),&,2) = rz+ M.
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3.4 Example of how to use a set-approximation scheme

As Tz (x,&-) is surjective for all (z,§) € X x E and even a homeomorphism between
T = B1(0) and B,(M) if r # 0, we can reformulate the inner functions of SDC-GPP as

gl('xafvz) = 91(557}1('%’672)) = 7(7‘2’2 + m?)a
Go(,&,2) = g2(&, T(x, 6, 2)) = &1(rze + ma) + &(rzr +m1) — §163,
g3(w,&,2) = g3(&, Tp(x, 6, 2)) = &a(rze + ma) — &3(rz1 +ma) — §283,

while keeping the feasible decisions and minimizers the same according to Theorem 1.3.13.
This leads to the following standard probust optimization problem

91(z,&,2) <0Vz € Bi(0),
SDC-SPP: min —7r?s.t. P | ga(z, €, 2) < 0Vz € By(0), | >0.9.
r>0,McR? -
g3(z,&,2) <0Vz e B1(0)

Please note that we ignored the sign-functions in the definition of g;,7 = 1,2, 3.

We are allowed to do so because any feasible decision = = (r, M) with r > 0 satisfies
&3 > 0 for all its feasible realizations & € )(x) as we see by the following indirect argument
that leads to a case distinction:

Given z € X,r > 0 let us assume there exists a feasible realization £ € Q(z) with {3 < 0.
1. Case: There exists another feasible realization £ € Q(z) with & > 0 which implies
B,(M)NC(€) = 0 or B.(M)NC() = 0 contradicting £, € Q(z). A sketch of this
argument is shown in Figure 3.1.

2. Case: All feasible realizations satisfy £3 < 0 and we can therefore estimate
o(r) <P(&<0) = F(—2) = 0.0228 < p = 0.9.

In both cases the decision x € X cannot be feasible and consequently all feasible decisions
imply &5 > 0 for all £ € Q(x).

ey
5L e ||
I 0(x)

-0.5

Figure 3.1: Visualization of two triangle realizations C'(&;),C(§2) with positive and neg-
ative height and some circle D(z)
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3 Set-approximation schemes

Choosing an appropriate set-approximation scheme

After rewriting the stochastic design-centering problem as a standard probust optimiza-
tion problem, we have to think about the structure of the set of feasible realizations to
define an appropriate design function for the inner set-approximation problem.

We show that the inner functions max_cp, (o) gi(x, &, z) are monotonically increasing w.r.t.
to the components of ¢ if we fix a feasible x € X.

Therefore, we fix a feasible decision z € F,, a feasible realization ¢ € Q(x) and show that
gz, &, 2) > §(x, &, 2) for all z € By(0) and € > & (component-wise).

First we consider g1 (z,&, z) = —(rz2 + msg): Because this constraint does not depend on
any £-component, the monotonicity assumption holds for g;.

In the next step, we consider the inner function go(x,-,z). Because £ € (x), we can
check the monotonicity componentwise:

J=1: ga(x,§, 2) = & ( rzo + my )+ &s(rz1 +ma) — &3
<&3 because Br(M)CC(&)
&1 (rze +ma —&3) + &(rz +my)
<—
>0 <o
> &1(rze +ma — £3) 4+ &3(rzy +my)
= Go(x, (€1, &2, &3), 2) V1 > &
J=2: ga(x, &, 2) = &1 (rza +ma) + &E3(rzr +ma) — 61&3
( )
( (

= go(, (€1,62,63),2) V€2 > &9
J=3: go(x,§,2) =& rz1 +my ) —&1&3
—_——
<&1 because B (M)CC(€)
= &1(rzo +ma) + &(rzr +m1 — &)
— ———
<20

> &1(rza +ma) + E3(rzr +my — &)
- g?(l‘7 (51752753)72) vé?) Z 53

rzo +ma) + &3

Since we can decompose 5 > ¢ in component-wise inequalities, the claim holds for go for
all € > ¢. Analogously, we can show the same result for §s.

Because all components g;,7 = 1,2,3 are monotonically increasing w.r.t. £, this is also
true for g as the maximum over these functions. As the z € Z was arbitrarily fixed, we
know that the function max.cp, (o) §(7, -, 2) is also monotonically increasing w.r.t. &.
Consequently, using Proposition 3.1.7 (iv) the set of feasible realizations can be described
by intervals [§Z, 00) N Ei,é € R concerning one fixed entry i = 1,2,3 of £ € R3, if the
other two entries are fixed. Consequently, a promising approach is

A:={5cR®|5; €[1,2],62 € [1,3],85 € [0,00)},
D(,8) = [61,2] X [62,3] % [653, 00).

Be aware that the design function is independent of x € X.

96



3.4 Example of how to use a set-approximation scheme

Because the components of the random vector Z were assumed to be uncorrelated, we
can evaluate the probability P(D(z,d)) by evaluating the probabilities of the single com-
ponents:

P(D(x,6)) =P1({ > 61) - P(§2 > 62) - P3(€ > d3)
3-8,
=<2—51>-( )-(1—F<53—2>>

This means we can reformulate the probability evaluation constraint of the inner set-
approximation problem as an analytical function and the remaining problem is a semi-
infinite optimization problem that can be solved, e.g., by the adaptive discretization of
Blankenship and Falk [17].

The solution of this problem is

f(z*) ~ —0.3257,
z* ~ (0.322,0,0.322)
6 =(1,1,2 — F710.1)) =~ (1,1,0.7184).

By Proposition 3.2.2 and Theorem 1.3.13 we know that this solution is also a feasible
decision of the stochastic design-centering SDC. The solution z* is not (exactly) the
optimal solution of the original probust optimization problem because there exist feasible
realizations ¢ € Q(z*) that fulfill, e.g., &,& > 1, & < 2 — F~1(0.1) which are not
considered by the design D.

A visualization of the optimal circle in a reference triangle that corresponds to the value
0* can be seen in the Figure 3.2.

How we can solve probust optimization problems where we cannot find the set of feasible
realizations directly and instead have to use iterative set-approximation algorithm is the
focus of the next chapter. We will combine our results from probust subset schemes and
set-approximation schemes into what we will call sandwiching algorithms.

2 T

[ ew
[ e
o)

Y4

Figure 3.2: Visualization of expected triangle C(u), reference triangle C'(£*), where
€ =(1,1,2 — F71(0.1)) and solution circle D(z*)
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4 Sandwiching algorithms

In the last two chapters, we have introduced concepts to solve standard probust opti-
mization problems approximately. While the probust subset algorithm 3 calculates lower
bounds for the minimal objective value, the set-approximation algorithm 5 calculates
upper bounds.

In this chapter, we present how we can combine these two algorithms to use their indi-
vidual strengths and cover their weaknesses.

We start with the following generic sandwiching algorithm:

Algorithm 6 Sandwiching algorithm for standard probust optimization problems

1: Inputs:
Probust optimization problem instance SPP, precision € > 0,
discretization scheme ®, set-approximation scheme ¥,
initial decision zg € X, initial discretization Ty C T

2: Initialize:

k:=0
3: do
4: ZTpo1 < argmingey f(z) s.t. oz, T) > p
5: Thq1 < Pr(2p 1, Th)
6: (Tht1,Opt1) < argming sjexxa,,, f(z) s.t. P(Dgta(z,6)) = p,

maXee Dy, 11 (x,6),teT g(:U) 3 t) <0

T k+—k+1
& while f(7y) — f(z,) > ¢
9: Results:

Sequence (zy, Tk, Tk, 0% ) keN

We call this algorithm generic, because we use both iterative Algorithms 3 and 5 without
specifying the probust subset schemes or the set-approximation scheme. Since both
solution schemes do not exchange calculated values such as x;, Ty, T, or dy for any k € N,
they define bounds for the optimal objective value by calculating f(z;) and f(Ty) like
working on their own. The only advantage we gain in comparison to the individual
algorithms is that calculating these bounds allows us to define a stopping criterion by
f(@r) — f(z) < € for a given precision € > 0.

Because the solution schemes in this algorithm are separated from each other, we can
add the assumptions for the convergence results in Theorem 2.2.3 and Theorem 3.3.2 to
directly show the convergence of Algorithm 6 after finitely many steps.

How we can exchange information between both solution schemes to benefit from their
strong sides while covering their weaknesses is the main question of the next sections.

99



4 Sandwiching algorithms

4.1 Probust subset schemes using set-approximation
information

In this section, we focus on using information generated by probust subset schemes to
define set-approximation schemes. We have seen in Chapter 3 that set-approximation
schemes do find decisions that are feasible w.r.t. to the corresponding probust optimiza-
tion problem. The drawback of these methods is that we cannot guarantee to find the
optimal solution of the corresponding problem and we have to predefine the family of
designs D. Furthermore, we have not specified a stopping criterion in Algorithm 3 or 5
so far.

The main idea of this section is to use the generated iterates (z;)ken from probust subset
schemes to help us define a stopping criterion, while we use the sequence (T} )ien to define
designs for the set-approximation scheme. This way the design function D adapts in
each iteration k € N to the current information x;, 7). As mentioned in the last chapter,
this is not given in general for set-approximation schemes.

In the following, we assume we are using an increasing subset scheme ® that satisfies
the assumptions of Theorem 2.2.3. Since the theorem guarantees that we find all “inter-
esting” scenarios S = limg_,o, T C T for the accumulation points & € X of the defined
sequence (zj)ken, we hope that the corresponding inner set-approximations does also
converge.

To get a feeling for the convergence behavior of such methods, we test the following
designs in the next example:

1. We use designs specified by

for some y € X. This way Dy, is independent of x and we can identify the design
parameter § by the tuple (y, T}) for some y € X. We do not use Di(z,d) = Q(x, T})
because for Q(z,T;) € Qz,T) = Q(x), we cannot find a feasible decision for the
constraint (3.4) in general.

2. We use the design specified by
Dy(,06) = Qzy, Tr), (4.2)

where z; is the solution of the kth iteration of the probust subset scheme. Here
again, we make the design Dy independent of x and do also fix the design param-
eter 0 = (z,T) in the single iterations of the set-approximation algorithm. This
has two advantages: First, we know by definition of z; that P(Q(zy,Tk)) > p.
Thus, we can ignore the probability evaluation constraint (3.3) in the inner set-
approximation. Second, the maximum constraint (3.4) simplifies from a generalized
semi-infinite constraint to a standard semi-infinite constraint. This constraint can
be handled, e.g., by the adaptive algorithm introduced by Seidel in [73].
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4.1 Probust subset schemes using set-approximation information

3. We use designs specified by
Di(z,6) = Qp(z,T) ={£ € =2 | g(x,&,t) +r <0Vt € Ty}, (4.3)

where r € R together with T} can be identified with the design parameter J.

We can interpret r € R as a balancing factor between the constraints in the inner
set-approximation problem:

For r > 0 we know by definition Q,(z,T;) C Q(z,T)). Consequently, it is harder
to fulfill the probability condition (3.3) in the inner set-approximation problem for
such sets. Nevertheless, the relation Q,(z, Ty) C Q(z, Ti) does also imply that the
maximum condition (3.4) of the inner set-approximation is easier to satisfy. It is
the other way around if we choose r < 0.

A lot of other design definitions are also possible. Going through all of them is not within
the range of this thesis.

Within the range of this thesis is testing the convergence of the solutions of set-approximation
problems using the defined designs in the following example:

Example 4.1.1 (Example: Convergence of set-approximation schemes)

We consider the following probust optimization problem

m[énum st. Pl —€<0,§ =20 —1.9+t<0Vtel0,1]) >0.9, where Z ~U (]0,1]).
xe|0,

First, we solve this problem analytically like in FExample 1.1.9. We know that the worst-

case function evaluation is defined by

max £ —2x —1.94+t=¢6—-22x—-0.9
t€[0,1]

for arbitrary (x,€) € [0,1)2. Therefore, we know that the unique worst-case scenario is
t=1.
This leads to the description of the set of feasible realizations

Q(z) = e, T) = Q(z, {1}) = [z, min{2z +0.9,1}] C E = [0, 1]

for any fixred x € [0,1]. As the uniform distribution can be evaluated easily in this case,
we can reformulate the probust constraint as for x € [0,1] as

o(x) =P(Q(z)) = min{2z +0.9,1} —2 > 0.9.

This leads to the (unique) minimizer x* = 0 with ¢(z*) = min{0.9,1} — 0 = 0.9.
Furthermore, we can differentiate ¢ in the surrounding Bo.i(xz*) N F, with Vp(z*) =1
and therefore can find the MFCQ-vector v = 1.

Next, we focus on the subset scheme which is defined here as the union of k € N points

k
1
Dp: X x 28 w97 (2,8) = T, = U{l—}.
n=1 n
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4 Sandwiching algorithms

This subset scheme is by definition an increasing discretization scheme and does fulfill
t(x,§) =1 € cl(S) with S = limy_,o0 Ty, for any x € [0,1],& € [0,1]. With this fized
subset scheme, we can represent

1
Oz, Ty) = [m,min {2x +0.9+ o 1}]

for any fized decision x € [0,1].

As x* = 0 is not only the minimizer of the probust optimization problem, but also the
manimazer of the optimization problem min,¢(g 1) without additional constraint, we know
that the probust subset schemes will find z;, = * = 0 for all iterations k € N. Therefore,
we know that for fized iteration k € N we can represent

1
Qzy,, Ti) = {O,min {0.9 + o 1}] .

Now, we consider the different set-approximation schemes (4.1) to (4.3).

1. Dg(z,0) = Qy,Tx) : Considering the maximum constraint (3.4) of the inner set-
approzimation problem and interpreting it as a set-inclusion constraint, we have to satisfy

1
Ay, Tx) € Az, T) < [y, 2y 4+ 0.9 + T

} C [z,22 4 0.9].

for some (x,y) € [0,1]2. This inclusion implies
x <y and
2y +0.9 + L <2x4+09<sy< 1
9+ - <2z +0. T — —
Yy L= Y= ok

which is a contradiction for all k € N. This means that we cannot find a feasible solution
for any inner set-approximation problem.

2. Dy(z,9) = Qzy, Tk) = Since this set is a special case of 1. with fivred y = xy, the same
arguments as for the last design imply for the maximum constraint (3.4) of the inner
set-approximation problem

1
Qzy,, Ti) € Uz, T) & {0,0.9 + k] C [z,22x 4+ 0.9]

and therefore
z <0 and

1 1
. - < . — <
09+k_2x+09<:)2k_x,

which is also a contradiction for each k € N.
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4.1 Probust subset schemes using set-approximation information

3. Di(z,9) = Q-(y,Tk) : In contrast to the last two examples, these design lead to a
sequence of set-approxrimation problems such that the choice xj = ﬁ,yk =0,1p = ﬁ is
1

feasible for all problems starting from iteration k > =) = 5 as we can check

1
O, (Y, Ti) € Qag, T) & [Z/k + 7k, 2y + 0.9 + . Tk} C [xk, 2z + 0.9]

& i097Li c i097Li
2k 2k | — |4k 2k

and

P(Qy, (g4, Th)) = P <[21k,o.9 + 2;]) —0.9.

Because the sequence xj, = ﬁ converges towards the minimizer of the original probust
optimization problem x* = 0, this set-approximation scheme seems to be more appropriate
for this problem instance. As it covers the first case by fixing r = 0 we expect it to be the
most flexible design to find a solution.

This example shows that set-approximation schemes with information from probust sub-
set schemes do not converge in general. To be able to approximate the set Q(z*) we
should start with generic designs like Q,.(y, Tk ) and get more specific by choosing Q(y, Tk)
or Q(zg, Ty) if the first design leads to an solvable problem. If the design €2, (y,T) can
always be used given the setting of Theorem 3.3.3 is not clear so far.

One structural problem in general is that increasing subset schemes imply T C Tj11q
for all £ € N and therefore a decreasing sequence Q(z,Tj11) C Q(x,T}) of the corre-
sponding designs for any « € X. To be able to use Theorem 3.3.3, we have to ensure
an increasing set of designs Dy C Dyyq for all £ € N. Consequently, we have to find
for each x € X,k € N some y € X such that Dy(x,T;) = Di+1(y, Tkr1) which implies
Qx, Ty) = Dy, Ti41). Since the set of feasible realizations changes its structure by
adding discretization points, this conditions seems hard to fulfill in general.

To find sufficient conditions to guarantee the convergence of inner and outer approxima-
tions based on pieces of information generated by probust subset methods is one direction
that future work can go.

Nevertheless, we focus on the sandwiching algorithm 6, where we specify Dy = Q(z, Tk)
for all £ € N for the upcoming applications. As explained, this approach allows us to cal-
culate an upper bound for our objective function fast, even if it does not converge towards
any accumulation point of the iterates created by a probust subset scheme. Keeping this
point in mind, we have to check in every iteration if the solution Ty is feasible w.r.t.
the inner set-approximation. The corresponding algorithm which uses information of the
probust subset scheme in the set-approximation scheme is formulated as:
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4 Sandwiching algorithms

Algorithm 7 Exchange sandwiching algorithm for standard probust optimization prob-
lems

1: Inputs:
Probust optimization problem instance SPP, precision € > 0,
discretization scheme ®, initial decision xy € X,
initial discretization To C T
: Initialize:
k:=0
- do

[\]

3
4 Ty < argmingex f(x) s.t. p(x,Ty) > p

51 Try1 < Pr(2pi1, Th)

6: Tt < argmingey f(2) s.b. maxeeq(, ,, 1) ter 9(2,§,t) <0
7: k< Fk+1

& while f(zy) — f(z,) > ¢

9: Results:

Sequence (zy, Tk, Tk ) keN

Before testing this sandwiching algorithm on applications in the Part II of this thesis, we
comment on the idea of using information from set-approximation schemes in the probust
subset scheme.

4.2 Set-approximation schemes using probust subset
information

In this section, we comment on using information generated by set-approximation schemes
to define a probust subset scheme. We have seen that probust subset schemes define outer
approximations of the corresponding probust optimization problem (see Lemma 2.2.2),
but cannot guarantee to find a solution that is feasible w.r.t. the original problem in
general.

As inner set-approximation methods do find such feasible decisions, we focus on how we
can make this useful for the probust subset schemes.

We assume that we use a set-approximation scheme V¥ satisfying the assumptions of The-
orem 3.3.2. As the theorem guarantees that we find the “shape” of the set of feasible
realizations (), where 7 is the accumulation points T € X of the sequence (Tj)ren gen-
erated by the inner set-approximation problems, we hope that the corresponding probust
subset schemes do also converge.

We do not analyze the convergence of this approach here, but comment on the follow-
ing ways to use information from inner set-approximation problems in probust subset
schemes:
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4.2 Set-approximation schemes using probust subset information

1. We could use the information (Ty,dr) to calculate subsets T of T by defining
probust subset schemes ®. This approach is troublesome because the set D(Zy, k)
is independent w.r.t. ¢ € T' in general and therefore, it is unclear how to calculate
scenarios given D(ZTy,d;). On the contrary, we can try to use the iterates Ty as
fixed arguments for adaptive subset schemes such as the HLAD or LLAD.

2. We could use the information (T, dx) to define a new optimization problem to
determine z;. In comparison to the inner set-approximation from Chapter 3, we
think about the following outer set-approximation problem, where we are searching
for supersets of Q(z),z € X:

mi)r(l f(x) st. P(Dg(x,0)) > p Vo € A,
re

Q(x) C Dy(x,d) Vo € A.

In this case, it is not enough to just find one design parameter 6 € A that satisfies
P(D(z,0)) > p, but we have to guarantee this condition for all possible § € A.
Consequently, we cannot use § € A as a decision variable and the probability
constraint gets a necessary condition to guarantee P(Q2(z)) > p.

Because this condition is hard to check, we simplify the outer set-approximation
problem by reducing the design space to just one element A, = {§} for all k € N
defining an unique design Dj,. The corresponding optimization problem then reads

i t. P(Dy) >
gg(lf(x)st P(Dy) > p,

Here the questions arise how to fix the set D) and how to solve the generalized
semi-infinite constraint induced by Q(z) C Dy, efficiently.

So far, we do not see any helpful combination of the parameters (T, ok )ren from a set-
approximation scheme with the iterates of a probust subset scheme (z, T%)ren-

We think, that this way of combining information is not helpful in general because we
start with a set-approximation scheme to generate subsets S C T that describe the set
of feasible realizations for a given decision. As the set-approximation scheme converges
towards a solution of the original probust optimization problem by assumption, we know
that the sequence (Dg(Tg,0r))ren already approximates this set of feasible realizations
and therefore the calculation of S C T doubles the effort.

Furthermore, we do not see any subproblem in this procedure that can be solved easily
to generate additional information while running a set-approximation scheme.
Therefore, we do not use any of the ideas above numerically in Part II of this thesis.
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Overview Part |

As we reached the end of the theory part of this thesis, we want to recapitulate what we
have achieved within the Chapters 2 - 4.

We do this, on the on hand, by shortly mentioning the main theorems in these chapters
and then visualize the newly defined solution approach for standard probust optimiza-
tion problems by Figure 4.1 which depicts an updated workflow how to handle a probust
optimization problem.

In Chapter 2, we considered discretization schemes inspired by the literature of semi-
infinite optimization to replace the set of scenarios T of infinite cardinality by a sequence
of finite subsets (T%)ken, T C T for all £ € N. A condition to check if these sets are
appropriate to replace T is given by the candidate-condition (see Definition (2.1.9)) at
the current iterate xp € X which we deduced from analyzing probust terms.

Using this condition, we define discretization schemes such as a uniform discretization
scheme with vanishing grid sizes or two probust variants of the adaptive discretization
scheme from Blankenship and Falk whose iterates converge to a solution of the original
probust optimization problem.

The main theorem to ensure convergence of such discretization schemes is Theorem 2.2.3.
Since the stated Algorithm 3 is an iterative one without explicit stopping criterion, we
are interested in finding feasible iterates for a probust optimization problem.
Rethinking chance constrained optimization and connecting it to design-centering prob-
lems (that are introduced in the next chapter) in Chapter 3, we defined the inner set-
approximation problem (see Definition 3.2.1) whose optimal value is an upper bound for
the optimal value of the original problem. Interpreting standard probust optimization
problems as chance constraints with a special structure of the inner function, we could
transfer the approximation and convergence results (see Proposition 3.2.2, Theorem 3.3.2
and Theorem 3.3.3) found for the chance constrained problem class to standard probust
optimization problems.

In Chapter 4, we discussed how we can combine both solution approaches efficiently.
Considering several methods where information of one solution approach are used in the
other one and an example problem to test these algorithms are given. In the end, we
came up with one specific combination of the solution approaches stated as Algorithm
7. This algorithm uses the output of a probust subset scheme to reduce the inner-set
approximation problem to a mere SIP. As we hope that this problem can be solved within
a reasonable numerical effort, we will use this algorithm for the following applications.
As we have not fixed the probust subset scheme for this algorithm, we can specify it
according to the structure of the considered problem structure.
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The workflow of how to handle a standard probust optimization problem with the solution

approaches defined in Part I of this thesis can be visualized as follows:

Solve standard
probust problem

Structure of
Omega(x) known?,

Generate knowledge
about Omega(x)

Evaluability of
IP(Xi(x,T_K))?

Solve (iteratively) by
ISA

Yes

Vv
Use sandwiching
methods with probust
subset schemes

Check properiies of
probability evaluation when
adding a discretization point

Vi
Use specified probust
subset scheme for high-
level structure. i.e. HLAD

ry set approximation schemes

[> with user defined designs (i.e.

balls. boxes)

Check properties of inner
function for fixed (x,xi)

Nice structure of
inner function?

Vv
Use specified probust
subset scheme for low-
level structure. i.e. LLAD

Use uniform
discretizations

(Smooth) nonlinear
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Figure 4.1: Workflow how to solve probust optimization problems defined by Part I of

this thesis
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This workflow is meant to start, where Figure 1.5 in Chapter 2 needed problem specific
solution to ”Solve standard probust optimization problem”.

We first ask ourselves if we know how the set of feasible realizations is structured.

If we can describe this structure by functions as in Proposition 3.1.7, we should consider
an inner set-approximation problem to reformulate this problem and solve it. Here, we
need to evaluate the probability constraint (3.3) which we assume is possible for the
specified structure of the set of feasible realizations. Furthermore, we have to evaluate
the set-inclusion constraint (3.4) which we assume to be reducible to a semi-infinite con-
straint by the given structure of the sets of feasible realizations using an appropriate
transformation of the uncertainty set like in [72]. Consequently, the problem should be
solvable within reasonable numerical effort.

If we do not know the structure of sets of the feasible realizations, we have to generate
knowledge about these sets. Either we just test set-approximation schemes which imply
a lot of numerical effort or we try to use the problem structure given by the probust opti-
mization problem evaluating approximations of the set of feasible realizations (x, S) for
r € X and S CT. If we can evaluate the probability of such sets numerical efficiently,
we can consider the sandwiching scheme given by Algorithm 7. Here, we have to specify
the probust subset scheme that we want to use.

With the experience of the second part of this thesis, we recommend to test if we can
get additional analytical insight from this scenario-wise solution approach to specify ”im-
portant” discretization points. If so, we can use these information to define an specified
subset scheme that needs a few well-chose discretization points such as the (MI-)HLAD
in Section 2.3. As we just take a few discretization points, the calculation of x;,7y in
each iteration will be relatively fast.

If we have no additional insight into the importance of scenarios, then the search for such
scenarios might take too much time or lead to a break down of the used numerical tool.
Consequently, we have to use explorative discretization schemes such as the uniform dis-
cretization scheme to find important discretization points for all decisions z € X (see
Lemma 2.3.1). Such methods define more discretization points and therefore increase the
running time when calculating iterates x;, T, but they find discretization points more
reliably. If the structure of the inner function g is useable for an optimization w.r.t.
t € T- e.g. a concave function w.r.t. ¢ € T- then we recommend choosing the LLAD over
choosing a uniform discretization approach.

With the information from explorative discretization schemes we might improve our un-
derstanding of important scenarios and with them the understanding of the structure of
the sets of feasible realizations.

This concludes the workflow depicted in Figure 4.1 of handling standard probust opti-
mization problems defined by the introduced solution approaches.

Our next goal is to use these solution approaches to get solutions for realistic probust
optimization problems and thereby gain insights about the basic problem classes.
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5 Stochastic design-centering problems

In this chapter we give a short introduction to (stochastic) design-centering problems and
how they are connected to semi-infinite and probust optimization problems.

After that we define three problem instances in Section 5.1 which motivate us to modify
the probust subset schemes introduced in Section 2.3 to fit their inner function structure in
Section 5.2. As we can find analytical solutions of these three stochastic design-centering
problem instances, we use them to compare the probust solution approaches introduced
in the first part of this thesis concerning precision of the solution and running time in
Section 5.3. We also gather numerical experience handling these problems that can be
useful for the remaining applications in the second part of this thesis.

A design-centering problem has the following form

DC : maxvol(D(z)) s.t. D(z) C C(x),

zeX
where C(z) € R™ is a so called container in which the parameter-depending design
D(z) € R™ should lie within for some 2z € X. As we can influence the form of the design
and the container by the parameter x € X, we want to maximize the volume vol of the
design within the container.
If we assume that the container can be described by finite many inequality constraints
gi: X xRT -5 Riel, |l <ooas

Clz) ={y €R?| gi(x,y) <O Viel},
we can reformulate a DC as a generalized semi-infinite optimization problem

DC-SIP : Hél)r(l —vol(D(x)) s.t. gi(x,y) <0 Vy € D(x),i € 1.

This kind of problem is handled in several works, e.g., in Section 2.4 of Oliver Stein’s
book [78] and paper’s from Stein [79], Winterfeld [86] and Harwood et al. [39)].

Inspired by DCs, we extend the problem description by a random variable Z that can be
interpreted as a random disturbance when adjusting the design into the container.

We call the following extended version of the problem stochastic design-centering problem
(SDC) and can formulate it as

SDC : ma%E(vol(D(x,g))) s.t. P(D(z,&) C C(x,€)) > p.

S
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5 Stochastic design-centering problems

If we again assume that the container can be described by finite many inequality con-
straints g; : X x ExR? - R,i € I,|I| < o0 as

Cz,8) ={y e R | gi(z,§,y) <O Vi e},

we can reformulate a SDC as a generalized probust optimization problem

SDC-GPP : Hél)l(l —E(vol(D(z,€))) s.t. P(gi(x,&,y) <0Vy € D(z,€),i € 1) >p.

One simple example is that we want to maximize the length of the interval I(x) := [0, z]
within the container C := [0, 1], where x € [0, 1]. When adjusting this interval I into C'
we have to consider a uncertain influence Z ~ U ([0, 1]) that influences the positioning of
I(w) by D(x,€) = I(x) + [0,€] = 0,2 +¢&).

Given a probability p € [0, 1] with that we should guarantee that D(z,§) lies within [0, 1],
we can solve the induced probust optimization problem.

Since the solution of this probust optimization problem can be calculated as z;, =1 —p,
we can interpret the difference between this minimizer and x* = 1 - as the minimizer
corresponding to the (deterministic) constraint I(z) C C' - as a safety buffer to be able
to react to the influence of the realizations of the random vector Z. How big this safety
buffer is depends mainly on p € [0, 1] and the used probability distribution.

In the following section we define some more complex examples of stochastic design-
centering problems.

5.1 Problem instances

The focus of this section is to define three examples of stochastic design-centering prob-
lems with different structural properties. We calculate their optimal solutions before we
compare the performance of different numerical solving strategies inspired by the schemes
introduced in Chapter 2 - 4.

We handle the single stochastic design-centering problems in the following way:

First, we introduce the container and the design which we focus on and represent them
by inequality constraints. The stochastic design-centering problem (SDC) induced by the
sets can then be rewritten as a generalized probust optimization problem (SDC-GPP).
Afterwards, we introduce transformations of the uncertainty sets which allow us to re-
duce the generalized probust optimization problem to a standard probust optimization
problem (SDC-SPP). Then, we can use statements from Chapter 1 to ensure an unique
solution for each problem instance. Finally, we calculate these solutions analytically.
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5.1 Problem instances

Example: Circle in uncertain triangle

Problem formulation: We consider the stochastic design-centering problem of putting
an area maximizing circle given by the design

D) = Bay ((12)) = 0 B2 (= 22 + (1 — o) < o)

T3

with z € X = R>g x R? into an uncertain triangle interpreted as the container that is
described by the points

P = (_1>Z)7
P = (LZ)?
Py=(0,Z+1),Z ~N(0,0.2).

Consequently, we can describe the triangle for a fixed £ € R as

C€) ={y e R* | g1(£,y) < 0,92(¢,9) <0,93(¢,y) <0},
where g1(£,y) = § — yo,
92(&y) =y2+y1 —&—1 and
BEYy) =yp—n—-§&-1

Fixing a threshold parameter p := 0.9 leads to the stochastic design-centering problem

SDC : ma})}é{ﬂw% s.t. P(D(z) CC(&)) > p.
HAS
Problem reformulation (GPP): Before analyzing this problem, we have to reformulate
its constraints in a way that we can handle.
Therefore, we rewrite SDC as a generalized probust optimization problem as explained
in the beginning of this chapter:

g1(&,y) <0Vy € D(x),

SDC-GPP : Hél)r(l —mzt st P | go(é,y) <0Vy € D(z), | >0.9
: 93(§,y) <0 Vy € D()

Problem reformulation (SPP): Next we use the following transformation to the ref-
erence set T':= B1(0) to simplify the set-dependency within the probability evaluation

(1]

'TTA:XX

XT—>R2,(x,§,z)—>w1-z+ <i2>
3

As Tz (x,€,-) is surjective for all z € X = Rx¢ x R?,¢ € Z:= R and even a homeomor-
phism between T' = B;(0) and D(z) if 21 # 0, we can reformulate the inner functions of
the original problem as

gl(xvga Z) - 91(577}“(x7§7 Z)) =& — w120 — 73,
§2(ZL’,§,Z) = 92(577}“($>§7Z)) =T122 + X3 +x121 + T2 — § - 17
§3(x>£7’z) = 93(577}“(x>£7’z)) =122 + T3 — X121 — T2 — g -1
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5 Stochastic design-centering problems

This leads to the following standard probust optimization problem:

§1(:E,f, Z) < 0Vze Bl(0)7
SDC-SPP: _ min —ma? s.t. P | oz, €,2) <0 Vz € Bi(0), | >0.9
11208223 €R G3(x,€,2) <0 Vz € By(0)

Analysis (solution existence): After reformulating the optimization problem into a
form we can analyze, we use the theory introduced in Section 1.1.

Because g; is continuous w.r.t. (z,£,z) € X x = X T, we know by Proposition 1.1.6 that
¢ : X — [0,1] is upper semi-continuous. Consequently the feasible set of SDC-SPP is
closed.

It is also compact, as we can reduce the search space X = R>oxR? to X = [0,1]x[~1,1]%.
This reduction is possible as the radius of the circle is not allowed to be bigger than the
height of the triangles C(&), ¢ € Z, which justifies z; € [0, 1]. Furthermore, the midpoint
(w2, 23) € R? has to be contained within some triangle which explains o € [—1,1]. Last,
but not least 3 € [—1,1] is guaranteed because any decision x € X with |z3| > 1 cannot
be feasible as we will see next:

Any two containers fulfill C(&;)NC(&2) = 0, if [§1 — &| > 1. Consequently, no design can
lie within both such containers. If we assume |z3| > 1, then we can estimate

pla) < P(llas] ~ 1, lasf]) <P(0,1) < 3 <p.
Therefore, the decision is infeasible as claimed.

All together, we can reduce the search space X to the compact space X = [0,1] x [-1,1]2.
Next, we have to guarantee that the feasible set is not empty. Therefore, we concentrate
on estimating pmax € [0, 1]:

We have already observed that C(&1) N C (&) = 0 for all [§; — & > 1,&1,& € =. This
means that the set of feasible realizations for a fixed decision is contained within in
interval of length 1.

Fixing the decision xy = (0, 0, %), we know that the set of feasible realizations is given
by Q(z9) = [—%, %] by plotting the corresponding design. This leads to the estimation

Pmax = 5163%90(36) > p(xg) =P ([—;, ;]) =F (;) —F (—;) ~ 0.9876.

With p = 0.9 < pmax this implies that the feasible set is not empty and thus SDC-SPP
has a well-defined solution.

Analysis (convex feasible set): Furthermore, we know by Proposition 1.1.8 that
¢ : X — [0,1] is a log-concave function and therefore the feasible set of SDC-SPP is
convex. The assumptions of Proposition 1.1.8 hold because normal distributions are
log-concave, the maximum of quasi-convex functions is quasi-convex and because linear
functions are quasi-convex. We cannot argue that the objective function is strictly convex
w.r.t. z € X, but the next solution step shows that the minimizer of SDC-SPP is unique.
Analysis (solution calculation): Because we know that we can find a solution of the
optimization problem SDC-SPP, we can try to calculate it:

As we are missing a sufficient condition to check if a given point z* € X is a minimizer
of a probust optimization problem, we have to construct the solution.
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5.1 Problem instances

By symmetry of the triangle and because changes in the realization £ € R just influence
the second coordinate of the circle, we know that the optimal decision z* = (27, 3, z3)
satisfies x5 = 0. Now we go through the solving steps introduced in Example 1.1.9.

We start with calculating max,_; §(z,§, z) = max__; max;=1 23 §i(, &, 2), where we go
through the single constraints individually

max ¢g1(z,&,2) =&+ x1 — x3 with 27 = (0,—1),
z€B1(0)

max §o(x,&,2) = V22, + 20 + 23 — € — 1 with 25 = (1,1) and

z€B1(0)

of% el

max g3(z,&,z) = V2x, — 29 + 23 — & — 1 with 23 =

—1,1).
2€B1(0) ( )

Please note that the worst-case scenarios 2,7 = 1,2,3 do not depend on z € X or { € =.
Now, we can reformulate the probust constraint in a second step by a joint chance con-
strained:

gl(l'aé.vz) <0Vze Bl(O), §+x1 —x3 < 07
P | go(z,&,2) <OVz € B(0),| =P (V221 + 20 +23 -6 —1<0,
93(z,&,2) <0Vz € B1(0) V21 — a9+ 23 —£6—-1<0
§ <x3— 1,

=P | V2r; +a2+23—1<E,
V2x1 — o+ w3 —1<¢
= P([vV2z1 + max{zy, —22} + 23 — 1, 23 — x1))
=:¢(2) =:£(2)
=P([¢(),&(2)] (5.1)

In a third and last step we want to choose an optimal decision variable z* € X that
satisfies the joint chance constrained:

We take note that the interval [£(z), £(2)] is monotonically decreasing w.r.t. C for increas-
ing 1 > 0. Furthermore, we notice that the decision variables 9,3 € R do not influence
the objective value directly. They are used to guarantee the feasibility of the decision
variable 1 > 0 which should be chosen as big as possible as the objective function is
monotonically decreasing w.r.t. 1 > 0. Therefore, an optimal decision z* does not only
imply x5 = 0 as explained above, but also chooses x5 in a way such that the probability
is as high as possible. Due to the normal distribution in this example this means that
x4 guarantees the symmetry of the set of feasible realizations Q(z*) around the expected
value y = 0 which induces the explicit form Q(z*) = [{(z*), {(z*)]. Consequently, we can
derive the following necessary condition for an optimal solution z* = (z7, 23, x%) with
x5 = 0:

— &) = &(=7)
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5 Stochastic design-centering problems

Inserting this condition into the bounds £(z*), (z*) we observe that these are monoton-
ically decreasing w.r.t. z]. Consequently, the probust constraint is active for the optimal
choice z* which leads to an equality constraint that defines the value of x] by

where F' denotes the cumulative distribution function of a standard normal distributed
random variable. Remembering p = 0.9, the last equality is equivalent to

1—04F”1(5£)
i = 2
! 1+42

With this we can calculate the (unique) optimal solution via

~ 0.1417.

. 1—+/2x7
BEy

1
+ 5 & 04707,
x* =~ (0.1417,0,0.4707) and
f(z*) =~ —6.308 - 1072
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5.1 Problem instances

Example: Ellipse in uncertain triangle

Problem formulation: We consider the stochastic design-centering problem of putting
an area maximizing ellipse given by the design

D(z) = A(z)B1(0) + b(x) = {y € R? | 3z € B1(0) : y = A(x)z + b(z)}

with A(x) = (%1 ;3> ,o(z) = <i4> ,z € X = R%, x R?® into an uncertain triangle
2 5 =

interpreted as the container that is described by the points
Pl - (_\/ga _1)7
PZ - (\/57 _]-)7
Py=(0,2+2),Z~N(0,1).
Please note that this triangle is degenerated for the realization £ = —3 what happens

with probability P(§ = —3) = 0.
We can describe the triangle for a fixed realization £ € R as

C(é) - {y € RQ ’ gl(éay) < 0792(573/) < 0793(§7y) < 0}7
where 91(57 y) = Slgn(?’ + f)(_l - y2)7

92(&;y) = sign(3 +¢) (\/§y2 +(B3+ Oy +V3(2+ 6)) and
93(6,9) = sign(3 + &) (V32 — 3+ ) + V).

Here the sign-function is necessary because for £ < —3 the described triangle flips over.
Nevertheless, we will see that this case is to improbable to consider and therefore we can
ignore the sign-function in the model description.

With p := 0.9 the stochastic design-centering problem can be written as

SDC : mMax 12123 s.t. P(D(z) CC(§)) > p.
Te

Problem reformulation (GPP): Before analyzing this problem, we have to reformulate
its constraints in a way that we can handle them.

Therefore, we rewrite SDC as a generalized probust optimization problem as explained
in the beginning of this chapter:

91(&y) < 0Vy € D(z),
SDC-GPP : mi)r(l —mxzg s.t. P | g2(€,y) <0Vy € D(x), | >0.9
re

93(&,y) <0Vy € D(x)

Problem reformulation (SPP): Next we use the following transformation to the ref-
erence set T' := B1(0) to simplify the set-dependency within the probability evaluation

Tp: X xE x T — R? (x,€,2) = Az)z + bz).
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5 Stochastic design-centering problems

As Tz(x,&, ) is surjective for all z € X, € Z:= R and even a homeomorphism between
T = B1(0) and D(z) if x1 - 29 # 0, we can reformulate the inner functions of the original
problem as

gl(x7€’ Z) = 91( 77}“(x7€’ Z)) =-1- (xQZQ +x5)7
G2(2,€,2) = g2(€, Ti(, €, 2)) = V3(w222 + a5) + (3 + &) (w121 + w322 + 24) + V3B(2+€),
G3(2,€,2) = g3(&, Ta (2, €, 2)) = V3(waz2 + x5) — (3+ &) (w121 + 320 + 224) + V(2 + €).

§
§

This leads to the following standard probust optimization problem:

gl(xa£7 Z) <0Vze Bl(o)a
SDC-SPP : ml)I(l —mx129 8.t P | ga(z,€,2) <0 Vz € B1(0), ]| >0.9
" g3(2,€,2) < 0 Yz € B1(0)

Please note that we ignored the sign-functions in the definition of g;,7 = 1,2,3. We are
allowed to do that because any feasible decision x € X with z1, 22 > 0 satisfies £ > —3
for all its feasible realizations £ € Q(z) :={{ € 2 | §i(x,&,2) <0Vi=1,2,3,z € B1(0)}.
We can understand that with the following indirect argument:

If there is a feasible decision x € X with feasible realization £ < —3, then we can
distinguish three cases.

Case (i) there exists a feasible realization € > —3, which implies D(z) N C(£) = 0§ or
D(z)NC(€) = 0 (see Figure 3.1) what contradicts that £ and £ are feasible realizations
for x € X.

Case (i7) the realization £ = —3 is feasible. Then the triangle is degenerated and we have
to choose z1 = x9 = 0 leading to f(z) = 0.

Case (i77) all feasible realizations satisfy &3 < —3. Then we can estimate

o(z) <P(& < —3) = F(—3) ~2.87-107".

As we chose p = 0.9 > 107%, 2 cannot be feasible what is a contradiction.

Consequently, we can ignore the case ¢ < —3 if we consider feasible decisions z € X.
Analysis (solution existence): Using the representation SDC-SPP, we can use Propo-
sition 1.1.6 to guarantee that SDC-SPP has a solution z* € X because all describing
functions g; are continuous w.r.t. (z,£,2) € X x Z X T and therefore satisfy the condi-
tions of the statement. Consequently, ¢ : X — [0,1] is upper semi-continuous and the
feasible set is closed. As we can w.l.0.g. exchange the unbounded set X by the compact
set X := [0,4]? x [—2,2]* and the objective function is continuous, we know by Weier-
strass’ theorem that there exists an optimal solution z* € X.

We are allowed to exchange X by X as we chose p = 0.9 > 0.5. Because the set of feasible
realizations Q(z) for any = € X is described by convex functions it is convex itself and by
the symmetry of the given probability distribution P(u+ A) = P(u — A) for any A € B,
we have to guarantee that p = 0 € Q(z) for any feasible decision x € X. This leads to
the deterministic constraint D(z) C C(0) which implies y; € [—1,2] and |y2| < v/3 for all
y € D(x) from a geometrical point of view. These constraints again imply that x € X,
where we use that D(z) = A(x)B1(0) + b(x) € C(0) and fix e.g. zp = (0,0) € B1(0) to
get the constraint

A(z)z0 + b(z) = b(x) € C(0).
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This fixation of the scenario implies 24 € [—V/3,v/3] C [~2,2] and z5 € [1,2] C [-2,2].
The fixation of zg € {(0,1), (1,0),(—1,0),(0,—1)} leads to the bounds of z1,z2 and x3.
Additionally, we know that the feasible set is not empty because the design defined by
xo = (0,0,0,0,0) lies within all triangles with £ > —2 and consequently, we know that
Pmax > P(§ > —2) > 0.99 > p = 0.9. This ensures that xg is feasible for our problem
instance. All together we know that SDC-SPP has a well-defined solution.

Analysis (convex feasible set): Furthermore, we know by the same arguments as in
the last example and by Proposition 1.1.8 that ¢ : X — [0, 1] is a log-concave function.
This implies the convexity of the feasible set of SDC-SPP. Altough the objective function
is not strictly convex, the following solution step shows that the minimizer of SDC-SPP
is unique.

Analysis (solution): As we know that there exists a solution of SDC-SPP, we can
try to calculate it. Unfortunately, the standard procedure for solving standard probust
optimization problems from Example 1.1.9 is difficult to apply here. One could calculate
the worst-case scenarios z;,i = 1,2, 3, but reformulating the probability evaluation does
not lead to a useful expression as far as we experienced.

Consequently, we need a new reformulation of SDC-GPP that allows us to use a new
kind of (geometric) arguments.

We change the perspective to find a transformation that does not create a reference set T
for the design D(z), but that creates a reference set C for the container C'(¢). We choose
this reference set C' to be the equilateral triangle defined by

Ql = (_\/37_1)7622 = (\/ga _1)>Q3 = (072)
The corresponding transformation that maps C to C (&) for all £ € = can be defined as

To: X xEx C = ), (2,6,2) = A7H(E)(2 ~ b(E)),
where A(&)P; +b(¢) = Q; for all i = 1,2,3.

In our example the solution of the linear equality systems yields

A= (g 4 ) - (_O%) .

The stochastic design-centering problem then looks like

SDC : min —721 22 s.t.P (D(w,g) - C’) >p,

where D(x,€) = A(€)D(x) + b(€) = {y € R? | Iz € Bi(0) : y = A(€)(A(x)z + b(x)) + b(€)}.

From Corollary 4.2 in [22] and Equations (3), (4), (6) from [85], we know that the biggest
ellipse within an equilateral triangle is its incircle. Consequently, the optimal choice for
fixed £ € E is

A=A = (5, e)
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5 Stochastic design-centering problems

This leads to a &-depending objective value of f(x*, &) = —@ which is monotonically

decreasing w.r.t. £ € R.

Since we have to fulfill the probust constraint with threshold p, we consider exactly the
realizations that correspond to the lowest possible objective values. Consequently, we are
asking for a lower bound £ € R such that:

P([§,00)) = p
&1 =P((—o0,&]) =p

ef=F1(1-p)~—1.2816

As we can notice from the original problem SDC: Increasing the height of the triangle
by increasing & leads to the containment C'(§) within all triangles C (5) with £ < € as
sketched in Figure 5.1. This means that an ellipse within C(€) lies within all C'(€) with
€ > ¢ and consequently the volume maximal ellipse within C (£) is feasible for exactly
100 - p percent of the realizations. -

2 T T

)
-
I D(x)

Yy

-2 -1 0 1 2
Y

Figure 5.1: Increasing realizations &; > &3 ensure containment of design D(x)

This means that we can determine the optimal solution of SDC-GPP by
A(z*) = A7HE) and b(z*) = —A71(€)b(E)

what implies
5 = (1, 1+ 3,0,0, ¢ > ~ (1,0.5728,0,0,—0.4272),

3
As the inner circle of a triangle is defined uniquely by an affine transformation of By(0),
the affine transformation of B;(0) to the incircle of C'(§) and therefore the solution of
this problem is unique as well. B

~ —1.7996.
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Example: Circle into circle with decision-dependent probability distribution

Problem formulation: Last, but not least we consider the stochastic design-centering
problem of putting a circle with uncertain midpoint interpreted as the design

DE)=B:(&) ={yeR?| (51 — &)+ (2 — &)* <r?}

with a fixed 7 > 0, ¢ € R? into a fixed circle interpreted as the container that is described
for a fixed R > 0 by

C =Bg(0) ={y e R* | yi +y3 < R*}.

The new perspective of this problem is that we assume that the probability distribution
varies with our decision € X = R>g via Z ~ N ((0,0),212) and therefore influences
the uncertain design D(&) indirectly.

As the size of the design is fixed, we are interested in the maximal x > 0 such that we
can guarantee that the design lies within the container with a probability of at least 90%.
The stochastic design-centering problem can then be written as

SDC : max s.t. P(z)(D(§) C C) > p.

Problem reformulation (GPP): Before analyzing this problem, we have to reformulate
its constraints in a way that we can handle them. Therefore, we rewrite SDC as a
generalized probust optimization problem as explained in the beginning of this chapter

SDC-GPP : min —z s.t. P(x) (yi+y3 — R*> <0Vy € B,(¢)) >0.9.

Problem reformulation (SPP): Next we use the following transformation to the ref-

erence probability distribution Z ~ N ((0,0), I2) on (é B),= = R? to simplify the prob-
ability evaluation
Tz X xE = R?, (z,w) — 2w,

As Tz (z, ) is linear for all fixed z > 0 w.r.t. w € =, we can reformulate the inner functions
of the original problem as

P (y% +9ys—R?<0Vye By (zw)) > 0.9.

In a second step we use the following transformation to the reference set T = By (0) to
simplify the set-dependency within the probability evaluation

7}:XxéxT—>R2,(x,w,z)—>rz+xw.

This transformation is surjective for all fixed x € X, £ € Q and even a homeomorphism
between T' = B1(0) and B, (zw).
Therefore, we can consider the following standard probust optimization problem:

SDC-SPP : m>151 —x s.t. P(g(z,w,z) <0Vz e B1(0)) > 0.9,

where §(z,w, z) = g(z, Tz(z,w), Ts(z, Tz (2, w), 2))

= (rzy + $w1)2 + (rze + xw2)2 2
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5 Stochastic design-centering problems

Analysis (solution existence): Using the representation of SDC-SPP, we can use
Proposition 1.1.6 to guarantee that this problem has a solution x* € X because g is con-
tinuous w.r.t. (z,w, z) € X x 2 x Z and therefore satisfy the conditions of the statement.
Consequently, ¢ : X — [0, 1] is upper semi-continuous and the feasible set is closed. As
we can w.l.o.g. exchange the unbounded set X by the compact set X = [0, R] and the
objective function is continuous, we know by Weierstrass’ theorem that there exists an
optimal solution z* € X C X.

We are allowed to exchange X by X because the probust constraint is continuous and
monotonically decreasing w.r.t. z > 0 with lim,_,o ¢(z) = 0 (see Equation (5.2)). Con-
sequently, there exists a some T > 0 such that p(z) < p for all > T, what means that
the feasible set of SDC-SPP is compact.

The feasible set is not empty because the decision x = 0 leads to the deterministic con-
straint B, (0) C Br(0) that is fulfilled due to the definition of r and R.

All together, we know that SDC-SPP has a well-defined solution.

Analysis (convex feasible set): Furthermore, we know by the same arguments as in
the first example and by Proposition 1.1.8 that ¢ : X — [0, 1] is a log-concave function.
This implies the convexity of the feasible set of SDC-SPP. Because the objective func-
tion of SDC-SPP is monotonically decreasing w.r.t. x > 0, we can calculate the unique
minimizer of SDC-SPP in the following solution step.

Analysis (solution calculation): The solution of this problem can be calculated con-
sidering the three solution steps of Example 1.1.9:

In a first step we calculate the worst-case scenarios for the inner function. Considering
the problem SDC geometrical, it is clear that the worst-case scenario is z*(x,w) =

llwll2

(see Figure 5.2) for any z € X,w € 2.

I C
[ DI

X worst-case

0.5

Y5
o

-0.5

Y

Figure 5.2: Worst-case scenario for a given realization &
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5.1 Problem instances
Consequently, a feasible scenario w € = for a fixed decision z > 0 has to fulfill

max (rz; + xw1)2 + (rzo + xw2)2 — R?
z€B1(0)

:( !\w|2+m1) ( Hw|2+rcwz>:—32
ca () () e
_‘“”2<H B ) -1

= (r+||wll2z)* = R* <0
R—r

Sllwllz <

This means that we can rewrite the set of feasible realizations as Q(z) = Br_-(0). Conse-

quently, we can calculate the probability ¢(z) for > 0 switching to polar coordinates:

plr) =

(rz1 + 2w1)? + (rzg + zwp)? — R? < 0 Vz € B1(0))
(r + ||lwllz)* = B* < 0)

L oep (—“’% ;‘”%) NG

(
(

£eQ(a) 2
B=r  op -~ ~2
T T
= — —— | dodr
/0 0o 27 exp< 2> par
R—1r

— e (-0 (52)

Since ¢ is monotonically decreasing w.r.t. x > 0, the (unique) solution z* of this problem

can be calculated by
* (R B T)Z
p(z") =1—exp (—2<x*)2 =p

what can be reformulated as

* (R_T)2
= " 2In(1—p)’

In Section 5.3 we are interested in the problem instance defined by R = 15,7 = 3 and
p = 0.9 which leads to the minimizer

¥ ~ 5.592.
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5 Stochastic design-centering problems

5.2 Modified subset schemes

As we have considered three examples of stochastic design-centering problems in the last
section and solved them analytically, we are now interested in solving them numerically
to compare the performance of the corresponding solution schemes. We modify the lower-
level adaptive discretization approach (LLAD) and the high-level adaptive discretization
approach (HLAD) introduced in Section 2.3 to make the solution process more efficient.
We are mainly inspired by the question:

Can we use the maximium structure of the inner function g = max;cy ¢;7

We start with a variant of the LLAD (see Equation (2.5)). We specify the subset scheme
® = (P1) e in the probust discretization algorithm introduced in Section 2.2 as

O X x 2" =27, (2,8) = SU( S}, (5.3)

el
where i, := {tf,(€) | € € Exi}, th, (€) € argmaxser g; (2,&,1) are sets of worst-case
scenarios, depending on the realizations £ € E;“, where () # Ek,i C=z=foreachk € Nyi e l.

By definition this scheme is an increasing subset scheme.
If |Zk,i| < oo for all k € N,i € I, this scheme is a discretization scheme.

Lemma 5.2.1 (Convergence of maximum-structure using variant of LLAD)
Choosing ® as the mazimum-structure using variant of LLAD, where g; : X xZ2xT — R
are continuous functions w.r.t. (x,&,t) € X x E x T fulfilling Assumption 2.1.6 for all
reX,iel and ) # E/“ for all k € N,i € I is defined by realizations that are randomly
1.1.d. chosen according to the random variable Z given in the probust optimization problem,
any accumulation point T of (zx)ken is P-almost surely an optimal solution of the original
probust optimization problem.

Proof. We prove this claim by using Theorem 2.2.3:

We show that the candidate-condition 2.1.9 is fulfilled P-almost surely for any point
x € X and therefore especially for any accumulation point T € X of (xy);cy-

Please note that t} ; () € arg maxier gi (2, 1) is well-defined for all € E,k € N,i € [
as T was assumed to be compact and g was assumed to be continuous w.r.t. ¢ € T for all
(z,€) € X x E. Furthermore, because X C R" is compact, the sequence (zy),y has at
least one accumulation point.

Now we fix an arbitrary = € X and argue indirectly by assuming

dtreT,e>0:p(x,5)—p(x,SU{ts}) >e
Considering the set
O={¢ec=Z|g(x§s)<0foralsecSAg(xEty) >0}

we know by the continuity of g w.r.t. (z,&,t) € X x 2 x T that Q € A is measurable and
by Theorem 2.1.10 we know that

P() = (x,5) —¢(z, SU{ts}) = €
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5.2 Modified subset schemes

Additionally, we know by Assumption 2.1.6 and the continuity of g w.r.t. ¢ € T that there
exists a set 2 € A such that

Q={¢cZ|g(z,&s) <0forall s€SAg(x&ts) >0} and
IP’(Q) —P(Q) >

Because g (x,-,tf) is continuous w.r.t. £ € = and Q # 0 due to € > 0, we can find a §r € Q
and a r > 0 such that

g(z,&ty) > 0forall £ € B, ({) and
Srergmé)g (x,€,5) <0 forall £ € B, (&) .
Since £ € supp (P) ={{ € 2 | Vr > 0:P(B,(§)) > 0}, we can introduce
e:=P (B, (&)) > 0.

As we choose at least one realization in each iteration & € N and the choice of new
scenarios §;, € Z is i.i.d. the probability to choose a realization &, € B, ({;) for any k € N
is

P(3keN:& € B, (&) =1-P(Vke N: & ¢ B, (&)
= lim 1—(1—¢F

k—o0

= 1.

Therefore, we P-almost surely pick a realization w € B, ({f) at some iteration & € N,
Assuming we pick this realization in iteration K € N, we know that we add

[e.e]
the = i t T ; C T, - Tp;, =S
ki (W) arg max g; (z,w,t) € Tky1,i C Tk _kUlLle ki
=113

to our discretization and because of

tr) < t
g(xawa f) > Itneajz(g(x7w7 )

= maxmaxg; (r,w,t
teT iel g (@,w,1)

= maxmaxg; (r,w,t
i€l teTgZ(’ t)

= Hileajx g (5[3, W, t}},l (CU))

= maxmax g; (r,w,?
i€l teTy i(@w,t)

= maxmaxg; (z,w,?
teTy icl i(@wt)

= ma xr,w,t
teTIg;g( ,w, t)
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5 Stochastic design-centering problems

we know that (w,ty) has to fulfill

g(x,w,ty) > 0 because w € B, () and

r,w,tr) <maxg(zr,w,t) < max g(z,w,t) <O0.
g( f) teT;(g( ) tecl(s)g( )

This is a contradiction.

Therefore, our basic assumption is P-almost surely wrong and consequently the candidate-
condition holds for any point z € X P-almost surely, especially for all accumulation points
T € X of (x1),cy. Using Theorem 2.2.3 the claim is true. 0

This proof shows that we can use the LLAD on each function g;,7 € I separately and
still guarantee the convergence of the scheme.

It is just noted here that we produce at least one discretization point ?j ; per index i € 1
and iteration k£ € N with this subset scheme. To reduce the number of discretization
points |Tg|, we can add the following importance-sampling-condition:

thi(€) € Sk gi (ar, & 15, () >0

Now we consider a similar approach with the HLAD (see Equation (2.6)). Therefore, we
specify the subset scheme ® = (®},), o in the probust discretization algorithm introduced
in Section 2.2 as

O 0 X x 27 =27 (2,8) = SU( St (5.4)
el

where S7; == {t], .1, ). ( s t;‘”m) € arg ming Jezms ¥ (2, T U {1, sy, )

are the worst-case scenarios considering the probability of x € X given the subsets

tlv"-utnk’i

k—1
Tkﬂ;:TOU USLQSQT
7=1

for each k € N,7 € I of the functions
Pi (:L‘,S) = ]P)(gz (x7§>t) <0Vie S)

and (ng,;),cy are sequences of natural numbers for all i € 1.
By definition this scheme is an increasing subset scheme. If |Tj| < oo for all k£ € N, this
scheme is a discretization scheme.

Lemma 5.2.2 (Convergence of maximum-structure using variant of HLAD)
Choosing ® as the maximum-structure using variant of HLAD, where g; : X xZ2xT — R
are continuous functions w.r.t. (x,&,t) € X x E x T fulfilling Assumption 2.1.6 for all
x € X,i € I, any accumulation point T of (zk)ken s an optimal solution of the original
probust optimization problem.
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5.2 Modified subset schemes

Proof. We prove this claim by using Theorem 2.2.3:

We show that the candidate-condition is fulfilled for any accumulation point Z € X of
(%k)eny indirectly.

Please note that with Assumption 2.1.6 and by the compactness of T the discretization
scheme is well-defined for all & € N. Furthermore due to the compactness of X C R",
the sequence (), has at least one accumulation point. Without loss of generality we
assume that the whole sequence (), has just one accumulation point. Otherwise we
switch notations to consider a fixed converging subsequence.

We fix the accumulation point T € X, set S := limj_,o, T3 and assume

JreT,e>0:0(7,5)— @, SU{ts}) > e (5.5)

In the next step we show that this implies that

3 €150 (.8) =i (7.5 U{tr}) 2 (5.6)

Therefore, we use that for any index set I and arbitrary families of measurable sets

(Ai)ief 5 (Bi)ief it holds

(ﬂ Ai> \ (ﬂ BZ-) c|J i\ By). (5.7)
icl iel icl

We show statement (5.7) by fixing any = € ((;c; Ai) / (Miey Bi)- By definition this
means that © € A; for all i € T and there exists some k € I such that x ¢ Bj. Conse-
quently, z € Ay \ By and © € ;o (4 \ Bi). As z € (N;er 4i) \ (Mies Bi) was chosen
arbitrarily, the statement is proven.

Using Statement (5.7) and the notation Q; (z,S) ={{ € E | g; (7,{,t) <0 for all t € S},
we can estimate:

0<e<@(T8) —p(@SU{ts})
— P (Qz,5) \ Q(z, S U {ts}))
— ﬂQxS\ﬂQl’SU{tf})>
iel el
<P i (Z,9)\ Qi (z, SU{th))
zEI
< P (x,9)\ Qi (T, S U {ts}))

i€l
=Y i (@.2(9) — i (7S U {t5)))
el
< [~ max{y: (7,02(5)) - ¢ (7,2 (SU {ts}))}
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5 Stochastic design-centering problems

If Statement (5.6) would be wrong, the last estimation would lead to € < € and therefore
would be a contradiction w.r.t. € > 0. Consequently Statement (5.6) is true.

In a last step we show that there does not exist any j € I such that Statement (5.6)
holds. As Assumption (5.5) implies this statement, we contradict the main assumption
and prove the claim.

We use Theorem 2.1.11 and Proposition 2.1.18 to estimate for an arbitrary ¢ € I:

lim ¢; (T, Tki) — i (T, T U {ts})
k—oo
= lim ¢; (%, T:) — @i (g, Tei U{ts}) + @i (vr, T U{ts}) — i (T, Thoy U {t4})

k—o0

—0 due to Proposition 2.1.14
= lim ¢; (T,Tk;) — i (Tk, Thi U {ts})

k—oo
= lim ; (T, Tri) — i (X, Thg1,4) + @i (@, Thg1,4) — @i (2, T U {ts})

<0 due to the definition of Tky1 ;,t} ;

< lim @; (T, Tri) — 0i (T, Thy1,)
k—oo

= klil"glo i (T,Ty,i) — i (T, Tk—l—l,i)l‘i‘ ©i (T, Tht1,) — i (Thy Thot1,i)

—0 due to Theorem 2.1.11 —0 due to Proposition 2.1.14

=0

By Proposition 2.1.18 and the candidate-condition this implies that S; = limy_,o Ty ;
satisfies

©i (f, T) = ; (E, Sz) .

As S; C S for all i € I, we also know that ¢; (Z,S) = ¢; (T,T) = ¢; (T, S U {ts}) and
consequently statement (5.6) cannot be fulfilled by any € > 0. This means that the
assumption (5.5) is wrong and therefore the claim holds. O

In the next section, we use the introduced schemes and compare them to each other in
terms of precision of the iterates, number of discretization points and running time.

5.3 Numerical results of probust solution methods

We now solve the stochastic design-centering problems introduced in Section 5.1 and
compare the numerical results with the analytical solutions. We comment on remarkable
numerical results directly, while we focus on problem overlapping solution behavior in
the end of this section.
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On the one hand, we are interested in the solution precision of the outer and inner iterates
z*, ¥ € X. On the other hand, we take care of the chosen discretization points T} C T
and the time needed to solve different subproblems of the algorithms. Here, we denote
the time to calculate new discretization points T}’ C S by tg, the time to find the current
outer iterate x;, by t and the time to find the current inner iterate Ty, by ¢ for k € N. We
are not especially interested in the sets of feasible realizations that are implied by the
subsets Ty, k € N because they are already characterized in the last section.

We compare the following algorithms with each other:

1. Sandwiching with the uniform discretization scheme (see Equation (2.4)) starting
with three discretization points per dimension.

2. Sandwiching with the maximum-structure using variant of LLAD (see Equation
(5.3)) with ten discretization points per constraint per iteration.

3. Sandwiching with the maximum-structure using variant of HLAD (see Equation
(5.4)) with one discretization point per constraint per iteration.

4. Special set-approximation algorithms considering the structure of the sets of feasible
realizations that were discussed in the Section 5.1.

We stop the discretization schemes, if the relative change of the minimizer w.r.t. ||.||2-
norm is below the precision of ¢ = 1075 or a maximal solving time from 60 minutes is
exceeded.

We start all discretization schemes with an initial discretization of Ty = 0 if not stated
differently and with a feasible initial point zy that is defined according to the single
problems.

We work with a self-written solver to solve these problems. This self-written solver
uses MATLAB’s optimization toolbox and the method fmincon to solve the nonlinear
optimization problems which appear as subproblems in the individual solving procedures.
Additionally, we used the spherical-radial decomposition (SRD) introduced in Section 1.1
to evaluate the probability constraints in connection with probust subset schemes. For
one dimensional normal distributed random vectors, we can calculate the probabilities
(and their gradients) exactly by the two samples {#1} = SY. For the two dimensional
case, we consider 100 equally distributed points of the unit circle S! defined by the
vectors v = (cos(2may), sin(2ma;)), a; = 0,0.01,...,0.99. With this sample we use the
approximation given by (1.3).

Example: Circle in uncertain triangle

We have already seen that the unique analytical solution of this problem is

8
L

* ~ (0.1417,0,0.4707) and
f(z*) ~ —6.308 - 1072,
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We start all discretization schemes with zq := (0.05,0,05,0.4) and Ty := 0.

Using the sandwiching algorithm 7 with the uniform discretization approach defined by
di =1land dgy1 = %’“ for all k € N, we get the results listed in Table 5.1 and in Table 5.2.
While the first table highlights the number of discretization points with the corresponding
inner and outer approximations, the second table focuses on the running times.

# points in [—1,1]% | # points in By (0) z* T
(1+2H)2=9 5 (0.1710,0,0.5) | (0.1417,0,0.4707)
(1+2%2=25 13 (0.1710,0,0.5) | (0.1417,0,0.4707)
(1+2%)?2 =281 49 (0.1520,0,0.4810) | (0.1417,0,0.4707)

(1+2%)2? =289 197 (0.1440,0,0.4730) | (0.1417,0,0.4707)

Table 5.1: Iterates generated by a sandwiching approach with a uniform discretization
scheme

# points in [—1,1]? | # points in B1(0) | ¢ [in sec] |  [in sec] | tyopar [in sec]
(1+242=9 5 220 3.95 224
(1+2%)?2 =25 13 587 4.72 592
(1+23%)2 =281 49 2210 15.2 2230

(1+2%)2 =289 197 9420 43.1 9460

Table 5.2: Computation times using a sandwiching approach with a uniform discretization
scheme

Considering the scenario space T', we can visualize the (discretized) design-centering
condition for different iterations of the uniform discretization scheme by Figure 5.3. In
this figure, the discretized design (black crosses) as a subset of the original design (red
circle) should lie within a reference container (blue triangle). The specific definition of
the reference container

C=CE)NnC(=¢).

with &* =~ 0.3290 is inspired by the analysis of this problem in Section 5.1.

Next, we are interested in the results of the maximum-structure using variants of LLAD
and HLAD. Because the maximizers of g;(x,&,-),i = 1,2,3 are independent of the re-
alization ¢ € R, we know that both approaches lead to the same worst-case scenarios.
Because we know that these worst-case scenarios are also independent w.r.t. z € X, the
approaches find the optimal solution in their first iteration (see Table 5.3 - Table 5.5).
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a) 5 points in B;(0)
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Figure 5.3: The uniform discretization (black crosses) of the corresponding design D(z},)
(red set) lies within the container C' (blue set), but D(z;) N C # D(zy,)

=3

x*

T*

V2

19

(0.1417,0,0.4707)

(0.1417,0,0.4707)

(0,-1), (- %,
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Table 5.3: Iterates generated by a sandwiching approach with the maximum structure
using LLAD/HLAD variant

Ty
(07 _1)7 <_\/T§7 \/T§> ’ <\/T§7

tiotal [N seC]
141

t [in sec]
3.23

t [in sec]
137

tg [in sec]
1.26

3

Table 5.4: Computation times using a sandwiching approach with the maximum structure
using LLAD variant

Ty
(Oa _1)’ <_\/T§7 \/T§> ) <\/7§’ \/T§>

tiotal [N seC]
166

t [in sec]
3.01

t [in sec]
149

ts [in sec]
14.5

Table 5.5: Computation times using a sandwiching approach with the maximum structure
using HLAD variant

These solution schemes therefore calculated the (finite) number of worst-case scenarios.
The geometric interpretation of this result is seen in Figure 5.4.
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0.7

0.6~

0.4+

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
y‘l

Figure 5.4: The adaptive discretizations (black crosses) and the corresponding design
D(z;,) (red set) lie within the container C' (blue set)

It is noticeable that all discretization approaches imply the same set of feasible realizations
O = [—€*,¢] with & = o F ! (HTP) ~ 0.3290 which is also the set of feasible realizations

of the analytical solution Q(z*). . Consequently, the inner set-approximation problems
solved in each iteration can search directly for the solution of the original SDC. This
example is a special case because the optimization variables xo,x3 € R do not effect the
objective value and is therefore just used to ensure the feasibility of the decision part
x1 > 0. As there is one “optimal” set of feasible realizations 2 ~ [—0.3290, 0.3290] for
all z1 > 0, the choice of x9, 3 € R guarantees this form of the set of feasible realizations
independent of the choice of 21 > 0.

For the set-approximation approach, we use the knowledge we gained by the analysis of
the solution in Section 5.1 and define

A:={§cR*| —5<4 < <5},
D: X xA— R,((L‘,é) — [51,52].
Because g is monotonically increasing w.r.t. £ € R, while g;,7 = 2,3 are monotonically

decreasing w.r.t. £ € R, we know that the set of feasible realizations is an interval due to
Proposition 3.1.7 and

3

Q) = Qa,T) = [ (@, T) = (—00,& (2)] N [£,(x), 00) N [€,(x), 20)

i=1

for some decision dependent bounds E1>§27§3 : X — R. Therefore, we can reformulate
the probability evaluation as

P(D(z,5)) = B([d1, 55]) = F(56) — F(581).

The result are noted in Table 5.6 and will be commented on in the end of this section.

Solution z* design variable 0* | tptq; in [sec]
(0.1417,0,0.4707) | (—0.3290,0.3290) 8.78

Table 5.6: Numerical results of set-approximation approach for SDC circle in uncertain
triangle
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Example: Ellipse in uncertain triangle

We have already seen that the unique analytical solution of this problem is

2* ~ (1,0.5728,0,0, —0.4272) and
F(z*) ~ —1.800.

To reduce computation times and make the problem more stable, we fix 23 = 2} = 0 in
the optimization process and add the constraints z; € [—1,1],22 € [-1,1],25 € [-1,2]
and x5 — x9 > —1.

We start all discretization schemes with zq := (0.25,0.25,0,0,0) and Tp := 0.

Using the sandwiching based on the uniform discretization approach, we list the iterates
over the iterations in Table 5.7 and the corresponding computation times in Table 5.8.

# points in Approximations
[—1,1]? B1(0) z* z*
(1+2H)2=9 5 (0.8660, 0.8592, —0.1408) | (1,0.5728, —0.4272)
(1+22)2 =25 13 | (0.8660,0.8592, —0.1408) | (1,0.5728, —0.4272)
( )
( )

(142%)2 =81 49 (1.000,0.6496, —0.3504) | (1,0.5728, —0.4272
(14+24)2=289 | 197 | (1.000,0.5996,—0.4004) | (1,0.5728,—0.4272

Table 5.7: Iterates generated by a sandwiching approach with a uniform discretization
scheme

# points in time [in sec]
[_17 1]2 Bl (0) t t tiotal
(1+2H2=9 5 78.2 | 10.7 | 89.0
(1+2%2=25 | 13 | 207 | 14.3 | 221
(1+2%2=81 | 49 | 260 |33.3 | 293

(1+242=289 | 197 | 1460 | 105 | 1570

Table 5.8: Computation times using a sandwiching approach with a uniform discretization
scheme

Next to the uniform discretization approach, we are interested in the results of the
maximum-structure using variants of LLAD and HLAD. As in this example the worst-
case scenarios t* = t*(z, ) depend on the decision z and also on the realization of £, we
cannot expect the LLAD to find the same points as HLAD. Furthermore, we can only
expect to find approximations of the minimizer of the original problem in contrary to the
last example.

The iterates and computation times for the sandwiching based on the maximum structure
using LLAD variant can be found in Table 5.9 and 5.10 respectively.
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*

*

Iteration k x T
1 (0.9106, 0.6564, —0.3436) | (1,0.5728,—0.4272)
2 (0.9938,0.5765, —0.4235) | (1,0.5728,—0.4272)
3 (0.9938,0.5765, —0.4235) | (1,0.5728,—0.4272)
4 (1,0.5728,—0.4272) (1,0.5728,—0.4272)

Table 5.9: Iterates generated by a sandwiching approach with the maximum using variant

of LLAD
Iteration k | tg [in sec] | ¢ [in sec] | ¢ [in sec| | tiotar [in sec]
1 0.892 1450 23.8 1480
2 0.931 1720 6.64 1730
3 1.01 498 204 519
4 0.910 655 23.9 680

Table 5.10: Computation times using a sandwiching approach with the maximum struc-
ture using LLAD variant

Because we generate 10 random picks in each iteration per constraint, we create up to 30
worst-case scenarios in each iteration in the LLAD approach. How these discretization
points are chosen (in one run of random picks) can be seen in Figure 5.5.

1 T T T T T T

0.5

-0.5

Figure 5.5: LLAD discretization (black crosses) after two iterations with corresponding
design D(x},) (red set) lies within the container C'(£*),&* = 2— F~1(0.9) (blue
set)

We see that the discretization points induced by the inner functions go, g3 are changing,
but stay in the same area although the triangle moves for different realizations £ € R.
Since the inner g; is independent of £ € R, the corresponding worst-case scenario is fixed
as in the last example.

The results for the sandwiching approach based on the maximum structure using HLAD
variant are considered in Table 5.11.
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5.3 Numerical results of probust solution methods

Iteration Approximations time [in sec]
k Q* T* tS t % ttotal
1 (1,0.6227,—0.3773) | (1,0.5728,—0.4272) | 11.7 | 20.2 | 9.11 | 41.0

Table 5.11: Iterates and computation times using a sandwiching approach with the max-
imum structure using HLAD variant

This table emphasizes that the solver does not find new discretization points starting
from tp = (0,0) in the second iteration. Although the discretization points in 7 might
be chosen optimal for the decision xg, we have seen in Section 5.1 that the worst-case
scenarios depend on the decision. Therefore, we expect to find new points in the second
iteration.

That we cannot find these points numerically, can be explained by visualizing the op-
timization problem of choosing a new discretization point in the second iteration (see
Figure 5.6).

a) Iteration 1 b) Iteration 2

%10

varphiz(T1 u{z})
o
(5

-0.5

[
|
i | R
I | 0.5
! 0
0.5 - -0.5
1 -1
Z

% 2

Figure 5.6: Effect on ¢a(xy,, T)) of adding a discretization point to the current discretiza-
tion set using the HLAD variant

Here the function ¢a(z,, 71 U{-}) is close to zero and nearly constant, especially around
the initial point ¢y = (0,0). Consequently, a gradient based optimizer does not find the
minimizer and returns the initial point tg.

Again all discretization approaches imply the design Q(z, Tx) = [£*, 00) with lower bound
¢* = F~1(1—p) which is also the set of feasible realizations of the analytical solution such
that the set-approximation problems find the minimizer of the original problem directly.
For the set-approximation algorithm we use the knowledge we gained by the analysis of
the solution in the last section and define

A={§eR| —-5<5<5}and D: X x A > R, (z,5) = [4,00).

Because the triangle C'(£2) contains the triangle C(&;) for &1,& € R with & > & (see
Figure 5.1), we have a monotonicity w.r.t. increasing . This implies

Qz) =z, T) = [£(x), 00),

for some lower bound £: X =R
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5 Stochastic design-centering problems
With this representation of the set of feasible realizations §2(x), we can reformulate the
probability evaluation as

P(D(z,8)) = P([3,00)) = 1 — F(6).

The result of the inner set-approximation problem with this design function is noted in
Table 5.12.

Solution x* design variable §* | t;oq [in sec]
(1,0.5728,—0.4272) —1.282 5.51

Table 5.12: Numerical results of set-approximation approach for SDC ellipse in uncertain
triangle

Example: Circle in circle

We have already seen that the unique analytical solution of this problem for R = 15,7 = 3
and p = 0.9 is

f(z") = —a* =~ —5.592.

We start all discretization schemes with g := 4 and Tp := {(—1,0), (1,0), (0, —1),(0,1)}.
Using the sandwiching approach based on the uniform discretization scheme, we get the
following results listed in Table 5.13.

# points in Approximations time [in sec]
[—1,1]2 B1(0) | z* z* t t | total
(1+2H2=9 5 | 5.768 | 5438 | 3090 | 1.13 | 3090

(14+2%2=25| 13 |5.776 | 5446 | 15400 | 2.42 | 15400

Table 5.13: Iterates and computation times using a sandwiching approach with uniform
discretization scheme

Please note that the calculation times are highly increased in this example as the random
variable is two-dimensional and therefore the probability evaluations has to consider 50x
as many samples as in the one-dimensional case.

Next to the uniform based approach, we are interested in the results of the LLAD and
HLAD. Since the worst-case scenarios (t*(x,&))cc= depend on the decision z and also
on the realization of &, we cannot expect the LLAD to find the same points as HLAD.
Furthermore, we can just expect to find approximations of the minimizer of the original
problem because we have to approximate the set S = 9B;(0). This cannot be done
in finite many steps by discretization schemes. The iterates and computation times of
the sandwiching approach based on the maximum structure using LLAD variant can be
found in Table 5.14.
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Iteration | Approximations time [in sec]
k z* " ts t t tiotal
1 5.6343 | 5.4898 | 1.09 | 4060 | 4.69 | 4070
2 5.6313 | 5.4956 | 1.21 | 14900 | 6.88 | 14900

Table 5.14: Iterates and computation times using a sandwiching approach with the max-
imum structure using LLAD variant

Since we generate 10 random picks in each iteration per constraint in the maximum
structure using LLAD variant, we created up to 10 worst-case scenarios in each iteration.
As our problem is just defined by one inner function, the maximum structure using
LLAD/HLAD variant and the LLAD/HLAD coincide in this example.

The results from the HLAD variant are presented in Table 5.15.

Iteration new point Approximations time [in sec]
k iy z” z* ls t t Ltotal
1 (—0.05321,0.4905) | 5.781 5.450 | 505 | 4240 | 2.67 | 4740
2 (0.03954, —0.6736) | 5.749 5.420 730 | 10600 | 23.4 | 11300

Table 5.15: Iterates and computation times using a sandwiching approach with the max-
imum structure using HLAD variant

After finding the discretization point ¢} = (—0.0532,0.4905) in the first iteration step, the
solver does not find a new discretization point at the boundary, but ¢5 = (0.0395, —0.6736).
This is again due to the poor analytical structure of ¢(x1, 77 U{-}) as in the last example.

Please note that in this example the outer approximations x* are monotonically decreas-
ing while the inner approximations T* are monotonically increasing as we would expect
using a sandwiching approach. Because a decision variable that ensures the feasibility of
x > 0 is missing in this example, we do not find the optimal solution by solving the inner
set-approximation problems directly.

For the set-approximation approach, we use the knowledge we gained by the analysis of
the solution in the last section and define

A =0, R],
D:X xA—R,(x,6) — Bs(0).

Because these designs are monotonically increasing (w.r.t. C) when we increase the radius
d this implies that given a decision T € X there exists a radius 6(Z) > 0 such that

Q(E) = Bé(f)(o)-
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5 Stochastic design-centering problems

Therefore, we can reformulate the probability evaluation as

P(D(x,6)) =P(Bs(0)) =1 — exp (—2) .

The solution of the corresponding inner set-approximation is given by Table 5.16.

Solution z* | design variable 0* | t;ptq; in [sec]
5.592 2.146 0.918

Table 5.16: Numerical results of set-approximation approach for SDC circle in circle

Numerical experience

At the end of this section, we summarize our experience with stochastic design-centering
problems and note the dos and don’ts handling them.

Before discussing the performance of the different solution approaches, we comment on
the choice of numerical parameters to start the sandwiching algorithm 7.

Choice of a initial point xg:

e We recommend to use a feasible initial point xg to start the algorithm. This can

be calculated, e.g., by solving the probust optimization problem with objective
function 0. We can then start the solution processes of the subproblems defined
in line 4 and 6 of algorithm 7 by using the inner approximate T for all iterations
k € N. This way, the used optimizer does not has to find the feasible set. This
task alone might lead to its breakdown. Especially, if the initial point z¢g € X is
either “too feasible” implying ¢ (z,T}) = 1 for all = in a neighborhood of z( or “too
infeasible” implying ¢(z,Ty) = 0 for all z in such a neighborhood, the optimizer
struggles.

If we just use the probust subset algorithm instead of the sandwiching algorithm,
we can use the last iterate to start the new optimization process. Nevertheless,
it comes in handy to have a reference point x( that is feasible w.r.t. the original
probust optimization problem such that we can reset the starting point in iterations
k € N where the optimizer started at z; and could not find its way back into the
feasible set Fry_, p-

Choice of a initial discretization Tj:
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e We recommend to use an initial discretization Ty if we either know “interesting”

scenarios for our solution beforehand or if the feasible set Fr, ,, is unbounded. In
the first case, we save running time if we use adaptive discretization schemes. In
the second case, we ensure that the optimizer finds a minimizer. Here, one has to
balance the cardinality of Ty to describe the set of feasible realizations well on the
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one hand and not to increase the numerical extra effort handling these additional
scenarios in each step of the algorithm on the other hand. This numerical effort
takes more than 95% of the running time and scales proportional to the considered
size of T as we can see, e.g., in Table 5.2.

Choice of a subset scheme (compare also the positioning of the schemes in Figure 4.1):

e We recommend to choose the uniform discretization scheme just to generate knowl-
edge about the problem. With running times that pass the one hour mark after a
few iterations, this scheme should be used wisely. Please note that these running
times result from the calculation of an outer approximate. If we want to approx-
imate some special scenario t* € T as, e.g., in the first example, it might happen
that we never exactly hit this point t* € T} for any £ € N. On the contrary, if
we cannot specify interesting scenarios and furthermore a whole interval of points
seems interesting (see Example 1.1.9) this approach might be useful.

Please note that in Table 5.1 we can see that the condition z;, = x; ,; is not sufficient
to stop the algorithm.

e We recommend to choose the LLAD scheme if we can calculate the induced max-
imizers in line 5 of algorithm 7 efficiently. As this is given for all examples in this
chapter, the scheme performs well. It needs one to ten seconds - a fraction of the
total running time - to generate new discretization points and generates outer ap-
proximates in a reasonable time interval compared to the uniform discretization
scheme. Especially, when the worst-case scenarios are independent of the realiza-
tion as in the first example. Then we can find the worst-case scenarios fast and at
the same time guarantee the same solution precision as the HLAD (see Table 5.3).
Drawbacks of this approach are that it takes random realizations in each iteration
and therefore its results are not reproducible in general and that it might calculate
worst-case scenarios for “unprobable” realizations. Furthermore, we do not know
when to stop the algorithm if we do not find inner approximates T, k € N because
the chosen ¢ € Z, and therefore the corresponding t(z;, &) have no structure in
general.

e We recommend to choose the HLAD scheme if we can calculate the induced min-
imizers in line 5 of algorithm 7 efficiently. We have seen in the last two examples
that finding this solution is numerically challenging even when the structure of the
problems seems nice from a theoretical point of view. The HLAD then needs around
ten seconds - a fraction of the total running time - to generate new discretization
points and generates outer approximates quite fast compared to the uniform dis-
cretization and LLAD scheme. The HLAD benefits a lot from a warm-start by
choosing o and Ty appropriately. It can happen that the HLAD gives back the
starting scenario tg € T as its minimum altough it is already contained in T} or ob-
viously suboptimal. Recalling Lemma 2.3.4 we can stop the algorithm then because
we have either found a solution z;, of the original probust optimization problem in
the last iteration £ € N or we cannot find any new worst-case scenario t;(x) € T,
e.g. because p(zy, T U {-}) is locally constant around the initial scenario.
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In the end, we want to comment on how to use analytical information to speed up the
solver:

1. Replacing the probability evaluation function by an analytic function speeds of the
process considerably as one can see comparing the set-approximation approaches
with the sandwiching approaches. If such knowledge is given, it should be used.

2. A reduction of the search space influences also the evaluation time of the SRD.
Fixing xo = 0 in the first example leads to calculating times that are just one third
of the ones represented here.

3. If the inner function is a maximum of several inner functions, we recommend to use
this structure as explained in Section 5.2. Otherwise, the optimizer calculating the
worst-case scenarios in the “standard” LLAD or HLAD can have trouble finding the
true worst-case of a maximum of differentiable functions and cancel prematurely.

Summary

In this chapter, we considered three problem instances of stochastic design-centering
problems. We reformulated them as standard probust optimization problems and used
the introduced theory from Chapter 1 and a combination of analytical and geometrical
arguments to calculate their solution.

We then tested four of the solution approaches introduced in Part I of this theses on
these problem instances and discussed their behavior.

In the following chapter, we consider a more realistic application. As we do not know
the structure of the set of feasible realizations in this problem class, we use the numerical
experience we gained in this chapter to define sandwiching algorithms that can solve the
corresponding probust optimization problems efficiently.
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After testing the solution schemes for probust optimization problems that we introduced
in Part I of this thesis in the last chapter, we want to use the gained insights to handle
more realistic applications.

The main focus of this chapter is handling probust water reservoir problems, gaining
insights about the problem structure and comparing the solutions induced by different
uncertainty models.

We start this chapter by a short introduction how to model such water reservoir prob-
lems. Afterwards, we specify two problem instances in Section 6.1 which influence the
design of a specified probust subset scheme in Section 6.2. We then solve the introduced
problem instances and discuss their numerical results in Section 6.3.

A water reservoir problem (WR) in this thesis has the following form

WR: ma}:écf(x) s.t. L <I(x,t) <1Vt el0,T],
Te

where x € X are operating variables to influence the water level of the reservoir given
by I : X x [0,T] — R within the time horizon [0,T],T > 0, [, € R are lower and upper
bounds for the water level and f : X — R is some objective function.

One possible objective function is the total output — fOT x(t)dt over the time horizon
[0,T] of a measurable extraction profile = : [0,7] — Rx>o.

Because we want to guarantee that upper and lower water levels [, are respected at all
time points ¢ € [0, 7] this leads to infinite many restrictions. If the extraction profile x is
described by a finite dimensional vector, we study a semi-infinite optimization problem.
We often have an uncertain influence changing the water level by either an uncertain
inflow, e.g., due to rain or melting water, or an uncertain outflow, e.g., due to the demand
of water of other parties in a multipurpose water reservoir. Consequently, we want
consider a stochastic component in our model of a water reservoir. We take account of
that by formulating the probust water reservoir problem (PWR) as

PWR: mg}({E(f(x,f)) st. P(L<I(z,6,t) <1Vt€[0,T)) > p,

where £ are the realizations of a random process Z that represents a random influence
of the water level over time and p € [0, 1] is a lower bound for the probability to respect
the minimum and maximium water levels given the stochastic influence.

As WR can be interpreted as a semi-infinite optimization problem, PWR is a probust
optimization problem and is the model of interest in this chapter.
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Such water reservoir problems have been analysed by Prékopa et al. in [60] and by
Henrion in [44]. More complex models can be found in papers from van Ackooij et al. [4]
and Xu et al. [87]. We recommend the working paper by Dupacova et al. [28] and the
monograph from Loucks et al. [55] for an overview of problem formulations and solving
strategies.

In the referred literature a single reservoir or a systems of reservoirs is studied either to
build a new reservoir or to manage an existing one. The reservoirs then can be used to
handle floods (which corresponds to a time horizon of a year) or to generate hydro-power
that should be sold (which corresponds to a time horizon of one day).

In either case, reservoir problems are described by at least one equation that links its
water level over different time points t1,¢2 € [0,7] by

Ww, & t1) = U, &, t2) + 1,6, 1, t2) — O(x, &, 11, ta), (6.1)

where I, O are functions that describe the inflow and outflow into and out of the reservoir
using the extraction profile x € X under realization £ in the time interval [t1, ¢2].

In the given literature this function is considered for a fixed, finite number of time points
t1,....,tx € [0,T] instead of the whole time interval [0, T].

This reduces the induced problem to a chance constrained optimization problem. One
way to solve this problem is to solve the constraints individually for any fixed time point.
This leads to the constraint

Pl < U(z,6,t) <1)>pVt=t,...tx. (6.2)

These constraints can often be handled deterministically by separating the realizations
on one side of the inequality and using the corresponding cumulative density function.
This approach evades numerically costly evaluations of the probability function.

If the constraints are handled as joint chance constraints, one often uses penalty methods
for optimization and simulation techniques like Monte-Carlo simulation for probability
evaluations to handle these problems.

In this work, we consider the whole time horizon [0, T] instead of a discrete subset. On
the contrary, we make some simplifying assumptions w.r.t. other modelling aspects such
as the distribution of the random influence or the physical effects such as evaporation,
spill or energy production which are neglected or strongly simplified.

We assume that the outflow O of the water reservoir is solely explained by our decision,
while the inflow is solely described by a Gaussian process.

Therefore, we can write

Iz, & t) =1 —i—/o &(1) — x(1)dr.

To handle the decision and the random process numerically, we approximate them by
finite dimensional decision vectors & € X C R"™ and random vectors 7= > R™.

After this short introduction to probust water reservoir problems, we define two specific
problem instances in the next section.
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6.1 Problem instances

As we introduced a model to describe water reservoir problems in a probust context,
our goal in this section is to motivate two specific problem instances that are handled
numerically in the last section of this chapter.

Linear objective with lower water level constraint

First, we consider a probust water reservoir problem where we are taking as much water
out of a water reservoir as possible. To evade the trivial solution of letting the reservoir
run full and then pump out all the water in the last time period, we also use a price
signal ¢ € L%([0,T],R>p) to motivate water release at earlier time points. Given a lower
water level [ > 0 and a probability threshold p € [0, 1], we can note the probust water
reservoir problem as

T
PWR; : Ha(t)dt s.t. Pl <1 t) Vt 0.7 >
v /0 c(t)z(t)dt st. P(L< U(x,€,t) ¥t € [0,T]) > p,

z(t) >0Vt € [0,T).

Following the idea given in a paper by Berthold, Heitsch, Henrion and Schwientek in
[15], we approximate the decision variable z € L?([0,T],R>¢) by a piece-wise constant
function

2(t) ~ Y FiX( () (6.3)
=1

which can be described by the finite dimensional coefficient vector £ € R™ and a sepa-
ration of [0,7] into sub-intervals T; = [t;_1,¢;] with ¢ = 1,...,n. These sub-intervals are
defined by fixed time points t; € [0,7] with ¢ = 0, ...,n. With this approximation we can
determine the outflow of the water reservoir by

. () -1
O(t) = / x(T)dr ~ Tr(te — th—1) + Tie ) (t — ti=()=1), (6.4)
0 k=1

where i*(t) = mingegq, . p | ¢<t;) ¢ defines the index of € X that represents the water
extraction at the time t € T.

Also we approximate the integral over the stochastic inflow by a superposition of sinus
functions by

I(t) = /0 §(r)dr =Y sin(wit)é; + M (1),
j=1

where M : [0,7] — Rx>o,t — fot p(t)dt is defined by the integral of the expected value
function p : [0,7] — R>( of the Gaussian process modelling the random inflow.
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Furthermore, w; > 0 are inflow frequencies for j = 1,..,m and §~ € R™ is a realization of
a normal distributed random variable Z ~ N (O, f]) with covariance matrix ¥ € R™*™,

Recalling Equation (6.1), this leads for any & € X ,€ € R™ and some time point t € T' to
the constraint

g(,fj,g, t) =1l- l(iag’t)
m *(6)—1
7j=1 k=1

With the accumulated price vector ¢ € R™ defined by

ti
G = / c(t)dt,i=1,...,n,
t.

i—1

this implies the following reformulation of PWR; as a standard probust optimization
problem

PWRy-SPP : min — Y édi st P(g(E,€,t) <0Vt € [0,T]) > p,
IE n
=1

—#H<0Vi=1,..,n.

Be aware that we can also represent the water level constraint based on the different
extraction periods by the constraints

m i—1
gi(@,&,t) =1—1lg— Y &sin(wit) — M(t) + Y Ex(ty — tro1) + &i(t — i) <0,
=1 k=1

withie X, EeR™ teT,andi=1,...,n.
These constraints lead to the optimization problem

n
PWR1-SPP : min — Y & s.t. P(gi(£,€,t) SOVt € Tpi=1,..,n) > p,
TeR™ =1

—#H<0Vi=1,..n.

Given these reformulations of PWR;, we can study its structure to decide which probust
subset scheme might be useful to solve it.

We start with the set of scenarios. Not only [0,77], but also its separation into smaller
intervals T; with ¢ = 1,...,n allows us to consider compact, convex and one dimensional
sets. Consequently, these sets are attractive to use as search spaces in optimization prob-
lems, e.g. by the maximum using variants of LLAD (see Equation (5.3)) or the HLAD
(see Equation (5.4)).

In contrast to the structure of the search space, the objective function in these approaches
is non-convex w.r.t. t € [0,7] since the functions g, g; with ¢ = 1,...,n are non-convex.
Consequently, the usage of HLAD and LLAD is numerically challenging.
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Nevertheless, given a fixed ¢ = 1,...,n and ¢ € T;, the inner function g; is affine-linear
w.r.t. (Z,€) which implies a simple structure of the set of feasible realizations.
For a fixed & € R™ we can express this set as

Q(j) = m m Qi(j7t)v

i=1,..n teT;
where Q;(Z,t) = {é €L | 9z’(3~57§~7 t) < 0}.

Because the sets Q;(Z,t) are by definition of g; half-spaces for fixed Z and ¢ € T for all
i =1,...,n, we know that Q(z) is a convex set for all £ € R"™. Furthermore, it is closed
by the continuity of the function g;(%,-,t) w.r.t. € € R™ for fixed i = 1,...,n, fixed t € T}
and & € X.
To ensure the boundedness of the set of feasible realizations, we consider the following
statement:

Proposition 6.1.1 (The sets of feasible realizations of PWR-SPP are bounded)
Given an extraction profile & € X, T > 0, an initial water level ly > 1, a non-negative ex-
pected value function u € L?([0,T),R>0) of the considered random process and frequencies
W1, ey W = 0 with m € N that satisfy wy > 2% and wjy1 > 2w; forall j =1,....,m —1,
then the set of feasible realizations Q (&) of PWRy-SPP is bounded.

Proof. We show the claim indirectly:

We assume that there exists a sequence (§x)ken C Z such that limg_, o ||€k||c0 = 00 and
maxyer g(&, &, t) < 0 for all k € N and a given Z € X. Consequently, 0 is an upper
bound of the sequence (g(Z, &g, t))ken for any ¢ € [0, T.

To show that this sequence is unbounded, we represent g for fixed & € X and for fixed
t € [0,7] as an affine-linear function w.r.t. £ € R™ and then focus on special scenarios.
We know by the definition of g that

m *()—1
g(F, &t =1—1lo— > &sin(wst) = ME) + > Exlte — tre1) + Zi=)(t — ti()-1)
j=1 k=1
= wi(t)ék +v(E,1)

j=1
holds for Z € X and any t € [0, T], where we used

w;(t) = —sin(wjt),j =1,...,m and
i*(t)—1
k=

—_
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Given # € X C RZ%, as well as lop > [ and M (t) = f(f p(t)dt > 0 by assumption, we can
estimate v(Z,t) for any fixed t € [0,7] by:

:f'k(tk — tk—l) + i’z’*(t) (t — ti*(t)—l)

k=1

>1—1y— M(T) + Z-ﬁk(tk — tkfl)
k=1
C

With this estimation for v(Z,t), we can estimate for any £ € N and ¢t € [0,7:

=) sin(wit)gik + C < g(&,&ryt) <0
= — Z sin(w;t)&r < —C

By our assumptions we know that w; > 27“ and wjp1 > 2w; for all j = 1,...,m — 1.
Consequently, there exists a t; € [0, 7] such that ZTzl —sin(w;t})& x> maxj—1,..m &kl
for any fixed k € N. Therefore, the last inequality states for this fixed ¢

m
1€klloo = max [&x] < =) sin(w;t;)éx < —C
Jj=1,....m —
]:

Because we assumed that limg_, |[|€x||oc = 00, We can ensure that this last inequality
does not hold for £ — oo. Therefore, the claim holds. O

With this statement we can guarantee that the set of feasible realizations Q(Z) is a convex,
compact set for all 7 € X.

In the next step, we consider the feasible set of PWR;-SPP. By the definition g and due
to Proposition 1.1.6, we can ensure that the probust function ¢ : X — [0,1] is upper
semi-continuous and therefore, the feasible set is closed. Moreover, Proposition 1.1.8
implies that the feasible set is convex. To show that this set is bounded, we need another
statement:

Proposition 6.1.2 (The feasible set of PWR-SPP is bounded)
Given T > 0 and p € (0,1], then the feasible set of PWR-SPP is bounded.

Proof. We show the claim indirectly:

We assume that there exists a sequence (z3)reny C X such that limg_.o ||2x]]1 = oo and
o(x) > p for all k € N. Consequently, p is a lower bound of the sequence (¢(zk))ken-
We show that for each r > 0, we can find a NV € N such that the feasible sets Q(z) does
not contain any realization from B,(0) for all £ > N. As the set B,(0) is monotonically
increasing w.r.t. C for increasing r > 0, this contradicts our basic assumption p(x) > p
for all k¥ € N, when fixing some R > 0 such that Br(0) satisfies P(Br(0)) > 1 —p.
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Let us fix that R > 0 as well as any £ € Br(0). If £ is a feasible realization for & € X,
then it satisfies the probust constraint especially for ¢t = T', what implies

9(#ET)=1—1lo— Y _sin(wT); — M +sz i —ti1) <O0. (6.5)
j=1

Because we can estimate

I—1lo— Y sin(w;T); — M(T) > 1—1og— Y _ & — M(T)
=1

this implies with inequality (6.5):

sz 7 11+C<g(£gaT)S0

= min (t; - leazl— min (t; — ti-1)||E[ < ~C

1=1,...,m 7 5T

Since limy_,o0 ||z ||1 = 00, there exists a N € N such that the last inequality is violated
for all £ > N.
Because we chose £ € Br(0) arbitrarily and C' does not depend on £, we can ensure

BR(O) N Q((I}k) =0

for all K > N. This implies that all xx,k > N are infeasible and therefore the feasible set
of PWR-SPP is bounded. O

Since our objective function is linear w.r.t. # € X, we know that PWR;-SPP is a convex
optimization problem.

In Section 6.3, we consider a special problem instance induced by the following parame-
ters:

n=24,m=10,T = 24, (6.6)
Wy = i;g = VBwi_1 Vj =2, .., 10, (6.7)
1 =0.25,lp = 0.3, (6.8)
p:O.9,uEO.1,Z~N<ﬁ,fJ>, (6.9)
fi = Ogo, ¥ = diag(o}, ..., 0%), (6.10)
o1 = 0.06,0; = ., 10. (6.11)
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6 Water reservoir problems

Approximated energy production objective, two water level constraints with
additional constraints

Next to PWR; which aims for extracting as much water as possible given an abstract
cost function and without any additional constraints, the second problem instance focuses
on more details. The corresponding objective function measures the amount of energy
produced by the extracted water. This function is approximated by the amount of water
we take out of the reservoir multiplied by the water level like in the paper of Andrieu et
al. [7]. Additionally, we are interested in an upper and lower water level which should
be respected in a given percentage of inflow cases as well as some minimal and maximal
outflow constraints and a so called cycling constraint. Thereby, the cycling constraint
guarantees that the water level at ¢t = T is expected to be at least as high as at ¢ = 0.
This leads to the following problem:

T
PWR; : E t)l t)dt 1. PU<I t IVte[0,71]) >
oo e B( [ a0i60d) e PUS i) <THE0.T) 2

zi(t) € [z(t), F(t)] YVt € [0,T]  (6.12)
E(l(z,€,T)) > lo (6.13)

To simplify this problem, we use the same approximations of the extraction profile z and
the random inflow realizations £ as in the last problem instance, see (6.3) and (6.4).
Denoting these approximations again by z € RY and 45 € R™, we reformulate PWRs as
a probust optimization problem.

We start with reformulating the cycling constraint (6.13):

E(l(a@ét))zE lo+ ) & sin(w;t) + M(t) - it — tic1) — Epe ) (t — tin()—1)
j=1 i=1
m ()1
=lo+ Y E(g)sin(wit) + M(t) = > Filti — tio1) — Fi=y(t — tr)—1))
j=1 i=1
*(t)—1
= Z z t; —ti—1 _:L‘*(t)(t_t *(t)—1 ))
=1

This means that the expected water level at ¢t = T is at least [y if and only if we pump
out water that is equal or less then the expected amount of water inflow in this time
interval:
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6.1 Problem instances

Using this expression, we can also reformulate the objective function as:

fz)——E(/O Zmzx[tz e (DU E 1)t )

T
_ /0 Z@X[ti,l,ti)@)E(l(az,s,t»dt

i=1

:_sz/tz 7t

ti—1

ti —1

:—sz/ <ZO+M Z$k tp —tp_ 1)—$Z(t—tz 1)) dt
k=1

ti—1

t i—1

= — Z:i’l <l0(ti — tz;l) + M(t)dt — Z fk(tk — tk:—l)(ti — tz;l)
=1

tim1 k=1

SR IORIEEE )
———i(@pﬁ»+§ém@> (6.14)

This representation allows us to evaluate the objective function and its gradients w.r.t.
x € X more easily, where we used

05 0 .. O
T Do
A= —— 05 0 and
1 1 ... 0.5

b= (l0+T(22_1)M> .
n 2 j=l,..n

Furthermore, we decompose the water level constraint into two inner functions of the
form:

g1 (%, €,1) =1 —1(%,,1) <0,
gQ(i.véa t) = gl(i.7£7 t) _Z—i_L < 0
Consequently, we can state the following standard probust optimization problem

91(7,6,1) <
92(Z, ‘f t) <0

Z; € lz;, x| Yi=1,...,n,

T) > chi(ti —ti_1).
=1

PWRy — SSP: ;161]%11 f(z)st. P ( Vt e o, T]) >p,
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6 Water reservoir problems

In Section 6.3, we consider the problem instance defined by fixed

n=24,m=10,T = 24, (6.15)
0.1, ifie {6,7,8,20,21,22, 23

71/: { b) 1 ZE {.7 ) ) bl ) Y } , (616)
0, otherwise

T =02Vi=1,.. 24, (6.17)

w1 = %,Wj = \/5&)]'_1 Vj = 2, ey 10, (6.18)

1=025,0lp=03,l=1, (6.19)

p:O.9,uEO.1,Z~N<ﬂ, f:), (6.20)

fi = O, % = diag(o}, ..., 0%), (6.21)

o1 =0.06,0; = 2L wj =2, .. 10. (6.22)

Because the objective function of PWRs decreases for increasing water levels [, a simple
strategy would be to let the reservoir run full and then start pumping out such that the
reservoir is not surpassing the upper water level (see Figure 6.11). This would imply a
lot of worst-case time points created by the upper water level constraint. To disturb this
strategy, we assume that we need some of the water in the early and late hours of the
day (see Equation (6.16)). This is motivated by the idea that people need water at home
such that a certain output is required.

152



6.2 Modified subset schemes

6.2 Modified subset schemes

After describing the probust optimization problem instances in the last section, we have to
choose an appropriate subset scheme to use with the sandwiching-algorithm 7. Recalling
Figure 4.1, we note that we are unable to predefine worst-case time points according to
a given extraction profile and an inflow realization analytically. In contrast to this gap
of knowledge, we are aware that the set of feasible realizations is a convex set for all
Z € R™. While the first aspect motivates to use an uniform discretization scheme, the
second perspective supports the HLAD scheme. Therefore, we try to combine these two
approaches in this section in a way that is numerically reasonable.

We do not use the LLAD, because the non-convexity of the inner functions of the probust
water reservoir problem instances w.r.t. ¢ € [0,7] makes it as difficult to evaluate as the
new discretization scheme, while the new discretization scheme calculates determined
time points in contrary to the randomly picked time points of the LLAD scheme which
makes the interpretation of the results easier.

The new discretization approach closes the gap between universality of applicability of
a discretization scheme and numerical stability and also is able to add user-dependent
inputs to define the ”importance of a scenario”. We recommend using the following
variant of the HLAD (see Equation (2.6)) that is inspired by a semi-infinite discretization
by Reemtsen [64]

Dy X x 2T =27 (2,8) = SU{t}}, (6.23)

where ] € arg mintEGdj(k> ¢(z, S U{t}) is the worst-case scenario in the grid G, with
grid size dj) > 0 considering the probability evaluation for the current decision and
added to the current scenario set S.

Theset Gg:={teT |3j€Z9:t=d> !, jie;} is the intersection of T with an uniform
grid of size d > 0. We assume in the remainder of this section that the sequence (d;);ecn
fulfills d; > 0 for all j € N and lim;_,, d; = 0.

To connect the grid size d; with the iteration k of the probust subset scheme, we define
another sequence (€;);jen with €; > 0 for all j € N and lim; o €; = 0.

We start in iteration £ = 1 with j = 1. Afterwards, we increase the index j by 1 if
either we already took the whole grid into consideration or no remaining grid point is
”important enough”. These conditions can be formalized as

Ga; €Ty or
p(r, Tr) — o(zr, Te U {t1}) <.

We call this scheme the uniform-HLAD (UHLAD) scheme. By definition it is an adaptive
increasing subset scheme. If |Tp| < oo, it is a discretization scheme.

Before we concentrate on the convergence of UHLAD), we need the following useful propo-
sition:
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6 Water reservoir problems

Proposition 6.2.1 (j(k) — oo for k — o0)
Assume that T C R is compact and that p(x,S) is well-defined for all z € X,S C T.
Then it holds for the indez j(k),k € N defined in the UHLAD:

lim j(k) = o0

k—o0
Proof. We show the claim arguing indirectly:
Assume that (j(k))ken is bounded from above. Because j(k) is monotonically increasing
by definition, there has to be an upper bound N € N satisfying j(k) < N for all £ € N.
Because T is compact, the set G4 is finite for all d > 0. Consequently, after at most
K = Z;VZI |Gg,| + 1 iterations, we have collected more discretization points than the
first N grids can offer and therefore have to increase j at least N + 1 times implying
J(K) > N + 1. This contradicts that N is an upper bound for all k& € N. Hence, the
assumption that (j(k))xen is bounded from above is wrong and the claim holds. O

With this proposition, we can show the convergence of the probust discretization scheme
that uses UHLAD.

Lemma 6.2.2 (Convergence of UHLAD)

Choosing ® = (Pk)ren as the UHLAD with (di)ken converging to zero, where the inner
function g : X x ZExT — R is a continuous and fulfilling Assumption 2.1.1 for all x € X
and T has no isolated points, then any accumulation point T of (zk)ken @S an optimal
solution of the original probust optimization problem.

Proof. We prove this claim by using Theorem 2.2.3:

We show that the candidate-condition is fulfilled for any accumulation point * € X of
(k) ken indirectly.

Please note that with by the compactness of T' the set (G4 is finite for all d > 0 and conse-
quently the discretization scheme is well-defined for all £ € N. Because 1" has no isolated
points and limy_,+ d;j = 0, there exists some iteration N € N such that 7'N G, # 0 for
all k > N. Furthermore, due to the compactness of X C R", the sequence (z),cy has
at least one accumulation point. Without loss of generality we assume that the whole
sequence (Zy),cy has just one accumulation point. Otherwise we switch notations to
consider any (fixed) converging subsequence.

We fix the accumulation point T € X, set S := limy_ o, T and assume

JreT,e>0:90(T,5) —p@ SU{ts}) > e
This implies that there exists a measurable set €2 € A such that

P(Q) > € and
9(z, €, tp) >0 VE € Q.
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Because P(2) > € > 0, there exists at least one element w € Q. Since ¢(7,w,-) is
continuous w.r.t. t € T', we know that there exists a radius > 0 such that

9(z,w,t) >0Vt e B,(ty) NT.

By Proposition 6.2.1 and limg_, o d;x) = 0, we know that there exists a N € N such that
for all k > N we can guarantee that there exists a t;, € By(tf) N Ga,, -

As t;, € B,(ty) is no element of S, we know that tj is not added to T}, for any k € N. By
definition of ®; this implies for any k € N

(wr, Tr) — @(@r, T U {tr}) < €r)-

Taking the limes on both sides of the inequality and using limg_ €;) = 0 as well as
limg o0 tx = Ly leads to

lim o(zk, Tx) — @(xg, T U {tk}) =¢(T,9) — p(z,S U {tf}) < lim €i(k) = 0.
k—o0 k—o0
Please note that we used in the last estimation

m oz, T U {te}) — 0@, S U{te})] < lim [p(zg, T U {te}) — o(T, S U {tx})]
k—o0 k—o0
—0 by Proposition 2.1.18
+ lim (@, SU {tx}) — (T, S U {tf})|
k—oo ~
—0 by Proposition 2.1.8

=0.

Consequently, the candidate-condition is fulfilled and the claim holds. O

With this subset scheme for a fixed x € X, we can not only “scan” the uncertainty set T'
for points that are “important enough” to reduce the probability evaluation at least by
€, but we can also decide how many points we want to evaluate and therefore control the
calculation time by the grid size d.

Although the UHLAD seems to be less elegant than the HLAD from the theoretical point
of view, it does handle the numerical downsides of the HLAD which we already discussed
in Section 5.3 by additional computational effort. This makes the UHLAD useful to high-
light the most important scenarios given a fixed decision € X in an numerically stable,
deterministic way. Therefore, it provides insights in the structure of worst-case scenar-
ios over all possible realizations and is quite useful when handling probust optimization
problems whose worst-case scenarios are not known analytically.

To make the new discretization scheme run in a reasonable time, we need to speed up
the probability evaluation based on the SRD used in the last chapter. We modify our
implementation as described in the paper of Berthold, Heitsch, Henrion and Schwientek
[15] that showed significant improvements of calculation times:
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156

. We fix the sample of unit sphere vectors S™ ! that is used to evaluate the prob-

ability by the SRD in a problem instance. Therefore, we have a deterministic
approximation of probability evaluation instead of a random approximation and
are able to reuse calculated values w.r.t. the sample {vq,...,uy} C S™L

. We save the minimal ray lengths r; that correspond to the given unit vectors vy

for each scenario t € T, and all k = 1,..., N when calculating new time points by
UHLAD. If we add a new discretization point t* to T, we just have to calculate
the corresponding ray lengths for vg, k = 1, ..., N and check if it is smaller than r.
It is not useful to save the ray length for switching decisions because the decision
affect the length of all rays ri, k =1, ..., N in general.

. We use the affine-linear structure of the water level constraint w.r.t. the inflow

realizations £ € R™ to calculate the interception point between rays and the set of
feasible realizations (see Equation (1.3)) faster.

. We start the probust subset schemes with a softened stopping criterion under con-

sideration of Theorem 1 in [15] that allows us to calculate suboptimal iterates.
As we do not expect to converge towards the solution in the first few iterations
and therefore do not need to calculate the corresponding iterates precisely. Do-
ing so, we reduce the necessary probability evaluations until we stop. Over the
iterations, we have to resharpen the solution precision again to guarantee optimal-
ity in the limes. A useful heuristic value how to sharpen the stopping criterion is

SO(:L‘/W Tk’) - SO(:Bk’) Tk+1)-



6.3 Numerical results and comparison of uncertainty models

6.3 Numerical results and comparison of uncertainty models

After defining the probust water reservoir problem instances and the solution methods
in the last sections, we want to solve these problem instances. We start with two smaller
instances related to PWR4 and discuss their solutions to get a feeling how the objective
function influences the choice of an optimal decision x* which influences the set of feasible
realizations and worst-case time points.

Afterwards, we solve the problem instances PWR{-SPP and PWRy-SPP introduced in
Section 6.1 and compare the results of the following stochastic models:

1. The probust model which guarantees to stay always in between the critical water
levels for a high percentage of inflow realizations. This model leads to a probust
optimization problem solved by UHLAD.

2. The robust-probabilistic (later called robubilistic) model which guarantees to stay
in between the critical water levels for any fixed time-point for a high percentage of
inflow realizations. This model leads to a semi-infinite optimization problem that
is solved by the adaptive discretization approach from Blankenship and Falk (see
17).

3. The expected value model which guarantees that the expected inflow stays in be-
tween the critical water levels for all time-points. This model leads to a semi-infinite
optimization problem that is also solved by the adaptive discretization approach
from Blankenship and Falk (see [17]).

Probust solution for PWR;-SPP

We consider two problem instances of PWR; using the data (6.7)-(6.11), but approximat-
ing the outflow and inflow by n = m = 2 dimensional variables and different objective
functions. Thereafter, we solve the problem instance with n = 24, m = 10. By solving the
smaller problems, we get a feeling for the new solution approach UHLAD, the worst-case
time points, the set of feasible realizations and minimizing extraction profiles.

The first smaller problem instance is defined by the price signal ¢ = (1,0). This means
that we are interested in pumping out as much water as possible in the first time interval
[0,12], while we just adapt the outflow in the second time interval [12,24] in a way that
we satisfy the given constraints.

Consequently, the objective in this case is f1(Z) = —%;. We start the solving process us-
ing UHLAD in Algorithm 7 with ¢ = (0.05,0.05), Tp = {0, 12,24}, a grid of size d; == 1
and a precision parameter of €; := 107%. We choose 10 additional time points in each

iteration to increase the set of worst-case time points and afterwards let the optimizer
take b steps to calculate a new extraction profile. The corresponding iterates z;,, T and
calculation times are listed in Table 6.1 and Table 6.2.
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iteration k | # point in T} C [0, 24] xy, Ty,

1 13 (0.09262,0.05) | infeasible

2 23 (0.09058, 0.05) | (0.01493, 0)
3 33 (0.09058,0.05) | (0.01493,0)
4 43 (0.09058,0.05) | (0.01493,0)
5 53 (0.09058,0.05) | (0.01493,0)
10 103 (0.09057,0.05) | (0.09056, 0)
15 153 (0.09057,0.05) | (0.09056, 0)

Table 6.1: Iterates of UHLAD sandwiching approach for PWR; instance with ¢ = (1,0)

iteration | # point in time [in sec]

T, C[0,24] | ts t t tiotal
1 13 54.5 | 36.1 | infeasible | 90.6
2 23 37.6 | 25.2 1.47 64.3
3 33 89.8 | 27.7 2.42 120
4 43 163 | 36.4 4.00 203
) 53 185 | 43.0 5.76 234
10 103 412 | 85.1 22.1 519
15 153 7T | 132 46.4 955

Table 6.2: Computation times of UHLAD sandwiching approach for PWR; instance with
¢=(1,0)

We note that the first component of the decision is fixed fastly, because the main necessary
discretization points are found in early iterations k = 1,2. The optimal outflow in [0, 12]
seems to be roughly 0.906 what is around 10% less than the expected inflow in this time
interval. These 10% can be interpreted as the buffer to not violate the lower water level
constraint for too many realizations.

The set-approximation problem to determine T, needs considerably more discretization
points because Q(z) has to cover the set Q(xg,Tx) which is unbounded for the first few
iterations as depicted in Figure 6.2 a). As () is bounded by Proposition 6.1.1 and
Proposition 3.1.7, we cannot find a feasible solution.

Because f(z;,) and f(Z)) do converge to each other, the algorithm can be stopped. Please
note, that the minimizer of this problem is not unique since we are not interested in how
much water is pumped out of the reservoir in the second time interval [12,24] as long as
all constraints are satisfied.
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Considering the calculation times, we see in Table 6.2 that the time to calculate new
discretization points tg increases over the iterations significantly. That is because the
search space G4 grows exponentially with increasing j(k) € N over the iterations k € N.
The calculation time ¢ of the iterate z; is lower than tg in all iterations. This signifies
that the initial grid size d; was chosen to be to fine. Nevertheless, the times ¢ and ¢ do
increase over the iterations because we collect more and more scenarios which slows down
the probability evaluations in each optimization. The time ¢ to calculate the iterate Ty
is quite small since it does not need to evaluate probabilities which is numerically costly
in these examples.

Next to the extraction profiles, we can also consider the corresponding T-discretizations
Ty, C T that increase over the iterations k € N as represented in Figure 6.1.

O T O000000000 9 000 0 0 0 0 0 00
14 - .
12
100 GOCCONEIIIIIMEITIIIIO 0O 000 00000 000 o
X
[
ie]
§ 8
2
6
O O COMMIIMIOMOCOMIIIIIO 000 000 000 D
400 O COMMIIAOO000000000MI0 GO 0 O ooo D
0 O C0OOOOC000000 COOO0000000 O o ooo D
20000000V 00000000000 ooo D
10-0-0-00000 L o L L o
0 4 8 12 16 20 24
time t € [0,24]

Figure 6.1: UHLAD discretization points in different iterations for price signal ¢ = (1,0)

Because we want to take as much water out of the reservoir as possible in the time inter-
val [0, 12], we stay close to the lower water level [. Consequently, a lot of time points in
this interval are critical depending on the inflow realization. Although there might be a
lot of worst-case time points, Table 6.1 indicates that just a few points are necessary to
calculate a rather good approximation of the optimal solution.

As we understand the worst-case time points, we can focus on the development of the
sets of feasible realizations. Therefore, Figure 6.2 shows how the different sets Q(x;,, T%),
Q(zy,) and Q(Tx) behave in iteration 1 and 10, where the real sets of feasible realizations
are approximated by a fine uniform grid over [0,24] with 10° points.
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a) k =2 with (infeasible) ©((0,0)) b) k = 10 with feasible 7y

2

&

g .
-2 -1 0 1 2 -0.25 0 0.25 0.5 0.75
& &

Figure 6.2: Sets of feasible realizations €Q(7Ty) (transparent red), Q(zy,T%) (blue) and
Q(z,) (filled red) for price signal ¢ = (1,0)

The comparison of the sets for the two different iterations stresses that we might need a
lot of scenarios to describe the set of feasible realizations properly w.r.t. the Hausdorff-
metric. This is due to the small probability of the realizations which are further away
from the expected value ji = (0,0) in this example.

For the next problem instance, we choose the price signal to be ¢ = (0,1). We expect that
an optimal extraction profile saves the water from the first time interval [0, 12] to pump
out more water in the second time interval. In Table 6.3, we can find the corresponding
iterates and calculation times. Apparently, we do not find an inner approximation Ty
in a reasonable time for this problem instance, while the outer approximation nearly
converges after the first iteration.

iteration | # point in Approximations time in [sec]
k Ty, C [0,24] T Ty ts t t | tiotal
1 13 (0,0.2009) | infeasible | 31.1 | 55.0 | — | 86.1
2 23 (0,0.2009) | infeasible | 761 51 | — | 812

Table 6.3: Numerical results of UHLAD sandwiching approach for PWR,; instance with
¢=1(0,1)

The corresponding T-discretization is represented in Figure 6.3. Considering the two
iterations with their discretization points, there is just a small difference as the time
points around ¢ = 12 and ¢t = 24 seem to be important.
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Figure 6.3: UHLAD discretization points in different iterations for price signal ¢ = (0, 1)

The behavior of the discretization points in combination with the missing inner approxi-
mations can be explained by considering the sets of feasible realizations in Figure 6.4.
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Figure 6.4: Sets of feasible realizations 2(Z2) (transparent red), Q(z,,72) (blue) and
Q(z,) (filled red)

With this figure, we can understand that the inner set-approximation does not find a
solution because the set Q(z,,T2) slightly extends even the (biggest) set of feasible re-
alizations €2((0,0)) and therefore there cannot be a feasible solution for this problem.
We have to increase the iterations (and running time) such that this Q(z;,, Ty) can be in-
cluded in §2((0,0)) for some k € N before we are able to solve the inner set-approximation
problem. Nevertheless, the last figure clarifies that after two iterations the approximation
of z, is geometrically quite good and we stop the procedure with z* ~ (0,0.200885).
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After understanding the behavior of sandwiching-algorithms for instances with PWR; like
structure, we now consider a bigger problem instance with n = 24, m = 10. Furthermore,
we consider the following alternating price signal

271 i
¢i=—1—sin (?) 27120 =1,...,24.

This price signal can be represented graphically as by Figure 6.5

2

0.5

0 1 1 1
0 3 6 9 12 15 18 21 24

Figure 6.5: Alternating price signal ¢

Given the insights of the first two example problems, we expect an optimal extraction
profile to store water for time periods with a low price signal and release water in timer
intervals with a high price signal.

We solve this problem using the vector xg = 0.05 - ea4, where eaq = {1,1,...,1} € R?* and
the discretization Ty = {0,1,2,...,24}. The results of the UHLAD sandwiching can be
found in Table 6.4.

iteration | # point in Approximations time [in sec]
k Tk c [07 24] f(@]:) f(fZ) ls t t tiotal
1 35 —3.36108 | infeasible | 56.3 | 1100 | — | 1160
) 75 —3.36100 | infeasible | 174 | 2030 | — | 2200

Table 6.4: Numerical results of UHLAD sandwiching for PWR; instance with
n = 24, m = 10 and alternating cost signal ¢

Again, the inner set-approximation problem does not find inner approximations of the
solution, but the outer approximations do not change a lot in between the first 5 iterations.

162



6.3 Numerical results and comparison of uncertainty models

The corresponding extraction profiles z7,k = 1,5 can be plotted as piece-wise constant
functions over [0,24] . Because the solutions z7, z% differ relatively less than 0.3% (mea-
sured in ||.||2), plotting the single solutions is not helpful. Instead we plot just z} in
Figure 6.6 which represents our approximated solution for the problem.
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Figure 6.6: Extraction profile 7 for the alternating price signal

This extraction profile 27 adapts the alternation of the price signal. We also note that
the starting discretization Ty = {0,1,...,24} yields a good approximate z, as it covers
the main critical time points ¢ € {1,4,7,10,13,16,19,22,24}. These are critical time
points because at these time points we stop taking water out of the reservoir and therefore
have local minima considering the filling height in many inflow realizations. Consequently,
these are the time points that might violate the probust constraint most probable. Ad-
ditional time points created by UHLAD do not change this solution considerably. These
time points for the iterates 0,1 and 5 are depicted in Figure 6.7.
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Figure 6.7: UHLAD discretization points in different iterations for alternating price signal
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Next to the accumulation of new time points around the critical time points, we only
generate points in the time interval [0, 3] because we take out water in this time accord-
ing to zf and therefore stay close to [. Consequently, we have to consider the influence
of the inflow £ which might consume the filling height buffer iy — [ that we start with.
As we cannot represent the set of feasible realizations in this example since it has dimen-
sion m = 10, we plot 100 randomly picked samples instead and check how many of the
corresponding water levels lie above [ = 0.25 for all ¢ € [0, 24] in Figure 6.8.
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Figure 6.8: Water level over time generating 100 random inflow realizations and using
extraction profile z7

As for 10 realizations (red lines) we can find a time point such that the filling height
drops below critical water height o = 0.25 (black line), we fulfill our condition in 90 out
of 100 cases which perfectly fits our threshold p = 0.9. Because the inflow realizations
are created randomly, we cannot guarantee this result in general, but we expect to stay
close to 90% feasible inflow realizations.

Probust solution for PWR,

Since we understand the numerical solution of the probust water reservoir problem in-
stance PWRy, we now consider the more complex problem instance PWRg defined by
the data in (6.15) - (6.22).

We start the solving process using the UHLAD sandwiching with starting vector zg; = 0.1
for i € {6,7,8,20,21,22,23} and xp; = 0.07 otherwise for ¢ = 1, ..., 24. Furthermore, we
fix the starting discretization Ty = {0,1,...,24}, a grid of size d; := 1 and a precision
parameter of ; = 1076, We choose 10 additional time points in each iteration to increase
the set of worst-case time points and afterwards let the optimizer take 5 steps to calculate
a new extraction profile. The results can be seen in Table 6.5.
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6.3 Numerical results and comparison of uncertainty models

iteration | # point in Approximations time [in sec]
k T, € [0,24] | flzp) f(@y) ls t t | tiotal
1 35 —1.885 | infeasible | 27.7 | 3330 | — | 3360
5 75 —1.880 | infeasible | 140 | 5150 | — | 5290

Table 6.5: Numerical results of UHLAD sandwiching for PWRs

We also tried to compute an upper bound with the set-approximation problem based on
the design Q(z%, T5), but the algorithm does not find a feasible solution for this problem.
Because the corresponding extraction profiles x;, with k = 1,5 do not differ a lot, we plot
just zf representing the (approximated) probust solution.
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Figure 6.9: Extraction profile F over time
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The development of generated discretization points over the iterations £k = 1,2,5 can be
seen in the Figure 6.10.
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6 Water reservoir problems
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Figure 6.10: UHLAD discretization points in different iterations for PWRgy
To check if the outer approximation solution is (nearly) feasible for the problem, we

generate 100 random inflows and check visually if the filling height lies in between the
critical water levels in Figure 6.11.
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Figure 6.11: Water level over time generating 100 random inflow realizations and using
extraction profile z7

Since 89 out of 100 scenarios respect the probust condition and f(z}) and f(zf) do differ
just around 0.4%, we assume that z* ~ zf.

Figure 6.11 illustrates that the extraction profile 27 stores water in the early hours of the
day to work with a high pressure and in the end pumps out as much water as possible in
the last time interval. This also explains the choice of critical time points in Figure 6.10
as they indicate in which time corridor we stay close to the upper water level .

166



6.3 Numerical results and comparison of uncertainty models

Comparison with other uncertainty models

In the last sections we focused on solving the probust optimization problem instances
PWR; and PWR,. Now we want to compare the (approximated) probust solutions with
solutions from the expected value and individual chance constrained model.

For the the expected value setting, we exchange the probability evaluation of the water
level constraints by the expected value what leads to the following semi-infinite optimiza-
tion problem that is linear w.r.t. x € X

n

Jnin, — glcx st. L <EE,E ) VEeT,
—z; <0Ve=1,...,24.

In this setting we can reformulate the expected water level constraint as

i*(t)—1

E(U(F,&,t) =lo+ 0.1t — > &ilti — ti1) — ey (t = b= (1)-1)-

=1

Considering the individual chance constrained problem, we exchange the for-all-quantor
and the probability evaluation in the water level constraint of the probust formulation to
get the robust-probability problem

n

min — Y & st PU<U(&,€,t)) >pVteT,

zeR?4 1
PUU(Z,¢,t) < )>th€T
—#H<0Vi=1,..24.
Here we can reformulate the water level constraint using
w(t) = —(sin(wjt))j=1,..,m
z*(t) 1

(@, t) =1—1lo— M(t) + i(ti — tic1) + e () (£ — tix()—1)
=1

.

for an arbitrary t € [0,24] and with (-, -) as the scalar product on R™ as

~ & <w(t)7£> _U('i‘vt) —’U(l‘,t)
[ <l(z,€, = < = >
L= IEE0) IP)<¢<w<t>,m<t>><¢<w<t>,zw<t>>) F( <w<t>,zw<t>>>>p

Because F' as the cumulative density function of a standard normal distribution is mono-
tonically increasing, we can invert this function and reformulate the lower water level
constraint for fixed ¢ € [0,7] as:

P(L < l(z,§1) 2 p
—v(z,t)
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6 Water reservoir problems

With the same arguments and with I(z,&,t) —1 = —(L— (=, &,t)) +1—1, we can represent
the upper water level constraint for fixed ¢ € [0,7] as:

P(l(z,&,t) <1) > p
& go(z,t) == —F 11 — p)/(w(t), Sw(t)) —v(z,t) +1-1<0
We choose the adaptive discretization scheme from Blankenship and Falk to solve the
SIP-reformulations, where we search for one discretization point in each iteration in each

time interval [t;—1,¢;] = [i — 1,] with ¢ = 1, ...,24. The trade-off between objective value,
feasibility and running time of the different uncertainty models is shown in Table 6.6.

Model objective value f* | feasible scenarios | solving time ¢ [in sec]
expected —3.483 0 12.1
robubilistic —3.404 52 13.8
probust —3.361 90 2200
expected —2.032 0 134
robubilistic —1.940 40 18.2
probust —1.880 90 5290

Table 6.6: Numerical results using different uncertainty models for PWR; and PWRs

As induced by the different approaches, the expected value approach leads to the lowest
objective values, while the probust extraction profile ensures feasibility for many inflow
realizations. The robubilistic solution can be interpreted as a trade-off between these two
aspects.

Focusing on PWR; in Table 6.6, we loose less than 4% of the objective value that corre-
sponds to the expected value model to be able to resist 90% of uncertain inflow realizations
instead of 0%, if we use the probust extraction profile. This is the strong side of the pro-
bust approach.

In contrast, the time needed to compute the probust extraction profile is more than 100
times higher than the corresponding computational times of the other two extraction pro-
files, although we already used modifications to make it run fast. This is due to the fact,
that the probust optimization problem does not allow the reformulation of the stochastic
constraint as a semi-infinite constraint that can be solved without probability evaluation.
If we can allow ourselves to wait for the probust extraction profile, we would choose the
probust extraction profile in terms of robustness. Otherwise, the robubilistic solution
seems most attractive.

According to the problem instance PWRo, we see the same behavior of the solution cor-
responding objective values, feasible scenarios and solving time. The only difference is
that the objective values differ by 8% and the solution time for the probust extraction
profile is nearly 300 times bigger than the other two. This leads to the consequence that
the robubilistic solution seems even more attractive as the trade-off solution between
computational time and safety while guaranteeing a low objective value.
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6.3 Numerical results and comparison of uncertainty models

Besides the numerical performance, we can compare the behavior of the different optimal
extraction profiles. Therefore, we plot these profiles in Figure 6.12 and in Figure 6.13.
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Figure 6.12: Optimal extraction profiles for PWR; of different uncertainty models
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Figure 6.13: Optimal extraction profiles for PWRs of different uncertainty models
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6 Water reservoir problems

We note that the extraction profiles corresponding to the expected value model seem
calmer compared to the one related to the probust model. This is due to the fact that
the probust model is more sensitive which realization are allowed to be infeasible and
which do not. Therefore, it has to somehow adapt the structure of “90% of possible
inflow realizations”. Concerning PWRy this means that when the water level I(x,&,t) is
close to the upper water level [, the decision = has to compensate an increasing inflow
in a certain time interval by increasing the outflow. Therefore, we would expect an even
more alternating extraction profile if we would increase the number of considered time
intervals n € N.

Furthermore, we check the robustness of the different extraction profiles by considering
100 random inflow realizations that are fixed for all optimal extraction profiles. With
these, we check if the corresponding water levels respect the lower (and upper) water
level constraints over time or not. Feasible realizations are plotted as blue lines, while
infeasible realizations are plotted as red lines in Figure 6.14 and Figure 6.15.

a) Expected value b) Robubilistic

24

0.1

Figure 6.14: Feasibility check of optimal extraction profiles of PWR; by simulating 100
inflow realizations

These figures show us that the solution corresponding to the expected value approach is
highly infeasible over all time points [0, 24]. Since the expected value is one fixed inflow
realization, the optimal extraction profile stays at the upper or lower water level as long
as possible to attain a low objective value. Because the randomly created inflows do
alternate around the expected value, they are infeasible with respect to the water level
constraint. The robubilistic extraction profile is more sensitive concerning the different
inflow scenarios than the expected value profile. Therefore, it ensures a buffer such that
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6.3 Numerical results and comparison of uncertainty models

a) Expected value b) Robubilistic
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Figure 6.15: Feasibility check of optimal extraction profiles of PWRs by simulating 100
inflow realizations

10% of the inflow realizations are allowed to violate the water level constraints for each
time point ¢ € [0,24]. Consequently, we do not count (significantly) more than 10 lines
violating the water level constraints at any time ¢ € [0,24]. As these 10% of violating
inflow realizations might change over time, the number of inflow realizations which violate
the water level constraints for some t € [0, 24] is way bigger than 10.

Summary

In this chapter, we introduced water reservoir problems, specified four probust water
problem instances, solved them by a new probust subset scheme that corresponds to a
combination of a uniform discretization scheme with the HLAD and compared the opti-
mal probust extraction profiles with the ones defined by other uncertainty models.

We have seen that for both problem instances PWR; and PWRy the “natural” discretized
time horizon is a quite good approximation of the probust solution what justifies the us-
age of approaches that based on joint chance constrained optimization problems.
Nevertheless, we have also seen that the safety level of the whole process depends strongly
on the uncertainty model. While models built on individual chance constrained optimiza-
tion might be the compromise between safety, promised objective value and calculation
time, they do clearly lose to the joint chance constrained based model guaranteeing the
feasibility of the extraction profiles.
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7 Distillation processes

In the last chapter we considered water reservoir problems. These problems are based on
an inner function that is barely described by an inequality constraint which was assumed
to be affine-linear with respect to decisions and realizations. Consequently, we just had
to think about how to determine good scenarios to solve the problems.

In this chapter we consider a distillation process that is analytically more complex to
handle than water reservoir problems. This process is described by preservation laws
which induce equality constraints. Therefore, fixing a decision and a realization leads to
implicitly defined problem parameters such as the temperature of the distillation as we
will see. This implicit problem structure makes the corresponding probust optimization
problem not only more complex, but also takes away the problem structure since some
of the equality constraints are non-linear.

We start this chapter by an introduction to distillation problems in Section 7.1. Here we
describe the equality constraints for our model of a distillation problem as well as roughly
comment on the literature regarding distillation problems under uncertainty.

In Section 7.2 we then define our problem instance that is solved using numerical tests
and the solution steps from Example 1.1.9 in Section 7.3.

7.1 Introduction to distillation problems

Process engineering deals with producing requested substances using methods from me-
chanics, chemistry and biology. One of these processes is the rectification where two
substances are separate by inducing heat into a multi-stage system. If only one stage is
used the separation process is called a distillation.

The process can be visualized by the following flow chart in Figure 7.1.
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7 Distillation processes

I-:, XF, Te

Figure 7.1: Flow chart of a continuous distillation process

To describe the distillation process mathematically, we use so called MESH-equations
(see e.g. Chapter 4 in [49]) that formalize preservation laws of physical variables such as
mass, pressure and energy. Rectification becomes a probust optimization problem, when
rethinking the process:

Some of the parameters that are used in the MESH-equations are substance-specific and
determined by experiments. We assume that these are correct up to a certain relative
error which defines the set of scenarios.

Furthermore, we assume that the substances in the inflowing streams might be polluted.
Therefore, we model their concentration as normal random variables with the original
expected concentration as the mean value and small disturbances as their variance.

We want to maximize the volume of the end product while guaranteeing that this product
has at least a given quality. This quality is given as an parameter ¢ € [0, 1] and can be
measured, e.g. by the concentration of the end product yg € [0,1]. All together we can
formulate the probust rectification problem of K € N liquids as:

PRy : mig —Vyg s.t. Pys(x,€) > ¢, MESH(x, €) = 0) > pr,
X€

where pr € [0,1] is a given probability threshold, V > 0 is the head gas stream, X is
some decision space and & are the realizations of a random vector Z influencing the rec-
tification.

Please note that we slightly differ the notation of the decision variable x and the probabil-
ity threshold pr to bypass a clash of notation between the process engineering notations
and the mathematical notations used in this thesis so far.

The MESH-equations have the following form, where we are guided by the notation given
in list of symbols and abbreviations in the beginning of this thesis:

M: Fep =Lz +Vy (7.1)
E: pyi = p} (T)vi(e, T)wiyi = 1,..., K

K K K
S: pryi:Lin:l,Zyi:l (73)
i=1 i=1 i=1

H: Fhy(zp, Tr) + Q = Lhy(2,T) + Vhy(y,T) (7.4)

174



7.1 Introduction to distillation problems

Here equation M ensures the mass equilibrium meaning that substances entering the
process with the feed F have to get out of the process either by exiting the head V or
bottom stream L.

The equation E is an extended version of Raoult’s law which guarantees that the gas
and liquid phase within the described stage have a constant exchange of particles. This
way the corresponding substance concentrations stay unchanged over time because of the
phase equilibrium. The corresponding vapor saturation pressure p° (T) is calculated as
described in the appendix A.2 of Hoffmann’s thesis [45] by the following approach

Ci2

T + ¢i3log(T) + ci74TCiv5>

pZ-S(t) = exp (Ci,l +
for all components ¢ = 1, ..., K with substance depending coefficients that are taken from
the DIPPR Database [26].

The equation S describes that the sum of all concentrations in a stream has to add up to
one.

The equation H ensures that the energy which is fed into the process by the reboiler heat-
ing and the feed temperature is the same as the energy that leaves the process in form
of the temperature of the outflowing head and bottom streams. Here the enthalpy of the
vapor and gas streams h, and h; are modeled by the linear combination of the tempera-
ture, the substance specific enthalpies h,(T") and h;(T') and the substance concentration
of a stream

K
hi(z, T) =Y ail(T),
i=1

K
ho(y,T) =Y yiho(T).
=1

As for the vapor saturation pressure the enthalpies h; and h, are defined as described in
the appendix A.2 of Hoffmann’s thesis [45] with coefficients from the DIPPR database
[26].

Because the MESH equations describe the set of feasible realizations in PR, we have
to extend our probust model to this case. We choose to work with implicitly given
inequalities here. This way, we can represent the unknown variables used in the MESH-
equations as function of the decision and the realization of the random vector, if we choose
the decision space X wisely. The implicit function theorem defines this representation.
So far rectification has already been the focus of optimization under uncertainty. Not only
Henrion et al. (see [42, 43]) considered in stochastic uncertainties, e.g. the feed amount,
and apply different stochastic models to determine optimal controls.

But also methods from robust optimization were used to analyse the influence of empirical
measured parameters like the activity coefficient within the phase equilibrium E (see
Mathias [58], Burger et al. [20] or Bortz et al. [19]).

To the best of our knowledge, process optimization (or even simulation) with both kinds
of uncertainties have not been published so far. This is the subject of this chapter, where
we define a problem instance of a rectification problem in Section 7.2 and solve it by a
set-approximation scheme that is motivated by numerical tests in Section 7.3.
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7 Distillation processes

7.2 Rectification problem instance

The focus of this section is to introduce a probust rectification problem instance with
just one stage and two substances, a so called continuous closed single stage distillation
of binary mixtures. We assume that the model for activity coefficients is correct up to a
relative error of € > 0%. Consequently, we can identify the possible activity coefficients
with the following set of scenarios

Y ET(LE) =[1—e1+€? 7(x,6).

The reference value 7(x,§) is calculated by a non-random-two-liquid-model (NRTL-
model, see [65]).

We assume that the inflowing fluid is wine with an alcohol concentration of 12% consist-
ing of only water and ethanol which are to be separated. To make the identification of the
indices with the associates substances easier, we write ¢ = W for the water component
and ¢ = F for the ethanol component of a substance stream. As the concentration of
ethanol may vary using wine from different years, cultivation areas or just bottles, we
model this concentration by a normal distributed random variable with expected value
i = 12% and standard derivation o = 1%.

Consequently, we identify the ethanol concentration of the feed as the realizations of a
random variable

Z ~ N (0.12,(0.01)%).

Moreover, we assume that we can influence the heating power @) and the pressure p to
distillate in this process. These pair (p, Q) defines our decision variable. This implies
that we can represent the decision space as X = [Qmm7 Qmax] [pmm, Pmax|, Where we
chose pmin = 10%[Pa) and ppax = 105[Pa] and calculate Omin and Qmax by Pmin and pmax
as follows:

We assume that the MESH equations guarantee that no vapor stream exists. This implies
V = 0 for the minimal allowed heating Omin. This assumption implies L = F and
x = xp. Then we calculate the minimal allowed temperature Ti,i, by solving the summed
up pressure-equilibrium Equation (7.2) for given pressure ppin, and the model activity
coefficient y(z,T') by a Newton-Method. With this temperature we can use the enthalpy
Equation (7.4) to calculate Qmin as:

Qmin + Fhl(l’F, TF) th(x Tmln) + Vh ( mm)
= Qmin — Fh[(SL'F, Tmin) - Fhl(IZJF, TF)
We can do the same with Qmax by assuming that this heating implies a vanishing liquid

stream (L = 0) and therefore V = F' and y = x. With a maximal allowed temperature
Thax calculated by using pmax, this procedure leads to the representation

Qmax = Fhv(ﬂjp, Tmax) - Fhl(xFy TF)
Consequently, our probust optimization problem looks like

min  —Vyg s.t. Pye(x,&7) > 0.4, MESH(x,&,7) = 0 ¥y € T(x,€)) > 0.9.
X:(va)eX

176



7.3 Solution method and results

We fix the quality parameter g := 0.4 such that the ethanol concentration of the gas
stream should have a concentration of at least 40% independent from the activity coeffi-
cient v € I'(x, §) in pr = 90% of the ethanol concentration realizations in the feed zp, .
To reformulate this rectification problem as a standard probust optimization problem,
we use the reference set 7' := [1 —¢€,1+ ¢€]? and the transformation

Ti: X xExT 5 R (x.£,2) = v(x.€) + 2

In the next section we analyse this problem instance. We do so by focusing on the solution
steps for probust optimization problems mentioned in Example 1.1.9.

7.3 Solution method and results

In this section we describe different procedures to handle the rectification problem intro-
duced in the last section.

We use numerical simulations to understand the behavior of the worst-case activity co-
efficients and to guess the set of feasible realizations of the ethanol concentration in the
feed. In the end, we solve the probust rectification problem for different uncertainty set
parameters € > 0 and o > 0.

Step la: Evaluating the inner function

Inspired by the ”standard” solution techniques for probust optimization problem from
Example 1.1.9, we start the analysis using a fixed decision, a fixed realization of the
random vector and a fixed activity coefficient and focus on evaluating the inner function.
As the inner function is defined by the quality constraint yg(x,&.y) > ¢, where yg is
given implicitly by the equation system MESH(x, &, ) = 0, we have to solve the equation-
system defined by the MESH-equations to be able to evaluate the quality constraint.
One way to solve these equations is by a Newton-method, where we are searching for the
arguments (L,x, V,y,T) that solve the MESH-equations. The corresponding gradients
can be calculated, e.g. by central differences or differentiating the model functions and
MESH-equations that were introduced in the Section 7.1.

Another method is to solve the MESH-equations by bisection. Therefore we reconsider
the MESH-equations (7.1) - (7.4) and see that the equation system is linear if we know
Tr,T and z.

Because we are considering a fixed feed temperature Tr and a binary substance, we can
fix some zp € [0,1], calculate zyy = 1 — 2 and determine T by solving the summed up
Equation (7.2)

E: p = piy (Dywzw + p2(T)verE
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7 Distillation processes

by a (one-dimensional) Newton-method. Using the single pressure-equilibrium equations
again, we directly calculate the rate of components within the head stream by

(T

With these values, we calculate V and L using the first mass balance Equation (7.1) with
considering the water component ¢ = W and the heat Equation (7.4).

We use the remaining mass balance equation with fixed index corresponding to the ethanol
component i = F

F:BF’E :LxE+VyE (75)

to check if the calculated values of (L, z,V,y, T') are correct.

Because we want to use this scheme iteratively by a bisection, we start with some liquid
ethanol concentration zg o € [0, 1] and increase this concentration in the next iteration
step if the left-hand side (LHS) of the feedback Equation (7.5) is bigger than the right
hand side (RHS). We decrease zg if RHS is bigger than LHS.

We stop this iterative process if the equations are fulfilled up to a precision of 107 or
after a maximum of 30 iterations. This implies an absolute error of the approximated z g
less than 2739,

Because the evaluation of the inner function leads to the same values of L,z,V, y, T up
to relatives errors below 107 for both methods, we choose the bisection method in the
following to evaluate the inner function because its calculation time is approximately a
third of the time that the Newton method in our code needs.

Step 1b: Evaluating the worst-case scenario

In the next solution step, we choose activity coefficients that minimizes the ethanol
concentration of the head stream

min_ ye(x,§,7)-
YET (x,) ( )

Considering Equation (7.2), we represent this concentration as

S
T
5= pEZ())’yE$E. (7.6)

Using the summation Equation (7.3) for y and the phase equilibrium (7.2) for yy, we
can also try to focus on

S
T
l-—yp=yw = pW}E )’YWfEW- (7.7)

As the dependencies of pf (T)zx; with i = W, E from + is quite complex, we fix some deci-
sion and and a realization of the random vector to solve the problem visually. Therefore,
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7.3 Solution method and results

we fix the parameters p € {10%,10°},Q € {5-10%,10% 4 - 10*}, zp 5 € {0.05,0.12,0.20}
and check 100 uniform distributed activity coefficients in the corresponding area I'(x;, §).
All examples lead to the solution v*(x,&) = ((1 + €)yw(x, &), (1 — €)vu(x,&)) as seen
exemplary in Figure 7.2 that corresponds to the case p = 105, Q = 104, z rE = 0.12.
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Figure 7.2: Concentration of ethanol in vapor phase yg depending on activity coefficients
wW,YE

Referring to the Equations (7.6) and (7.7) this means that the influence of ~; seems to
be stronger then the effect of p,LS (T')z; that depend implicitly on « for each component
i=W.E.

Therefore, we assume in the remainder of this chapter that the worst-case activity coef-
ficient is v*(x, &) = (My (6 €), Y (X: §)), where v, (x, §) is the maximal possible activity
coefficient for water and v (x, &) is the minimal possible activity coefficient for ethanol
within T'(x, §).

Step 2: Evaluating the probability

One general way to calculate the probability of

Plye(x, &7 (x;€)) = q)

is to choose a (Quasi-)Monte-Carlo simulation, where we fix a sample size of K = 10°
realizations of the random vector Z, calculate the corresponding v*(x, &) and check if
yg > q after solving the MESH-equations. Because this method is extremely slow in
evaluating the probability, we are interested in another evaluation strategy.
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7 Distillation processes

We assume that for increasing ethanol concentrations zr g the ethanol concentration
of the head vapor yg does also increase. Consequently, we are interested in the critical
ethanol concentration 7, ; such that the corresponding ethanol concentration of the head

stream yp satisfies Z/E(X:QJ}E,’Y*(X,I‘}E)) =q.
Due to the assumed monotonicity between yg and zr p we can then calculate

T —0.12)

0.01 (78)

Plye(x, &7 (x:8) 2 @) =Papp 2 2pp) =1 - F (
To calculate =% p, we solve the MESH-equations by a bisection method as explained
in step la, but we replace the ethanol concentration of the feed zr g by an implicitly
calculated variable and the value of the implicitly calculated ygr by ¢. Consequently, the
critical ethanol feed concentration 2%, p = 27, £(x) depends on the inputs x = (p, Q)
This way we just have to solve the MESH-equations once for a fixed decision x instead
of solving them for each of the 10° realizations in the (Quasi-)Monte-Carlo simulation.
We are allowed to assume a monotone relation between yg and xp as our numerical
experiments show, where we fixed p € {10%,10°}, Qe {5-10%,10%,4-10*} and calculated
the implicit given values of (L,x,V,y,T) for varying zr g. One of these experiments
with p = 10°[Pal, Q = 10*[W] is plotted below
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Figure 7.3: Ethanol concentration in vapor yp depending on ethanol concentration in
liquid phase xg

Step 3: Optimizing the process

If we assume that the monotonicity assumption is fulfilled, we can reformulate the probust
constraint with Equation (7.8) to a differentiable, non-linear inequality constraint

rhp(X) — 0.12) <0

14+ F
prol+ < 0.01

to use gradient-based optimization tools like MATLAB’s fmincon.
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7.3 Solution method and results

On the contrary, our numerical experiments support the assumption that for increasing
heating Q, the volume of ethanol in the head vapor stream Vyg increases and the pureness
yg decreases. This is because more water molecules vaporize, since it is the high-boiling
component.

Consequently, we can determined the optimal heating Q* for fixed pressure as the highest
feasible heating which satisfies

- <x},E<<Q*,p)> — 012) - 79)

0.01

Because the heating influences yr and therefore x}  monotonically, we can solve Equa-
tion (7.9) for fixed pressure p by a bisection over the heating Q, where we decrease the
heating if the left-hand side is too low and increase it if it is too high. Alternatively, we
rewrite Equation (7.9) as

2hp =012+ 0.01F (1 - pr)

and solve the MESH-equations given this x}} p that is independent from pressure and
heating to calculate Q*(p).

Either way this leads to an optimal heating Q* (p) that depends on the fixed pressure
P € [Pmin, Pmax|- The optimization over the pressure can be performed, e.g., by a fine
discretization of [Pmin, Pmax)- The corresponding evaluation of VyE calculated by the
MESH-equations using p, Q*(p),xpyE = 0.12 and the model activity coefficients v(z,T")
is visualized below.
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Figure 7.4: Ethanol vapor volume output over pressure (on the left) and a close-up of
around its maximum (on the right)

Here the red line corresponds to the solution given by the bisection w.r.t. Q, while the
black dotted line corresponds to solving the MESH-equations. We see that solving the
MESH-equations gets numerically unstable if the pressure is too high. Nevertheless, this
approach generates sufficiently precise results for small pressures (< 10°[Pa]) which we
are interested in.

We can determine the optimal pressure graphically by p* ~ 7000[Pa], which leads to an
optimal heating of Q*(p*) = 1349[W] and an optimal volume of 1.261 - 10~2[mol/s].
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7 Distillation processes

To comment shortly on running times:

e Solving the MESH-equations by a bisection with given z or y costs around 10~2
seconds.

e Calculating the worst-case activity coefficient costs no time as it is assumed to be
known as v*(x, &).

e Evaluating the probability P(yg(x,&,7"(x,€)) > 0.4) using the monotonicity as-
sumptions and solving the MESH-equations with given yz = ¢ needs around 1072
seconds.

e Solving for an optimal heating Q*(p) for fixed pressure p by solving the MESH-
equations for given Tk g, YE again needs around 1072 seconds. Solving for an opti-

mal heating Q*(p) with a bisection w.r.t. Q costs some seconds.

e Calculating the optimal operating parameters (p, Q) by discretizing [pmin, Pmax)
with 500 points costs some seconds or several minutes depending on how Q*(p) is
calculated.

Since we could solve the problem for a fixed relative error € = 0.1 and a fixed pollution
o = 0.01, we are interested in how other errors would influence the solution.

Therefore, we solve the problems which correspond to a combination of the uncertainty
parameters € € {1078,0.1,1,10} and o € {1078,0.5, 1, 2}. The resulting optimal ethanol
vapor outputs can be seen in the following figure:

VyE in [mol/s]

Figure 7.5: Maximum amount of ethanol in vapor Vyg output depending on uncertainty
parameters €, o

We see that smaller uncertainties €,0 generate a higher objective value VyE as one
would expect. Please note that the influence of an uncertain activity coefficient € is in
general worse than the same uncertainty w.r.t. the ethanol concentration of the feed o.
Nevertheless, the figure shows that small errors of less than 1% do not influence the
objective value too much, while bigger errors can lead to a drastical decrease.
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Summary and further work

In this thesis we focused on handling probabilistic-robust (probust) optimization prob-
lems numerically. We were inspired by methods from semi-infinite optimization to handle
the implied uncertainties that are an intertwined combination of uncertain parameters
with and without distributional information.

We introduced useful results for (standard) probust optimization problems and related
topics such as joint chance constrained optimization, semi-infinite optimization, corre-
spondences and decision-dependent uncertainty in the first two sections of Chapter 1.
Afterwards, we defined generalized probust optimization problems in Section 1.3.

Since generalized probust optimization problems define a new problem class, we gave
sufficient conditions for the existence of well-defined (unique) solutions in Theorem 1.3.9.
We showed that we can change the representation of a generalized probust optimization
problem using appropriate transformations of the uncertainty sets without changing the
feasible set or the objective function of the corresponding problem instance. In these
cases, we could reduce the generalized problem to its standard variant as implied by
Theorem 1.3.13.

We then started to work on numerical methods that can approximate the solution of a
standard probust optimization problem in Chapters 2 and 3.

In Chapter 2, we concentrated on calculating outer approximations by discretizing the
set of scenarios induced by a probust optimization problem. We were inspired by dis-
cretization schemes used to solve semi-infinite optimization problems and the analysis of
probust terms to define the probust subset algorithm 3. Theorem 2.2.3 then guaranteed
the convergence of the outer approximations generated by this algorithm towards a min-
imizer of the original probust optimization problem.

Given this convergence result, we defined some basic subset schemes and showed their con-
vergence such as a uniform discretization scheme with increasing refinement (see Lemma
2.3.1) and two modified versions of the adaptive discretization approach from Blanken-
ship and Falk (see Lemma 2.3.3 and Lemma 2.3.2).

With these schemes to calculate outer approximations, we focused on calculating inner
approximations.

In Chapter 3 we discussed how to use a given family of measurable sets to approximate
a certain probability. The resulting concept led to the inner set-approximation problem
(see Definition 3.2.1) which can be interpreted as a GSIP with an additional probability
evaluation constraint. The solution of such a problem defined an inner approximation for
the original probust optimization problem as shown in Theorem 3.2.2.
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Summary and further work

We provided a counter example that we cannot expect a sequential set-approximation
scheme to converge in a similar setting as the probust subset scheme, but we have given
sufficient conditions to fix this behavior in Theorem 3.3.2.

Before we finished the chapter by applying the set-approximation approach to a probust
optimization problem instance, we commented on how the structure of the inner function
induces the structure of the set of feasible realizations in Proposition 3.1.7.

In Chapter 4, we discussed how to combine probust subset schemes with set-approximation
schemes to define sandwiching algorithms.

While we could use both approximation methods to define upper and lower bounds for
the optimal objective value separately, we were especially interested in the exchange
of information between these methods. We discussed that neither a set-approximation
method with information from subset schemes, nor a subset scheme with information
from a set-approximation method has to lead to the convergence of the corresponding
iterates in general. This is due to the structural assumptions that partly contradict
each other. Nevertheless, we found a sandwiching method with exchanged information
that can be solved quickly by Algorithm 7 and therefore was used in Part II of this thesis.

In Chapter 5 we introduced a generalization of design-centering problems which adjust
a (design) set into another (container) set such that the design is as big as possible. We
entered a random disturbance of the design or container set to the problem definition and
showed that this problem then can be reformulated as a generalized probust optimization
problem. As we pointed out in Section 1.3, we could find transformations to reduce these
problems to standard probust optimization problems and compared the behavior of the
numerical methods introduced in Chapter 2 to 4.

The main insights of this comparison were that we had to evaluate the probust function
fast to solve the probust optimization problem efficiently. Moreover, structural insights
of the set of feasible realizations or the behavior of worst-case scenarios were essential to
understand and speed up the solving process.

With these insights we challenged probust water reservoir problems in Chapter 6. After
we got a feeling how the worst-case scenarios behave, we defined a solution method that
solved the probust optimization problems quite fast (compare Table 5.13 and Table 6.5).
On the one hand, it is pointed out that the difference between the solution using a “nat-
ural” discretized time horizon and the probust solution is quite small (see Table 6.4). On
the other hand, the comparison with other uncertainty models showed that the probust
model seems appropriate in terms of safety (see Table 6.6).

In the last chapter of this thesis we considered a distillation problem to produce as much
high-quality product as possible while considering randomly polluted inflow as well as a
relative error in empirically measured parameters.

As this problem is defined by nonlinear equations, we had to evaluate an implicitly given
inner function and did not know anything about the structure of the worst-case scenarios
or the set of feasible realizations.

Based on numerical simulations, we stated assumptions how the worst-case scenarios be-
haves and how the set of feasible realizations is structured. With these assumptions the
corresponding probust optimization problem drastically simplified and we could deter-

mine operational parameters (p, @) to run the process optimally.
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In this thesis we focused on the convergence of two classes of algorithms to solve probust
optimization methods. We used the freedom of defining subset and set-approximation
schemes to be able to solve probust optimization problems induced by applications effi-
ciently. During this, we had to adapt some example methods in such a way that these
adapted versions react to the structure given by an application.

The whole process motivates further questions:

e In Part I of this thesis we studied the convergence of algorithms to solve probust
optimization problems. One theoretical motivated question could be: What is the
rate of convergence of a sandwiching algorithm given a certain probust discretization
scheme? Especially the combination with a probust variant of Seidel’s discretization
scheme for semi-infinite problems (see [73]) seems promising.

e In Part II of this thesis we considered solely normal distributed random vectors
because the spherical-radial decomposition allows to evaluate probabilities of quite
complex measurable sets. One numerically motivated question could be: If the
random vector is not elliptical distributed (see the book of Genz [32]), how can we
evaluate the probability of a given (convex) measurable set efficiently?

e In Chapter 5 we have seen how stochastic design-centering problems can be handled
by the introduced solution methods. One practically inspired question could be:
Can we use stochastic design-centering problems to generate additional value, e.g.
in gemstone cutting (see [72, 86])7
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