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Abstract

Algorithms increasingly govern people's lives, including

through rapidly spreading applications in the public sector.

This paper sheds light on acceptance of algorithms used by

the public sector emphasizing that algorithms, as parts of

socio-technical systems, are always embedded in a specific

social context. We show that citizens' acceptance of an

algorithm is strongly shaped by how they evaluate aspects

of this context, namely the personal importance of the spe-

cific problems an algorithm is supposed to help address and

their trust in the organizations deploying the algorithm. The

objective performance of presented algorithms affects

acceptance much less in comparison. These findings are

based on an original dataset from a survey covering two

real-world applications, predictive policing and skin cancer

prediction, with a sample of 2661 respondents from a

representative German online panel. The results have

important implications for the conditions under which

citizens will accept algorithms in the public sector.

Zusammenfassung

Algorithmen bestimmen zunehmend das Leben der

Menschen, auch weil sie vermehrt im öffentlichen Sektor

Verbreitung finden. Dieser Artikel untersucht die Akzeptanz

von Algorithmen im öffentlichen Sektor. Er trägt dabei

besonders dem Umstand Rechnung, dass Algorithmen als
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Teil sozio-technischer Systeme immer in einen spezifischen

sozialen Kontext eingebettet sind. Die Ergebnisse zeigen,

dass die Akzeptanz eines Algorithmus stark davon abhängt,

wie Personen bestimmte Aspekte dieses Kontexts

bewerten. So gehen eine höhere subjektive Wichtigkeit des

Problems, welches ein Algorithmus adressiert, sowie ein

höheres Vertrauen in die Organisation, die den Algorithmus

einsetzt, mit höherer Akzeptanz einher. Dagegen beeinflusst

die objektive Leistung eines präsentierten Algorithmus die

Akzeptanz viel weniger. Diese Ergebnisse beruhen auf neuen

Daten aus einer Umfrage zu zwei realen Anwendungen, der

vorhersagenden Polizeiarbeit und der Hautkrebsvorhersage.

Die Stichprobe bildeten 2661 Befragte aus einem

repräsentativen deutschen Online-Panel. Die Ergebnisse

haben wichtige Konsequenzen für die Bedingungen,

unter denen Bürger Algorithmen im öffentlichen Sektor

akzeptieren.

1 | INTRODUCTION

Today's information societies increasingly delegate decisions in various life areas to algorithmic decision-making

systems. These systems—abbreviated as algorithms in the following—can build decision-models from data that, in

turn, serve to deal with a task that would otherwise require human cognitive capabilities. Citizens already interact in

various ways with algorithms, often without being aware of this. As consumers, citizens are for instance taking

advantage of algorithm-based services when relying on software that recommends movies or TV series based

on customers' previous choices. More importantly, however, people are also affected by algorithms in their role as

citizens because governments and public services increasingly rely on such systems when they make decisions

(Busuioc, 2021). Indeed, countries such as the United States (Coglianese & Ben Dor, 2020), New Zealand

(New Zealand Government, 2018), and European Union member states (Chiusi et al., 2020) are rapidly adopting algo-

rithms in the public sector. These assist in policing activities, in matching qualification measures to the unemployed,

or in identifying the most efficient school bus routes, among other things.

The use of algorithms not only entails a partial reorganization of bureaucracies and individual agencies (Meijer

et al., 2021) as well as their relation to citizens (Miller et al., 2022; Prokop & Tepe, 2022), but also changes the bases

of decision-making in a context that demands democratic accountability and legitimacy (Busuioc, 2021; Levy

et al., 2021; Veale & Brass, 2019). Clearly, the use of algorithms by state authorities is quite different from commer-

cial applications such as movie recommendation systems at least for two reasons. First, citizens often cannot “opt
out” from being treated by an algorithm and, second, state decisions often intervene substantially in society and peo-

ple's lives (Krafft et al., 2022). The potential far-reaching impact of algorithms is one of the reasons why research on

how to ensure fair, accountable, and transparent (FAccT) algorithms has proliferated in recent years (e.g., Kroll

et al., 2017; Lepri et al., 2018; Mittelstadt et al., 2016; Wachter et al., 2017). The importance of these features is also

mirrored in research dealing with how laypersons perceive and evaluate algorithmic systems. This work is commonly

interested in the role of an algorithm's performance, including with regard to its fairness, as well as its transparency

and accountability (e.g., Binns et al., 2018; Grgic-Hlaca et al., 2018; Juravle et al., 2020; Langer et al., 2018;
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Shin, 2020, 2021). This focus on algorithm characteristics is also visible in studies that look more specifically at

algorithmic systems used in the public sector, such as for detecting welfare fraud or predicting criminal behavior

(Grimmelikhuijsen, 2022; Kennedy et al., 2022; Schiff et al., 2022).

Much less attention has been directed at the question of how the context (i.e., a certain life area) in which an

algorithm is used affects people's acceptance of algorithms. The research on algorithm perceptions thus mirrors what

Brown et al. (2021, p. 2) have diagnosed in the literature on the evaluation of ethical aspects of algorithms, namely

that “[t]he context of the algorithm is one of the most overlooked elements.” This is an important gap, because while

exhibiting certain technical features, an algorithm is also always bound up with its social context: it is necessarily

deployed by certain actors, applied in a concrete domain, and realizes a specific purpose (e.g., optimizing routes for

emptying trash cans or predicting crime). And citizen's perceptions of algorithms might already depend notably on

their attitudes toward these contextual characteristics, the domain of application, the realized objective, and who

uses the algorithms.

Importantly, this social embeddedness of the algorithm may be much more important for the acceptance of

algorithms than the technical features of the systems themselves. It is in the concrete area of application where the

algorithm has direct repercussions on life chances. At the same time, citizens will hardly be familiar or even become

aware of an algorithm's technical characteristics. How citizens view familiar aspects of the larger social context

in which an algorithm is deployed may thus drive the evaluation of algorithms much more strongly than technical

features. This argument does not imply that studying people's evaluation of certain technical aspects of an algorithm

(e.g., their effectiveness or fairness in prediction errors) is not important. However, merely concentrating on technical

features of algorithms may miss an important facet that is much closer to how people actually develop perceptions

about algorithms in their daily lives.

To shed light on this under-investigated question of how the social context in which an algorithm is applied

affects its public acceptance, we explore to what extent support for these systems depends on how people evaluate

two context-related factors. We look at (1) how important the purposes realized by an algorithm (e.g., security) are

for an individual's acceptance of it and (2) how a person's attitude toward the organizations which deploy the system

in a given context affects the evaluation of an algorithm. To test these attitudes, we choose two prominent use cases

from contexts in which fundamental values are at stake for most people: policing (with algorithms used for in predic-

tive policing), and health care (with algorithms for predicting skin cancer). We also examine the performance of the

algorithm as a central technical feature and analyze how much it matters as compared to context-related characteris-

tics and personal dispositions. This analysis is based on a representative survey with data from more than 2600

respondents from an online panel that reflects the composition of the German population.

The paper is structured as follows. The following, Section 2 presents the theoretical assumptions and hypothe-

ses. Section 3 covers the methods of data collection and analyses, followed by the presentation of the findings in

Section 4 and a discussion and summary of the main findings in Section 5.

2 | THEORETICAL ASSUMPTIONS AND HYPOTHESES

2.1 | The state of the art: Technical features, personal dispositions, and algorithmic
literacy

A highly influential theoretical framework used to study of how people perceive and evaluate novel technologies is

the technology acceptance model or TAM, for short (Davis, 1989). This model initially held that two main factors

drive technology acceptance, the perceived ease of use and the perceived usefulness. Over time, though, the TAM

has been complemented by other individual-level variables that seemed to also influence technology acceptance

(King & He, 2006; Maranguni�c & Grani�c, 2015). These factors relate to individual experience with and confidence in

technology, to specificities of the technology as perceived risk or trust, but also to individual characteristics such as
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gender or cultural background. The TAM and its focus on how users experience the technology itself have also

informed research on algorithm acceptance (Shin et al., 2020). A quickly growing literature shows that features

of algorithmic systems, such as performance-related aspects or transparency affect how much people trust these

systems and support their adoption (for an overview, see Glikson & Woolley, 2020).

This strong focus on design features is understandable in light of a broad literature interested particularly in

dealing with the challenges of safeguarding the FAccT of algorithmic systems (Lepri et al., 2018). However, it has also

been shown that personal dispositions, such as expertise in the task that an algorithm performs and algorithmic liter-

acy, matter for the acceptance of algorithms (Logg et al., 2019). Evidence also clearly indicates that the context in

which an algorithm is adopted is important. Notably, it is a recurring finding that trust in algorithmic systems is higher

in areas involving technical tasks as opposed to tasks that involve human judgment (Araujo et al., 2020; Juravle

et al., 2020; Lee, 2018; Logg et al., 2019; Schepman & Rodway, 2020).

Research on the evaluation of algorithms, so far, deals mainly with commercial applications in various areas like

medicine or recruiting, though. Studies on applications specifically in the public sector are still scarce and they, too,

show a focus on aspects of user experience and features of the algorithmic systems themselves. Similar to research

on algorithms adopted outside the public sector, studies on public sector applications have shown that biases and

lack of transparency (Grimmelikhuijsen, 2022; Schiff et al., 2022; Waggoner et al., 2019) as well as the complete

automation of the system (Kennedy et al., 2022) reduce trust. Certain groups in society may also show a stronger

appreciation of a given feature: Citizens with discrimination experience prefer algorithmic decision-making out of an

expected higher fairness (Miller & Keiser, 2021).

Looking beyond the importance of features of the applications themselves, a few contributions have also

covered different domains of application. While support for algorithms can be similar in even highly different

settings, such as child welfare and criminal justice (Schiff et al., 2022), existing evidence does indicate that, just like with

commercial applications, citizens support algorithms more if these inform or carry out technical and routine tasks as

opposed to tasks that involve human judgment (Aoki, 2020; Chatterjee et al., 2022; Ingrams et al., 2022; Miller &

Keiser, 2021; Starke & Lünich, 2020). At the same time, little is known about the role of attitudes toward aspects of

the context in which an algorithm is employed. It has been shown specifically for self-service technologies in the public

sector that trust in government leads to a more positive experience with the applications (Chen et al., 2021). In a similar

vein, existing evidence suggests that the reputation of the developer, which too forms a part of the socio-technical

system in which an algorithm is embedded, affects algorithm acceptance (Kennedy et al., 2022).

Overall, the user experience perspective of the TAM and a focus on characteristics of the technology itself also

loom large in research on the perception of algorithms in the public sector. This focus is well aligned with where the

public administration literature has located possible benefits and challenges of algorithm used. Their scalability, cost-

effectiveness, and above-human performance in some areas are all rooted in technical properties and together make

“artificial discretion” a possible means to improve decision-making (Young et al., 2019). Equally, the technology as

such introduces new information asymmetries and problems of transparency that can compound accountability

challenges in the public sector. These may easily conceal the value-laden choices and trade-offs inherent to the

design of an algorithmic system that determine its performance and built-in biases (Busuioc, 2021; König &

Wenzelburger, 2021; Veale & Brass, 2019; Vogl et al., 2020). In this sense, technical aspects have direct conse-

quences for questions of bureaucratic legitimacy, and the centrality of algorithm design choices means shifting dis-

cretion from frontline decision-makers to those developing and designing an algorithmic system (Levy et al., 2021).

Since their predominant concern may often be with the efficiency that delegation to an algorithm promises to realize,

there is a risk that algorithm adoption will harm important public values, such as transparency and fairness, that

bureaucracy is supposed to realize (Schiff et al., 2022).

However, while properties of algorithmic systems themselves can be presumed to be of special importance for

their acceptance where people directly interact with the algorithmic systems, this is much less the case for applica-

tions that people do not use themselves. Many algorithms used in the public sector fall into this second category. It

is public sector employees who are in direct contact with these systems, whereas citizens have no direct experience
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from interactions with them and can therefore hardly evaluate the technology based on ease of use, for instance. As

the next section argues, in situations where a direct contact does not exist, algorithmic acceptance will be strongly

driven by evaluations that concern not so much the algorithms and their design, but aspects of the context in which

they are adopted.

2.2 | On the need to consider dispositions toward the context of algorithms

Technical design features of an algorithmic system can be expected to influence to what extent people endorse the

adoption of these systems. However, from a perspective that sees this technology as a part of a larger socio-

technical system (e.g., Ananny & Crawford, 2018; Johnson & Verdicchio, 2017; Meijer, 2018; Shin & Park, 2019), an

algorithm's evaluation cannot be detached from the concrete social context in which they are to be used. Clearly,

one could examine a range of features that are tied to this social context. In the following, we focus on two factors

that can be presumed to be particularly important.

First, one should note that essentially the same technology in the form of an algorithmic system could be used

in different domains and serve widely different purposes. For instance, an image recognition system could be trained

and used to spot suspicious behavior in a crowd or to help a deaf person with lip reading. Therefore, the expected

value offered by an algorithm and the risks it entails will depend on the specific purpose it is supposed to fulfill in a

given social context. This notion harks back to the original TAM and the variable of “perceived usefulness,” which is

one of the key predictors of technology acceptance among consumers. However, in our understanding, the per-

ceived use of an algorithm should primarily depend on how important an individual deems the specific life area, in

which the algorithm will be applied. More concretely, if a person places a high value on security, for example, we

would expect her to be, ceteris paribus, more supportive of predictive policing algorithms. Moreover, the extent to

which people are personally affected by the problem that an algorithm is supposed to address should also be

relevant—and this perception may be based on a cognitive evaluation (e.g., probability of crime) of the situation or

on a more affective component (e.g., fear of crime). We therefore formulate the following two hypotheses:

HYPOTHESIS 1A. The greater the personal importance of the problem that the algorithm's application

is supposed to deal with, the more a person supports the use of an algorithm in the public sector.

HYPOTHESIS 1B. The more a person is subjectively affected by the problem that the algorithm is

supposed to deal with, the more a person supports the use of an algorithm in the public sector.

Second, it is important to consider that the algorithm will not be used by citizens themselves but deployed by a

public authority in a given context. Hence, people's acceptance of the algorithm may not so much be driven by the

technology, but rather by their relation to the organization running the algorithm. In the management literature,

research on “organizational reputation” has shown that reputation is key for firms to generate trust with consumers

and, eventually, the decision to purchase a product (Kim et al., 2008, p. 551). As reputation has also been shown to

be important for public organizations (Wæraas & Ma'or, 2015), it is reasonable to expect that citizens will be more

favorable to accept the use of algorithms if they are implemented by public authorities that are looked upon posi-

tively and are seen as trustworthy—as has been shown in other life areas (Kehr et al., 2015; Kim et al., 2008). More

concretely: People who think highly about the police may therefore show support for the use of predictive policing

algorithms merely because they have a favorable orientation toward the responsible organization (i.e., the police or

the state in general). We therefore test the following hypothesis:

HYPOTHESIS 2. The more favorable a person's attitude toward the organization operating the algo-

rithm is, the more this person supports the use of the algorithm in the public sector.

44 WENZELBURGER ET AL.
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Figure 1 summarizes the expected relationships between people's dispositions and their evaluation of an algo-

rithm. It illustrates our three main hypotheses positing that individuals' dispositions toward an organizational (respon-

sible actor operating the system) and a functional (realized purpose) context-specific dimension will affect their

acceptance of algorithms—while controlling for the key variables discussed in the literature about algorithmic accep-

tance. We also include algorithm performance as a central feature of an algorithm. While this feature is of interest in

itself, it also useful for a comparison with the influence of the context-specific evaluations. Since algorithm perfor-

mance or effectiveness is not an individual-level factor but an objective characteristic of an algorithm, we probe the

influence of algorithm effectiveness on people's algorithm support with an experimental treatment in our survey,

randomizing respondents into two conditions with differing algorithm performance levels. We describe these condi-

tions together with data collection and measure in the next section.

3 | DATA, MEASURES, AND METHOD

3.1 | Survey design and sample

To study our theoretical claims, we set up an online survey covering two real-world applications of algorithms used

in the public sector. The first application was in the context of predictive policing. It included information about an

algorithm used to predict the risk of burglary based on past crime patterns. The respondents were informed that in

case of high risk, the area would be monitored more closely by the police to prevent burglaries. The second applica-

tion was skin cancer risk prediction. Here, we presented an algorithm developed with health data to assess future

skin cancer risk. In case of high risk diagnosed by the algorithm, a patient would be selected for intensified screening

for skin cancer. These two contexts have been chosen for two reasons. First, they are comparatively prominent use

cases and they also both concern fundamental values, namely security and health. As we want to probe how much

the problem that an algorithm addresses—and thus the value that it realizes—matters for algorithm support, it is

important to have applications involving generally relevant values. Otherwise, if the values in play are marginally

Controls

Favorable attitude toward the organization 
deploying the algorithm

Algorithmic 
literacyTechnophobia

Personal importance of the problem the 
algorithm addresses

Support for adopting 
an algorithm 

providing a service 
to citizens

Personality 
traits

H1a
H1b

H2

Algorithm 
effectiveness

Subjective concern (affective: worried; 
cognitive: probability)

F IGURE 1 Model of the analyzed relationships
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relevant to most people, this would make the use cases less relevant for our argument and analysis. Second, the two

contexts are comparable in the consequences of their predictions: Both algorithms' recommendations potentially

result in intensified monitoring—more policing and more health screening, respectively—due to risk classifications.

The survey questions have been formulated to keep the two studied contexts maximally parallel and enable compa-

rability (see Annex A1 and A2 for the survey questions).

The survey was set up online and 2661 respondents were recruited and paid via the professional polling firm res-

pondi AG using an online panel representative of the German population from 18 to 74 years. In order to have a valid

comparison of contexts, respondents were randomly assigned to either the predictive policing or the skin cancer

context. Having over 1000 respondents per context, is suitable for detecting the posited relationships (for details on

the sample composition, see Annex A6).1 To reduce noise in the data, we used a speeding check as well as an atten-

tion check and a control question at the end of the survey.2 Answers from respondents who responded overly

quickly or took particularly long (beyond two standard deviations above and below the mean) were excluded from

the analysis.3

It is important to note the participants were asked to evaluate something with which they are presumably not

familiar. Algorithms are not something that most people are confronted with in their daily lives and our questions

partly involve some technical aspects. This introduces a certain trade-off when gauging citizens' acceptance of algo-

rithmic systems. On the one hand, we are interested in how the general population perceives algorithms and evalu-

ates them as laypersons. On the other hand, a minimal understanding of and familiarity with what the survey is

about when responding to the questions seems desirable. We have therefore included introductory material at the

beginning of the survey with a basic description of the algorithms used in the two domains.4 Participants further-

more saw a series of exemplary algorithms, which varied along dimensions such as performance, cost, and transpar-

ency, and which they were asked to compare and rate. They thus also had to actively engage with these materials.

As we did not want respondents to have one specific configuration in mind, they saw various different designs

before asking them about their general acceptance of algorithms in the two studied domains (for details on the intro-

ductory materials, see Annex A3–A5). These materials served the purpose of familiarizing participants with algo-

rithms. Yet, seeing algorithms as a way of dealing with given problems may already lead to a certain bias toward

more favorable perceptions of the technology. The materials are designed to counter such a bias with a balanced

account of algorithms in the introductory texts and through the presentation of different algorithm designs with

partly desirable, partly undesirable features. We can, however, not exclude the possibility that citizens, when asked

to provide entirely spontaneous evaluations about algorithms, would show on average a different overall evaluation

of algorithms. We also acknowledge while participants did indeed spend much time getting to know the exemplary

settings of different algorithms, a substantial part of the participants did not spend enough time on the introductory

text and therefore did probably not fully process the initial information. As this goal of the survey has therefore not

entirely been reached, we performed additional tests with a subgroup of our sample where only those respondents

were included that took more time than the median to read the introductory material.5

3.2 | Measures

3.2.1 | Dependent variable

Our dependent variable reflects how much respondents support the adoption of the studied algorithmic systems

based on four items. These items are substantively identical for the predictive policing and for the skin cancer predic-

tion setting. They only differ in wording to adapt them to the specific context. The items cover both a more general

support of algorithms and a more specific support in the respective domain and also include two negative items (see

Annex A1). The items are all scaled from �2 to +2 and capture the extent to which respondents agree with the

adoption of such algorithmic systems in policing (Cronbach's α = 0.86) and medicine (Cronbach's α = 0.80),

46 WENZELBURGER ET AL.
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respectively, or instead prefer to leave decision-making entirely to humans. These two dependent variables have

been rescaled to the range of 0–1 before using them in the analysis.

3.2.2 | Independent variables

To measure the importance of the problem that an algorithm is designed to deal with, we draw on the Schwartz values

inventory (Schwartz, 2012) and the six items that measure peoples' importance of the value of security (Cronbach's

α = 0.88). As the Schwartz values items for security also include one item that asks about how much people try to

avoid sickness, we have also asked this item in the medical context (i.e., skin cancer prediction). For this medical con-

text, we furthermore draw on a validated scale for the importance of health as a value (Lau et al., 1986). Cronbach's

α of this scale (0.55) turns out to be the lowest of all measures we used in our study. As removing any of the items

did not increase Cronbach's alpha, we have added the Schwartz value item mentioned above, thereby increasing α to

0.64. We therefore use this amended scale, but also perform additional analyses with alternative model specifica-

tions as robustness checks. Given the registered reliability score for this scale, our findings below are likely to under-

estimate the importance of this factor.

To capture subjective concern, we use measures tapping into the (I) affective and (II) cognitive dimensions

behind concern for security and health risks. Concerns about insecurity are measured by several questions from the

German victimization survey (Birkel et al., 2018) and include (I) the subjective worry about burglary as well as (II) two

measures (combined into one variable) about the expected likelihood of burglaries in one's home and neighborhood.

In the medical context, we asked questions on how much people are (I) worried about getting skin cancer in the next

5 years and asked them about what they think that (II) the probability of this diagnosis is for them, for members of

their household, and for friends and relatives within the next 5 years (these three items on expected probabilities are

again combined into one variable).

For measuring the attitudes toward the organization operating an algorithmic system, we used several items mea-

suring trust in relevant institutions using common survey items in sociological and political science surveys. We have

selected items that measure trust in parliament, the judicial system, the police, and the public administration in the

policing context (Cronbach's α = 0.90) and adapted a second set of items to the medical context: These items mea-

sure trust in the health ministry, the health system, doctors, and hospitals (Cronbach's α = 0.87).

3.2.3 | Controls

To account for possible confounding variables, we introduced control variables based on the discussion of the litera-

ture further above. To measure demand for transparency in public administration, we included a variable that mea-

sures how much transparency and access a person wants in the management of government affairs and

administration. Unlike the trust variable (H2), it is not a direct evaluation of actors using an algorithm, but about how

citizens would ideally like public sector institutions to operate. Including this kind of expectation as a control variable

seems important, as the introduction of algorithmic systems may be felt as increasing general opacity of decision-

making and because transparency has been found to be significantly related to trust in algorithms in existing studies

(see above). The measure for demand for transparency relies on the principled transparency scale used by Piotrowski

and Van Ryzin (2007), which consists of four items scaled from �2 to +2 (Cronbach's α = 0.85 and 0.87 in the polic-

ing and the medical setting, respectively).

To measure personal values, we used a validated short scale of the Five Factor scale of personal values, which

includes two items to measure each of the following variables: agreeableness, conscientiousness, openness, extro-

version, and neuroticism. We also measured participants' technophobic versus technophile orientation with a tech-

nophobia scale used by Sinkovics et al. (2002) and Nimrod (2018). As this scale is rather long, we included only items
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that belong to the dimension “human versus machine ambiguity,” which comprises 10 items (Sinkovics et al., 2002,

p. 486). Cronbach's α of the technophobia scale amounts to 0.89 in both conditions.

To capture respondents' knowledge about algorithms, we asked them (I) to state their self-assessed knowledge

using a slider running from 0 (low knowledge) to 100 (high knowledge). We also asked respondents (II) to assess their

understanding of computers and specific applications of algorithms by using a scale used by Cheng et al. (2019). The

four items of this scale showed Cronbach's α's of 0.75 and 0.77 for the policing and the medical context, respectively.

Both knowledge variables were scaled to the range from 0 to 1 and combined into a single variable measuring literacy

of algorithmic systems.6 While we draw on a self-assessment of algorithmic literacy—also for reasons of keeping the

cognitive burden low in an overall longer survey7—this measure may show reduced reliability, especially for scores in

its mid-range as many people might overestimate their algorithmic literacy. As an alternative measure, we have there-

fore also created a dichotomized variable that distinguishes respondents scoring among the highest 20% (coded 1) on

the metric algorithmic literacy variable from all others (coded 0).8 Finally, we have included variables for age, education

(coded as 1 vs. 0, if a person has attained upper secondary tier education), and gender (1 = female, 0 = male and

diverse). Like the dependent variables and all metric independent variables have been standardized to a range from

0 to 1 (taking the empirical maximum for age) for an easier interpretation of the results (for an overview, see Table 1).

Finally, we include a measure for the performance of the algorithm. However, since the performance of an algo-

rithm is a property of the algorithm itself and can therefore not be asked via a survey question, we assessed the

effect of algorithm performance on algorithm acceptance by means of a treatment introduced in the survey (as the

only systematic difference in the algorithm design examples presented to the respondents). To do so, we randomly

assigned respondents to a low- or a high-performance treatment in both the skin cancer and the predictive policing

context using the true positive rate as a simple measure of algorithmic performance that was also explained to

respondents in the introduction part of the survey (e.g., how many of all burglaries that took place have been

predicted by the algorithm). One group saw examples of algorithm configurations with true positive rates varying

between 5%, 10%, and 15% (low-effectiveness condition), for a second group they varied between 85%, 90%, and

95% (high-effectiveness condition).9 Hence, with this treatment, we suggested to respondents that the achieved true

positive rate of the algorithms was either very low or very high.10

Importantly, while this randomization means that respondents simply saw either a badly or a well-performing

algorithm, we did not prompt them to further reflect on the performance of the algorithm they saw. This setting mir-

rors a natural evaluation situation in terms of how people may come to perceive algorithms in their daily lives—where

they will hardly be confronted with different algorithm designs varying in their performance from which one could

choose. Yet, given the very strong effectiveness contrast, we would expect that the treatment clearly affects support

for the use of algorithms. It is important to note that the variable for algorithm performance via the treatment is the

only experimental part of the survey. Including this variable also provides us with a benchmark to which we can com-

pare the non-experimental context-related variables. All these other variables of main theoretical interest are mea-

sured post-treatment as part of the survey. It should be noted that only the experimental treatment lends itself to a

causal interpretation, the statistical effects found for the other variables are of an associational nature and may thus

pick up other underlying causal influences or partly go through other included variables.

4 | RESULTS

Before turning to the results from the regression analyses, Figure 2 illustrates the two dependent variables—the gen-

eral acceptance of an algorithm in predictive policing and in skin cancer prediction. As the survey contained an

experimental treatment introducing half of the respondents to an algorithm with low performance and the other half

to an algorithm with much higher performance, we report the distributions split by the treatment. The description of

the dependent variables thus also allows for inspecting the role of the performance treatment which will serve for a

comparison with the main, non-experimental independent variables examined further below.
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Several points are noteworthy: First, in both contexts, the support for implementing algorithms is similarly

skewed toward the acceptance of predictive policing (mean = 0.62, variable scaled from 0 to 1) and skin cancer

(mean = 0.66, variable scaled from 0 to 1). Nevertheless, a t-test between the two groups reveals that the difference

between the means of both groups, with higher acceptance rates for the healthcare context, is significant at a 99%

level. Second, the graphs also illustrate the considerable variance in the data. Quite some people are highly support-

ive of the studied algorithms (almost more than a third with values of at least 0.75) whereas others, roughly 20%, fall

below the mid-point of the scale (0.5). Third, this variation is not primarily due to the different information about the

TABLE 1 Descriptive statistics

Predictive policing Skin cancer prediction

Construct # items

Cronbach's

alpha M SD # items

Cronbach's

alpha M SD

Dependent variables

Support for algorithmic system in domain 4 0.86 0.62 0.24 4 0.80 0.66 0.23

Main predictors

Personal importance of security/health

(H1A)

6 0.88 0.72 0.19 5 0.64 0.75 0.16

Worried about burglary/sickness (H1B) 1 – 0.22 0.41 1 – 0.20 0.40

Perceived probability of burglary own

home/own sickness (H1B)

1 – 0.12 0.32 1 – 0.16 0.36

Perceived probability of burglary

neighborhood/sickness household

(H1B)

1 – 0.38 0.49 1 – 0.22 0.42

Index perceived probability break-in/

Index perceived probability sickness

(H1B)

2 0.79 0.40 0.23 3 0.86 0.39 0.23

Trust in government/healthcare

institutions (H2)

4 0.90 0.60 0.23 4 0.87 0.66 0.20

Control variables

Demand for transparency 4 0.85 0.71 0.22 4 0.83 0.75 0.20

Technophobia 10 0.89 0.36 0.15 10 0.89 0.33 0.15

Self-reported understanding of

algorithmic systems

4 0.75 0.69 0.20 4 0.77 0.68 0.21

Self-reported knowledge about

algorithms

1 – 0.39 0.27 1 – 0.31 0.25

Index algorithmic literacy 5 0.76 0.55 0.20 5 0.75 0.51 0.19

Big five: Agreeableness 2 – 0.46 0.19 2 – 0.46 0.20

Big five: Conscientiousness 2 – 0.31 0.20 2 – 0.31 0.20

Big five: Extroversion 2 – 0.51 0.25 2 – 0.50 0.24

Big five: Openness 2 – 0.60 0.24 2 – 0.60 0.25

Big five: Neuroticism 2 – 0.40 0.23 2 – 0.43 0.25

Female 1 – 0.51 0.50 1 – 0.53 0.50

Age in years 1 – 0.45 0.26 1 – 0.46 0.26

Upper secondary tier education 1 – 0.32 0.47 1 – 0.32 0.47

Note: Performance of an algorithm is included in the analysis as an experimental treatment. The dependent variables and all

independent variables are normed to a range from 0 to 1. M = mean, SD = standard deviation.
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algorithms' performance that we provided as an experimental treatment (i.e., 5%, 10%, or 15% true positive rate

vs. 85%, 90%, or 95% true positive rate). T-tests reveal significant but substantively small differences (differ-

ence = 0.03, t = �1.89, p = 0.06, in the case of predictive policing; difference = 0.02, t = �1.76, p = 0.08, in the

case of skin cancer prediction). The substantively small differences are remarkable in view of the presented informa-

tion about the algorithms' performance differing massively between the experimental treatments. Nonetheless, the

data clearly indicate that whether respondents saw an algorithm with very high or instead with rather low perfor-

mance in terms of its true positive rate only explains a very small part of the variation of the dependent variable.

Whereas the distribution of algorithmic support for different subsamples of our respondents allows a first insight

into the relevance of performance for algorithmic acceptance, our variables of primary theoretical interest (as well as

the control variables) have been measured as survey items identically for all subgroups. Therefore, to test the formu-

lated hypotheses about the role of context-related evaluations, we use OLS regression models to estimate the

strength of associations between the predictors and our two dependent variables, the algorithmic acceptance in the

predictive policing or the skin cancer context.11 The results are presented in Table 2 (unstandardized coefficient esti-

mates, all variables scaled from 0 to 1). We report these findings following the structure of the table.

4.1 | Main predictors (H1A, H1B, and H2)

From our main predictors, the variable for personal importance is strongly and significantly correlated with the

acceptance of algorithms for both cases, predictive policing and skin cancer prediction. Hence, in line with
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F IGURE 2 Distribution of the scores of algorithm support. The left- and right-hand figures for each condition
(predictive policing and skin cancer prediction) represent different received experimental conditions. Respondents
were randomly assigned to the condition of a low true positive rate of an algorithm (“low performance,”
configurations varied between 5%, 10%, and 15%) or a high true positive rate (“high performance,” presented
configurations varied between 85%, 90%, and 95%).
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Hypothesis 1A, the importance a person gives to security (predictive policing) or health (skin cancer prediction)

shows a highly significant and positive association with acceptance of algorithms.12 As expected in the theory sec-

tion, it seems indeed that citizens already show a more favorable stance toward adopting algorithms in the public

sector if they care a lot about the value that is at stake.

The results for subjective concerns (H1B) are less clear-cut. For skin cancer prediction, affective worries about

getting skin cancer are strongly correlated to algorithmic acceptance, whereas the cognitive indicator—the perceived

risk—is not (although the coefficient points in a similar direction). For predictive policing, in contrast, the affective

part seems to be somewhat less important than the cognitive part: While worries about burglary are not significantly

related to algorithmic acceptance in all categories, the indicator tapping into the perceived risk is significant.13 Nev-

ertheless, as the coefficients for all variables subsumed under H1B point in the same direction, we can at least con-

clude that there is overall support for this hypothesis—with slight differences concerning the relevance of cognitive

or affective aspects depending on the actual case presented to the respondents. These associations are, however,

clearly less pronounced than for the personal importance of the realized values of security and health in predictive

policing and skin cancer prediction, respectively.

We posited in H2 that respondents' attitudes toward the institutions responsible for deploying the algorithms in the

respective context are correlated with the degree to which they support the use of these algorithms. The results from the

regression analyses shown in Table 2 lend strong support to this hypothesis. Indeed, institutional trust is a highly signifi-

cant and positive predictor of algorithm acceptance in both examined contexts: Respondents who trust government insti-

tutions or healthcare institutions are clearly more in favor of implementing an algorithm in the respective setting.14

Altogether, the associations reported in Table 2 therefore lend robust support to our hypotheses that the specific

social context in which an algorithmic system is embedded is related to the acceptance of the algorithm. We can further

compare the effect sizes to the experimental treatment with differing algorithmic performance. This dichotomous variable

(taking the value of 1 for those respondents who saw the better performing algorithm, with mean and SD at 0.5 for both

cases) can serve as a benchmark as it refers to a central technical feature of algorithms and a relevant predictor of techno-

logical acceptance according to the literature. However, the effect of this treatment, that is, of the provided information

on an algorithm's performance, emerges as barely influential in Table 2. Corroborating the patterns of the t-tests above,

the experimental contrast of the presented performance of an algorithm (i.e., a true positive rate of about 10% vs. about

90%) only slightly affects respondents' support of algorithms: Seeing a better performing algorithm leads to higher accep-

tance, but only by 0.03 units (on a dependent variable ranging from 0 to 1). In contrast, changing personal importance

from 0 to 1 increases the predicted acceptance by roughly 0.2 (depending on the model).

To get a visual impression of the substantive size of the most important predictors in the regression models, that

is, personal importance of the context in which the algorithm will be applied (H1A), and trust in the institutions

deploying the algorithm (H2), Figure 3 visualizes the predictive margins for these variables using the same scale for

the linear prediction. Moreover, we include technophobia as one of the major control variables that proves to be

highly significant (see below). The results are clear-cut: While technophobia clearly shows the strongest association

with algorithm acceptance, acceptance also considerably increases, ceteris paribus, when increasing the two

context-dependent factors personal importance of the realized purpose and trust in the institutions deploying the

algorithm. When looking at the standardized coefficients (not tabled), increasing technophobia by one standard devi-

ation decreases the dependent variable by about one-third of a standard deviation. The standardized coefficients of

the personal importance of security/health and institutional trust are about half that size.

4.2 | Control variables

In contrast to the clear associations found for the variables that are of main interest, most of the control variables

are irrelevant, with a few major exceptions. First, the extent to which people demand transparency from governmen-

tal institutions is related to algorithm acceptance in one of the two studied contexts. Whereas for predictive policing,
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TABLE 2 Coefficient estimates from OLS regression predicting support for algorithm use

Predictive policing Skin cancer prediction

Model 1 Model 2 Model 3 Model 4

Main predictors

Personal importance of addressed problem (H1A) 0.17** 0.19** 0.17** 0.18**

(4.35) (4.55) (3.80) (3.63)

Worried burglary/skin cancer (H1B)

Not at all Reference category Reference category

A bit worried 0.04* 0.04*

(2.35) (2.32)

Quite worried 0.04 0.07**

(1.91) (3.32)

Very worried 0.05 0.09**

(1.72) (2.86)

Probability of a burglary/skin cancer (H1B) 0.08* 0.07

(2.23) (1.74)

Trust in institutions in charge (H2) 0.11** 0.12** 0.15** 0.17**

(3.34) (3.51) (3.99) (3.95)

Experimental treatment variable: algorithm performance

High versus low performance of algorithm 0.03* 0.03* 0.03* 0.02

(2.29) (2.00) (2.07) (1.46)

Control variables

Demand for transparency of institutions �0.15** �0.15** 0.00 �0.00

(�5.18) (�4.77) (0.06) (�0.13)

Technophobia �0.61** �0.59** �0.40** �0.45**

(�13.55) (�12.12) (�8.76) (�8.73)

Algorithmic literacy (self-assessed) 0.037 0.02 0.05 0.09*

(1.03) (0.47) (1.22) (2.03)

Extraversion 0.04 0.05 0.03 0.03

(1.44) (1.62) (0.81) (0.96)

Agreeableness 0.05 0.05 �0.02 �0.02

(1.47) (1.27) (�0.51) (�0.50)

Conscientiousness �0.02 �0.04 0.07 0.07

(�0.51) (�0.92) (1.95) (1.62)

Openness �0.07* �0.07* 0.04 0.03

(�2.33) (�2.23) (1.27) (0.92)

Neuroticism 0.07* 0.08* 0.00 0.03

(2.30) (2.41) (0.03) (0.84)

Female 0.00 0.00 �0.02 0.00

(0.36) (0.65) (�1.02) (0.01)

Age 0.01 0.02 �0.09** �0.07*

(0.69) (0.68) (�3.16) (�2.03)
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people with a strong demand for transparency are less inclined to accept algorithms, the corresponding coefficient

for skin cancer prediction is far from significant. This is a striking finding which deserves further inspection. It is pos-

sible that it results from policing—but not health risk prediction—being seen as a strong intervention into people's lib-

erty, thus evoking stronger demands for transparency that can prevent abuse of state power.

A second relevant control variable is the measure of technophobia, which is highly significant and shows a very

strong negative association with algorithm acceptance both in predictive policing and skin cancer prediction (see also

TABLE 2 (Continued)

Predictive policing Skin cancer prediction

Education �0.03* �0.03* �0.00 �0.01

(�2.48) (�2.09) (�0.44) (�0.93)

Constant 0.67** 0.65** 0.50** 0.47**

(10.80) (9.99) (7.55) (6.16)

N 1070 971 1031 761

R2 0.290 0.284 0.168 0.198

Note: Unstandardized coefficients, t statistics in parentheses. The dependent variables are 4-item indices measuring

agreement with the adoption of algorithmic systems in policing and medicine, respectively. The dependent variables and all

independent variables are normed to a range from 0 to 1. N is lower in Model 4 as fewer respondents have answered the

question on the probability of getting skin cancer.

*p < 0.05.**p < 0.01.
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F IGURE 3 Predictive marginal effects with 95% confidence intervals for selected variables. Top panels:
Predictive policing context; bottom panels: Skin cancer prediction context. Predictive margins are based on models
2 and 4, displayed in Table 2. The dependent variables and all independent variables are normed to a range
from 0 to 1.
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Figure 3, above). While this finding is not surprising given the literature on technophobia, the large coefficient is still

notable and provides an important point of reference. The estimated coefficients of around �0.6 in the predictive

policing example means that changing from the minimum score to the maximum score on technophobia reduces the

support for algorithms in predictive policing by about three-fifths. Finally, the regression results indicate that higher

age is associated with lower algorithm support in the medical, but not in the policing setting. Why this is the case

cannot be concluded from the data at hand, but it could be that older people are less ready to give up exclusively

human expertise and advice in the medical context.

Turning finally to the model fit, the explained variance of the two main regression models amounts to R2 scores

of around 26% for the predictive policing setting and 17%–20% for skin cancer prediction. A likely reason for the

markedly lower explanatory power in the skin cancer condition is the non-significant coefficient of the principled

transparency stance. Also, technophobia seems to be less powerful as a predictor of algorithm acceptance in skin

cancer prediction.

5 | CONCLUSION

The increasing adoption of algorithms that are supposed to provide services to citizens in various areas of everyday

life has sparked much scholarly attention centered on questions about the ethically acceptable and accountable

design of algorithmic systems. Existing research has emphasized the issue of possible—intended or unintended—

algorithmic biases that might go against the interests of those they are supposed to serve and has discussed how

algorithm design and especially transparency and accountability features can prevent these biases.

While research that focuses on such technical aspects of algorithms is clearly important, this focus risks missing

an important facet when it comes to the public acceptance of algorithms: the social context, in which algorithms are

employed. When directly prompted to evaluate the importance of an algorithm's design features, people may well

deem certain technical features very important. Yet this does not mean that this is how people will commonly per-

ceive and evaluate algorithms in their daily lives. This is especially true for public sector applications of algorithms

with which citizens do not directly come into contact and that they do not use themselves—hence, where they lack

user experience in the strict sense. As we have argued above, it is therefore important to adopt a perspective that

considers the larger social context in which such algorithms are implemented because aspects of this context may

already cue how much citizens support this technology. This perspective can therefore offer an important extension

and corrective to a view that narrowly looks at the algorithms and their design features.

In line with that perspective, we have argued and shown empirically that the personal importance of the problem

that an algorithm is supposed to deal with and the values at stake clearly matter for the extent to which citizens

show general support of algorithms in policing and health care. Also, the extent to which people trust the organiza-

tions behind the implementation of an algorithm matters for their acceptance of the technology. If people trust the

organizations deploying the algorithms, acceptance rates for the algorithms are clearly higher—a finding that is in line

with what research on organizational reputation would suggest.

These associations are strong even in comparison to technophobia as an attitude that, as to be expected, shows

a very strong relation with algorithm acceptance. In contrast, the algorithm's performance as a key technical feature

of an ADM system only weakly affected algorithm acceptance in the two contexts that we studied. This effect is

based on an experimental treatment that manipulated the algorithm performance respondents saw in our survey, but

without pushing respondents to explicitly consider this performance in their general support of algorithms. A likely

reason for this finding is that respondents do not have a clear frame of reference regarding what constitutes a good

performance. Being unable to process and evaluate such technical information about an algorithm, it would seem

only natural that they rely on the context in which the algorithm is deployed as they can more easily evaluate this

setting. Features of the algorithms may, however, be much more important when directly confronting citizens with

cases of failures and especially if values such as fairness or transparency are violated (Schiff et al., 2022).
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In line with previous research (Schiff et al., 2022), our findings are rather similar between the two different

settings—although it is important to note that this does not mean that context is irrelevant. In fact, as we measure

context-specific attitudes, we can assess how much context-specific factors matter; and our results indeed

indicate that the more citizens value public safety and their personal health, the more they support the use of an

algorithm in the respective domain. However, we also found some notable differences. First, the perceived impor-

tance of transparency of government is relevant only in the policing setting, but not for the health care context.

This finding may have to do with the fact that policing is a case of state interference that potentially affects one's

basic liberties, which makes institutional transparency much more important for citizens than in the context of skin

cancer prediction. Furthermore, the result could also be triggered by a discussion about police violence when the

survey was in the field. Second, whereas age shows a negative association with algorithm acceptance in the medi-

cal setting, it does not in the policing setting. Possible reasons for this are that health-related risks are perceived

differently depending on age, which is not the case for perceived security risks, or that older people want medical

advice exclusively by humans. Future research could investigate more in detail how people's life situations affect

support for algorithms, and how much these matter in comparison to features of the algorithm that they are

confronted with.

The findings altogether suggest that it is important to consider attitudes toward aspects of the specific context

in which algorithms as part of socio-technical systems are embedded. Citizens' evaluations of algorithms seem to be

strongly related to the personal importance of the area of application, the attitudes toward the organization (e.g., the

government) deploying an algorithm and toward the problem that the algorithm addresses. The personal stakes and

the trust vis-à-vis the deployment organization appear to significantly shape whether people accept the use of

algorithms—and this is true for both contexts. Hence, looking narrowly at how technical features of algorithms are

related to their public acceptance may not entirely capture how people form opinions about algorithms in the public

sector. Rather, citizens seem to be pragmatic in the sense that they base their assessments of algorithms on more

familiar and accessible context-related factors—if not already on such general dispositions as their technophobia.

The findings thus imply that citizens may come to support the use of algorithms in the public sector even if they

do not realize expected public values. A lack of characteristics, such as responsiveness or transparency, that guaran-

tee public value may well matter for algorithm acceptance (Schiff et al., 2022). However, citizens may not even be

aware of how and how well algorithmic systems in the public sector perform as they do not directly come into con-

tact with them. If they rely on contextual cues, as described above, the realization of public values may ultimately

not be what matters for algorithm acceptance among citizens. People could already accept algorithms simply

because they have a generally positive attitude toward digital technologies, trust the organization responsible for

implementing the algorithm, or care a lot about their expected benefits (e.g., preventing crimes) that the algorithm

promises to deliver. Yet, the opposite may also be true. People could reject an algorithm that is well-designed (e.g., in

terms of accountability and commonly accepted fairness standards) for reasons that are completely detached from

the design of the algorithm itself.

If citizens are led to trust algorithms already based on context-related factors, this could also mean that account-

ability problems highlighted with the emergence of an algorithmic bureaucracy (Busuioc, 2021; Veale & Brass, 2019;

Vogl et al., 2020) are of relevance mainly in academic discussions and within bureaucracies, but not necessarily

something that is immediately problematized by citizens. Consequently, it seems unlikely that there will be strong

pressure from the larger public demanding an open deliberation and justification of value-laden choices behind the

design of algorithmic systems. Yet, such deliberation becomes especially important as discretion is transferred from

frontline decision-makers to those designing algorithmic decision-making systems (Busuioc, 2021; Levy et al., 2021).

Finally, our findings also have consequences for the possibilities of politicizing algorithms (on this, see Katzenbach &

Ulbricht, 2019), as it seems possible to advocate or attack the use of algorithms without having to refer to any

technical features of the algorithm itself. Based on our findings, it seems especially difficult to publicly defend the

introduction of algorithms in the public sector that are of little palpable value to citizens and where trust in public

administration is rather low.
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ENDNOTES
1 The required sample size for a commonly posited predictive power of 0.8 can be determined using Cohen's f2. This score

reflects the change in explained variance when a set of predictors is included in a model and can thus be seen as a

measure of the effect size. According to Cohen (1988, p. 413), an f2 = 0.02, corresponding to an increase of 2% in R2,

constitutes a small effect. To calculate the required sample size in order to find an effect of this size under a given alpha

and with a given predictive power, one also needs to specify the number of predictors in the reference model as a fourth

parameter. To find a small effect of a single regression coefficient under alpha = 0.05 and with a predictive power of 0.8,

the required sample size is 395 cases (see Cohen, 1988, p. 437; calculated using the R package pwr using one degree of

freedom in the numerator for testing a single predictor). It should be noted that the highly significant main effects in the

analysis presented further below are larger than the posited small effects with f2 = 0.02. For instance, Cohen's f2 is 0.09

for the personal importance of security and 0.05 for institutional trust in the predictive policing model (this has been

calculated using the R package effect size). Besides a power analysis for the effect size of individual predictors, one can

also perform the analysis for the entire model. To be able to find a small f2-value of 0.02 for the entire model (containing

17 predictors), as statistically significant under an alpha of 0.05 with a predictive power of 0.8, a sample size of 999 is

required.
2 The attention check is one item within the technophobia item battery (order randomized) and reads “Attention is very

important for this study. Please select the option ‘do not agree at all’ for this option.” The control question is the very

last question of the survey. It states that the quality of the study depends on careful and honest answers and asks

respondents to answer truthfully whether their responses are usable, reassuring them that they would be receive remu-

neration in any case. Respondents could then choose “Yes, I have provided answers carefully and with best conscience.
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My responses can be used for the analysis” or “No, I have not carefully and earnestly provided answers to the survey.

My responses should rather not be used for the analysis.”
3 Using the control question as a filter means losing 27 cases, applying the attention check question means we additionally

lose 197 of 2573 cases (73 are missing). Having applied these filters, 113 further cases do not pass the speeding check.

Robustness checks have been performed without the speeding and additionally without the attention check, leading to

substantively identical results and conclusions (see Annex A13).
4 These introductory texts were also pre-tested the survey with a sample of persons from diverse backgrounds as well as

students and adjusted some of the texts in response to this feedback before fielding the survey.
5 The median time respondents spent on the instruction materials is 33 s for the predictive policing setting. Together with

the series of presented algorithm designs, this time increases to 173 s. For the health care setting, these times are 21 and

162 s. While respondents have thus overall spent ample time getting to know algorithmic systems and different possible

realizations, the time spent on the instructions with the basic information alone is rather low. We have therefore done

additional analysis with cases that lie above the median (see Annex A14). Importantly, these analyses show that, despite

a severe reduction of the sample, main results of our analysis still hold. More details on the time that respondents spent

on the individual pages of the survey can be looked up in the Annex, Table A15. Similarly, even when we run the regres-

sions with only those participants who have spent more than 3 min on the introductory texts reducing the samples to

less than 200 observations for each of the cases (tables can be obtained from the authors), all results of theoretical

interest (e.g., on H1A, H1B, and H2) remain nevertheless significant (with the exception of the variable covering

“personal importance of addressed problem [H1A]” for health, which loses significance at conventional values).
6 Results for the individual variables are shown in Annex A9.
7 Existing objective measures of algorithmic literacy are cognitively rather taxing (see, e.g., Cheng et al., 2019).
8 See Annex A10 for results with this variable.
9 This contrast is empirically informed by actual performance: predictive policing algorithms achieve a true positive rate of

below 10% (Mohler et al., 2015), whereas skin cancer prediction algorithms reach about 90% (Roffman et al., 2018).

Hence, while a low or high performance is realistic only for one of the contexts respectively, using the experimental treat-

ment within both the policing and health context allows for keeping the context constant. Although one can presume that

citizens do not generally know what constitutes a realistic algorithm performance in these settings, we conducted a

robustness check using a variable on self-reported expert domain and/or algorithm knowledge (see Annex A11).
10 We inspected whether the treatment groups showed significant differences with regard to any of the associational inde-

pendent variables used in the analysis. The results show a lack of balance with regard to three of overall 28 inspected

variables (14 in each setting): being worried about a burglary, the perceived probability of a break-in, and extroversion

(see Annex A7). As we control for these and other variables in the regression model, this reduces the likelihood of

obtaining biased estimates of the treatment effect.
11 As the emotional indicators of subjective worry (about burglaries or skin cancer) are highly correlated with the cognitive

indicators (estimated probability of burglaries or skin cancer), we decided to estimate two separate regression models in

order to alleviate multicollinearity. To probe whether any independent variables in the main model in Table 2 show

unduly strong intercorrelations that would decrease the accuracy of the coefficient estimates, we have checked for

multicollinearity. The results suggest that there are no problems of multicollinearity in the presented model as all scores

are below the commonly used rule-of-thumb threshold of 4 (see Annex Table A8). Moreover, due to the presence of

heteroscedasticity, we used robust standard errors (Huber-White).
12 This effect is robust to using the other measures of personal importance described above in the section on data and

measures (see Annex A12 for the regression models) and to excluding those respondents from the sample that have

spent less than the median of time for the introductory part of the survey (Annex Table A14).
13 The pattern is similar if we exclude those respondents who have spent less than the median time on the introductory part

of the survey (see Annex Table A14).
14 Results are less clear-cut for predictive policing if we reduce the sample size to those who have spent more than the

median time on the introductory part (see Annex Table A14). The variable for institutional trust is not significant.

However, this due to the simultaneous inclusion of still highly significant “principled transparency” variable and collinear-

ity between the two variables becoming an issue in light of substantially lower numbers of observation. The trust variable

does become significant when excluding demand for transparency.
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