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Remarks

The article used for Chapter 3 is a translated and adapted version of the short paper
published as “The Art of Orientation — How not to be Lost in 3D” in the Proceedings of the
MuC 2021, written by Jendrik Muller, Nils Beese, Jan Spilski, Alexander Jaksties, Jan-
Hendrik Stinderkamp, Jan Hendrik Plimer, and Kerstin Muller. For continuity reasons, the
citation style was changed to match the APA style of the rest of this dissertation. The
software implementation was done by Jendrik Miiller, Alexander Jaksties, Jan-Hendrik
Sunderkamp and Jan-Hendrik Plimer. Experiment design, data collection and analysis were
done by Nils Ove Beese and checked by Jan Spilski.

The article used for Chapter 4 is under review as “Wayfinding and Cognitive Mapping in
Virtual Reality in Complex Buildings using Outdoor and Indoor Landmarks” at Nature
Scientific Reports, written by Nils Ove Beese, Jan Spilski, Thomas Lachmann, Jan-Hendrik
Sunderkamp, Jan Hendrik Plimer, Alexander Jaksties, and Kerstin Miller. The software
implementation was done by Jendrik Mller, Alexander Jaksties, Jan-Hendrik Stinderkamp
and Jan-Hendrik Plimer. lllustrations were done by Jendrik Miller. Experiment Design, data
collection and analysis were done by Nils Beese and Jan Spilski.

Chapter 5 is based on data collected during the experiment of chapter 4.

The article used for Chapter 6 is accepted as “Feel me, hear me: Vibrotactile and Auditory
Feedback Cues in an Invisible Object Search in Virtual Reality” at the ECCE 2024/BIT
Special Issue on ECCE 2024 pending final changes, written by Nils Ove Beese, Lennart
Dumke, Yannic-Noah Ddll, René Reinhard, Jan Spilski, Thomas Lachmann, and Kerstin
Muiller. For continuity reasons, the citation style was changed to match the APA style of the
rest of this dissertation. The software implementation was done by Lennart Dimke and
Yannic-Noah D0ll. Experiment design, data collection and analysis were done by Nils Beese.
The article used for Chapter 7 is published as “Design, development, and evaluation of a
virtual reality-based distance learning application in manual medicine and therapy” at the
HCIl 2024/Lecture Notes in Computer Science by Springer Nature, written by Laura Steffny,
Nils Ove Beese, Kevin Gisa, Nina Christine Peters, Jan Spilski, Thomas Lachmann, and Dirk
Werth. Reproduced with permission from Springer Nature. For continuity reasons, the citation
style was changed to match the APA style of the rest of this dissertation. The VR
implementation was done by Laura Steffny, Kevin Gisa and Nina Christine Peters.
Experiment design, data collection and analysis were done by Nils Beese. Data collection

was assisted by Tobias Lange.
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Chapter 1: Introduction

The very first concepts of Virtual Reality (VR) can be traced back to the
1960s, when Morton Heilig, considered to be one of the godfathers of VR, filed a
patent for the Sensorama Simulator. The Sensorama Simulator was designed to
“stimulate the senses of an individual to simulate an actual experience realistically”
(p- 9, Heilig, 1961). The chair of the Sensorama could move, the display was color
and stereoscopic, the simulator also included odor emitters, fans and a stereo-
sound system. The Sensorama simulated a motorcycle ride through the city of New
York, triggering the different parts of the system at the appropriate times according
to events during the ride. In 1965, Ivan Sutherland wrote an essay entitled “The
Ultimate Display”, describing what could be considered the basis for VR with the
following words: “such a display could literally be the Wonderland into which Alice
walked” (p.507). A few years later, Sutherland published an article called "A head-
mounted three-dimensional display” (1968) for a conference, stating his idea to
“present the user with a perspective image which changes as he moves” (p.757). In
this article, he went on to specify what would later become the basis for Head-
Mounted Displays (HMD) in VR. Machover and Tice argued in 1994 that “the quality
of the experience is crucial” and that the experience needed to be consistent while
being realistic was of secondary importance. Nowadays, that statement still has
merits (Van Gisbergen et al., 2019), it might also depend on what one wants to
accomplish with the experience in VR (Niedermayr et al., 2023).

Investigating some of the different aspects of the experiences in VR with a
particular focus on spatial cognition was the basis for this dissertation. Since VR
has been used and continues to be used in psychological experiments (e.g.

Hoffman, 1998; Kuliga et al., 2015; Riva, 2005), a detailed literature review on the



current state of spatial cognition and search paradigms in VR as well as the user
experience and usability of VR will be described in Chapter 2. Chapters 3 to 7
describe several studies done in VR. Chapter 3 (study 1) will deal with a pilot study
in which several aspects of the experience in a spatial orientation task have been
manipulated. Using the insights provided by the pilot study, Chapter 4 and 5 (study
2) takes a closer look at how landmarks can change behavioral and physiological
aspects of the experience in a spatial orientation task. Chapter 6 (study 3) then
investigates what happens when a search cannot be visual, but instead needs other
sensory cues, namely vibrotactile and auditory, to find hidden objects. After diving
into other modalities in VR in Chapter 6, Chapter 7 (study 4) will then closely
investigate the use of haptic gloves as interaction devices in a haptic heavy manual
medicine and therapy setting in VR. Last but not least, Chapter 8 will discuss the
findings of these studies in a larger context and paint a picture of what VR and VR

research could aspire to become.



Chapter 2: Literature Review

2.1. Spatial Cognition, Orientation and Navigation

Spatial cognition is concerned with the investigation of how spatial
knowledge about the surroundings and places as well as the spatial properties of
objects are acquired, stored, and retrieved (Montello, 2015). The main aspects of
spatial cognition research include spatial navigation and orientation as well as
searching for objects. Without the ability of spatial orientation and navigation, we
would arguably be walking around aimlessly, not knowing where to go and how to
get there.

But how are the different parts of spatial cognition, orientation and
navigation represented and what strategies are employed? Ekstrom and Isham
(2017) wrote about three forms of representations that also are the basis of the
navigation strategies: allocentric, beacon as well as egocentric. The allocentric
representation and navigation strategy is using a position that is decoupled from
one’s own body position as a reference frame (Ekstrom & Isham, 2017), e.g., a
cartographic map that uses the relations of distances and directions between
stationary landmarks. Egocentric strategies and representations, as the name
suggests, are using one’s body position as a frame of reference for distances and
directions (Ekstrom & Isham, 2017). Using visible locations that are supposed to be
near a not-yet-visible target location as a reference for navigation is then defined as
beacon navigation, since one uses that visible location as a beacon (Ekstrom &
Isham, 2017). Ekstrom and Isham (2017) concluded in their article that the ability
to use those representations in a flexible way is one of the trademarks of human

spatial cognition.



Another form of representation of spatial cognition are cognitive maps and
cognitive graphs which typically represent structural knowledge of a given space
(Peer et al., 2021). The concept of cognitive maps was first introduced in 1948 by
Edward Tolman. Tolman studied the orientation skills of mice and found out that
the mice would still find the way to the goal even if he changed the mice’s starting
point. He concluded that the rodents would develop a cognitive map of the test
environment which would help them with the orientation task. Typically, the
information encoded in cognitive maps is bound to Euclidean space (p.10, O’Keefe
& Nadel, 1978). A Euclidean space is a two- or three-dimensional space that is
defined by two or three axes, respectively, and locations as well as their
relationships to each other can be specified by coordinates, distances, and angles in
this space (Peer et al., 2021). However, studies also have shown that in some cases
the cognitive representations of participants violated the laws of Euclidean spaces
(e.g., Byrne, 1979; Moar & Bower, 1983, McNamara et al., 1984). Byrne (1979)
described two experiments. In his first experiment, he let participants estimate
walking distances between several location pairs, routes being varied by location,
number of turns as well as length. For the second experiment, another sample of
participants had to estimate angles between road pairs by sketching the road
configuration at the junctions. The results of the first experiment showed
overestimations of route length if routes were located near the town center, were
short, and if they had several big turns. The angles in the second experiment were
mostly estimated to be at and around 90°, even though the actual angles were
either between 60 and 70 degrees or between 110 and 120 degrees. In a similar
series of experiments, Moar and Bower (1983) examined if the spatial information
derived from cognitive maps does follow the Euclidean properties. In their first
experiment, the participants had to judge six directions between sets of locations

from memory. For the second experiment, another sample of participants needed to
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judge directional information between pairs of American cities bidirectionally. The
first experiment found that the derived angles were biased to be around 90 degrees,
similar to Byrne (1979). The results of their second experiment showed that,
consistently, the directions from the participants were non-reversible. In 1984,
McNamara and colleagues investigated the spatial knowledge acquired from maps.
Their results indicated as well that distance in cognitive maps does not rely on
Euclidean distances, necessarily. All of these findings already gave some credence
to the notion that spatial representations might not only be cognitive maps that
follow the Euclidean laws back then. Kuipers (1978) and Byrne (1979) suggested
that the representation might be more akin to networks than maps, so the term
“graph” might be more appropriate. Furthermore, Downs (1981) and Kuipers (1982)
both argued that the metaphor behind the term “cognitive map” might be
misleading considering research showing those maps not to be exactly map-like.
Over the years, this led to the notion of representations being cognitive graphs
rather than cognitive maps. Nowadays, arguments are made that there are common
aspects of cognitive maps and cognitive graphs, both concepts might be true (Peer
et al., 2021, Weisberg and Newcombe, 2018). The kind of representation that is in
action might depend on the task and spatial information of a given environment
(Peer et al., 2021).

While Kuipers wrote about the structure of spatial knowledge, i.e., cognitive
maps versus graphs, in his article in 1978, he also conceptualized a model of
acquiring this kind of representations, new spatial information, thus describing one
of the first models of spatial knowledge acquisition. This concept, however, did not
gain a lot of traction in terms of research interest. Another model that was first
conceptualized by Siegel and White in 1975 and refined by Thorndyke and Goldin
(1983) is a three-level model of spatial knowledge acquisition, sometimes referred to

as the Landmark-Route-Survey model or framework. According to their model,
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spatial knowledge has three distinctive stages of acquisition and representation.
The first element of their model is landmark knowledge. Siegel and White (1975)
argue that spatial representations generally start with landmarks. Landmarks can
identify both beginnings and ends as well as help to maintain a route. Furthermore,
Siegel and White (1975) state that landmarks can be seen as “unique patterns of
perceptual events at a specific location”. According to Thorndyke and Goldin
(1983), landmark knowledge is the foundation to recognize a location and helps
orientation in any given environment. The second stage of this model is the
acquisition of route knowledge (Siegel & White, 1975), also referred to as procedural
knowledge (Thorndyke & Goldin, 1983). Siegel and White (1975) state that “routes
are predominantly sensorimotor”, i.e., they rely on both sensory and locomotory
processing to form knowledge. The formed knowledge is derived from navigating
routes (Thorndyke & Goldin, 1983). The knowledge representation of routes is
typically a sequence of salient points, i.e., landmarks, along a particular route at
which a person needs to act to maintain said route, e.g., turning left, turning right,
keep straight ahead (Siegel & White, 1975; Thorndyke & Goldin,1983). The third
kind of spatial knowledge acquisition is survey knowledge (Thorndyke & Gordin,
1983), also referred to as configurational knowledge (Siegel & White, 1975). As the
name suggests, this part of spatial knowledge acquisition takes the aforementioned
parts, i.e., landmarks and routes, and builds an all-encompassing representation of
an environment. Representations of survey knowledge are likely the closest to the
original idea of cognitive maps that follow Euclidean laws, as they are said to
consider the object locations and distances in relation to a fixed coordinate system
(Thorndyke & Gordin, 1983). According to Siegel and White (1975), configurations
can be of different types: figurative metaphors, perceived outlines of a terrain and
graphic skeleton. Figurative metaphors would be describing the map of Italy as a

“boot” (Siegel & White, 1975). An example for perceived outlines of some terrain
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would be any outline of any country on a map (Siegel & White, 1975). Furthermore,
examples for graphic skeletons are the schematic routes of underground subway
systems found in subway stations that show the different subway lines (Siegel &
White, 1975).

There has been some debate whether the spatial knowledge acquisition as
described happens in stages or in parallel. Going by the first concept of Siegel and
White (1975), it should happen in stages. However, there are studies arguing that
the acquisition is at least partially parallel (e.g., Buchner & Jansen-Osmann, 2008;
Kim & Bock, 2020; Montello, 1998). Kim and Bock (2020) set out to replicate earlier
evidence towards the parallel concept of acquisition, while trying to prevent floor
and ceiling effects that were present in earlier research. They ran a series of pilot
tests that gradually got more difficult to determine the correct degree of difficulty for
the main task which ended up being ten trials. Per each of the ten trials, the
participants had to navigate three routes and perform four spatial knowledge tests
after navigating the routes. The tests consisted of a recognition test to see how
familiar the landmarks seemed to participants after navigating, a sequence test to
test if participants could name each landmark of a route in the correct order, a map
test to determine the correct sequence of turns along the routes, and a direction
test in which the participants had to draw lines to the destinations and starting
point of the routes (Kim & Bock, 2020). The results of their study showed a trial-to-
trial increase for all three kinds of knowledge as well as a significant increase of
correlations from trial to trial (Kim & Bock, 2020). These findings do point towards
parallel spatial knowledge acquisition. Kim and Bock (2020) further argue that this
might also point towards there being one memory system that stores all of the

spatial information.



2.1.1. Spatial Cognition in Virtual Reality

Nowadays, research on spatial representations and spatial cognition in
general is often done via VR experiments (Creem-Regehr et al., 2024). Due to the
sheer size of environments that participants need to walk or the aspects a study
might want to examine, like landmarks’ sizes or salience of different landmarks and
presence versus absence of landmarks, doing these kinds of spatial experiments in
a real environment is often very hard or sometimes even impossible. Therefore, a
common way to do spatial cognition experiments has been to examine those aspects
of spatial cognition in VR-based experiments, both head-mounted as well as
desktop-based VR.

One of first studies of that kind was an experiment study by Regian and
colleagues in 1993. They evaluated if VR had the potential to be used as a visual-
spatial training tool. The participants had to do two spatial tasks, one in a small-
scale space and the other in a large-scale space. The small-scale space task was
operating a virtual console. In the small-scale task, the participants were assigned
to one of two groups randomly and saw visual task prompts on which knob or
button to press next. One group of participants was given meaningful prompts on
what the press of said button would do, the other did not get meaningful prompts.
The results suggested no difference between instruction types, but they found a
practice effect. The large-scale task was navigating through a virtual three-
dimensional maze. The same participants of the first experiment did this task. At
first, the participants were given three different tours of the maze while being
verbally guided by the examiner. Each tour had different start and end rooms. After
these tours, the examiner told them that their knowledge of the maze would be
tested, and they then had one hour to navigate through the maze and familiarize

themselves with it. The participants’ objective was to get from start to finish while



minimizing the rooms traversed. The results showed a significant learning effect in
this task. Based on the results of both experiments, Regian and colleagues (1993)
concluded that VR can be a good training tool for visual-spatial tasks.

Since then, VR has become a viable tool to examine different aspects of
spatial cognition. Creem-Regehr et al. (2024) argued that VR provides a kind of
control over the participants and environment that is not possible in the same way
in the real world. The use of VR also leads to having easier access to a bigger
population in comparison to experiments reliant on real world locations (Creem-
Regehr et al., 2024). Concerning what can be examined with VR, Creem-Regehr and
colleagues (2024) stated four overarching topics: Cues for navigation, spatial
representations, individual differences, and comparison of spatial navigation in
virtual and real worlds.

Navigation cues like landmarks, spatial boundary cues, self-motion cues as
well as combinations of those have been studied quite frequently using VR (Creem-
Regehr et al., 2024). Teleportation can cause disorientation (Cherep et al., 2020),
but nonetheless is often used because more natural locomotion, i.e., walking on a
treadmill, usually requires more space that might not be available. Thus, it makes
sense to look for ways to minimize this disorientation. Kelly and colleagues (2022)
examined how both self-motion cues and boundary cues could minimize
disorientation. They found that both boundary cues as well as self-motion cues can
reduce disorientation in a virtual environment (VE). Participants had the highest
amount of task errors in an open field VE and the lowest in a classroom VE with
landmarks and walls (Kelly et al., 2022). While these differences were significant
between the VEs in the teleportation setting without self-motion cues, they were not
significant in the setting with self-motion cues (Kelly et al., 2022). However, when
comparing errors of the two teleportation settings in the corresponding VEs, the

setting with self-motion cues had significantly less errors in all but the classroom
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VE. This points towards boundary cues being a good remedy to disorientation when
using teleportation, especially when the teleportation does not offer self-motion
cues. Bruns and Chamberlain (2019) examined the influence of landmarks on
cognitive maps. Participants had to walk around in a virtual urban environment
that was unknown to them which contained ten landmarks. The route on which
they walked through said environment was fixed, as were the positions where a
landmark could be. The order of landmarks was randomized in eight out of ten
positions to examine the influence the different landmarks might have on recall
accuracy. Bruns and Chamberlain (2019) found that the accuracy of the landmark
configuration in their study correlated highly with recall of the routes as well as
scene recognition, no matter the type of the landmarks in the VE. This suggests
that participants that were better at recalling landmarks were also more accurate in
navigation and identification of the routes and scenes.

As for spatial representation, VR has already been used to investigate the
cognitive graph versus cognitive maps concepts. Warren and colleagues (2017), for
instance, let participants walk through a virtual environment that was either
Euclidean or non-Euclidean to examine what the spatial representation might be
like. The non-Euclidean version contained two “wormholes” that could be used as
teleporters between locations. During the experiment run, the wormhole routes
were preferred by participants. Furthermore, the results of the experiment showed
that the spatial knowledge that was acquired in the wormhole VE violated metric
assumptions thus pointing towards cognitive graphs (Warren et al., 2017). Studies
using “wormholes” or similar non-Euclidean settings (e.g., Jaksties et al., 2022;
Schnapp & Warren, 2007; Warren et al., 2017) would not be possible without the
use of VR.

Creem-Regehr and colleagues (2024) also mention individual differences in

spatial navigation as something that can be easily examined using VR. The possibly
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underlying individual differences stated by Creem-Regehr et al. (2024) are route
integration and landmarks and other cue usage among others. Regarding route
integration strategies, Widdowson and Wang (2022) studied how learning strategies
might differ individually in virtual wormholes environments. Their results point
toward different strategies that preserve different kinds of information, thus
suggesting that non-Euclidean representations might be highly diverse among
individuals.

The comparison between real and virtual world spatial navigation is probably
the most interesting overarching topic mentioned by Creem-Regehr et al. (2024). As
Creem-Regehr and colleagues stated in their article (2024), there have been several
studies that compare different elements of spatial perception in virtual and real
environments (e.g., Creem-Regehr et al., 2023; Drewes et al., 2021; Kelly, 2022),
but a lot of studies did not focus on spatial navigation itself. In 2011, Koenig et al.
examined navigation in a real and a corresponding virtual environment of a
university building. In their between-subject experiment, the participants needed to
find the shortest possible way to a target location without using shortcuts, i.e.,
taking an elevator or asking for help. Their results showed no significant differences
between the VR condition and the real-world condition. Savino and colleagues
(2019) also compared VR and real-world regarding differences in navigation
performance as well as spatial knowledge acquisition. Participants had to navigate
through both a real-world residential district and a VR environment that was built
to be as close to the real-world setting as possible. This included using map data of
the real-world setting, rebuilding landmarks that are present in the real world as
well as having equivalents for maps and smartphone apps used in the real-world
setting. Savino et al. (2019) found significant differences in most of their navigation
measures, pointing towards VR and real-world setting not being equally well-fitting

for spatial navigation research. Nonetheless, they discussed what kinds of issues
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came to light during their experiment as well as presented guidelines on how to
alleviate these issues in future studies. These two studies, while having different
outcomes, also highlight how different scales of spaces might be more or less suited
for spatial navigation research in VR at the current point in time.

Chapter 3, 4 and 5 will examine how different parts of the experience in VR
might influence perceived, behavioral as well as physiological aspects of spatial
cognition in an office building with different kinds of landmarks as navigational

cues.

2.1.2.  Search Tasks in Virtual Reality

Be it searching for a target location during navigation or looking for a target
object, searching is an essential part of spatial cognition and orientation and has
been examined using VR quite frequently. Visual searches might be the most
common kind of searches in cognitive psychology (Chan & Hayward, 2013).
Typically, the task is to find a target stimulus that is surrounded by distractor
stimuli that differ on one or a combination of features (Chan & Hayward, 2013).
This kind of search task has also been done in VR. Olk and colleagues (2018)
measured visual search performance in VR and on a computer with a CRT monitor
to assess if VR could be used for these kinds of paradigms. For both experiments,
the task was to find a target among seven items on a virtual kitchen countertop.
The target, a red soda can or yoghurt depending on the scene, was either flanked by
a congruent or incongruent distractor and the target would either differ on both
color and the kind of item, i.e., high discriminability, or just on the kind of item,
i.e., low discriminability. In the VR experiment, participants were slower when

discriminability was low, and the flanker items were incongruent. In the computer
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experiment, the results of the VR setting were replicated, demonstrating that VR
can be a feasible way to examine common search paradigms.

Hoeg and colleagues (2017) also used the visual search paradigm in VR to
examine whether binaural sound could influence the reaction time of the search
task. They compared three sound cue conditions in a within-subject experiment
with a three-dimensional visual search task. The cue was either stereo, binaural or
no sound at all. The binaural sound offered directional information about the
location of the target stimulus. Even though their sample size was quite small, the
results did point towards binaural cues helping reduce reaction time by providing
more information about the location of the target. These as well as similar
directional cues have been used rather frequently in VR as well as Augmented
Reality (AR) experiments (e.g., Binetti et al., 2021; T. Chen et al., 2018; Cunio et al.,
2019; Grohn et al., 2005; Soret et al., 2019). T. Chen et al. (2018), for instance,
compared visual, auditory as well as vibrotactile directional cues in their visual
search study.

Besides visual search, another search task that has been gaining momentum
in VR is the search for out-of-view or hidden objects (e.g., David & Vo, 2022;
Fischer et al., 2011; Grinyer & Teather, 2022). Grinyer and Teather (2022) used a
modified visual search paradigm that varied the visibility of the target stimuli. The
visibility was modified through two factors: the field of view (FOV) in the task, half
or full field of view, and the movement of the target which was either static or
dynamic. The full field of view led to faster searches regardless of the movement
conditions. Furthermore, the static targets also lead to faster searches whatever the
FOV conditions, leading to the combination of full FOV and static targets being the
overall fastest searches. David and Vo (2022) examined search behavior for hidden
objects in VR. The participants had to find objects in three trial blocks knowing that

target objects could be hidden inside another object in the second and third block
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of trials. Searching for hidden objects did increase search times, but there was no
effect on success of the search (David & Vo, 2022).

As Grinyer and Teather (2022) did mention in their study, the current body
of research on searching hidden and out-of-sight objects in VR is relatively scarce.
VR also does offer the opportunity to construct experiences that are not entirely
possible in the real world, e.g., have constantly moving and completely invisible
targets. Chapter 6 will therefore combine the insights from T. Chen et al. (2018),
Grinyer and Teather (2022) as well as David and Vo (2022) to examine how
directional non-visual cues might help finding invisible objects that are either static

or dynamic.

2.2. User Experience and Usability of Virtual Reality

Usability and user experience (UX) are concepts from the field of Human-
Computer Interaction (HCI). Usability relates to the ergonomics of interfaces of a
system, how a system can be designed so users can succeed in using a system with
“effectiveness, efficiency and satisfaction in a specified context of use” (Bevan,
2009). UX, as the name suggests, concerns itself with every experiential facet of
using a system (Lewis & Sauro, 2021). The UX and usability of a system are vital
aspects for a system to be successful and be used (Deng et al., 2010; Portz et al.,
2019). Lewis and Sauro (2021) discussed several overarching design aspects and
evaluation methods of UX and usability in their book section. The overarching
design philosophies are Iterative Design, User-Centered Design (UCD) and Service
Design according to Lewis and Sauro (2021). The main idea behind iterative design
is to improve the first design idea of a system rapidly through multiple design and
evaluation loops in which each loop is informed by the results of the previous loop.

The key aspect is the rapid tests and modifications of the design through these

14



iterative loops, as opposed to the typical development and test of hypotheses (Lewis
& Sauro, 2021). UCD can be seen as the initial stage of a design process, creating
the first product that then can be iterated upon. As the name suggests, this
approach does emphasize the involvement of potential users to create a usable first
prototype of a system or product. Among the evaluation methods discussed by
Lewis and Sauro (2021) were eye tracking, survey, (software) metadata and A/B
testing. A/B testing is a blind between-group test that typically test two different
iterations or variations of the same product, system, website and the like per each
group (Lewis & Sauro, 2021). Metadata of software and the like, referred to as
analytics by Lewis and Sauro (2021), can give information about the operating time
someone used a system, what a user did at what point in time with that system, as
well as where they might have had problems as visible through longer than usual
idle times. Surveys are typically constructed out of standardized questionnaires to
collect data, both about the users as well as their experience with the product,
system, software and the like. Last but not least, the method of eye tracking gathers
data about several aspects of the gaze behavior of a user, like time to as well as time
of fixation on an area of interest, how often this area has been looked at as well as
pupil size which can be used to determine cognitive load during a task (Lewis &
Sauro, 2018; Mathot, 2018; Novak et al., 2023). With recent HMDs, eye tracking
technology has found its way into VR and VR research, thus allowing those UX
measures in VR as well (Mathot, 2018; Souchet et al., 2022).

A vital part of the UX in VR is the feeling of presence or immersion. Presence
and immersion are concerned with how real the virtual world seems and is
presented to a user (Berkman & Akan, 2019). While presence and immersion are
often used synonymously, Slater and Wilbur discussed a distinction between those
two terms in 1997. According to Slater and Wilbur (1997), immersion is the

technological side. Therefore, immersion describes to what extent the used
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technology, i.e., an HMD or other display systems, can deliver an illusion of the real
world that captivates all senses (Slater & Wilbur, 1997). Presence is described as
the subjective side. Slater and Wilbur (1997) call it “a state of consciousness, the
(psychological) sense of being in the virtual environment” (p. 605). This is often
measured via questionnaires like the Igroup Presence Questionnaire (IPQ; Schubert,
2003), in a try to grasp how much a user or participant experienced the virtual
world as being as real as the real world.

Concerning VR, UX can be influenced by a plethora of other factors as well:
cognitive load (Souchet et al., 2022), transitions (Men et al., 2017), properties of
fonts and text (Kojic et al., 2020), input devices and interactions (e.g., Beese et al.,
2022; De Paolis & De Luca, 2022; Hufnal et al., 2019), frame rate and motion
sickness, sometimes referred to as cybersickness (e.g., Davis et al., 2014; Yu et al.,
2018; Wang et al., 2023; Zhang, 2020) as well as multimodality (Martin et al., 2022)
among others.

Cognitive load, also referred to as mental load or mental workload, describes
the “relative demand imposed by a particular task, in terms of mental resources
required” (American Psychological Association, n.d.). As mentioned before,
measuring the changes in pupil size responses, also known as pupillometry, is a
common method to measure cognitive load and mental effort (Mathot, 2018). There
have been studies that use pupillometry in VR (e.g., Lee et al., 2024; Souchet et al,
2022). The results of Lee and colleagues (2024) did suggest that cognitive load
increased with the difficulty of task in VR as well, while there also was a correlation
with the self-reported cognitive load via questionnaires.

Cybersickness, sometimes referred to as VR sickness, can be a side effect of
any VR experience. It describes a phenomenon cau