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Zusammenfassung

Täglich gelangen bis zu Hunderte von Tonnen kosmischen Materials in die
Erdatmosphäre, wobei eintreffende interplanetare Festkörper geeigneter Größe
und Geschwindigkeit oberhalb von 80 km Höhe verglühen. Die anschließende
Rekombination und Polymerisation des verdampften Materials und die weit-
ere Agglomeration bilden nanometergroße Aerosole, die als meteorische Rauch-
partikel (MSP) bezeichnet werden. In entsprechenden Höhen zwischen 80 und
85 km treten mesosphärische Eiswolken auf, sogenannte nachtleuchtende Wolken
(NLC). Bislang ist die Art der Kondensationskerne für die Bildung von NLC-
Elementen noch nicht abschließend geklärt. Bisherige Studien deuten daraufhin,
dass MSP als mögliche Eiskondensationskerne dienen können, experimentelle
Nachweise fehlen allerdings. Um diese Annahme zu überprüfen, sind In-situ-
Messungen zur Sammlung von Wolkenelementen (als Sammlung auf Substraten
mit anschließender Laboranalyse) erforderlich. In-situ-Messungen in solchen
Höhen sind jedoch aufwändig und kostenintensiv und nur mit Hilfe von Höhen-
forschungsraketen möglich, weshalb die Messdatenbasis spärlich ist. Ziel dieser
Studie ist es, die Entwicklung des Konzepts eines trägheitsbasierten Partikel-
sammlers für den Messeinsatz auf einer Höhenforschungsrakete zu unterstützen:
Dies erfolgt durch die Aufstellung und Anwendung mathematischer und nu-
merischer Moḋelle der Partikeltrajektorien und -kollisionen in einem an die Flu-
iddynamik gekoppelten Verfahren. Mit Hilfe der numerischen Strömungsmecha-
nik (unter Verwendung der kompressiblen Navier-Stokes-Gleichungen) wird das
Überschallströmungsfeld mit Machzahlen von 1, 31 und 1, 75 in 85 km Höhe um
das Instrumentenmodul der Höhenforschungsrakete unter verschiedenen Flug-
lagen analysiert und die Strömungsmuster untersucht, um die Anordnung und
aerodynamische Auslegung der Sammler vorzuschlagen. Die Simulationen der
Partikeltrajektorien basierend auf dem zweiten Newtonschen Axiom unter Berück-
sichtigung von Stokesscher Widerstands- und Brownscher Kraft in einer Über-
schallströmung. Die Analyse der Partikeltrajektorien, insbesondere im Nahfeld
der Sammler unter verschiedenen Fluglagen und Partikelanzahlkonzentrationen
bestätigen die Effektivität der Sammlung von Partikeln durch das entwickelte
Design. Anschließende physikalisch-chemische Analysen des gesammelten Par-
tikelmaterials können das vermutete Vorhandensein von MSP bestätigen und
Informationen über die Zusammensetzung und Morphologie liefern. Zudem
kann die Hypothese, ob MSP als Kondensationskerne für die Bildung von NLC-
Elementen dienen, anhand des Vorhandenseins in der Probe verifiziert werden.
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Abstract

Up to hundreds of tons of cosmic material enter the Earth’s atmosphere every
day, where incoming interplanetary solids of suitable size and speed ablate at
altitudes above 80 km. Subsequent recombination and polymerization of the
vaporized material and further agglomeration is thought to form nanometer-
sized aerosols, which are denoted as meteoric smoke particles (MSP). At the
appropriate altitude between 82 and 85 km, mesospheric ice clouds, so-called
noctilucent clouds (NLC), occur. Till now, the nature of condensation nuclei
for the formation of NLC elements has not been conclusively explained. How-
ever, existing studies suppose that MSP can serve as possible ice condensation
nuclei, but experimental evidence is lacking heretofore. To gain further insights
into high atmosphere processes, in-situ measurements to collect cloud elements
(as impactions on substrates, with subsequent physico-chemical analyses) are re-
quired. However, measurements at such altitudes are complex and cost-intensive
and are only possible by means of sounding rockets, which is why only a sparse
measurement database is available. The aim of this study is the mathematical
and numerical modeling of the impaction processes coupled to the fluid dy-
namics to support the development of an inertia-based probe collector mounted
on a sounding rocket. Compressible Navier-Stokes equations are numerically
solved to analyze the supersonic flow field with Mach numbers of 1.31 and 1.75
at 85 km altitude around the instrument module of the sounding rocket under
various flight attitudes. Flow patterns are investigated for the arrangement,
orientation, and aerodynamic design of the collectors. Simulations of particle
trajectories based on Newton’s second law under the consideration of the Stoke’s
drag and Brownian force in the near-field of the collectors under consideration of
different flight attitudes and particle number concentrations in a supersonic flow
confirm the effectivity of the particle collection by the developed design of the
collectors. Simulation results show that impactions on the designated collector
surfaces are highly probable. Subsequent physico-chemical analyses of the col-
lected particulate material may provide observational evidence for the presumed
presence of MSP as well as information on the morphology and chemical com-
position. Consequently, their presence in the sample can confirm the hypothesis
of the role of MSP as condensation nuclei for mesospheric ice particles.
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1 Introduction

As planet Earth moves along its orbit through our dusty solar system, cosmic

dust accumulates in its atmosphere, where Plane, J. M. C. [2012] estimates a

mass input of up to 300 tonnes within 24 hours. Incoming interplanetary solids

(asteroids or meteoroids of diameters larger than 10 µm) with high speeds

(of more than 40 km s−1) ablate due to frictional heating from collisions with

air molecules mainly at altitudes of 80 to 90 km [Plane, J. M. C., 2003].

Subsequently, the vaporous components recombine forming nanometer-sized

aerosols, denoted as meteoric smoke particles (MSP) (hereafter often referred

to as particles). Accordingly, since the end of the 19th century the phenomenon

of noctilucent clouds (NLC) formation in the summer mesosphere (night

shining clouds, with an appearance altitude of 82 to 85 km, presumably

consisting of ice particles [Von Cossart, G. et al., 1999; Hervig, M. et al., 2001])

[Blackhouse, T. W., 1885; Jesse, O., 1890] is known and was frequently reported.

Although observations indicate small amounts of meteoric smoke in mesospheric

ice particles [Hervig, M. E. et al., 2012; Hedin, J. et al., 2014], it is not yet

known whether MSP are either involved in heterogeneous nucleation (which

e.g. Rapp, M. and Thomas [2006] considers most likely) or are captured

by coagulation on the surfaces of the ice particles after nucleation of the

mesospheric ice particles [Wilms, H. et al., 2016]. Moreover, the chemical

composition of MSP has not yet been conclusively clarified [Hervig, M. E. et al.,

2012; Asmus, H. et al., 2014]. However, since MSP are thought to form from

the material of ablated meteoroids, a corresponding composition is expected

[Hunten, D. M. et al., 1980]. Nevertheless, MSP are assumed to play a crucial

role in the formation of mesospheric phenomena: they are expected to act

as condensation nuclei for ice particles of NLC [Rosinski, J. and Snow, 1961;

Hunten, D. M. et al., 1980; Rapp, M. and Thomas, 2006; Hedin, J. et al.,

2007a; Plane, J. M. C. et al., 2015; Wilms, H. et al., 2016]. To verify this
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1 Introduction

assumption, in-situ measurements are required. So far, only a sparse database

is available, leading to large uncertainties about the interaction process and

possible interdependencies between the formation and existence of MSP and

NLC elements, which in turn mainly leads to the formulation and discussion of

theories and assumptions. One reason for the research deficit is the difficulty of

sampling or physico-chemically analyzing the mesospheric particles: Soundings

and analytical investigations at such altitudes are only possible at large effort

and considerable costs by using sounding rockets. Currently, the working group

Mobile Rocket Base (MORABA) of the German Aerospace Center (Deutsches

Zentrum für Luft- und Raumfahrt, DLR) together with Bayern-Chemie is

developing a sounding rocket, the so-called High Atmosphere Soarer (HAS)

[Naumann, K. et al., 2020], with the purpose to conduct scientific measurements

in the high atmosphere.

In this thesis, the computational fluid dynamics model is derived and coupled

with a model to compute particle trajectories for the simulation of particle im-

pactions of MSP. The derived model can be used to support the development of

an inertia-based probe collector, called Supersonic PartIcle CollEctor (SPICE),

through numerical simulations using COMSOL Multiphysics® [2023] PDE soft-

ware. The overarching goal of the SPICE development is to collect mesospheric

particles during a sounding flight. The SPICE instrument will consist of booms

radially adjacent to the instrument module of the HAS. At the tips of the

booms are substrate mounts installed with substrates on which the impacting

particles will be sampled. Off-line analyses (using scanning electron microscopy

techniques) of the collected particulate material may provide observational

evidence for the presumed presence of MSP in the mesosphere, and their

presentation on the sample (as an externally mixed deposit or embedded in a

matrix of cloud particulate material) may shed light on the role of MSP, for

example, as condensation nuclei for NLC elements. In addition, information

on the number, size, morphology, and chemical composition of those particles

sampled may be extracted.

In this regard, the development process of the SPICE instrument raises the

following questions: Of particular interest is the evaluation of the evolving flow

field around the instrument module of a sounding rocket at free stream Mach

2



1 Introduction

numbers of Ma1 = 1.31 and Ma2 = 1.75 at (85 km altitude), where the formation

of a shock wave is expected.

1) Does the shock wave affect the particle collection?

To ensure that the boundary layer does not artificially influence the impact

processes, the thickness of the boundary layer is investigated with regard to the

following question:

2) What are the requirements on the geometry of the probe collector (i.e.,

the length of the booms) to allow the particle collection well outside the

boundary layer of the rocket fuselage?

Given the arrangement of the substrate mounts and the demand that particle

impactions on the substrates are to be achieved, a careful aerodynamic design

of the substrate mounts is of crucial importance. To make predictions about

whether particle collection on the final design of the substrate mounts will be

successful, particle trajectories are calculated taking ambient conditions into

account, and the questions arise:

3) Is the design developed effective for particle impactions? Is the collection

area sufficient? How efficient is the collection mechanism? Is the efficiency

sensitive to the angles of attack?

The answers to these questions are approached by means of numerical simula-

tions presented here. Thus, the simulations will allow both prediction of the

impaction processes and conclusions about particle sampling efficiencies under

mesospheric conditions.

The outline of the present thesis is organized as follows: After the introduction in

Chapter 1, the mathematical model of the fluid dynamics as well as the particle

motions are described in Chapter 2, which is concluded with numerical analyses

of the chosen numerical discretization methods. Subsequently, the current state

of knowledge of meteoric smoke and noctilucent clouds is compiled in Sections 3.1

and 3.2. This is followed by the description of the supersonic flow simulations,

beginning with the model setup in Paragraph 3.4.2 and ending with the analysis

of the simulation results in Paragraph 3.4.3. Then, particle simulations are

conducted in Section 3.5, starting with the model setup in Section 3.5.2, followed

3



1 Introduction

by effectiveness and efficiency analysis of the SPICE instrument in Sections

3.5.7 ff. Finally, the outlook in Chapter 4 is followed by the summary and

conclusion in Chapter 5.
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2 Mathematical modeling of fluid and

particle motion

2.1 Modeling of fluid dynamics

Our Earth system is covered and surrounded by fluids, i.e., both the oceans as

a liquid component and the gaseous atmosphere surrounding Earth’s surface.

The motions, dynamics of and the interactions between the fluid’s constituents

in both regimes are described by conservative laws of fluid mechanics. One of

the mathematical models is the system of Navier-Stokes equations describing

viscous fluid motions in both compressible and incompressible cases. When the

maximum flow velocities are much smaller than the speed of sound, the natu-

ral dynamics of the atmosphere can be considered as a nearby incompressible

continuum flow and can be described by the Navier-Stokes equations for incom-

pressible fluids. These equations also apply to the motions and dynamics in

water. However, when special flow conditions prevail (i.e., when the Mach num-

ber is greater than 0.3), air is usually considered compressible [Anderson, J. D.,

2010]. In this case, strong temperature, pressure, fluid density, and velocity gra-

dients occur in compression zones and require consideration. In the following,

assumptions for the application of incompressibility are formulated and both the

compressible and incompressible Navier-Stokes equations are derived.

2.1.1 Continuum or free molecular flow

In this thesis, the continuum fluid model is considered. Prior to the mathe-

matical discussion of fluid dynamics, it is required to point out the limitations

of the considered models for continuum flow dynamics, where the motions of

viscous fluids can be described by the Navier-Stokes or Euler equations.

In general, the flow regime is characterized by the dimensionless Knudsen
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2 Mathematical modeling of fluid and particle motion

number Kn = λ
L

. If this fraction of the mean free path length λ of molecules

(i.e., the mean distance for collisions between molecules), and the characteristic

length L of an obstacle, payload, or gauge, is much smaller than one (Kn� 1)

[Kulkarni, P. et al., 2011], the flow regime is described as a continuum

flow. Here, an object embedded in the fluid perceives continuous collisions of

molecules. These take place in such a multitude and frequency that a distinction

of the individual molecular collisions is not possible and the fluid is perceived as

a continuum [Anderson, J. D., 2010]. A Knudsen number of Kn � 1 requires

a molecular dynamic flow description, since molecular collisions do not occur

frequently and an embedded body can perceive individual collisions. Between

these indicated regions, a transition flow regime is present from Kn = 0.2 to 20,

and the continuum assumption is not valid here [Bird, G. A., 1994; Kulkarni, P.

et al., 2011]. For the vertical profile of the Knudsen number in the Earth’s

atmosphere, this characteristic dimensionless quantity decreases rapidly with

altitude.

To determine the appropriate Knudsen number, the mean free path λ is calcu-

lated by [Willeke, K., 1976]:

λ = λ0

(
p0

p

)(
T

T0

)(
1 + Sµ/T0

1 + Sµ/T

)
, (2.1)

where λ0 = 0.0664 µm is the reference mean free path in air (at the pressure

p0 = 101 kPa and at the temperature T0 = 293 K, where the index 0 used refers

to this conditions of air). The expression p states the pressure with [p] = kPa,

T is the temperature with [T ] = K, and Sµ = 110 K (for air) corresponds to the

Sutherland constant, which varies for different gases.

2.1.2 Compressible and incompressible fluid motions

Considering fluids at the molecular level, they are more or less compressible (i.e.,

the fluid density is variable). In many atmospheric applications of fluid dynamics

and its simulations, the Navier-Stokes equations for incompressible fluids (where

the density is constant) are applied. The assumptions under which the fluid can

be considered as incompressible are [Pruppacher, H. R. and Klett, 2010]:

1.) u� c
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2 Mathematical modeling of fluid and particle motion

This means, that the characteristic flow velocity u must be much smaller than

the speed of sound c in air, which leads to the Mach number Ma connecting the

two quantities:

Ma =
|u|
c
, (2.2)

where the speed of sound is calculated by:

c =
√

γ Rs T , (2.3)

where γ = 1.4 is the ratio of specific heats, Rs = 287.05 J (kg K)−1 is the

specific gas constant, and T the temperature with [T ] = K.

In general, air flows with a small Mach number of Ma < 0.3 can be considered

as incompressible [Anderson, J. D., 2010]. If, on the other hand, the Mach

number exceeds the value of one (Ma > 1), as may be the case in aerodynamic

applications, the flow is said to be supersonic, and the compressibility of the

air flow, which already starts at Ma > 0.3, must be taken into account. This

leads to so-called shock regions with strong velocity, temperature, fluid density,

and pressure gradients.

Further assumptions that need to be satisfied for the incompressibility as-

sumption of air are: The frequency f of the oscillations in the air flow

[Vladimirov, V. A. et al., 2015] (e.g., detectable by velocity fluctuations due

to turbulence in vortex street wakes [Katopodes, N. D., 2018]) must satisfy to

be less than the fraction of the speed of sound c and the characteristic length L

of the obstacle,

2.) f � c
L

.

Third, it should hold that the static pressure difference of two points distant on

the characteristic length scale L, |pL1 − pL2| is much smaller than the absolute

(static) pressure magnitude pa:

3.) |pL1 − pL2 | � pa.

Static pressure is the pressure that exists in the fluid at rest (e.g., the atmo-

spheric pressure recorded by a ground sensing station) or at a great distance

7



2 Mathematical modeling of fluid and particle motion

from an embedded obstruction. Dynamic pressure is the pressure exerted by an

obstacle embedded in a flow field, or when the obstacle is moving in the fluid

because the fluid is backing upstream. This dynamic pressure, which affects

the obstacle, is then higher than the static pressure.

Finally also the magnitude of the difference of the obstacle temperature Td

to the surrounding air temperature Ta needs to be much smaller than the air

temperature for the incompressible model to apply:

4.) |Td − Ta| � Ta.

Under the assumptions 1.) to 4.) the fluid can be modeled as incompressible

without significant decrease of accuracy.

2.1.3 Navier-Stokes equations

The simulation of atmospheric fluid dynamics with its applications requires

the numerical solution of the unknown three-dimensional flow field (i.e., the

unknown flow velocity ~u) and pressure p for an incompressible fluid. The

equations used to determine the unknowns are the Navier-Stokes equations,

derived in the following for incompressible as well as compressible fluids.

An explanation can be found in the book by Anderson, J. D. [2010] and in

Schmidt, H. and Suter [2009] or Prof. Dr. J. Lorenz [1994], which the content

of this chapter refers to.

Let us assume a fluid particle ξ of a continuum starting at a certain position in

space at a time t0 = 0 s. Different approaches can be used to describe the fluid

motion. In the Lagrangian approach, the change of the fluid particle position is

used to describe the fluid motion, i.e., the particle position at the beginning is

described by ~̃x(ξ, t0) = ξ and at time t > 0 by ~̃x(ξ, t). This means that the fluid

motion is described from the perspective of the particle and by its trajectory T

with T = {(~̃x(ξ, t), t)|t ∈ I} and I ∈ [0;∞). To determine the velocity of the

particle and thus the velocity of the fluid

~̃u(ξ, t) =
∂~̃x

∂t
(ξ, t) (2.4)

8



2 Mathematical modeling of fluid and particle motion

applies. In the Eulerian approach the fluid motion is described by the spatial

point ~x = (x, y, z)T = ~̃x(ξ, t0) = ξ with fixed spatial coordinates. The veloc-

ity ~u(~x, t) in the spatial point and hence of the fluid is obtained by the time

derivation of the position vector:

~u(~x, t) = ~̃u(ξ, t) =
∂~̃x

∂t
(ξ, t), (2.5)

whereby ~x = Lt(ξ) = ~̃x(ξ, t), where Lt is the Lagrangian mapping between the

reference and actual material volume.

The Navier-Stokes equations are introduced by the Eulerian description as the

preferred approach of fluid mechanics [Altenbach, H., 2012]. The first physical

principle that introduces the Navier-Stokes continuum equation is the principle

of the mass m conservation, which states that mass can neither be created nor

destroyed. For the derivation of the continuity equation, a spatially fixed (i.e.,

constant in time) small control volume V is assumed within the flowing fluid.

Thus, the fluid enters and leaves the volume through a surface S, and the total

mass contained in the volume may change with time.

Let us first introduce the mass flow in one dimension: For this purpose, a surface

S orthogonal to the flow direction is considered. The area of S is assumed to be

so small that the flow velocity un flows through S without fluctuations, where un

is the velocity component normal to S. The mass of the fluid m (with m = ρV )

flowing through the area S with velocity un after a finite time dt is calculated

by:

m = ρ (un dt) S. (2.6)

The resulting mass flow dm
dt

, i.e., the fluid mass flowing through area S in a time

interval dt, is calculated as

dm

dt
= ρ un S, (2.7)

which leads to the so called mass flux dm
dtS

(mass flow per area S), with

dm

dtS
= ρ un. (2.8)

9



2 Mathematical modeling of fluid and particle motion

As will be seen, the mass flux term is retrieved in the following equations.

Coming back to the fixed finite, fluid-filled control volume V , where the net

mass flow (i.e., the difference between incoming and outgoing mass flow) from

the control volume (by convection) over a surface S needs to equal the change of

the mass over time within the control volume V . Starting with the representation

of a vector term of the net mass flow, considering a vector elementary surface

d~S, it reads:

ρ ~u · d~S, (2.9)

where d~S points out of the control volume by convention (i.e., d~S = ~n dS, where

~n is the outer normal vector to the surface S) and ~u is the velocity vector of the

fluid. To obtain the total mass flow through the entire control surface S, the

individual mass flows of the elemental surfaces are summed up resulting in the

integral equation ∫
S

ρ ~u · d~S. (2.10)

The mass contained in the control volume V is given by m =
∫
V
ρ dV . If the

mass in the control volume V changes with time, it is described by∫
V

∂ρ

∂t
dV. (2.11)

Combining both equations, the behavior of the fluid flowing through the fixed

control volume is expressed by∫
S

ρ ~u · d~S = −
∫
V

∂ρ

∂t
dV, (2.12)

where the change of mass in a fixed volume V is balanced by the mass flow over

its surfaces. Note: the decreasing density in the volume V requires mass outflow

(i.e., ~u · d~S is positive). Finally, equation 2.12 becomes

d

dt
m =

∫
V

∂ρ

∂t
dV +

∫
S

ρ ~u · d~S = 0. (2.13)

Considering the mass contained in the control volume in a fixed time t, this mass

can be advected to a different spatial position and volume, but does not change.

V = V (t) can be considered as a mapping of the initial material volume V0, and

the conservation of mass along advection (i.e.,
∫
V (t)

∂ρ
∂t
dV (t)) holds. Tracking the

10
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mass in the fixed control volume in time and applying the Reynold’s transport

theorem (cf. Appendix D), one comes to equation 2.13 as well. Utilizing Gauss

theorem to the surface integral (see Appendix D), equation 2.13 becomes∫
V

∂ρ

∂t
dV +

∫
V

∇ · (ρ ~u) dV = 0. (2.14)

In terms of the integral average (cf. Appendix D) the equation holds for any

arbitrary small volume V , where the resulting partial differential equation is

∂ρ

∂t︸︷︷︸
temporal change

of mass

+∇ · (ρ ~u)︸ ︷︷ ︸
change

of mass flux

= 0. (2.15)

Assuming now an incompressible fluid, where ρ 6= 0 is constant, equation 2.15

becomes

ρ ∇ · ~u = 0, (2.16)

and further simplifies to the incompressible continuity equation of:

∇ · ~u = 0. (2.17)

The next equation is the momentum equation, whose physical principle is based

on Newton’s second law:
~F =

d

dt
(m~u), (2.18)

where the change in momentum over time (i.e., the product of the mass m

and velocity ~u) of a body is equal to the general force ~F acting on it. Let us

consider the forces that occur when a fluid flows through a control volume fixed

in space. Here, body forces as well as surface forces occur. For example, the

most common body force is the gravitational force acting on the entire control

volume, and surface forces are caused by compressive or shear stresses.

For the transfer of the left side and to determine the total force ~F , let us first

consider the net body force per unit mass ~f acting on the fluid inside the control

volume V . The body force exerted on an elemental volume dV is thus ρ ~f dV

11
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and the total body force ~Fb is given by

~Fb =

∫
V

ρ ~f dV. (2.19)

Considering next the external pressure p acting on the elemental control volume

as a surface force described by −p d~S (acting in the opposite direction of d~S),

the total pressure force on the surface is obtained:

~Fp = −
∫
S

p d~S. (2.20)

The next surface force to be considered is the viscous force, with the viscous

stress tensor τ acting on the surface d~S of the elemental control volume, where

the total viscous force becomes

~Fv =

∫
S

τ · d~S. (2.21)

As the surface forces are summarized, they combine to the Cauchy stress tensor

σ (including the surface pressure and the viscous stress), which is σ = −pI + τ ,

where I := (δij)i,j∈{1,2,3} is the identity matrix.

The following approach is used for τ :

τ = 2µD − 2

3
µ(∇ · ~u)I, (2.22)

with the dynamic viscosity µ, and the deformation tensor D, with

D =
1

2
(∇~u+ (∇~u)T ) =

1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
i,j∈{1,2,3}

. (2.23)

Summing the individual forces, the total force ~F acting on a fixed control volume

while the flow passes through it is given by

~F =

∫
V

ρ ~f dV +

∫
S

σ · d~S. (2.24)

Applying the Gauss theorem to transform the surface into volume integrals, the

12
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equation becomes:

~F =

∫
V

ρ ~f dV +

∫
V

∇ · σ dV, (2.25)

with

∇ · σ = −∇ · pI +∇ ·
[
µ

(
∇~u+ (∇~u)T )− 2

3
(∇ · ~u)I

)]
, (2.26)

which results, under consideration of the row-wise application (cf. Appendix C)

with ∇·(∇~u+(∇~u)T ) = ∆~u+∇(∇·~u) and with ∇·~u = 0 for the incompressible

case, in

∇ · σ = −∇ · pI + µ(∆~u). (2.27)

The right-hand side of equation 2.18 describes the change in momentum of the

fluid within the fixed control volume as it flows through (e.g., due to the forces

described). The change in momentum with time t is

d(m~u)

dt
=

d

dt

[∫
V

ρ ~u dV

]
. (2.28)

As this equation is a vector equation, the three scalar equations are d(mui)
dt

=
d
dt

∫
V
ρui dV , where the index i = 1, 2, 3 stands for the three spatial directions.

Analogous to the mass conservation, the overall momentum change in a fixed

control volume is described by the temporal change of the momentum within

volume V and the net flow leaving the volume through the surface S:

d(mui)

dt
=

∫
V

∂(ρui)

∂t
dV +

∫
S

ρ ui ~u · d~S. (2.29)

Applying the Gauss theorem to convert the surface into a volume integral, equa-

tion
d(mui)

dt
=

∫
V

∂(ρui)

∂t
dV +

∫
S

∇ · (ρ ui ~u) dV (2.30)

results. Focussing on the term ∇ · (ρui~u) the derivative yields:

∇ · (ρui~u) =
3∑
j=1

∂

∂xj
(ρuiuj) =

3∑
j=1

∂

∂xj
(ρuj)ui +

3∑
j=1

ρuj
∂

∂xj
ui, (2.31)

where
∑3

j=1 uj
∂
∂xj

= ~u · ∇. Thus, the derivative for the i-th component is:

13
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∇ · (ρui~u) = ∇ · (ρ~u)ui + ρ(~u · ∇)ui, and coming back to a vectorial description

under consideration of the dyadic product (cf. Appendix C), following yields:

∇ · (ρ~u.~uT ) = ∇ · (ρ~u)~u+ ρ(~u · ∇)~u. (2.32)

Focussing on the incompressible fluid case with ρ = const., the derivative yields:

∇· (ρ~u.~uT ) = ρ(~u ·∇)~u. Combining the equations introduced so far with respect

to the previous calculations, the so-called Navier-Stokes momentum equation

for ρ = const. and thus ∇ · ~u = 0 in integral form is obtained:∫
V

∂

∂t
(ρ ~u) + ρ (~u · ∇) ~u dV =

∫
V

∇ · σ + ρ ~f dV. (2.33)

Since 2.33 holds for arbitrary small V , under consideration of a constant fluid

density and the integral average, the differential equation for incompressible

fluids is derived:

ρ
∂~u

∂t︸︷︷︸
temporal change

of momentum

+ ρ(~u · ∇)~u︸ ︷︷ ︸
change of

momentum by advection

= −∇pI︸ ︷︷ ︸
pressure force

+ µ∆~u︸︷︷︸
viscous shear

force

+ ρ~f.︸︷︷︸
body force

(2.34)

Without the simplification of assuming ρ = const., the equation for compressible

fluids is (note that equation 2.32 can be applied):

∂(ρ~u)

∂t
+∇·(ρ~u.~uT ) = −∇pI+∇·

[
µ

(
∇~u+ (∇~u)T − 2

3
(∇ · ~u)I

)]
+ρ~f. (2.35)

In summary, the dynamics of incompressible viscous fluids are described by the

two equations 2.15 and 2.34 for the unknown quantities velocity and pressure.

Furthermore, fluid density and temperature are assumed to be constant for in-

compressible flows. As mentioned in Section 3.4.2, air is considered compressible

when the Mach number exceeds the limit of about 0.3, and assumes supersonic

velocity when the Mach number is greater than 1. For compressible flows,

where the fluid density is not constant and thus unknown, a further equation

is required to describe the system, which is the energy equation. However,

the energy equation contains the internal energy e, where the consideration of

the internal energy equation becomes necessary. Thereby, the equation of the

internal energy contains the temperature as an unknown quantity and the ideal

14
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gas law is introduced. Thus, the five unknowns that now underlie the system

require five equations to solve. In this way, high velocity, pressure, and fluid

density gradients leading to sharp temperature gradients can be solved, with

energy being a necessary and important additional issue to be considered.

For the compressible case, the energy equation is introduced, whose physical

principle is the conservation of energy. It states that energy can neither be

destroyed nor created, but only transformed. The energy equation is based on

the first law of thermodynamics, assuming a fixed volume with an amount of

internal energy δe. This amount of energy changes when either heat is added

to the system, which is expressed as δq, or when work is done on the system

δw. Both heat and work are forms of energy and thus are responsible for energy

changes. The underlying equation is:

δe = δq + δw. (2.36)

Consider again a small control volume V of fluid fixed in space embedded in

a fluid flow. Let us focus on the energy change within an elemental volume

caused by heating. Let ~q = −k∇T be the heat flow vector, with k the thermal

conductivity and T the temperature. The energy in form of heat, flowing through

the surface into the control volume is expressed by −
∫
S
~q · d~S, which results

(under application of the Gauss theorem) in −
∫
V
∇·~q dV , and indicates the rate

of heat addition to the control volume V . Together with the term Q = Q(~x, t),

which contains the heat sources, the total rate of heat addition to the control

volume results in

−
∫
V

∇ · ~q dV +Q. (2.37)

The energy of the control volume also changes due to work done on the fluid

within the control volume, both by surface and body forces. Consider a moving

volume to which a general force ~F is applied. The work done on the body

within a small time interval dt as it is displaced by a distance d~x is described

by ~F · d~x
dt

= ~F · ~u, where ~u is again the velocity vector of the fluid.

In terms of the surface force exerted on an elemental surface element of the

control volume (with the total stress tensor σ = −pI + τ), the expression is

given by (σ~u) ·d~S, and the summation over the entire surface gives the equation
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in the limiting case: ∫
S

(σ ~u) · d~S. (2.38)

Applying Gauss’s theorem, the equation becomes:∫
V

∇ · (σ ~u) dV. (2.39)

On the other hand, considering the body force ~f , which exerts work on the fluid

throughout the volume, the equation is:∫
V

ρ ~f · ~u dV. (2.40)

Thus, the work done on the fluid in form of surface and body forces can be

summed up as: ∫
V

∇ · (σ ~u) + ρ ~f · ~u dV. (2.41)

Considering the total energy contained in the control volume, a part of it corre-

sponds to the internal energy e resulting from random molecular motions within

the volume. The other part is the kinetic energy per unit mass 1
2
u2 of the fluid

moving at a certain velocity ~u within the fixed fluid volume, i.e., the total energy

per unit mass is given by e+ 1
2
u2, where u = ‖~u‖ is the velocity magnitude. The

change in total energy within the volume as the fluid flow passes through the

control volume is described by (e + 1
2
u2)(ρ~u · d~S) (i.e., energy times mass flow

through the surface). Summing over the entire surface in the limiting case, the

equation becomes: ∫
S

(e+
1

2
u2) (ρ ~u · d~S). (2.42)

The temporal change of the total energy within the volume is:∫
V

∂

∂t
ρ (e+

1

2
u2) dV, (2.43)

and taken together, this gives the familiar form of:∫
V

∂

∂t
ρ (e+

1

2
u2) dV +

∫
S

ρ (e+
1

2
u2) ~u · d~S. (2.44)
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Applying the Gauss theorem, the expression becomes∫
V

∂

∂t
ρ (e+

1

2
u2) dV +

∫
S

∇ ·
[
ρ ~u (e+

1

2
u2)

]
dV. (2.45)

Summing the obtained terms for a fluid flowing through a fixed volume, where

heat is added to the fluid within the control volume, work is done, so that

the energy of the fluid within the fixed control volume changes as the fluid

flows through, and since the obtained equations hold for arbitrary small V ,

under consideration of the integral average, the following differential equation is

obtained:

∂

∂t

[
ρ

(
e+

u2

2

)]
︸ ︷︷ ︸

temporal change
of total energy

+∇ ·
[
ρ~u

(
e+

u2

2

)]
︸ ︷︷ ︸

change of total energy
by advection

=

−∇ · ~q +Q︸ ︷︷ ︸
heat addition

+ ∇ · (σ~u)︸ ︷︷ ︸
work due to

surface forces

+ ρ(~f · ~u).︸ ︷︷ ︸
work due to
body force

(2.46)

As can be seen, equation 2.46 contains two more unknowns (i.e., the temperature

T and the internal energy e). At the moment, there are three equations for five

unknowns, namely p, ~u, ρ, e, and T . To complete this system, a fourth equation

for the internal energy is considered, with

e = cv T, (2.47)

where cv = γ Rs

γ−1
is the specific heat capacity, γ is the specific heat ratio and Rs is

the specific gas constant. The last equation needed to solve for the temperature

is the ideal gas law

ρ =
p

Rs T
, (2.48)

which relates the fluid density to pressure and temperature, which is the usual

approach of the atmosphere [Lohmann, U. et al., 2016].

In summary, these five equations for five unknowns form a system that is

applied to simulate supersonic and compressible flow conditions in a high

Mach number model. This system of equations determines the velocity field ~u,

pressure p, density ρ, energy e and temperature distribution T .
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The ideal gas law assumption further allows the application of Sutherland’s Law

[Sutherland, W., 1893] to approximate the thermal conductivity k as well as the

dynamic viscosity µ of the ideal gas depending on the temperature, which reads

[White, F. M. and Majdalani, 2006]

k = kref

(
T

Tref

) 3
2 Tref + Sk

T + Sk

, (2.49)

and

µ = µref

(
T

Tref

) 3
2 Tref + Sµ

T + Sµ

. (2.50)

Here, kref is the reference thermal conductivity, Tref the reference temperature,

and Sk the Sutherland constant for the thermal conductivity. The second

equation includes the parameters µref , which denotes the reference dynamic

viscosity, and Sµ denoting the Sutherland constant for the dynamic viscosity.

The corresponding values are listed in Section 3.4.1.
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2.1.4 Equations of the compressible fluid motion

∂ρ

∂t
+∇ · (ρ ~u) = 0 (2.15)

continuity equation

∂(ρ~u)

∂t
+∇ · (ρ~u.~uT ) =

−∇pI +∇ ·
[
µ

(
∇~u+ (∇~u)T − 2

3
(∇ · ~u)I

)]
+ ρ~f (2.35)

momentum equation

∂

∂t

[
ρ

(
e+

u2

2

)]
+∇ ·

[
ρ~u

(
e+

u2

2

)]
=

−∇ · ~q +Q+∇ · (σ~u) + ρ(~f · ~u) (2.46)

energy equation

e = cv T (2.47)

internal energy equation

ρ =
p

Rs T
(2.48)

ideal gas law

2.2 Modeling of particle trajectories

Numerical simulations allow for understanding and predicting particle motion

(solid particles) contained in a fluid, accurately tracking the trajectory of each

particle, and analyzing particle trajectories at a resolution of microseconds or

even higher. Particle trajectories serve to provide dynamic information; they

enable visualization and analysis of vector fields within flow regimes. Moreover,

particle properties such as their kinetic energy or temperature can be studied

as a function of particle material properties.
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This work addresses the study of particles’ motion behavior in a special environ-

ment: a mesospheric region enriched with particles is considered to be penetrated

by a particle-impaction sampler moving at supersonic speeds. The motion be-

havior of the particles is of interest in that their agility to evade impaction or

their inertia leading to successful sample collection on substrates is to be in-

vestigated. The following Sections 2.2.1 to 2.2.4 give an overview of the theory

of the airborne particles for which particle trajectories are to be calculated. A

compilation of all forces acting on the particles under given conditions and thus

influencing the particles’ motion is included in the following (cf. Paragraph 2.2.5

Table 2.1). The parameters related to

1) the mesospheric region to be examined and

2) the particular properties of the particles expected in the target region

(mesosphere)

are highly individualized and are discussed in the later Chapter 3 (see Sections

3.4 and 3.5, respectively). The numerical simulations presented provide insights

into the impactions of particles on the substrates and allow an estimation of the

efficiency of particle sampling.

2.2.1 Particle volume fraction

The numerical simulation of particle transport in flow regimes includes the

modeling of the continuous phase (the driven phase, the fluid) and the discrete

phase, the particle motion (the advected phase). The equation of motion for

the continuous phase is presented in Section 2.1. The simulation of particle

trajectories with one-way coupling, where only the influence of the fluid on the

particle motion is considered, but not vice versa, always requires the simulation

of the continuous phase first, on the basis of which the particle trajectories are

subsequently calculated.

In addition, other coupling mechanisms are possible in which the particles exert

an influence on the fluid or the particles influence each other. Depending on the

underlying physical problem, the possible interactions between the two phases

must be estimated and taken into account [Gimenez, J. M. et al., 2012]. Which
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type of interaction applies depends on the concentration of the particles and is

quantified by the dimensionless parameter of the volume fraction of the particles

Φp according to Elghobashi, S. [1994], with

Φp =
nVp
V
, (2.51)

where n stands for the number of particles, Vp for the volume of a single particle

and V denotes the total volume (i.e., V = nVp + Vf ), which is composed of

the volume of the particles and the liquid volume Vf . Due to low number

concentration or nanometer-sizes of the particles, the particle volume can

be much smaller than the volume of the fluid containing the particles. This

results in particle volume fractions with values of Φp ≤ 10−6, which means

that the particle laden fluid flow is a sparse flow. Here, the particle advection

depends on the background flow at the particle position but the particle

number concentration is negligibly small that the momentum transfer (of

the particle movement) to the fluid flow does not considerably influence the

fluid flow. The subsequent simulation of particle motions in Section 3.5 uses

the one-way (or unidirectional) coupling [COMSOL®, 2012]. In contrast, a

two-way coupling physics is assumed for values 10−6 < Φp ≤ 10−3, where the

particle number concentration is higher or the particle diameters are larger,

resulting in a larger particle volume fraction. In this case, the fluid flow affects

the particle motions, however the momentum transfer of the particles affects

the fluid flow as well. For cases of so called dense suspensions, the volume

fraction of particles becomes Φp > 10−3, where mean distances between single

particles decrease resulting in a higher probability of particle interactions and

additionally internal forces due to particle interactions have to be taken into

account, which is known as a four-way coupling.

In the present thesis, the simulated particles are assumed to be spherical solid

particles with a defined diameter dp, where Vp is calculated by

Vp =
π

6
d3
p. (2.52)
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2.2.2 Stokes number

Another classification of particle properties is made by the Stokes number St

which determines how responsive a particle is referred to changes in the con-

tinuous phase. Calculated is the dimensionless parameter by [Breuer, M. et al.,

2006; Kulkarni, P. et al., 2011]:

St =
Cc ρp d

2
p uf

18 µf L
, (2.53)

where uf states the mean fluid velocity, ρp is the particle density, dp is the

particle diameter, L is the characteristic dimension of an obstacle, µf is the

fluid viscosity, and Cc the Cunningham slip corrector (Section 2.2.4). One can

show that St = τp
τf

, where τp is the particle, and τf is the fluid response time.

Since the Stokes number is proportional to the squared diameter of the particle,

it is sensitive to small diameter changes and increases fast by increasing particle

diameter. Thereby, St� 1 states that the particles are small such that response

times τp are smaller than the fluid time scale τf , and thus, react immediately

to changes. Particles exactly follow streamlines for St → 0. St ≈ 1 states

that particles are not following eddies exactly anymore, but rather centrifuge

out. For St� 1, τp � τf holds, and thus, particles can not respond to changes

adequately resulting in diverging motions compared to the fluid motion [Roy, G.,

2006; Pruppacher, H. R. and Klett, 2010].

2.2.3 Equation of motion of a particle

The particle motion is described by the second Newton’s law

d

dt
(mp~vp) =

d

dt
(mp

d~xp
dt

) = ~Ft, (2.54)

where mp determines the particle mass and ~vp = d~xp
dt

denotes the particle velocity

vector with ~xp as the particle position vector. Equation 2.54 represents the

relation between the inertial force on the left-hand side, which is proportional to

the particle mass mp and its acceleration d2~xp
dt2

. The total force ~Ft on the right-

hand side (the sum of all forces acting on a particle) depends on the particle

size and shape [Sommerfeld, M., 2008]. The forces, which make up the total

force, are induced by external fields and are, for example, the drag force or the

gravitational force. Modeling the time-dependent velocity and particle position
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requires the specification of all forces acting on the particle, which are described

below.

2.2.4 Forces acting on particles

In the present thesis, the behavior of nanometer-sized particles in air is studied.

Solid spherical particles advected by an air stream are considered for which

the condition
ρf
ρp
< 1 holds (where ρp is the particle density and ρf the fluid

density). In such cases, the dominant forces acting on the moving particles

are the drag force and the Brownian force, while additional but much smaller

forces are given inter alia by the lift force and the net gravity force (i.e., total

gravity minus buoyancy) [Sommerfeld, M., 2008; Kuerten, J. G. M., 2016]. In

the following, the aforementioned forces are described and a brief overview of

further forces that possibly act on moving particles are given.

Drag force

The resistance of a particle is reflected by its (in)ability to follow streamlines.

Small and light particles can easily follow streamlines and adapt almost

instantaneously to changes in velocity and direction, while heavier and larger

particles with higher inertia (i.e., particles larger than 0.5 µm in diameter)

cannot adequately follow streamlines [Lohmann, U. et al., 2016]. In partic-

ular, when considering particle collisions and impactions with flow obstacles,

particles with higher inertia are more likely to collide or impact with an obstacle.

For small, spherical, solid particles embedded in a flow and whose velocity rela-

tive to the fluid is small, the drag force ~FD is determined according to Stokes’ law

with [Breuer, M. et al., 2006; Pruppacher, H. R. and Klett, 2010; Burgmann, S.

et al., 2011]:

~FD = mp
~ur
τp
, (2.55)

where mp is the particle mass, τp is the particle response time, and ~ur is the

relative particle velocity, with

~ur = ~uf − ~vp, (2.56)
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where ~vp represents the particle velocity and ~uf the flow velocity at the particle

position. The response time of a particle is calculated as follows:

τp =
4 ρp dp

2

3 µf CD Rer
, (2.57)

with the particle density ρp, the dynamic viscosity of the fluid µf , the particle

diameter dp, the drag coefficient CD, and the particle relative Reynolds number

Rer. The particle response time describes the inertia of particles by abrupt

acceleration or decelerations, i.e. the ability of the particles to follow sudden

changes in the fluid flow. Larger or denser particles have much larger values of τp

than smaller and lighter particles; moreover, τp is inversely proportional to the

viscosity of the fluid. If the particles follow a strongly decelerated air flow, small

particles will match the fluid velocity much earlier than larger particles due to

the shorter response time. Furthermore, Rer is derived from [Pruppacher, H. R.

and Klett, 2010; Burgmann, S. et al., 2011]

Rer =
ρf dp |~ur|

µf
. (2.58)

For small particle relative Reynolds numbers (i.e., when Rer << 1, which is

denoted as the Stokes regime), the drag coefficient CD, which depends on the

particle Reynolds number, is given by

CD =
24

Rer
, (2.59)

and finally, the response time of the particles in the Stokes regime is defined by

τp =
ρp dp

2

18 µf
, (2.60)

according to equation 2.57. The well-known Stokes’ drag law is thus given by

~FD = 3 π µf dp ~ur, (2.61)

resulting from equation 2.55.
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Drag coefficient for larger particles

The drag force for small spherical particles is calculated according to equation

2.61. For larger relative Reynolds numbers associated with the presence of larger

particles (i.e., Rer < 800, where inertial forces dominate over viscous forces

[Kulkarni, P. et al., 2011; Hinds, W. C. and Zhu, 2022]), however, the equation

2.61 is no longer valid and a correction factor αCD must be applied to the drag

coefficient, given as [Naumann, Z. and Schiller, 1935]:

αCD = 1 + 0.15 Re0.687
r . (2.62)

This results in a modified drag coefficient C̃D [Naumann, Z. and Schiller, 1935]:

C̃D =
24

Rer
αCD =

24

Rer

(
1 + 0.15 Re0.687

r

)
. (2.63)

Since the drag coefficient is included in the calculation of τp (equation 2.57), and

the particle response time in turn is part of the drag force, ~FD is obtained by

[Kulkarni, P. et al., 2011; Hinds, W. C. and Zhu, 2022]:

~FD =
π

8
d2
p ~u

2
r C̃D ρf . (2.64)

Cunningham slip corrector

The Cunningham slip corrector Cc is a correction function applied onto the

Stokes’ drag force when the size of the embedded particles falls within the range

of the mean free path λ of the fluid or is much smaller, i.e., when the Knudsen

number of particles Knp, with

Knp =
2λ

dp
, (2.65)

where λ is the mean free path (cf. Paragraph 2.1.1), becomes larger than 1

(Knp > 1) [Kulkarni, P. et al., 2011]. Below this limit (i.e., Knp 6 1), the

particle is assumed to be in a continuum flow where the particle is much larger

than the mean free path and individual collisions are negligible. However, when

λ increases or dp decreases so that the particle diameter is smaller than λ,

the distance between air molecules increases such that a particle literally slips

through this empty inter-molecular space, which is called a slip flow regime.
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As a result, the velocity of the particle increases (due to fewer collisions with

molecules). To take this into account, a so called Cunningham slip correction

factor Cc, which is dimensionless, with

Cc = 1 +Knp

[
α + β exp

(
− γ

Knp

)]
(2.66)

is applied to the Stokes’ drag [Knudsen, M. and Weber, 1911; Millikan, R. A.,

1923]. Hereby, the unitless constants α, β, and γ are assigned different values

in the literature but do not differ significantly. The default values used by

COMSOL® [2020] are α = 2.514, β = 0.8, and γ = 0.55 [Davies, C. N., 1945].

A comprehensive list of coefficients reported by various authors can be found in

Allen, M. D. and Raabe [1982]; Allen, M. D. and Raabe [1985]. The equation

of the drag force 2.61, which takes into account the slip correction, reads as

~FD =
3 π µf dp ~ur

Cc
. (2.67)

Brownian force

For particle sizes smaller than 0.1 µm, the particle flow is affected by the Brown-

ian motion of air molecules (particle diffusion) caused by random motion. There-

fore, in the implementation of the Brownian force, the randomness of the motion

is achieved by a white (stochastic) noise term ~Z(t) [Volpe, G. and Volpe, 2013]

multiplied by the diffusion term Dd [Volpe, G. and Volpe, G., 2013]:

~FBrown = ~Z(t)
√
Dd, (2.68)

with Dd = kB T 6 π µf dp, where kB is the Boltzmann constant, and T the

absolute temperature. ~Z(t) is a discontinuous function with infinite variation, for

which an approximation at times ti is not possible. To discretize the white noise

term, a discrete sequence of random numbers ~Zi with zero mean and variance of

∆t−1 is considered. In this way, a dimensionless vector of independent, normally

distributed Gaussian random numbers ~ζi is generated for which the following

equation holds:

~Zi =
~ζi√
∆t
, (2.69)

where ∆t is the computational time step to solve for the particle trajectories.
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Thus, when implementing the Brownian force, the consideration of the move-

ment’s randomness within COMSOL® [2017a] is achieved by implementing the

force

~FBrown = ~ζi

√
6 π µf kB T dp

∆t Cc
(2.70)

[Zhao, Y. et al., 2014; Dong, S. et al., 2014], where the Cunningham slip corrector

Cc is considered according to Stoke’s drag regime [Garćıa Pérez, M. et al., 2016]

regarding the slip effect (cf. Paragraph 2.2.4). Furthermore, entries of ~ζi are

randomly generated for the Brownian force for each time step ti and for each

particle.

Gravitational force

For a particle with mass mp the gravitational force ~FG acting on the particle is

given by
~FG = mp ~g =

π

6
d3
p ρp ~g, (2.71)

where ~g is the gravitational acceleration vector. Since this force is proportional

to the mass of the particle and thus to the particle’s volume and density,

particles are increasingly less affected by this force as their diameter decreases.

The particles experience an acceleration due to the gravitational field, which

also causes an additional buoyancy force, resulting - according to Archimedes’

principle - from the volume of the fluid displaced by the particle volume. The

buoyancy force ~FB is equal to the displaced fluid mass mf multiplied by the

acceleration due to gravity:
~FB = −mf ~g, (2.72)

where the minus sign indicates that the direction of the buoyancy force is oppo-

site to gravity. Thus, the total force ~FG,tot caused by the external field acceler-

ation of gravity is given by:

~FG,tot = ~FG + ~FB = mp
ρp − ρf
ρp

~g. (2.73)

The quotient
ρp−ρf
ρp

approaches almost unity for a particle density much greater

than the fluid density and the buoyancy effect can be neglected.
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Pressure gradient force

If a particle is located within a fluid pressure gradient, the particle experiences

a fluid force, the so called pressure gradient force ~Fp (cf. equation 2.20). The

expression below for ~Fp is obtained by integrating the pressure over the particle

surface, applying Gauss’s theorem and assuming a constant pressure gradient in

the particle environment [Yin, C. et al., 2003; Shimazaki, Y. et al., 2009]:

~Fp = −mf

ρf
∇p (2.74)

Note that the viscous forces (cf. equation 2.21) are neglected since fluid shear

forces on the surfaces of small particles are negligible.

Added mass force

An accelerated particle within a fluid imparts the acceleration to the surrounding

fluid that also constitutes an inert mass. This inert (fluid) mass in turn exerts a

force on the particle, which is denoted as the added mass force1 ~Fam and which

represents a surcharge on the drag. It is described by the added (fluid) mass

multiplied by its acceleration, which is the change in particle velocity relative to

the fluid velocity:

~Fam = mf cam
d(~uf − ~vp)

dt
= mp

ρf
ρp

cam
d(~uf − ~vp)

dt
, (2.75)

where
d(~uf − ~vf )

dt
=
∂(~uf − ~vp)

∂t
+ ~vp · ∇(~uf − ~vp), (2.76)

and cam is the added mass coefficient for spherical particles, which is set to

cam = 0.5 [Brennen, C. E., 1982; Crowe, C. T. et al., 2012; Kuerten, J. G. M.,

2016]. It is to bear in mind that the force is proportional to the ratio of
ρf
ρp

and thus is greater in magnitude at a fluid density higher than the particle

density. Furthermore, if the relative acceleration (i.e. the acceleration of the

particle relative to the fluid) is small, the added mass force is neglectable. Since
~Fam has the form of an accelerating force (i.e., md~u

dt
), it can be written to the

left-hand side of equation 2.54. This term is often referred as the ’added mass’

[Brennen, C. E., 1982] of air that is accelerated when a particle is accelerated.

1Also denoted as virtual mass force.
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Saffman (lift) force

A particle embedded and moving in a fluid experiences a force when it enters

an area of shear flow perpendicular to the relative motion of particle and fluid

(e.g., when it enters an area with a flow field influenced by walls). The velocity

gradient around the particle causes the flow velocity on one side of the particle

to be higher than on the other. This causes a non-uniform pressure field on the

particle surface. The resulting force is the so-called Saffman-force ~FS (derived

from Saffman, P. G. T. [1965], written for a simplified two-dimensional case).

It is perpendicular to the direction of the flow field, it is proportional to the

velocity shear |∂~uf
∂y
|, and it faces towards the positive velocity gradient:

~FS = 1.615 ~ur d
2
p

√
ρf µf

∣∣∣∂~uf
∂y

∣∣∣. (2.77)

The derivation of the Saffman-force is based on the presumption of a particle

Reynolds number of Rer < 1. It can be shown that an extending of equation

2.77 yields to:

~FS = 1.615 d2
p
~Lf

√
ρf µf

|~ur|
|~Lf |

, (2.78)

where
~Lf = ~ur × [∇× ~ur] , (2.79)

with the cross product × (cf. Appendix C). After some calculation, one obtains

~FS = 1.615 d2
p
~Lf

√
ρf µf

1

|∇ × ~ur|
. (2.80)

Apparently, the force is proportional to the square root of the shear rate and is

therefore only relevant for particles moving in a flow field constituting a velocity

gradient. However, for particles with higher Reynolds numbers, the Saffman

force must be adapted, where the respective formula is derived by Mei, R. and

Klausner [1994].
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2.2.5 Comparison of the forces

Since forces listed in Section 2.2.4 depend on different variables and cases, the

individual forces are put in relation to Stokes’ drag force ~FD presented in Ta-

ble 2.1.

forces and their relation importance in reference to Stokes’
to the Stokes’ drag force drag force

Brownian force:
~FBrown

~FD

∼
√

1
dp~u2

r

~FBrown is indispensable for nanometer-sized particles.

~Fp neglectable for nanometer-sizes

pressure gradient force:
~Fp

~FD

∼ d2p∇p
~ur

of dp and small pressure gradients

around the particle.

gravitational force:
~Fg

~FD

∼ d2p
~ur

~Fg neglectable for nanometer-sized particles.

~FL neglectable for nanometer-

Saffman force:
~FL

~FD

∼ dp

√
~ur×[∇×~ur]

~ur
sized particles or

small relative velocities.
~Fam neglectable for nanometer-sized particles

added mass force:
~Fam

~FD

∼ d2
p

d(~uf−~vp)
dt and for a small relative acceleration of

the particle.

Table 2.1: Relation of different forces to Stokes’ drag force.

Thus, the influence of individual variables can be estimated and the impact of

respective forces can be analyzed in relation to Stokes’ drag force ~FD. From the

comparisons in Table 2.1, it can be deduced that the pressure gradient force ~Fp,

the gravitational force ~Fg, the Saffman lift force ~FL, and the added mass force
~Fam are negligible compared to the drag force ~FD when the particles considered

are on the nanometer scale. However, the importance of the Brownian force
~FBrown increases with decreasing particle diameter.

2.2.6 Analytical solution of the particle equation of motion

The goal of this section is to derive the analytical solution of the ordinary dif-

ferential equation 2.54, which is now simplified so that an analytical solution

can be easily found. Only the drag force is considered. Furthermore, a uniform

one-dimensional flow with u = const. is assumed. The initial particle velocity v
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at t0 = 0 is defined as v0 = v(t0) and the particle position for the initial state

as x0 = x(t0). The underlying equation

d2x

dt2
=
dv

dt
=

1

τp
(u− v) (2.81)

can be analytically integrated with the assumed simplifications leading to the

following result for the particle velocity v:∫ v

v0

1

u− v′
dv′ =

∫ t

t0

1

τp
dt′

⇔ − ln

(
u− v
u− v0

)
=

t

τp
− t0
τp

t0 = 0
=

t

τp

⇔ u− v = (u− v0) exp

(
− t

τp

)
⇔ v(t) = u

[
1− exp

(
− t

τp

)]
+ v0 exp

(
− t

τp

)
.

(2.82)

Integrating a second time to determine the particles position x, the result is

x(t) = x0 + u

[
t− τp

(
1− exp

(
− t

τp

))]
+ τpv0

[
1− exp

(
− t

τp

)]
. (2.83)

The analytical solution is possible due to the simplifications made mainly due

to the one-dimensional assumption of a constant flow velocity in time. However,

in real applications the equation of motion of particles is more complex (cf.

equation 3.13 in Section 3.5.3). Furthermore, the flow field is spatially variable

(i.e., ~u(~x(t), t)) which makes it impossible to find an exact analytical solution

for the whole domain. This is where the numerical solution of the equation of

motion of particles comes into play to approximate the real particle motion.

With respect to the particle response time τp, which indicates how fast the

particles react to sudden changes in the ambient flow (see Section 2.64), it is

recommended that the time-dependent solver chooses time steps comparable

to the particle response time or smaller. In this way abrupt decelerations of

particles down to low velocities are resolved. Taken together, τp determines the

step size for appropriate accuracy [Boucher, C., 2020] (more on this in Section

3.5.5).
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To investigate the particles’ velocity evolution with time (according to equation

2.82) together with the distance covered by the particle (cf. equation 2.83),

the particle response time τp = 2.67 · 10−11 s (for particles with diameters of

1.2 · 10−9 m, according to the following investigations in Section 3.5) is applied.

Furthermore, the time t, particle velocity v, and particle position x are trans-

ferred into dimensionless variables td, vd, and xd according to Boucher, C. [2020]

with:

td =
t

τp
, vd =

v

u
, xd =

x

uτp
. (2.84)

The resulting dimensionless analytic solutions (by replacing the variables in

equations 2.82 and 2.83 by the dimensionless variables from 2.84) are:

vd = 1− exp (−td), (2.85)

xd = td + exp (−td)− 1. (2.86)
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Figure 2.1: Particle velocity evolution and particle distance with time of a particle with
a diameter of 1.2 ·10−9 m initially at rest. The vertical marker depicts the
particle’s response time of τp = 2.67 · 10−11 s.

Figure 2.1 depicts the dimensionless velocity, and the position evolution of a

particle with respect to time t, for a particle initially at rest (i.e., with v =

0 m s−1 at t0 = 0 s). The asymptotic course of the particle velocity can be seen,

with the highest particle acceleration at the beginning of the particle motion.

The distance traveled by the particle after the initial acceleration phase shows a

linear progression. The vertical line marks the particle reaction time τp, where
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(starting from a particle at rest at time t0 = 0 s) the particle reaches 63.2% of

the fluid velocity [Novotnỳ, J. and Manoch, 2012]. The effect of an additionally

considered Brownian force (see equation 2.70) in equation 2.81, i.e.:

mp
d2~x

dt2
= ~ζ

√
6 π µf kB T dp

∆t Cc
+

3 π µf dp ~ur
Cc

, (2.87)

on the particle velocity evolution is depicted in Figure 2.2, where the solution

is achieved numerically by the explicit Euler method. The effect of the force

inherent with the Brownian molecular motion is clearly visible in the random

characteristics.
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Figure 2.2: Particle velocity evolution with time under consideration of the Stokes’
drag and the Brownian force of a particle with a diameter of 1.2 · 10−9 m
initially at rest.

2.3 Discretization methods

2.3.1 Finite element method

Since the analytical solution of the system of incompressible Navier-Stokes equa-

tions (cf. Paragraph 2.1.4) is hardly possible (due to complexity and nonlinear-

ity), and if, only in certain points, an approximate solution in nodal points can

be found by the finite element method (FEM) spatial discretization. The nodal

points result from the structuring of the geometry by small elements, which in

sum cause the formation of a mesh. This method leads to a discrete solution of

the problem in space. Advantageous of the finite element method is its flexibil-

ity to discretize complex three-dimensional geometries with a variety of different
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element shapes [Lewis, R. W. et al., 2004; Date, A. W., 2005]. To numerically

solve the system of equations (Section 2.1.4), the FEM based simulation software

COMSOL Multiphysics® [2023] is utilized.

Mesh generation

In the FEM, the simulation volume is discretized into non-overlapping finite

elements [Knothe, K. and Wessels, 2017]. Thereby, for the three-dimensional

space, element shapes of tetrahedral, pyramidal, prismatic or hexahedral can be

used [COMSOL®, 2018b]. All elements together form a generated mesh, with

mesh elements specified by a discrete number of nodes. How many nodes are

generated per element type depend on the shape (interpolation) function used

(see Section 2.3.1), and is related to the accuracy of the FEM. In this thesis,

the fluid domain is discretized by a combination of tetrahedral, pyramidal as

well as prismatic mesh elements. In the simulations presented in the following

Chapter 3, the details of the meshes (e.g., element sizes and number of generated

elements) are given due to the different shapes and complexity of the geometry

in different simulation studies.

Spatial discretization

After mesh generation, the discrete approximation of the partial differential

equations is performed, resulting in numerical model equations. A detailed

example of the application of the FEM to the one-dimensional heat equation can

be found in Klug, B. S. [2018]. The application of one dimensional up to three

dimensional elements is explained in Lewis, R. W. et al. [2004] and Reddy, J.

N. and Gartling [2010]. For further details, please see the corresponding pages.

A general overview of the FEM is given here, with emphasis on stabilization

strategies used in fast advection regimes, as is the case in supersonic flows.

First, so-called shape functions (or basis functions or interpolation functions,

since they interpolate values between nodes) are defined on the mesh elements.

Which shape functions are used depend on the order of convergence of the

method (i.e., the accuracy of the discrete approximation), with the goal to rep-

resent field quantities restricted to certain areas [Lewis, R. W. et al., 2004]. In

this context, shape functions are polynomial functions (linear, quadratic or cu-

34



2 Mathematical modeling of fluid and particle motion

bic polynomial functions are applied). The shape functions have the property

of taking the value one at one of the nodes of an element and being zero at

the other nodes [Frei, W., 2016]. The accuracy of the interpolation increases

with increasing polynomial order. Consequently, however, with higher polyno-

mial order the number of nodes increases, which directly affects the computation

time. To formulate the numerical model, equations of the mathematical model

are transferred into a weak formulation, where the equation needs to be ful-

filled only in an integral sense [Reddy, J. N. and Gartling, 2010; Knothe, K.

and Wessels, 2017]. To obtain the element equations, a linear combination of

the unknown field variables multiplied by the corresponding shape function is

inserted instead of the continuous solution, resulting in a system of equations

(one equation for each node). Once the system is solved (i.e., for velocity, pres-

sure, energy, temperature, and density), the field variables for individual points

(e.g., the velocity or pressure) are determined in each node [Schwarz, H.-R. and

Köckler, 2013].

2.3.2 Stabilization techniques

Numerical approximation methods such as the finite element method de-

velop instabilities when modeling convection-diffusion equations in convection-

dominated regimes [Bayramov, N. R. and Kraus, 2015]. If convective terms are

discretized by central differences in the finite difference method (FDM), explicit

time discretization leads to unconditionally unstability, which can be shown (cf.

Rezzolla, L. [2013]). Using linear shape functions in FEM leads to similar diffi-

culties. As a result, the stabilization of the numerical scheme is required (which

can be achieved on the one hand by choosing mesh element sizes appropriately

(refinement of mesh elements), leading to an increase in computational costs

[Schlegel, F., 2014]), where a stable discretization can be achieved by adding

artificial diffusion terms. In the following, two methods of artificial diffusion

stabilization are described, which are applied in the context of FEM and FDM:

1) the convection term is approximated by the upwind finite difference scheme,

which results in adding an artificial diffusion term (appended to the phys-

ical diffusion) to the central differences of the convective term. The dis-

advantage of the upwind scheme is its first-order accuracy in space, but

the advantage of good stability properties in convection-dominated regimes
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[Brooks, A. N. and Hughes, 1982],

2) the so-called streamline diffusion finite element method is applied, where

artificial diffusion is added only in the flow (streamline) direction [Sem-

per, B., 1994; John, V. and Schmeyer, 2009].

In the following, both methods are explained for a simplified linearized case

of a constant convective velocity. Consider a bounded domain Ω in R2. The

two-dimensional mass-conserving convection-diffusion equation is given by:

∂c

∂t
+∇ · (~vc)− ε∆c = 0, (2.88)

with the concentration c(x, y, t) : R2×R+ → R of a substance at location (x, y)

and time t, the flow velocity ~v = (v1, v2)T ∈ R+
2 , and ~v being constant and

positive in both spatial directions, and the diffusion coefficient ε ∈ R. The

initial value and boundary condition are given by:

c(x, y, t = 0) = c0(x, y), (2.89)

(ε∇c− ~vc) · ~n = 0, (2.90)

with ~n the outer normal vector to the boundary ∂Ω of Ω. The spatial finite

difference approximation of equation 2.88 by the upwind scheme (1) with the

temporal discretization by implicit Euler results in:

cn+1
ij − cnij

∆t
+ v1

cn+1
ij − cn+1

i−1,j

∆x
+ v2

cn+1
ij − cn+1

i,j−1

∆y
− εD2(cn+1

ij ) = 0, (2.91)

with D2(cn+1
ij ) =

cn+1
i−1,j−2cn+1

i,j +cn+1
i+1,j

∆x2 +
cn+1
i,j−1−2cn+1

i,j +cn+1
i,j+1

∆y2 , the central approximation

of ∆c. Equation 2.91 can be rearranged to

cn+1
ij − cnij +

v1∆t

∆x
(cn+1
ij − cn+1

i−1,j) +
v2∆t

∆y
(cn+1
ij − cn+1

i,j−1)−∆tεD2(cn+1
ij ) = 0, (2.92)

and rewritten under consideration of the central differences Dx(c
n+1
ij ) =
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1
2∆x

(cn+1
i+1,j − cn+1

i−1,j) and Dy(c
n+1
ij ) = 1

2∆y
(cn+1
i,j+1 − cn+1

i,j−1) to:

cn+1
ij − cnij + v1∆tDx(c

n+1
ij )− v1∆t∆x

2
D2
x(c

n+1
ij ) +

v2∆tDy(c
n+1
ij )− v2∆t∆y

2
D2
y(c

n+1
ij )− εD2(cn+1

ij t) = 0

(2.93)

and with the step size h = ∆x = ∆y, together with ∇h := (Dx,Dy)
T to:

cn+1
ij − cnij + ∆t~v · ∇hcn+1

ij −
∆th

2
(v1D2

xc
n+1
ij + v2D2

yc
n+1
ij )︸ ︷︷ ︸

artificial diffusion

−∆tεD2(cn+1
ij ) = 0.

(2.94)

It is shown that the upwind scheme leads to central differences in the convective

term and an artificial (isotropic) diffusion term. However, the upwind method

has been criticized since its additive diffusion term can falsify the underlying

physical transport process [de Vahl Davis, G. and Mallinson, 1976]. The

artificial diffusion term is supposed to be considerably less than the physical

diffusion [Gresho, P. M. and Lee, 1981]. Furthermore, a fine mesh resolution

is required (the amount of the added diffusion depends on the mesh size).

Note that the added artificial mass diffusion is of order O(h2), if the Courant-

Friedrichs-Lewy condition holds (i.e., α = ∆t‖~u‖
h
≤ 1) [Courant, R. et al., 1928].

This is the necessary condition to obtain stable numerical solutions by explicit

time discretizations.

COMSOL Multiphysics® applies by default the so-called streamline diffusion,

which is an upwind-like method, but is not part of the critique with regard

to the added artificial diffusion [Brooks, A. N. and Hughes, 1982], since the

diffusion is added only in the advection direction. It is based on the addition

of a so-called streamline diffusion term to equation 2.88. In the following, the

convective diffusion equation 2.88 is considered in the weak formulation for an

arbitrary test function φ ∈ V = H1(Ω), where V is the Sobolev space, with

φ|∂Ω = 0:∫
Ω

cn+1 − cn

∆t
φ dx+

∫
Ω

∇ · (~vcn+1)φ dx− ε
∫

Ω

∆(cn+1)φ dx = 0, (2.95)

37



2 Mathematical modeling of fluid and particle motion

where backward Euler (time discretization) is applied. By the application of

the spatial discretization of the domain, the integration by parts, and the Gauss

theorem, the equation results in:∫
Ωh

cn+1
h φ dx−∆t

∫
Ωh

~vcn+1
h ·∇φ dx+∆tε

∫
Ωh

∇cn+1
h ·∇φ dx =

∫
Ωh

cnhφ dx, (2.96)

with Ωh =
∑

K ΩK , where K states the specific mesh cell. Rewriting equa-

tion 2.96 with the use of the scalar product in L2(Ωh) (< ·, · >L2(Ωh)) leads to

(omitting the spatial discretization index):

< cn+1, φ >L2(Ωh) +∆t < ∇φ, (−~vcn+1 + ε∇cn+1) >L2(Ωh)=< cn, φ >L2(Ωh).

(2.97)

For the streamline diffusion method, a directional derivative of the residual term∑
K

τK∆t < Res, ~v · ∇φ >L2(Ωh) (2.98)

is added to equation 2.97 for stabilization [Johnson, C. et al., 1987] (i.e., stream-

line change of the Residuum [Bayramov, N. R. and Kraus, 2015] in the direc-

tion of convection [John, V. and Schmeyer, 2009]), where τK is a parameter

depending on the mesh cell and is called the streamline-diffusion parameter

[Roos, H.-G. and Zarin, H., 2003], where the literature gives various proposals

(e.g., τK = hK
2∆t‖~v‖2 , cf. equation 2.107, where ‖·‖2 is the Euclidean norm of a

vector, with the size hK of the domain element ΩK), and the residual Res, with

[Bayramov, N. R. and Kraus, 2015]:

Res := cn+1 − cn + ∆t ∇ · (~vcn+1 − ε∇cn+1), (2.99)

which describes the numerical error of the discrete approximation scheme. Equa-

tion 2.96 states now:∫
Ωh

cn+1φ dx−∆t

∫
Ωh

~vcn+1 · ∇φ dx+ ∆t

∫
Ωh

ε∇cn+1 · ∇φ dx +∑
K

τK∆t < Res, ~v · ∇φ >L2(Ωh)=

∫
Ωh

cnφ dx,
(2.100)
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where the integral form of the added term yields:

∑
K

τK∆t

[∫
Ωh

(cn+1 − cn)~v · ∇φ dx+ ∆t

∫
Ωh

[
~v ∇ · (~vcn+1)

]
· ∇φ dx

]
−
∑
K

τK(∆t)2

∫
Ωh

~v(∇ · (ε∇cn+1)) · ∇φ dx.
(2.101)

Thus, with the application of the scalar product in L2, the final equation (after

adding the residual terms) states:∑
K

< cn+1, φ >L2(Ωh) +
∑
K

∆t < ε∇cn+1 − ~vcn+1,∇φ >L2(Ωh) +∑
K

τK∆t < (cn+1 − cn), ~v · ∇φ >L2(Ωh) +∑
K

τK(∆t)2 < ∇ · (~vcn+1 − ε∇cn+1), ~v · ∇φ >L2(Ωh) =
∑
K

< cn, φ >L2(Ωh).

(2.102)

To show the effect of the added terms, let us consider the convective terms of

equation 2.102 in the integral form:

−∆t
∑
K

∫
Ωh

~vcn+1(x) ·∇φ dx+
∑
K

τK(∆t)2

∫
Ωh

~v ∇·(~vcn+1(x)) ·∇φ dx (2.103)

with x ∈ Ωh. Rearranging 2.103 results in:

−∆t
∑
K

∫
Ωh

~v
[
cn+1(x)− τK∆t∇ · (~vcn+1(x))

]
· ∇φ dx, (2.104)

where, considering the directional derivative (∇·(~vc(x)) = ~v ·∇c(x) = ∂c
∂~v

, where

vector ~v is of arbitrary length in this case), 2.104 is transformed into:

−∆t
∑
K

∫
Ωh

~v

(
cn+1(x)− τK∆t

∂cn+1

∂~v

)
· ∇φ dx. (2.105)

Finally, using Taylor’s expansion for c and omitting error terms, we get:

−∆t
∑
K

∫
Ωh

~v cn+1 (x− τK∆t~v) · ∇φ dx, (2.106)
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where equation 2.106 is the weak form of the total convective term with the

displacement of c in the upwind direction (i.e., into the opposite ~v direction).

For the approximation point x within Ωh, the argument can be shifted by

τK∆t‖~v‖2 ≤ hK
2

, i.e.,

τK ≤
hK

2∆t‖~v‖2

(2.107)

holds. This means that the shift of the x-argument (x is located centrally in

Ωh) does not exceed the considered mesh cell.

To explain how the added convective terms are associated with the artificial dif-

fusion in streamline direction, let us consider the convective part of the residual

again: ∑
K

τK(∆t)2

∫
ΩK

~v(∇ · (~vcn+1)) · ∇φ dx, (2.108)

which can be rewritten under consideration of the integration by parts to∑
K

τK(∆t)2

∫
ΩK

[
~v(~v · ∇cn+1)

]
· ∇φ dx =

−
∑
K

τK(∆t)2

∫
ΩK

∇ · (~v(~v · ∇cn+1)) φ dx,

(2.109)

which results under application of the directional derivative of c in direction of

~v in

−
∑
K

τK(∆t)2

∫
ΩK

∇ ·
(
~v
∂cn+1

∂~v

)
φ dx, (2.110)

and further in

−
∑
K

τK(∆t)2

∫
ΩK

~v · ∇∂c
n+1

∂~v
φ dx. (2.111)

Finally, under consideration of the directional derivative, the added convection

term 2.108 forms into

−
∑
K

τK(∆t)2

∫
ΩK

∂

∂~v

∂cn+1

∂~v
φ dx =

−
∑
K

τK(∆t)2

∫
ΩK

∂2

∂~v2
cn+1(x)φ dx,

(2.112)
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which is the second directional derivative with regard to the streamline

(convective) direction, called the streamline diffusion.

Analogously to 2.106 it can be shown that the mass term of equation 2.102

is evaluated in a point lying backward along the streamline (thus, in upwind

direction):∑
K

∫
Ωh

(cn+1 − cn)φ dx+
∑
K

τK∆t

∫
Ωh

~v(cn+1 − cn) · ∇φ dx, (2.113)

which is rewritten into (under consideration of the integration by parts):∑
K

∫
Ωh

(cn+1 − cn)φ dx−
∑
K

τK∆t

∫
Ωh

∇ · (~v(cn+1 − cn))φ dx, (2.114)

and under consideration of the directional derivative to∑
K

∫
Ωh

[
(cn+1 − cn)(x)− τK∆t

∂(cn+1 − cn)(x)

∂~v

]
φ dx. (2.115)

Subsequently, with the consideration of the Taylor expansion (omitting the

higher order terms), the final equation is reached:∑
K

∫
Ωh

(cn+1 − cn)(x− τK∆t~v) φ dx, (2.116)

where again the argument of function c is shifted in the opposite direction of

~v (i.e., upstream). One can show, using the same technique, that by adding

a viscous residual term, the corresponding viscous terms in equation 2.102 are

evaluated at a point x − τK∆t‖~v‖2, i.e., shifted by length τK∆t‖~v‖2 in the

opposite (upstream) ~v direction, which is analogous to the upstream strategy.

2.3.3 Time discretization for fluid equations

For the discretization in time of the fluid problem, COMSOL Multiphysics®

applies the method of backward differentiation formulas (BDF). In contrast to

a classical approach of solving the equations by numerical integration in time,

the BDF is based on numerical differentiation. In the BDF method, the initial

value problem with the unknown function
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y′(t) = f(t, y(t)), (2.117)

with the initial condition of y(t0) = y0, approximations yn+1 ≈ y(tn+1) of previ-

ous values yn−k+1, ..., yn at times tn−k+1, ..., tn are considered. Here, the integer k

represents the applied number of previous approximations (steps). The general

backward differentiation formula to determine yn+1 is [Voß, H., 2010]:

k∑
i=0

αi ∇iyn+1 = ∆t f(tn+1, yn+1). (2.118)

Here, αi is a coefficient and ∆t denotes the time step. For the coefficient αi fol-

lowing holds: α0 = 0 and αi = 1
i

for i ≥ 1 [Voß, H., 2010]. The backward differes

∇iyn are defined by ∇0yn := yn and ∇i+1yn := ∇iyn − ∇iyn−1. Considering

the one and two steps (k = 1 and k = 2) of the BDF method [Hairer, E. et al.,

2000; Prof. J. M. Melenk, 2010] following discretization methods are obtained,

having the orders of convergence one and two:

k = 1 : yn+1 − yn = ∆tf(tn+1, yn+1);

k = 2 : 3yn+1 − 4yn + yn−1 = 2∆tf(tn+1, yn+1).

Note that the BDF with k = 1 is the backward Euler method (used in the

previous Section 2.3.2 on the stability of the spatial discretization method).

Higher orders of the BDF are not explicitly listed here since they are not

applied in this study. The BDF methods are advantageous due to their good

stability behavior, characterized by unbounded stability regions. The stability

regions are the set of permitted ∆t to reproduce the decreasing behavior of the

solution to the test equation y′ = λy, y ∈ C−. For lower orders k = 1 and k = 2,

the BDF methods are absolutely stable, where the stability region contains the

entire negative complex plane. Higher order BDF have the property that the

negative real axis describing values of λ∆t lies entirely in the stability region,

but only a sector of the negative complex plane is contained in the stability

region, which is determined by an angle α. This angle is given as the angle

between a tangent line to the inner edge of the stability region, starting at

the origin, and the negative real axis. If α is less than 90° (i.e., α / 90°),
there is no absolute stability, but still a method with good stability properties,
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which makes the BDF method advantageous for stiff problems [Quarteroni, A.

et al., 2010; Bärwolff, G., 2015]. Note that for BDF with k = 2, α = 90°,
and the method is A-stable. Higher order BDF methods (k ≥ 3 to k ≤ 6)

are so-called A(α)-stable, where α is the aperture angle of the stability sector

at which α ∈ (0, π
2
), as shown in Figure 2.3 for the BDF order k = 4 with

α = 73°. The BDF with k = 1 and k = 2 are implemented in COMSOL® for

this investigation for the time discretization.

k = 2

k = 3

k = 4

Re

Im

α

Figure 2.3: Boundaries of stability regions of different orders k of the BDF method,
absolute stability (A-stability) is guaranteed for the order up to k = 2,
where Re states the real axis and Im the imaginary axis. Higher orders up
to k ≤ 6 are A(α)-stable (based on [Bärwolff, G., 2015]).

2.3.4 Discretization for particle equations

The equation for particle dynamics is represented by a second order linear dif-

ferential equation

M ~̈x(t) = ~f(t, ~x, ~̇x) (2.119)

with initial conditions ~x(0) = ~x0 = ~d and ~̇x(0) = ~̇x0 = ~v0 (cf. Section 2.2.6). The

expression M ∈ Rn×n is the constant mass matrix, ~a(t) = ~̇v(t) = ~̈x(t) ∈ Rn is

a vector of acceleration and ~f(t, ~x, ~̇x) ∈ Rn is the vector representing the acting

forces. For simplicity in this section, dots mark time derivatives with respect to

time t. Recall that ~v(t) = ~̇x(t) ∈ Rn is the vector of velocity and ~x ∈ Rn the

vector of the particle positions. Reforming equation 2.119 into a system of first
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order differential equations it yields to

~̇x = ~v

~̈x = ~̇v = ~a

M ~a = ~f(t, ~x, ~̇x).

(2.120)

For the system 2.120, the generalized alpha method was developed by Chung, J.

and Hulbert [1993], which is a non-standard implicit second order method

[Jay, O. L. and Negrut, 2009]. By this method, one step from (tn, ~xn, ~vn,~an+α)

to (tn+1, ~xn+1, ~vn+1,~an+1+α) where tn+1 = tn + ∆t, and with ~xn, ~vn, ~an+α the

approximations of ~x(tn), ~v(tn), ~a(tn + α∆t) (where α represents the shift in

the acceleration evaluation position) is performed as follows: first, the equation

~̈x = ~a is approximated by the second difference

~̈x ≈ ~xn+1 − 2~xn + ~xn−1

(∆t)2
. (2.121)

By using ~xn−1 = ~xn − ~vn∆t it results in the following approximation for ~xn+1:

~xn+1 = ~xn + ∆t~vn + (∆t)2

((
1

2
− β

)
~an+α + β~an+1+α

)
, (2.122)

with the application of the algorithmic parameter β (cf. equation 2.125). The

next approximation of ~̇v = ~a with a linear combination of ~an+α and ~an+1+α

results in:

~vn+1 = ~vn + ∆t
(
(1− γ)~an+α + γ~an+1+α

)
(2.123)

and the last equation M ~a = ~f(t, ~x, ~̇x) is discretized by

M
[
(1− αm)~an+1+α + αm~a

n+α
]

= ~f(tn+1, ~xn+1, ~vn+1) (1− αf ) + ~f(tn, ~xn, ~vn)αf ,

(2.124)

with ~x0 = ~d, ~v0 = ~v and ~a0 = M−1 ~f(0). The following algorithmic parameters

β, γ, αm, αf usually applied are [Chung, J. and Lee, 1994; Bonelli, A. et al.,

2002; Fung, T. C., 2003; Jay, O. L. and Negrut, 2009]:

αm =
2ρσ − 1

1 + ρσ
, αf =

ρσ
1 + ρσ

, β =
(1− α)2

4
, γ =

1

2
− α, (2.125)

with α := αm − αf and ρσ ∈ [0, 1] which controls numerical dissipation and
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damping of high frequency numerical modes of no interest (with ρσ = 1 there

is no numerical dissipation) [Erlicher, S. et al., 2002; Arnold, M. and Brüls, 2007].

For special cases of the above algorithmic parameters, well known discretization

methods are achieved. Assume the algorithmic parameter ρσ = 1, with αm = 1
2

and αf = 1
2

resulting in α = 0, and β = 1
4

and γ = 1
2
, which gives the well

known trapezoidal rule:

~xn+1 = ~xn + ∆t~vn +
(∆t)2

2

(
1

2
~an +

1

2
~an+1

)
(2.126)

~vn+1 = ~vn +
∆t

2

(
~an + ~an+1

)
(2.127)

M

(
1

2
an+1 +

1

2
an
)

=
1

2
~f(tn+1, ~xn+1, ~vn+1) +

1

2
~f(tn, ~xn, ~vn). (2.128)

By choosing αm = 0 and αf = 0 resulting in α = 0 and choosing β = 0

independently on equations 2.125 and γ = 1
2
, the algorithm of Störmer and

Verlet, L. [1967] is achieved, with

~xn+1 = ~xn + ∆t~vn +
h2

2
~an (2.129)

~vn+1 = ~vn +
∆t

2

(
~an + ~an+1

)
(2.130)

M~an+1 = ~f(tn+1, ~xn+1, ~vn+1). (2.131)

The advantage of the generalized alpha method lies in its structure by allowing a

much lower damping effect compared to low orders of BDF, so it is more accurate.

This method is implemented in the COMSOL® particle tracking module and is

applied in these studies.
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3 Supersonic flow simulations around a

sounding rocket tip and simulations

of the impaction-based collection of

submicron aerosols

The existence of mesospheric noctilucent clouds (NLC) (or night shining clouds)

is known since the end of 19th century and they were first observed and reported

by Blackhouse, T. W. [1885] and Jesse, O. [1890]. The main occurrence of NLC is

in the summer months (June/July) and at altitudes of 82 to 85 km [Turco, R. P.

et al., 1982; Baumgarten, G. and Fiedler, 2008; Hervig, M. E. et al., 2011]. So

far, the composition of NLC elements, especially the nature of condensation

nuclei onto which the NLC elements can form at this altitude has not yet been

conclusively explained [Lübken, F.- J., 2005].

Figure 3.1: Detailed geometry of the instrument module.

In contrast to the lower atmosphere, where troposphere and tropopause have

been extensively studied, the mesosphere and lower thermosphere have been
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insufficiently explored, as here in-situ measurements are associated with a

high level of technical complexity and effort. High altitude aircrafts and

research balloons do reach altitudes above 20 to 45 km [Plane, J. M. C., 2012].

Although remote sensing methods such as Lidar or Radar ensure a continuous

data acquisition, the measurement information is limited. To investigate

the mesosphere and lower thermosphere (MLT region), and in particular to

collect mesospheric particles, atmospheric soundings by rockets seem to be

alternativeless.

In this Chapter the numerical modeling of supersonic fluid dynamics around

the instrument module of a sounding rocket and of the sampling efficiencies

concerning impaction-based collection of mesospheric particles are provided.

Mesospheric particles, presumably meteoric smoke particles (see Section 3.1),

may have a significant importance in the formation of mesospheric ice particles

(as ice condensation nuclei), such as in the formation of noctilucent clouds (see

Section 3.2). The geometry of the instrument module of a sounding rocket

typically used for investigations in the summer mesopause region under ambient

conditions (see Section 3.3 ff.), is shown in Figure 3.1. For the development

of the so-called SPICE instrument, the fluid dynamics simulations around this

geometry are performed. Particular attention will be paid to the aerodynamic

effects. Of special interest is the evaluation of the supersonic flow (with

Ma1 = 1.31 and Ma2 = 1.75 at the altitude of 85 km) in view of its variables

(e.g., velocity, pressure, temperature). Moreover, the thickness of the boundary

layer, which builds up around the flow obstacle, is investigated in order to be

considered in the collector’s design (i.e., substrate mounts) and to ensure a

particle sampling well outside this boundary layer. Other tasks for simulations

are aimed at the design or arrangement of the SPICE booms with the substrate

mounts, onto which the atmospheric particles are to hit on substrates for

collection. Calculations of particle trajectories under various conditions of flight

attitude and as a function of particle number concentrations finally confirm

possible impaction processes based on the developed design and geometry of

the SPICE instrument.

The following Sections 3.1 and 3.2 begin with a summary of the current state of

research on meteoric smoke as well as of noctilucent clouds. Section 3.3 presents
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the envisaged rocket flight pattern to collect mesospheric particles, which differs

in its flight path from conventional sounding flights. The description of the

numerical modeling setup (Sections 3.4.1 and 3.4.2), used to calculate the air

flow around the instrument module under supersonic conditions, follows. The

analysis of the supersonic flow field around the instrument module and the

substrate mounts is then provided in Paragraph 3.4.3. Moreover, the simulation

details and the model equation of the particle tracking are provided in Sections

3.5.1 to 3.5.5. Thereby, the previously obtained results of the flow simulation

are incorporated into the calculation of the particle trajectories. Subsequently,

after the solver settings are provided in Section 3.5.4, the results obtained are

discussed regarding to what extent the efficiency of the particle impaction can

be estimated in Section 3.5.7.

3.1 Meteoric smoke: potential condensation nuclei for

NLC formation

It is known that large quantities of cosmic material enter the Earth’s atmosphere

every day. Plane, J. M. C. [2012] estimates the daily input of cosmic dust at 3

to 300 tons. Some of the very small extraterrestrial dust particles (smaller than

1 µm, approximately 7 tons per day) penetrate the atmosphere without altering

[Plane, J. M. C., 2012]. Larger cosmic bodies, however, ablate due to frictional

heating from collisions with air molecules as they enter the upper atmosphere,

releasing a trail of volatilized meteoric material [Plane, J. M. C., 2003, 2012;

Plane, J. M. C. et al., 2015]. The recombination and polymerization of the

vapor molecules into clusters and the subsequent agglomeration of these form

nanometer-sized meteoric smoke particles (called MSP) [Rosinski, J. and Snow,

1961; Hunten, D. M. et al., 1980; Megner, L. et al., 2006; Saunders, R. W.

et al., 2012; Plane, J. M. C. et al., 2015; Wilms, H. et al., 2016; Frankland, V.

L. et al., 2017; James, A. D. et al., 2018]. The vapor of ablated cosmic bodies

consists of the main metallic components: Fe, Mg, Si, Al, Ni, Ca, and Na, which

are also found in chondritic meteorites [Plane, J. M. C., 2003, 2012; Hedin, J.

et al., 2014]. Accordingly, MSP have mainly amorphous silicate structures

with iron and magnesium as major constituents, which form after ablation

and recondensation of the abundant metals [Plane, J. M. C., 2012; Kleko-

ciuk, A. R. et al., 2005; Hervig, M. E. et al., 2009; Hervig, M. E. et al., 2012;
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Saunders, R. W. et al., 2012; James, A. D. et al., 2017]. The iron-magnesium

silicate composition of the MSP (i.e., FeMgSiO2), corresponding to olivine from

a mineralogical point of view, was furthermore confirmed in laboratory studies

[Asmus, H. et al., 2014; Plane, J. M. C. et al., 2015]. Mass spectrometric

studies of particles from lower altitudes indicate their meteoric origin due to

their chemical composition [Schneider, J. et al., 2021; Appel, O. et al., 2022].

Sources of the cosmic input are dust trails from sublimated comets in their orbit

around the sun or from the asteroid belt [Ceplecha, Z. et al., 1998; Murad, E.

and Williams, 2002]. Upon entering the Earth’s atmosphere with high velocities

and with increasing air density at decreasing altitude, the collisions of the

cosmic body with air molecules rise, which enhances the frictional heating

(up to temperatures of >1800 K) and consequently, the temperature of the

entering cosmic body [Plane, J. M. C., 2012]. It is assumed that the gradual

temperature rise of the cosmic body on its passage through the atmosphere

causes a so-called differential ablation, whereby at the outer atmosphere

(low temperature rise) initially the most volatile components evaporate (e.g.,

alkali metals Na or K) while later, along the track and with increasing body

temperature, the less volatile components (e.g., Fe, Mg, Si, Ca, etc.) evaporate

[Janches, D. et al., 2009; Plane, J. M. C., 2012]. Ablation is believed to proceed

mainly above 80 to 90 km altitude. The reason for this is the sufficiently high

temperatures reached by cosmic bodies (masses > 10−7 g and sizes larger 10 µm

[Plane, J. M. C., 2003]) at which entire vaporization of its components is likely,

and which represent by far the most common events of cosmic material passages

through the atmosphere. Events with much larger cosmic bodies (masses > 1 g

and diameters of more than a few millimeters), which evaporate at even lower

latitudes, are much rarer (cf. Plane, J. M. C. [2012]). Very large cosmic bodies

may break up during passage by burst-like fragmentation (cf. Chelyabinsk

meteor, Ural region, Russia, 15 Feb 2012). A detailed description about MSP

properties is found in Section 3.5.1.

Although MSP are suspected to play a crucial role in mesospheric phenomena,

still very little is known about these particles. A database of in-situ observation

data or particle samples for off-line physico-chemical analyses of these particles,

which would allow for characterizing the NLC elements as well as their

49



3 Supersonic flow simulations and impaction processes

constituents, is lacking so far. Despite the wide estimated range of incoming

cosmic material (cf. Plane, J. M. C. [2012]), the presence of MSP is ubiquitous

in higher atmospherical layers. MSP can be detected, for example, by radar

backscatter [Strelnikova, I. et al., 2007; Fentzke, J. T. et al., 2009] or measured

directly above 70 km altitude by particle detectors on rockets [Rapp, M. et al.,

2007; Gelinas, L. J. et al., 2005; Lynch, K. A. et al., 2005; Rapp, M. et al.,

2010]. Furthermore, a layer of enriched metallic constituents is found (between

80 and 100 km altitude), with a maximum density at about 95 km, probably

due to the ablation of cosmic material [Kopp, E., 1997]. This assumption is

supported by the increased abundance of metallic atoms and ions in the lower

thermosphere after meteor showers, which correlate with elemental abundances

in chondritic meteorites.

Figure 3.2: Noctilucent clouds [Süßen, M., 2019].

MSP are thought to serve as possible ice condensation nuclei (i.e., for het-

erogeneous processes) in noctilucent clouds [Rosinski, J. and Snow, 1961;

Hunten, D. M. et al., 1980; Rapp, M. and Thomas, 2006; Plane, J. M. C. et al.,

2015; Wilms, H. et al., 2016]. The composition of the NLC elements and thus

the proof that MSP act as condensation nuclei of NLC at appropriate altitudes,

as well as the size distribution and concentration of MSP have not yet been

experimentally determined. The main reason for this relates to the difficulty

of taking particle samples and analytical investigation at such altitudes, where

only measurements and probe sampling with the help of sounding rockets are
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possible. The goal of the high-altitude research is to develop and characterize

the performance of the impaction-based particle collector SPICE and to examine

and provide a proof of concept for conducting samples based on free-flowing

particle impactions in the supersonic stream radially aside the payload. The

knowledge gained could be successively applied to the development of the

acquisition system. This collection system aims at sampling the cloud elements

(ice particles) of NLC along with the presumably contained ice nuclei (IN) to

confirm or disconfirm the role of IN (e.g., MSP) as prerequisite for ice formation

in the mesosphere. The question of the IN’s physical properties and chemical

composition could also be addressed by physico-chemical analyses.

The main challenges of in-situ sampling at MLT altitudes are inherent with

aerodynamic effects caused by the supersonic motion of the sounding rocket

and the properties of the particles. Due to their small sizes (NLC elements

< 0.12 µm in diameter [Tozer, W. F. and Beeson, 1974; Turco, R. P. et al.,

1982; Thomas, G. E., 1991; Lübken, F.- J., 2005; Rapp, M. and Thomas, 2006;

Baumgarten, G. and Fiedler, 2008; Hervig, M. E. et al., 2009], and MSP < 9 nm

in diameter [Horányi, M. et al., 1999; Rapp, M. and Thomas, 2006; Strelnikova, I.

et al., 2007; Rapp, M. et al., 2010, 2012; Hedin, J. et al., 2014; Asmus, H. et al.,

2014]), the fundamental challenge in sampling mesospheric particles during a

sounding flight is the design of a probe taking aerodynamics into account. Even

up to elevated flow velocities (near sonic speeds), the MSP very well follow

streamlines around the sounding rocket and the instrumental payload due to

their nanometer size. The nanometer-sized particles therefore rarely hit the

substrate mounts with impaction substrates intended for this purpose. However,

when the MSP are embedded in much larger NLC elements, this allows for an

inertia-based collection of NLC elements and thus sampling of the incorporated

substances.

3.2 Noctilucent clouds

Since the end of the 19th century, the appearance and composition of the summer

mesospheric phenomenon of noctilucent clouds has been scientifically studied.

Due to their occurrence location poleward of about 50° N [Rapp, M. and Thomas,

2006] at typical altitudes of 82 to 85 km [Turco, R. P. et al., 1982; Baum-
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garten, G. and Fiedler, 2008; Hervig, M. E. et al., 2011], noctilucent clouds with

a vertical thickness of 1 to 5 km and broad horizontal extend (104− 4 · 106 km2)

are visible to the human eye (shown in Figure 3.2) when sunlight reflects off

cloud particles while the observer is unilluminated (i.e., during night time), giv-

ing them their name. Apart from the visible light event, another phenomenon

associated with the occurrence of NLC are so-called polar mesosphere summer

echoes (PMSE), which are detected by means of backscattered radar signals

through small layers of ice particles [Rapp, M. and Lübken, 2004]. With a size

of < 20 nm in diameter, ice particles do not contribute to refraction with the

wavelength range of visible light. The origin of these PMSE is located above

the occurrence of NLC, mainly at 85 to 90 km altitude [Hervig, M. E. et al.,

2011]. Descending ice particles become larger and therefore optically visible as

NLC elements, provided they are present in sufficient numbers.
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Figure 3.3: Temperature distribution (in K) as a function of latitude for July [Plane, J.
M. C., 2003] from MSIS-E-90 model.

The occurrence of the phenomena is of seasonal nature and depends on the

prevailing atmospheric conditions. During summer months, temperatures in the

summer mesopause region drop to an absolute minimum and reach temperatures

of T ≈ 140 K [Theon, J. S. et al., 1967] or to even colder values [Turco, R. P.

et al., 1982; Lübken, F.-J., 1999; Vincent, R. A., 2015], which provide the cold-

est place in Earth’s system. In addition, the temperature minimum at this

altitude forms the upper boundary of the mesosphere, i.e., the location of the
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mesopause. Figure 3.3 shows the temperature profile with altitude in July for

different latitudes, from the summer to the winter pole. Clearly visible is the

temperature minimum at altitudes of 80 to 100 km for the summer pole. If only

radiation processes are considered, i.e., the incident solar radiation on the sum-

mer hemisphere and the outgoing infrared radiation on the winter polar region,

the temperature pattern should be opposite (i.e., have a temperature maximum

at the mesopause in the summer hemisphere and a temperature minimum at the

mesopause in the winter hemisphere). The prevailing low temperatures can only

be explained by adiabatic cooling at the summer pole by rising and thus expand-

ing air. However, the temperature distribution is not yet understood in detail

and is the subject of current research. Clear is, however, that the mesosphere

is subject to meridional circulation [Plane, J. M. C., 2003] driven by gravity

waves from deeper atmospheric layers. As a result, air begins to rise at the

summer pole and sinks at the winter pole, resulting in the lowest atmospheric

temperatures at the summer pole in the mesosphere.
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Figure 3.4: Vertical temperature profile for the upper atmosphere in polar regions.
The red line shows the vertical profile as found in summer months, the
green line is the vertical profile for winter months. The frost point tem-
perature Tf is represented by the blue line [Lübken, F.- J., 2005].

According to the low temperatures, NLC elements are assumed to consist of

water ice [Von Cossart, G. et al., 1999; Hervig, M. et al., 2001]. Figure 3.4
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shows vertical profiles of mean air temperatures in the upper atmosphere at

polar latitudes for summer seasons (red line) and winter seasons (green line).

Unfortunately, Lübken, F.- J. [2005] does not mention over which time span

the measured values were averaged or from which measurement they originate.

The mesosphere is separated from the stratosphere by the stratopause, which

is characterized in both seasons by a local temperature maximum. The local

temperature maximum results from effective absorption of incoming solar radia-

tion by ozone molecules, whose photodissociation occurs due to the high-energy

UV radiation and thermal energy is released. Clearly visible is the temperature

minimum (about 140 K) for summer temperatures in the mesopause region at

85 km, where NLC formation occurs and PMSE emerge. The blue line shows

the frost point temperature Tf and indicates supersaturated conditions from

81 to 90 km altitude, where water molecules start to condense onto existing

surfaces, as for instance provided by aerosols, if in place.
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Figure 3.5: Schematic overview of upper atmosphere’s temperature profile during sum-
mer months associated with the occurrence of mesospheric ice particles.
In addition, an overview of properties of mesospheric particles associated
with PMSE and visible NLC is provided [Rapp, M. and Thomas, 2006].

In conclusion, the presence of NLC is an indicator of cold temperatures below

the water vapor freezing point Tf . Coincidently, PMSE are detected by means

of radar backscattering in the presence of NLC particles, which exhibits the

strongest signal strength at highest ice number density (see Figure 3.5). PMSE
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are detected at altitudes up to 90 km. As the small ice particles increase in

size over time due to coagulation and condensation, they begin to sediment. At

diameters larger than 20 nm, they become visible to the human eye as NLC

elements at lower altitudes [Lübken, F.- J., 2005]. A schematic presentation of

temperature and dew point along with the evolution of ice number density and

ice radius is shown in Figure 3.5 [Rapp, M. and Thomas, 2006].

3.3 The envisaged rocket flight

During the peak season of NLC occurrence, the suborbital measuring flight

of a two-stage sounding rocket operated with a gel propellant in the second

rocket stage will be launched during the peak season of NLC occurrence and

thus during the existence of the NLC elements. In order to set up the fluid flow

conditions and dimensions, the technical realization of the envisaged rocket flight

is described first. A newly developed gel propellant with the aim of regulating

the thrust in order to control the flight attitude is applied. This is of great

importance in order to keep the rocket hovering at the target altitude, which is

beneficial for atmospheric physics research by sounding rockets. The hovering

allows for longer sampling and for studying of the spatial distribution or extent

of atmospheric constituents [DLR].
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Figure 3.6: Configuration of the sounding rocket, consisting of two stages [Nau-
mann, K. et al., 2020]. Dimensions are given in mm. To give a sense
of scale, a human figure of 1800 mm body height is shown.
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Figure 3.6 shows a schematic of the sounding rocket [Naumann, K. et al., 2020],

which includes all necessary flight systems to launch and control the rocket as

well as to perform measurements. The rocket is divided into different segments,

which are shown in Figure 3.6: The first stage contains a solid propellant with

corresponding booster motor. At the transition to the second stage, called high

atmosphere soarer (HAS), is the motor separation plane. The second stage

includes the gel propellant with the thrust-controllable engine and the payload.

The payload includes, among others, the service module for the avionics, the

navigation system, the power supply unit and the payload recovery system. In

addition, the payload terminates in a nose cone with a separation plane and the

instrument module. Here, some of the scientific instruments are covered by a

cowling during ascent for protection [Naumann, K. et al., 2020]. Details about

the instrument module are shown in Figure 3.8. Other measuring instruments

are not located under the cowling but next to the nose cone split plane.

conventional
(ballistic)
flight path

HAS
flight path

measurement height 80-90 km

start:
Andøya Space Center, Norway rocket recovery

stage
separation

experimental
flight phase

Figure 3.7: Schematic of the flattened ballistic flight path of the sounding rocket,
represented by the blue color, which allows an extended measurement at
relevant measurement altitudes of 80 to 90 km. Conventional flight paths
have a parabolic flight profile, which is illustrated by the red curve.

The design of the sounding rocket is aimed at a suborbital flight with the solid-

fuel engine. After the launch phase, just before reaching the target altitude and

after the first stage burnout, the stage separation takes place at the appropriate
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separation plane. Then the HAS is powered by an adjustable vector nozzle,

which allows regulating not only the thrust vector but also the fuel flow rate

(i.e., the magnitude of thrust, to be gradually controlled). At the same time, the

nose cone is separated from the rocket’s main stage and the scientific instruments

underneath are exposed, initiating the measurement phase and the rocket’s hover

operations.

unfolded
m-NLP sensors

Figure 3.8: Geometry of the HAS instrument module with measuring instruments
placed within the nose cone of the rocket [based on Naumann, K. et al.,
2020].

The flight phase of the instrument module starts at 80 km altitude and lasts

for about 60 s while a horizontal distance of 10 to 25 km is covered, with an

apogee at 85±5 km. The flattened parabolic flight pattern during this period is

described by flight attitudes (i.e., angles of attack) of ±30° (which are the angles

between the incident flow direction and the longitudinal axis of the HAS).

Consequently, a velocity variation between 300 m s−1 and 400 m s−1 develops.

Higher velocities are obtained at the entry to the target altitude as well as at

the fall back of the HAS, slower ones at altitudes around the apogee. During

the measuring flight, the orientation of the instrument module is kept constant

since instrumental rotation is not desired, which also results in a steady flight

phase. After the measurement phase, the HAS will undergo a water landing in

the sea and subsequently be recovered. Figure 3.7 illustrates the profile of the
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HAS flight (blue curve) with the extended measurement phase in the altitude

range of 80 to 90 km. The major advantage of the improved flight path in

comparison to the conventional ballistic flight pattern (red curve in Figure

3.7) is that the experimental measurement time remains uninterrupted and is

extended, additionally increasing the prospects of mission success.

Figure 3.8 shows the close-up of the instrument module placed beneath the

rocket nose cone. Hereby, different scientific instruments are shown inter alia the

multi Needle Langmuir Probe (m-NLP), where the two m-NLP sensors are folded

out after the nose cone ejection. The measuring instrument (called SPICE) to

whose design development the numerical simulations contribute is positioned on

the sides of the largest cylinder behind the m-NLP (cf. Figure 3.8 but which

is not shown). The SPICE booms with the substrate mounts and impaction

substrates are housed in the SPICE compartment (cf. Figure 3.9) from the

beginning and are extended radially into the free air flow after the nose cone

ejection when the target height is reached.

3.4 Supersonic flow simulations

The objective of the fluid dynamics simulations is to simulate the experimental

flight phase of the sounding rocket, applying fluid flow and particle tracking

modeling (described in Section 3.5). The mathematical model is conducted

with appropriate specified atmospheric conditions. During this flight section,

the flattened ballistic flight path (see blue curve in Figure 3.7) is described by

angles of attack of ±30° and 0° (with the HAS flight attitude of +30° at the

beginning of the experimental flight phase before transitioning to 0° and finally

to +30° at the end of the experimental flight phase). Since the rocket velocity is

within the range of 300 m s−1 to 400 m s−1 and the speed of sound decreases as

a consequence of decreasing temperature and pressure with increasing altitude,

a supersonic flight characteristic determines the flow behavior. The numerical

results are used to adjust and improve the SPICE booms with substrate mounts.

Flow simulation is therefore used to

a) determine the width of the evolving boundary layer around the instrument

module,
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b) determine the effect of the evolving shock wave,

c) determine the pressure on the SPICE booms,

d) estimate the temperature field around the instrument module tip that is

to be passed by a particle,

e) determine the streamlines and consequently the particle trajectories that

lead to an impaction on the impaction substrates.

Due to the particle properties and the assumed concentrations at the target

height, a one-way coupling interaction between the fluid and the particles is

considered (i.e., flow properties remain unaffected by the present particles, see

Section 3.5.2). As a consequence, the flow simulations can initially be per-

formed separately first. Then, in a second step, particles are introduced into the

flow field affected by the instrument module, where particle trajectories can be

tracked, which is dealt with in Section 3.5.

3.4.1 Parameters for supersonic flow simulations

Due to the supersonic flight speed and dynamic pressure acting on the geometry

of the rocket, the flow simulations must be capable of resolving the partly

considerable changes in velocity, temperature, pressure, and fluid density on

smallest spatial scales (in the submillimeter range) in the ambient air. The

following section addresses the various parameters of the mathematical model

(see Section 2.1.4) on the basis of which the results are obtained.

The first step is to define atmospheric parameters prevailing in the polar

summer mesopause region at an altitude of about 85 km. The corresponding

air temperature is set to 130 K [Lübken, F.-J., 1999; Rapp, M. and Thomas,

2006], the gravitational constant to g = 9.5 m s−2, and the static pressure to

p = 10−2 hPa [Rapp, M. and Thomas, 2006]. The flow velocity is presumed to

be about 300 m s−1 to 400 m s−1, corresponding to the intended flight speed of

the HAS through the target region at an altitude of 85 ± 5 km. The following

simulation is treated as an extreme value problem for the given velocity range

(300 m s−1 to 400 m s−1), i.e., the actual solution for selective conditions lies

within the range of resulting extrema.
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Based in these parameters, the mean free path λ for the calculation of the

Knudsen number Kn can be determined by equation 2.1 [Willeke, K., 1976].

Applying T = 130 K and p = 1 · 10−3 kPa, the mean free path becomes

λ = 2.22 · 10−3 m and together with the characteristic length of L = 0.02 m

for the diameter of the impactor obstacle, Kn = λ
L
≈ 0.1 is received. Thus,

the required condition for the continuum assumption of the fluid flow, i.e.

Kn � 1, is fulfilled. The simulations are performed by the COMSOL®

computational fluid dynamics (CFD) module utilizing the supersonic laminar

flow interface, which can handle flow conditions at arbitrary Mach numbers.

Five simulation equations are required to solve for the five unknowns associated

with the flow field: velocity, pressure, fluid density, temperature, and energy

(see Section 2.1.3).

To approximate the thermal conductivity k and dynamic viscosity µ, both of

which depend on the temperature T , Sutherland’s law (cf. Section 2.1.3 with

equations 2.49 and 2.50 [White, F. M. and Majdalani, 2006]) is applied. To

solve equations 2.49 and 2.50, reference values of kref = 0.0241 W (m K)−1,

Tref = 273 K, and Sutherland’s constant Sk = 194 K are substituted

into equation 2.49. Furthermore, equation 2.50 includes the parameters

µref = 1.716 · 10−5 N s m−2, Tref = 273 K, and Sµ = 111 K, resulting in values

of µ = 8.985 · 10−6 Pa s and k = 0.011 W (m K)−1.

For the simulations of the flow field around the instrument module, the rocket

fuselage is considered stationary and the instrument module is exposed to the

air flow with velocities corresponding to the HAS speed through the mesospheric

target region. This represents a change of reference system without affecting

the physics. The relevant airspeed for the simulations with corresponding Mach

number Ma is determined according to equation 2.2. Considering the speed of

sound c according to the underlying conditions, c = 228.73 m s−1 is obtained,

which is calculated with the specific heat ratio of γ = 1.4, the specific gas

constant of Rs = 287.05 J (kg K)−1, and T , the ambient air temperature in

the target region (T = 130 K at 85 ± 5 km). Approaching this as extreme

value problem for the range of incident flow velocities (umin = 300 m s−1 and

umax = 400 m s−1), the corresponding Mach numbers Maumin = 1.31 and

Maumax = 1.75 are obtained.
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Subsequently, the Reynolds number is determined in order to apply the appro-

priate COMSOL® model (for laminar or turbulent flow). For this purpose, the

necessary parameters of the fluid density ρ = 2.68 · 10−5 g cm−3, the charac-

teristic length Li (i = 1, 2), with L1 = 0.02 m the height or diameter of the

substrate mounts (cf. Figure 3.22) or L2 = 0.356 m for the diameter of the

SPICE compartment, the maximum velocity u = 400 m s−1 and dynamic vis-

cosity µ = 8.99 ·10−6 Pa s are inserted into the equation of the Reynolds number

Rei =
ρ Li u

µ
, (3.1)

resulting in Reynolds numbers of Re1 ≈ 24 and Re2 ≈ 425. The calculation

yields Rei values that indicate a purely laminar flow characteristic. Therefore,

turbulence models are excluded. The laminar flow behavior for lower flow veloc-

ities (e.g., u = 300 m s−1) can thus be considered for laminar flow simulations

as well.

SPICE compartment

Figure 3.9: Simplified geometry of the instrument module with the SPICE compart-
ment in which the SPICE instrument is integrated.

3.4.2 Model setup for supersonic flow simulations

The previous section describes the parameters arising from the atmospheric con-

ditions that are used to solve the mathematical model for supersonic flows. The

following section presents the model settings used with associated boundary

conditions.
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inlet outlet3D-model
of the instrument module

cuboid simulation volume

direction of
airstream

Figure 3.10: Scheme of the simulation geometry setup. The flow inlet into the sim-
ulation volume is defined upstream of the instrument module. The flow
exits through the outlet boundaries, mainly at the rear of the simulation
volume. The 3D model of the instrument module is centered in the sim-
ulation volume and aligned with the flow direction [Klug, B. S. et al.,
2023].

At first, the COMSOL® model is to be set up with the appropriate geometry

of the flow obstacle. Therefore, a simplified three-dimensional geometry (with

regard to small scale structures whose direct influence on the air flow to

the downstream SPICE collectors can be ruled out) of the rocket section

with the scientific instrumentation (called instrument module) is imported

in the COMSOL Multiphysics® model. This is depicted in Figure 3.9 with

appropriate scale, where the import geometry is a computer-aided design file in

the format of STEP (Standard for the Exchange of Product Data). In essence,

the simplified 3D model for the simulation is limited to those structures that

are essential for optimizing the position of the SPICE collectors. This geometry

allows an analysis of the flow field to estimate the evolution of the boundary

layer thickness as the first step in the development of the measuring instrument.

It is important to note that other rocket structures downstream of the SPICE

collector are also not included in the simplified 3D model, i.e., the 3D model

62



3 Supersonic flow simulations and impaction processes

is shortened compared to the actual geometry of the instrument module. The

investigations carried out here focus exclusively on the direct vicinity of the

SPICE compartment and the upstream assemblies.

For the simulation setup (Figure 3.10), the instrument module has been oriented

in a horizontal position and is embedded in a cuboid simulation volume. The

volume’s extent is minimized in the simulations. Since only the physical flow

conditions in the immediate vicinity of the instrument module are relevant,

this has the advantage of keeping the computational costs as low as possible,

which increase with increasing geometry size (and thus with increasing the

number of mesh elements). However, it is ensured that the boundary conditions

at the limits of the simulation volume have an entirely negligible impact on

the simulation results. Subsequently, the physical model is adjusted. The

fluid streaming around the instrument module is defined as air, and the corre-

sponding physical constants are applied. Therefore, the surface of the cuboid

fluid volume that is parallel to the front of the instrument module upstream

is chosen as the inlet (see Figure 3.10). The corresponding inlet velocity is

obtained based on the specified Mach number and speed of sound in COMSOL®.

In the numerical study, a stationary flow pattern around the instrument module

is aimed for. In this case, however, it is difficult to define a consistent initial

solution for the numerical stationary solver. Therefore, a zero initial state is

considered, where the incident velocity is increased with time, which is a sim-

ple approach to overcome the convergence difficulties of the stationary solver

when inconsistent boundary or initial states are defined. The time-dependent

study (TDS) is adopted in COMSOL®, which is a calculation method in which

parameters vary as a function of time until a steady state is reached. The

velocity of the flow heading the inlet is prescribed as follows:

~ui = −Mai x(t) c ~n, (3.2)

with Mai the specific Mach number, where i = umin, umax denotes the two

cases of incident flow velocities (i.e. Maumin = 1.31 or Maumax = 1.75). The

expression x(t) describes the piecewise incremental linear ramp function, defined

as
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x(t) =


0 t < 0

1.56 t 0 ≥ t ≤ 0.643

1 t > 0.643.

(3.3)

The incident velocity 3.2 increases incrementally within a duration of 0.643 s

until the final velocity Mai c is reached (i.e., 300 m s−1 or 400 m s−1). In

this way, the zero initial state continues to develop temporarily until the fluid

dynamics are reached at flow velocities of 300 m s−1 and 400 m s−1. In addition

to the flow velocity, the static pressure of p0 = 10−2 hPa and the temperature

T0 = 130 K characterize the initial state.

The remaining boundaries are defined as outlet, where the flow leaves the sim-

ulation volume almost exclusively on the opposite side of the inlet. For the

simulation it is of importance that the respective outlet surfaces are chosen at

an appropriate distance from the flow obstacle, as otherwise the influence of

the boundary conditions on the flow pattern may be quite considerable. For

the following investigations, the flow obstacle is approximated as a cylindrical

body with the dimensions of the instrument module. The ratio of the cylinder

length l to the geometry length d, which corresponds to d = 16l with l = 0.8 m

is chosen. The obstacle is vertically centered, whereby the downstream length

is significantly greater than the upstream length (approximately 14l see Figure

3.11). Thus, the influence of the outlet condition is minimal. In this study, the

subsonic and hybrid outlet conditions for high Mach numbers are tested, which

are implemented in COMSOL®. To demonstrate the impact of both bound-

ary conditions on the flow patterns, the subsonic boundary condition for the

velocity, which is defined as[
−pI + (µ(∇~u+ (∇~u)T )− 2

3
µ(∇~u)I)

]
~n = −f0~n (3.4)

is first investigated, where the total stress is equal to the stress vector of mag-

nitude f0 = 1 N m−2. The boundary condition for the energy equation is

− ~n · ~q = 0, (3.5)

where the heat flux ~q across the domain boundary is set to zero. As a
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consequence, the absence of a temperature gradient across the boundary is

assured and thus the temperature on one side of the boundary is equal to the

temperature on the other side.

The hybrid case covers both cases (i.e., the subsonic as well as the supersonic

case) with boundary conditions of[
−pI + (µ(∇~u+ (∇~u)T )− 2

3
µ(∇ · ~u)I)

]
~n = −0.5(p− pstat)~n, if Ma < 1,

(3.6)

where pstat = 10−2 hPa is the outlet pressure, and[
−pI + (µ(∇~u+ (∇~u)T )− 2

3
µ(∇ · ~u)I)

]
~n = −pI~n, if Ma ≥ 1, (3.7)

which results in

(µ(∇~u+ (∇~u)T )− 2

3
µ(∇ · ~u)I)~n = 0 (3.8)

together with following equation

− ~n · ~q = 0, (3.9)

which in the supersonic case leaves the pressure to be free at the outlet. Fig-

ure 3.11 shows the relative difference (~us − ~uh) · ~u−1
h in simulated flow velocities

between the subsonic and hybrid boundary conditions with respect to the hy-

brid boundary condition, with ~us the flow velocity with supersonic boundary

conditions and ~uh the velocity values with hybrid boundary conditions. For

the incident flow velocity of ~u = 300 m s−1 (Figure 3.11 a)), the relative dif-

ferences in flow velocities are present throughout the simulation volume, most

pronounced in the shock wave region with the maximum relative difference of

(Ω denotes the simulation domain)

diffmax(~us, ~uh) =
max

Ω
|~us − ~uh|

~uh
=
||~us − ~uh||∞

~uh
≈ 0.0687, (3.10)

which corresponds to 6.9%. At flow velocities of ~u = 400 m s−1, the relative

differences in flow velocities between the two simulations are almost uniformly

distributed in the simulation volume (cf. Figure 3.11 b)) with a higher deviation
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in the near vicinity of the flow obstacle. Furthermore, the maximum relative

difference is about 0.3%, with the largest deviations found at the cylinder surface

facing the flow.
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Figure 3.11: Difference in velocities computed for subsonic and hybrid boundary con-
ditions in m s−1. The upper picture shows the difference for the incident
flow velocity of 300 m s−1 and the lower picture for 400 m s−1.

The difference in the two Figures 3.11 a) and b) can be justified by the two
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incident flow velocities, which lead to different shapes of the Mach cones: at

300 m s−1, the Mach cone is wide open and the shock wave hits the exterior

boundary, which can affect the flow field. In contrast, at 400 m s−1, the Mach

cone is comparatively narrow, thus it extends over a larger horizontal distance

within the simulation volume and abates along the way, resulting in a smoothly

shaped velocity gradient when it hits the limit of the simulation volume. The

coarse-meshed grid of the simulation chosen for efficiency reasons can also

contribute to numerical uncertainties and differences between two simulation

results based on deviating boundary conditions.

Since the influence of the different boundary conditions (in our case with

high Mach numbers) on the simulated flow field is small and the advantages

of the hybrid method outweigh the pure subsonic approach (due to the

coverage of both subsonic and supersonic cases), hybrid boundary conditions

(equations 3.6 and 3.7) are chosen in upcoming simulations. Moreover, in

the supersonic case, no pressure is applied at the limits of the simulation volume.

The boundary conditions for the surfaces of the instrument module are defined

by the no-slip condition [Pruppacher, H. R. and Klett, 2010], i.e., the condition

~u|s = 0 m s−1 (3.11)

is prescribed, where s denotes the physical surface of the instrument module.

Finally, before the simulation starts, the appropriate mesh with variable mesh

size is constructed to take into account the balance of the physical resolution

and the required computation time. Obviously, the finer the mesh, the lower is

the numerical discretization error and thus, the numerical solution. However,

the mesh resolution of the three dimensional geometry comes at the cost of

computation time. It is important to consider to what extent the mesh needs

to be finely resolved over the simulation volume and whether there are areas

where finer resolution is more required than in other regions.

For the fluid dynamics simulations, the mesh is automatically generated based

on physics controlled settings in the COMSOL® mesh node, where the speci-
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fied element size is chosen as fine. Due to the three-dimensional problem, the

domain is discretized by tetrahedral, pyramidal as well as prismatic mesh ele-

ments. Boundary layers at flow obstacles are generated within the geometry and

resolved by eight layers of narrow tetrahedral boundary elements. The number

of boundary layers has to be defined manually. This ensures that emerging gra-

dients in the immediate vicinity of surfaces, edges and structures of the flow

obstacle are adequately resolved. Additionally, the grid is refined at corners, as

sharp corners and edges cause disturbances that create particular flow patterns.

In contrast, the resolution of free flow regions within the simulation volume is

automatically generated by coarser element sizes. To adequately resolve the

shock wave, which occurs in form of sharp flow field discontinuities, an addi-

tional dynamic mesh refinement in the first simulation step is performed based

on the velocity gradient. This leads to a numerical resolution of the region near

the shock wave and in the vicinity of surfaces, edges and structures of the flow

obstacle and is achieved as follows: Firstly, the time steps of the mesh refinement

have to be specified so that they are performed four times every 0.1 s. Secondly,

the error indicator for the refinement is given, using the Frobenius-norm of the

velocity gradient:

||∇~u|| =

√√√√ 3∑
i,j=1

∣∣∣∣∣∂ui∂xj

∣∣∣∣∣
2

. (3.12)

The mesh elements are refined by the halving of their longest edge and the

process is repeated twice per refinement operation. As a result, the additional

mesh refinements are conducted only in critical boundary layer and shock wave

regions, while the overall mesh number remains at levels of what is essential

and appropriate for efficient calculations. Generated meshes and corresponding

details are addressed in Sections 3.4.3 to 3.4.3 below, where the number of mesh

elements lies in the range of 106 and smallest mesh element sizes in the range of

10−3 m.

Solver settings

For the fluid flow simulations, the implemented solver is based on backward

differentiation formulas of order k = 1 and k = 2 described in Section 2.3.3.

The adaptive time step sizes are determined by the solver based on a relative

error tolerance. Linear continuous finite elements and linear shape functions for
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the fluid velocity ~u as well as the fluid pressure p and the temperature T are

utilized in the implemented spatial discretization in the FEM (cf. Section 2.3 et

seq.). For the stabilization of convective dominated flow regimes, the streamline

diffusion stabilization (cf. Section 2.3.2) and the crosswind diffusion stabilization

[Hughes, T. J. R. and Mallet, 1986; Johnson, C. et al., 1987; Semper, B., 1994;

Hauke, G. and Hughes, 1994] implemented in COMSOL® are applied. For the

simulations the MUMPS (MUltifrontal Massively Parallel Sparse) direct solver

is used, which is well suited for parallelized calculations. High Mach number

flow field calculations were performed in parallel on a 6-node cluster with 70

cores and a total memory of 896 Gigabyte, where the calculation time of the

subsequent simulations was up to 181 hours.

3.4.3 Flow simulations to design the SPICE instrument

In the following, simulation results are presented on whose the development of

the SPICE instrument for the collection of particles in the mesosphere is based

on. The questions to be answered are related to the position, design and possi-

ble/necessary distance of the impactor surfaces from the vehicle’s fuselage. The

primary goal is to develop a reliable numerical simulation and consequently to

design the aerodynamic shape and arrangement of an impactor geometry to in-

crease the yield of particles. The properties of the collected particles can be

analyzed by physico-chemical analyses based on representative particle collec-

tion. The design process begins with initial simulation results and analyses of

the flow field around a simplified geometry of the instrument module:

1) around the geometries and structures located upstream of the SPICE com-

partment,

2) around parts of the vehicle’s fuselage in the immediate vicinity of the

SPICE compartment,

3) more detailed simulation analyses are subsequently carried out on the basis

of (1) and (2).

Ultimately, a geometric arrangement for the SPICE instrument is elaborated

that is mechanically releasable with a fully autonomous control system and that

meets the requirements for the most effective sampling possible under given

conditions.
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Investigation of the evolving boundary layer

The first analysis of the simulation results targets at determining the evolving

boundary layer thickness around the SPICE compartment (cf. Figure 3.9) during

the measurement phase of the envisaged rocket flight. In order to also capture

the sensitivity of the boundary layer thickness to variable velocity conditions,

each of the development steps is performed for the (limiting) flight velocities

umin = 300 m s−1 and umax = 400 m s−1. With knowledge of the boundary

layer thickness and the flow field immediately around the SPICE compartment,

the required length and preferred position of SPICE’s collecting booms (see

Figure 3.16 or 3.22) are identified. This ensures an efficient particle collection

within the mostly undisturbed free flow and rules out that the impaction pro-

cesses are influenced by artifacts (e.g., due to downwash and flow interferences

with geometries, surfaces and structures). Particles are deflected by the flow

around the given geometry near the surface of the instrument module, resulting

in zones of enriched and reduced particle number concentration. Zones of parti-

cle enrichment would offer the advantage of sampling with increased probability

of particle impactions, while it should be remarked that this sampling does not

primarily aim at obtaining absolute particle number concentrations.
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Figure 3.12: Generated mesh with refinement zones. The distribution of mesh sizes
is illustrated: the mesh resolution is increased in the immediate vicinity
of the flow obstacle as well as along the shock wave, whose position and
course were determined by precalculations.

Figure 3.12 represents the computational mesh sizes for the flow field simula-
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tions at an incident velocity of 400 m s−1, the corresponding simulation result

is depicted in Figure 3.13 b). Larger mesh elements, for which the flow field is

not subject to fluctuations, are dominated in the inlet region of the simulation

volume (left-hand part of Figure 3.12). Smaller mesh elements are created based

on the velocity gradient error indicator (cf. equation 3.12).
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Figure 3.13: Velocity magnitude distribution around the instrument module, shown in
a longitudinal vertical plane. The inlet of the air flow into the simulation
volume is located on the left side. Figure a) shows the simulation result
for the incident flow velocity of 300 m s−1 and b) for 400 m s−1.

In the vicinity of surfaces, edges and structures of the flow obstacle and in the

area of the shock wave, the mesh is refined. The smallest element size is about
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8.7 · 10−3 m and largest elements are about 0.23 m in size with a total num-

ber of mesh elements of 612 000, distributed within the entire simulation volume.

The depiction of the velocity magnitude for the incident flow velocities of

300 m s−1 and 400 m s−1 on a longitudinal sectional plane along the centerline

of the simulation volume are shown in Figure 3.13 a) and b). The longitudinal

axis of the instrument module is aligned parallel to the flow direction, where the

module’s tip points towards the defined inlet of the simulation volume on the

left side. The color scale assigns the magnitude of the flow velocity to the differ-

ent positions within the simulation volume. At supersonic speeds, disturbances

can no longer propagate upstream, hence they combine to form a standing wave

in front of the instrument module as illustrated in Figure 3.13. A stationary

velocity gradient is created, which exhibits the characteristics of a shock wave,

which is called a bow shock. It should be noted that in the following the flow

field downstream of the SPICE instrument position and in particular behind

the instrument module is not dealt with in detail. It may be reminded that

here a shortened three dimensional model is applied for the simulations, where

only the tip of the instrument module and structures upstream of the SPICE

instrument position are of relevance - however, the geometry of the instrument

module actually continues. Thus, the simulated flow profile behind the three

dimensional model of the instrument module is not representative of the reality.

2

1

Figure 3.14: Visualization of two cut lines on which flow velocity values are evaluated
to determine the boundary layer thickness. The blue color marks cut line
1 and the green color marks cut line 2.
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Figure 3.15: Flow velocity profile evaluated along cut lines 1 (blue) and 2 (green) for
the incident flow velocities of 300 m s−1 in Figure a) and 400 m s−1 in
Figure b). Crosshair symbols indicate data points at mesh nodes.

The Mach cone illustrated in Figure 3.13 b) is narrower to the one shown in

a), which is to be expected given the higher airspeed. In addition, the veloc-
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ity gradient at the tip of the instrument module becomes more distinct as the

flow velocity increases. The instrument module with its protuberances hence

does not cause a single shock wave at the tip, but affects an extended region

downstream with a sustained gradient caused by the protuberances. The drop

in velocity at the transition from the free flow to the shock wave is about 15%

for the incident velocity of 300 m s−1 and about 11% for the incident velocity

of 400 m s−1. However, the flow behind the shock wave remains in the super-

sonic range for both cases. For the following analyses, two cut lines are placed

through the instrument module within the simulation volume in two planes per-

pendicular to the longitudinal axis of the instrument module in the plane of

the SPICE instrument (cf. Figure 3.14). Figures 3.15 a) and b) depict flow

velocities around the SPICE compartment as a function of the distance from

the instrument module surface (x-axis, with the zero point being positioned on

the surface) along cut lines 1 and 2 (cf. Figure 3.14) for incident velocities of

300 m s−1 and 400 m s−1 (data can be found in Appendix G). On decreasing

distance from the module surface, the boundary layer around the instrument

module is indicated by a steep drop in flow velocities, which rapidly decrease to

a value of u = 0 m s−1 as the module surface is further approached. The free

flow field velocity values of 300 m s−1 and 400 m s−1 outside the boundary layer

are not reached in the presented graphs, since the analyses are limited to the

near region around the instrument module surface. This region is characterized

by the forming bow shock and the slower flow velocities therein. The comparison

of the various results may reveal certain differences:

1) Since the Mach cone is narrower at higher flow velocities (e.g., 400 m s−1),

the slightly different course of the velocity profiles in Figure 3.15 a) com-

pared to 3.15 b) can be explained.

2) Since the geometry of the front payload is symmetrical for the course of

one cut line (cf. Figure 3.14, line 1 in blue), but asymmetrical to the zero

point in the other case (cf. Figure 3.14, line 2 in green), an asymmetrical

shape of the corresponding velocity profiles (green lines in Figures 3.15 a)

and b)) around the zero point results.

3) The maximum flow velocities are found for 400 m s−1 at a slightly lower dis-

tance from the instrument module surface than in the investigated case of

300 m s−1 (compare Figures 3.15 a) and b)). This means that the boundary
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layer is thinner at higher than for slower incident flow velocities. Never-

theless, the differences found here between 300 m s−1 and 400 m s−1 are

insignificant and can be neglected in further boundary layer specifications.

The design of the SPICE instrument requires on the one hand the shortest

possible booms given the limited space for the payload. On the other hand,

sufficiently long booms are needed for representative particle sampling on sub-

strate mounts well outside the disturbed boundary layer. The optimal length

of the SPICE booms is determined at best on the basis of a sharply defined

boundary layer. Thus, the distance between the instrument module surface and

the free (fully developed, undisturbed, i.e., until the velocity gradient within the

boundary layer becomes small) flow can be deduced from Figures 3.15 a) and

b), where the optimum length of the SPICE booms is determined to be 120 mm,

as the best compromise.

Confirmation of the chosen length of the SPICE booms

To determine whether collection on the substrates at the tip of the SPICE

booms proceeds effectively, a detailed investigation of the motion of particles is

of importance. As particles approach the instrument module, they are deflected

by the flow around the given geometry near the surface, which can result in areas

of increased and decreased particle number concentration around an obstacle.

120 mminlet

increased
particle number concentration

decreased
particle number concentration

SPICE boom

outlet

Figure 3.16: Particle trajectories based on the fluid simulation with incident velocity
of 400 m s−1 are shown in red. The position of a SPICE boom with the
length of 120 mm is shown for illustration purposes. Areas with increased
and decreased particle number concentration are indicated.

To confirm the deflection of particles and to demonstrate that the chosen length
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of the SPICE booms allows effective particle sampling, particle trajectories are

numerically simulated. Figure 3.16 shows particle trajectories based on precom-

puted fluid dynamics at a flow velocity of 400 m s−1. For this simulation, the

diameter of the particles is set to 100 nm, since atmospheric lifetimes of particles

of this size belong to the longest, as losses due to sedimentation and diffusion

are minimal in this size class. An ensemble of 5000 particle trajectories marked

in red, starting from a specific particle inlet area, is shown. A detailed descrip-

tion of the particle simulation (with all necessary parameters and the equation)

can be found in Section 3.5 ff. Particles are deflected by the deviation in flow

direction, which guides around the geometry of the instrument module. An area

of increased particle number concentration is shown by a compression of the

suite of particle trajectories (shown in Figure 3.16). Decreased particle number

concentrations are found near the vehicle’s fuselage. Thus, the particle trajec-

tory simulation demonstrates that the planned design of the SPICE instrument,

and in particular the length of its booms, provides effective removal of particles

from the air flow around the instrument module. In addition, the simulation

clearly shows that no particles would be sampled at all for the chosen particle

inlet position if the substrate mounts would be placed too close to the surface

of the instrument module.

Influence of the m-NLP instrument on the downstream flow field

The entire instrument module of the rocket comprises several measuring

instruments for various research projects based on data acquisition. So far,

the geometry and extension of a specific measurement instrument has not

been considered. However, since the so-called Multi Needle Langmuir Probe

(m-NLP) (cf. Section 3.3) with its aerial-type structures significantly affects the

downstream flow field (i.e., at the plane of the SPICE booms) the simulation

model requires further refinement.

The geometry of the instrument module including m-NLP is presented in Fig-

ure 3.17. Moreover, the corresponding refined mesh for flow field calculations

of the 3D model is presented. The mesh consists of 1.94 million elements with

smallest sizes of 1.89 · 10−3 m and largest elements of 0.19 m. Regions in

the simulation volume where strong gradients of the flow velocity emerge are

resolved by smaller element sizes (defined a-priori by the default setting of the
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physics controlled mesh for the geometry including the filigran m-NLP). The

dynamic mesh refinement during the calculation (as applied in the previous

paragraph) is therefore not necessary anymore. The thin tetrahedral mesh

elements clustered around the instrument module favor the detailed resolution

of the boundary layer around the SPICE compartment. Repeated boundary

layer analyses of the flow around the instrument module are carried out to

determine at which alignment each SPICE boom stays aloof from any flow

disturbance by the m-NLP.
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Figure 3.17: Computational mesh for simulations of the instrument module with m-
NLP. The mesh resolution is increased around the flow obstacle, boundary
layer elements are visible at the instrument module including the SPICE
compartment [Klug, B. S. et al., 2023].

Correspondingly to the incident velocities of 300 m s−1 and 400 m s−1, the

flow field is exhibited in Figures 3.18 a) and b). Both figures clearly display

the Mach cone around the tip of the instrument module. The disturbance

of the flow field due to the m-NLP is clearly pronounced at both velocities;

the tips of the m-NLP cause shock waves that interfere with the shock wave

generated at the tip of the instrument module. Downstream of the m-NLP,

the deceleration of the incident flow velocities is unambiguous. A well-defined

boundary layer forms around the instrument module including the SPICE

compartment. Another depiction of the flow field based on the incident flow

velocity of 300 m s−1 and 400 m s−1 is shown in Figures 3.19 a) and b). The

cross sectional plane onto which velocity values are plotted is at the level of the

77



3 Supersonic flow simulations and impaction processes

SPICE instrument (perpendicular to the longitudinal axis of the instrument

module). The influence of the m-NLP is limited to their slipstream indicated

by locally low velocity values of 256 m s−1 (i.e., a deceleration of the incident

flow velocity of 17% for 300 m s−1) and 330 m s−1 (i.e., a deceleration of 21%

for 400 m s−1).
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Figure 3.18: Flow field around the instrument module with m-NLP depicted on a
longitudinal vertical plane. The inlet for the air flow is on the left-
hand side. Figure a) shows the simulation result for the flow velocity
of 300 m s−1 and b) for 400 m s−1 [Klug, B. S. et al., 2023].

Other contours that indicate decelerated velocity values are due to the shock

wave. Regarding the SPICE instrument positioned downstream of the m-NLP,

it is obvious that an alignment of the SPICE booms in the direct wake of the

m-NLP is to be avoided. Positions of the SPICE booms, which are possibly
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unaffected by the flow pattern caused by the m-NLP, are shown as (red, blue,

and green) cut lines in Figures 3.19 a) and b). Furthermore, the instrument

module with the three intersection lines from two perspectives is shown in

Figure 3.20.
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Figure 3.19: Frontal view of the cross-section of the flow velocity field (in the level of
the SPICE instrument) for the incident flow velocity of 300 m s−1 in a)
and 400 m s−1 in b). Note: The flowed-around instrument module also
comprises the m-NLP booms, whose wake imprint is clearly reflected in
the flow velocity field at the level of the SPICE instrument (yellow/or-
ange contours). Colored lines (blue/red/green) indicate potential config-
urations of the SPICE booms as far as possible away from wake influences
of the m-NLP.
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Figure 3.20: Visualization of the cut lines from two different perspectives of the in-
strument module along which velocity variables are analyzed [based on
Klug, B. S. et al., 2023]. The blue color marks cut line 1, the green color
cut line 2 and the red color marks cut line 3.

Flow velocities along the cut lines (1, 2, and 3) of the boundary layer region for
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incident flow velocities of 300 m s−1 and 400 m s−1, respectively, are depicted in

Figures 3.21 a) and b).
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Figure 3.21: Flow velocities evaluated on cut lines 1 (blue), 2 (green) and 3 (red) for
the incident flow velocities of 300 m s−1, a) and 400 m s−1, b) [Klug, B. S.
et al., 2023]. Crosshair symbols indicate data points at mesh nodes.

Note that cut lines 1 and 3 pass through regions of higher flow velocities

compared to cut line 2 (cf. Figure 3.19 b)). Again, the x-axis represents the
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distance from the surface of the instrument module, where the zero point is

located on the vehicle’s fuselage. Crosshair symbols indicate data points at

mesh nodes. The boundary layer, represented by the rapid drop in velocity

values near the instrument module surface, is clearly visible. The way to read

the course of the evaluated data has already been described in the previous

paragraph. The flow velocity difference at the edge of the boundary layer (at a

distance of 120 mm from the vehicle fuselage) between cut lines 1 and 2, and

cut line 3 is about 25 m s−1 (i.e., about 8.6%) lower at the incident velocity of

300 m s−1. In summary, comparing the flow velocities determined at cut lines 2

presented in Figures 3.15 and 3.20 (since the courses are identical), the shape of

the profiles of respective velocities are similar. The maximum velocities at the

edge of the boundary layer only differ by 2% (i.e., by 6 m s−1). Furthermore,

there are no anomalies in the course of the velocity values of cut lines 1 and

3. Thus, almost no influence of the m-NLP instrument can be detected at

the selected positions of the corresponding cut lines. For this reason, it seems

appropriate to position the SPICE booms analogously to the orientation of the

cut lines. However, due to the limited space in the SPICE compartment, it is

not possible to construct the booms in all six directions arranged in the cross

sectional plane perpendicular to the longitudinal axis of the instrument module.

The best possible compromise between an effective measurement and the limited

space for the payload leads to the following design: Three SPICE booms are

constructed, each of which is oriented at 120° to each other and corresponding

to one of the three half-cut lines. In this way it is ensured that:

1) the probe sampling is achieved in different spatial directions and at three

independent positions within the free flow field around the rocket body,

2) at least one of the substrate mounts is exposed to an almost undisturbed

air flow at all times during the flight, regardless of the ballistic flight path

(with different flight attitudes) of the HAS,

3) the probability of at least one successful sampling is substantially increased

by the use of three independent, redundant sampling systems, since in this

way partial or total failures of a single sampling are largely compensated.

The evaluation of the flow velocity along the cut lines with regard to the

boundary layer thickness around the flowed instrument module also confirms
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that the length of the SPICE booms of 120 mm is appropriate and sufficient to

allow for a probe sampling in the free flow field.
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Figure 3.22: Frontal view of the computational geometry of the instrument module
showing the ultimate layout of the three SPICE booms bearing the sub-
strate mounts at their tips [based on Klug, B. S. et al., 2023].

Figure 3.22 illustrates the final geometry of the entire instrument module in-

cluding the selected arrangement of the three SPICE booms. Shown are

the m-NLP sensors and SPICE booms with substrate mounts whose posi-

tions are offset from each other. The structure of the impact apparatus is

shown: hexagonal prisms (0.020 m in diameter and 0.023 m in height) are

attached to the tips of the three SPICE booms, with substrates mounted

on their side panels, as shown in Figure 3.23. Embedded in their sur-

faces are transmission electron microscopy (TEM) grids (two TEM grids on

each of the six surfaces, resulting in 36 probes to be analyzed), to which

the impacting particles adhere. TEM grids are fragile structures on which

nanometer-sized particles collide and adhere due to van der Waals forces.
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substrates
as TEM grids,

underlayed with
gold foil

screws for assembly

Figure 3.23: Detailed geometry of the sub-
strate mount with recessed
impaction substrates.

The advantage of sampling on TEM

grids is that collected particles, along

with the substrate, can be imme-

diately placed in the transmission

electron microscope for analysis

without further treatment, thereby

minimizing the potential of contami-

nation (although care must be taken

during assembly and disassembly to

avoid contamination). The TEM

grids on the impactor surfaces are

underlaid with gold foils. This sup-

ports the TEM grid and ensures that even those particles can be collected on a

substrate-like surface (i.e., the gold foil) which, for example, strike through the

TEM grid due to their kinetic energy.

The decision to use the developed design of the impactor surfaces has several

reasons:

1) during the hovering flight of the HAS along the flattened ballistic profile

(cf. blue flight path in Figure 3.7), the flight attitude changes. Distributed

multi-sampling in as many spatial directions as possible ensures that the

sampling occurs effectively and is less dependent on the vehicle’s flight

attitude,

2) one side of the hexagonal prism is approximately facing the air flow. This

orientation perpendicular to the flow acts as a front surface in a non-

aerodynamic shape and contributes to sharp changes in the direction of

the streamlines, causing the trajectories of the particles to deviate from

them due to the particle inertia and thus leading to impactions,

3) there are always some of the surfaces of the hexagonal prism substrate

mounts at an angle to the incident flow direction, onto which, however,

the deposition of particles from the decelerated air flow may nevertheless

occur. Once the flight attitude changes, these surfaces may point exactly

against the flow direction, at least for parts of the flight attitude,
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4) in addition, the symmetrical and fully circumferential configuration of the

substrate mounts ensures sampling both within the frontal flow and in the

flow shadow,

5) finally, the chosen geometry favors the handling of assembly and disassem-

bly the TEM grids on each flank of the hexagonal prism. The proposed

design of the substrate mounts and the orientation of its surfaces are ana-

lyzed in numerical simulations for particle impaction efficiency, described

in Section 3.5.

The geometry of the instrument module with the SPICE booms is symmetric

with respect to an axis that is perpendicular to the longitudinal axis of the in-

strument module. Consequently, the flow around the geometry of the instrument

module is also symmetric. This recognition will be exploited later (see Paragraph

3.5.7) to reduce the numerical effort for the particle simulations performed.

Supersonic flow field around the SPICE instrument

So far, fluid dynamics simulations have contributed to optimize the design of

the SPICE instrument with the arrangement and orientation of its booms. Now

that we have gained knowledge about the shape and position of the impactor

surfaces, the third phase of the simulation process can be addressed. Here,

the flow field around the substrate mounts is analyzed to ensure that they

are unaffected by disturbances origin from the boundary layer around the

instrument module or the shock wave forming at the instrument module tip. In

particular, the velocity, pressure and temperature fields are analyzed on which

the particle tracking simulations (see Section 3.5) are based on. Moreover, the

flow field is simulated at different angles of attack of the HAS. Thereby, the

extreme values are estimated with ±30° as the maximum possible deflection

during the measuring flight phase.

The mesh used for the simulations with 3.75 million elements is shown in Fig-

ure 3.24. The resolution of the mesh is enhanced around the instrument module,

especially at the tip and in the immediate vicinity of the instrument module,

where flow variations occur. A total of eight layers of boundary elements (a de-

tailed view of boundary elements is depicted in Figure 3.25) are used to resolve

the boundary layer.
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Figure 3.24: Computational mesh for the selected instrument module geometry with
substrate mounts on the SPICE booms. In the close-up, the higher res-
olution of mesh elements around the upright substrate mount is visible
[Klug, B. S. et al., 2023].

In addition, a rectangle is placed around each of the substrate mounts, within

which the mesh is extremely refined (visible at the upright SPICE boom in

Figure 3.24). Due to the additional manual refinement of the mesh in this region,

the highly resolved mesh elements spread into the region of the shock wave, and

the additional dynamical mesh refinement (as described in Section 3.4.2) is no

longer necessary.

Figure 3.25: Near-surface mesh elements around the instrument module.
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The close-up view (in Figure 3.24) exhibits the refined mesh with minimum mesh

element sizes of 1.15 · 10−3 m. This refinement is primarily aimed at improving

the spatial resolution of the flow field around the substrate mounts and the

small-scale flow pattern that can evolve in the wake of fore-built structures.
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Figure 3.26: Flow field around the instrument module depicted on two cut planes,
where the inlet for the air flow is on the left-hand side. Figure a) shows
the simulation result for the incident velocity of 300 m s−1 and b) for
400 m s−1.

One can recognize from Figure 3.24 that for subsequent fluid dynamics

simulations the m-NLP are no longer considered in the geometry. Although
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the aerial-type structure of the m-NLP has an impact on the flow profile

(e.g., velocity gradients), the wake effect of the m-NLP does not significantly

impact the flow at the dedicated SPICE sample positions. Subsequently, the

consideration of the m-NLP geometry appears dispensable for the following

simulations. Furthermore, the neglection of this geometry in the refined flow

simulations is for the purpose of saving computational costs.

Figures 3.26 a) and b) illustrate velocity fields around the instrument module

for incident velocities of 300 m s−1 and 400 m s−1, respectively, depicted on two

cut planes through the upper SPICE boom 1 and through the downside oriented

SPICE boom 3. Note that the flow around the geometry of the instrument mod-

ule (and thus around the two downside oriented booms 2 and 3) is symmetrical

to the vertical axis perpendicular to the longitudinal axis of the instrument mod-

ule. Again, the flow behavior is analogous to the previous simulation results (cf.

Figures 3.13 and 3.18). Additionally, the effect of the substrate mounts at the

tips of the SPICE booms protruding from the boundary layer around the in-

strument module surface is illustrated. However, the SPICE booms themselves

cause additional shock waves, and as expected, the shape and range of the shock

waves trapping the substrates depend on the flow velocity. While in Figure 3.26

a) the wave front propagates at a larger angle to the longitudinal axis of the

instrument module, in Figure 3.26 b) the shock wave caused by the tip of the

instrument module and the booms nestles slightly closer to the longitudinal axis

of the instrument module due to the higher flow velocity. In addition, a small

boundary layer forms around the booms, affecting the downstream flow field

over a short distance.
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Figure 3.27: Frontal view of the flow field at the level of the SPICE instrument a) and
side view of the flow field around one SPICE boom b).
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A closer look at the boundary layer thickness around the instrument module is

represented in Figure 3.27 for the incident velocity of 400 m s−1. The velocity

profile on a cut plane perpendicular to the instrument module at the level of

the SPICE booms is depicted in Figure 3.27 a). Figure 3.27 b) shows a close-up

of the flow field around the upright SPICE boom (representative for booms 2

and 3, as the flow field around the individual booms is similar, as can be seen

in Figure 3.29 b)).
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Figure 3.28: Streamlines around one of the substrate mounts for the angle of attack

of 0° at the incident velocity of 400 m s−1 show velocity values limited to
0 m s−1 and 220 m s−1.

Both plots support the choice of the booms’ length ensuring the placement of the

substrate mounts well outside the boundary layer around the instrument module.

Streamlines in the close vicinity around one of the substrate mounts are illus-

trated in Figure 3.28, where depicted velocity values are limited to 0 m s−1 and

220 m s−1. Simulation results of flow field variables are summarized in Figure

3.29, where the temperature field a), velocity field b), fluid density field c), and

pressure field d) are illustrated on two cut planes through the upper SPICE

boom 1 and through the downside oriented SPICE boom 3 for the incident flow

velocity of 400 m s−1. Furthermore, the values of flow field variables measured

upstream of SPICE booms 1 and 3 are shown. For the angle of attack of 0°,
only marginal differences in the analyzed flow field variables upstream of the

substrate mounts can be determined. With regard to the energy conservation,

the inverse behavior of temperature and velocity can be observed in figures a)

and b), with the velocity values across the shock wave front decreasing sharply

while the temperature values increase. This is due to the conversion of the

kinetic energy into internal energy, which leads to an increase in temperature.
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Figure 3.29: Representation of flow field variables, temperature field in a), velocity
field in b), fluid density field in c), and pressure field in d) depicted on
two cut planes for the incident flow velocity of 400 m s−1.

The temperature increase ∆T in relation to the free flow field is most pro-

nounced at the tip of the instrument module and in front of the SPICE

booms, where a ∆T of 81 K upstream of boom 1 is marked in figure a). Since

temperature is directly proportional to pressure (according to the ideal gas law,

see equation 2.48), and the conservation of mass (cf. expression 2.9) states that

density times velocity stays constant, an increase in temperature leads to a

pressure increase, and a decreasing velocity to an increasing density. Therefore,

a pressure increase ∆p in relation to the free flow field is mainly observed at

the tip of the instrument module or at the impinged SPICE booms, where in

front of boom 1 the pressure increase is about ∆p = 3.07 Pa. Just at this point,

the fluid density increases by about ∆ρ = 4.03 · 10−5 kg m−3.

To complete the analyses and to cover several cases of the flow field under

variable HAS angles of attack, the simulations around the instrument module

are complemented by accounting for the vehicles’ maximum deflections of ± 30°.
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The computational mesh for this simulation step consist of 4.44 million elements

with smallest element sizes of 3.63 · 10−3 m, illustrated in Figure 3.30 for the

angle of attack of −30°. Again, smaller mesh elements are located around the

tip of the instrument module and, in particular, around the SPICE booms.
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Figure 3.30: Computational mesh for flow simulations for −30° angle of attack.

Figure 3.31 depicts the velocity field around the instrument module for the

incident velocity of 400 m s−1, with an asymmetric shock wave forming at the

tip of the instrument module. The surface of the instrument module that faces

the flow causes a strongly pronounced shock wave, to which the protrusions of

the instrument module also contribute.
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Figure 3.31: Flow field around the instrument module geometry depicted on a cut
plane for the incident flow velocity of 400 m s−1 for the flight attitude of
+30° [Klug, B. S. et al., 2023].
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Figure 3.32: Representation of flow field variables, temperature field a), velocity field
b), fluid density field c), and pressure field d) for the incident flow velocity
of 400 m s−1 on two cut planes for the flight attitude of +30°.

The simulation results of the four flow field variables temperature a), velocity

b), fluid density c) and pressure d) for the flight attitude of +30° are illustrated

on two cut planes through the upper SPICE boom 1 and through the down-

side oriented SPICE boom 3 in Figure 3.32 for the incident flow velocity of

400 m s−1. Moreover, velocity, temperature, density, and pressure values mea-

sured upstream of the booms are depicted. The symmetry of the geometry of

the instrument module in relation to the vertical axis perpendicular to the lon-

gitudinal axis of the instrument module also applies here, whereby only one of

the downside oriented booms is considered. Regarding the SPICE booms, the

two substrate mounts on the downside fuselage of the instrument module are ex-

posed to the air flow behind the shock wave, while the upright boom is in the flow

shadow of the instrument module at +30° flight attitude. The pressure and tem-

perature increases measured upstream of the downside oriented boom 3 (which

are higher than for the remaining boom 1) are ∆p = 3.67 Pa and ∆T = 78 K in

relation to the free flow field. A closer look of the velocity field and streamlines
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around the SPICE booms is depicted in Figure 3.33 for boom 1 in a) and b)

and boom 3 in c) and d) at the incident velocity of 400 m s−1 (where velocity

values for streamlines are limited to 0 m s−1 and 220 m s−1). While boom 1 is

embedded in upstream flow velocities of about 224 m s−1 and is shielded from

the free flow by the upstream instrument module tip, boom 3 is located behind

the shock wave in a flow with velocities about 322 m s−1, in which the substrate

mount is clearly outside the boundary layer of the instrument module.
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Figure 3.33: Side view of the flow field a) and streamlines b) around the upright SPICE
boom and one downside oriented SPICE boom with the flow field c) and
streamlines d) for the angle of attack of +30° and the incident velocity
of 400 m s−1.

For another flight attitude extreme (i.e., for the −30° angle of attack), the veloc-

ity field around the instrument module for the incident velocity of 400 m s−1 is

illustrated in Figure 3.34. Again, an asymmetric shock wave develops due to

the asymmetric geometry of structures at the tip of the instrument module,

which faces the flow. In addition, the instrument module appurtenances and

the SPICE booms generate other shock wave structures that interfere with each

other.
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Figure 3.34: Flow field around the instrument module geometry depicted on a cut
plane for the incident flow velocity of 400 m s−1 for the flight attitude of
−30° [Klug, B. S. et al., 2023].
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Figure 3.35: Representation of flow field variables, the temperature field a), velocity
field b), fluid density field c), and pressure field d) for the incident velocity
of 400 m s−1 on two cut planes for the flight attitude of −30°.

Corresponding numerical results of the flow variables (temperature a), velocity

b), density c), and pressure d)) are summarized in Figure 3.35 for the incident
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velocity of 400 m s−1 and are depicted on two cut planes through the upper

SPICE boom 1 and through the downside oriented SPICE boom 3. Additionally,

velocity, temperature, density, and pressure values measured upstream of the

SPICE booms 1 and 3 are shown. While SPICE boom 1 is directly affected by the

forming shock wave, SPICE boom 3 is located behind the shock wave. Measured

flow variables on a point upstream of SPICE boom 1 depict a temperature

increase of ∆T = 77 K, a pressure increase of ∆p = 3.83 Pa, and a density

increase of ∆ρ = 5.44 · 10−5 kg m−3 in relation to the free flow field.
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Figure 3.36: Side view of the flow field a) and streamlines b) around the upright SPICE
boom and one downside oriented SPICE boom with the flow field c) and
streamlines d) for the angle of attack of −30° and the incident velocity
of 400 m s−1.

A close-up of the velocity field and streamlines around the SPICE booms for the

angle of attack of −30° is depicted in Figure 3.36 for boom 1 in a) and b) and

for boom 3 in c) and in d) for the incident velocity of 400 m s−1 (where velocity

values for the streamlines were limited to 0 m s−1 and 220 m s−1). SPICE

boom 1 is embedded in the shock wave with upstream flow velocities of about

277 m s−1, which is about 24% higher than for SPICE boom 1 at an angle of

attack of +30° (here this boom is in the slipstream of the instrument module).
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SPICE boom 3 is located behind the shock wave, where velocities of up to

421 m s−1 are reached, which is about 31% higher than for the corresponding

boom at the +30° angle of attack. It is obvious, that in both depictions a) and

c) the substrate mounts are clearly located outside the boundary layer of the

instrument module. The near-surface flow fields for the angles of attack of ±30°
are illustrated in Figure 3.37 a) and b), respectively, by streamlines. The color

coding refers to velocity values, whereby the displayed velocity magnitude is

limited to 0 m s−1 and 220 m s−1. In figure a) and b), the upright SPICE boom

and its substrate mount is enveloped by flow velocities of about 220 m s−1, while

the two substrate mounts on the downside fuselage of the instrument module

are exposed to flows with higher velocities (note that these streamlines are not

shown in the figure as they exceed the range of scale), confirming the previous

evaluations.
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Figure 3.37: Streamlines around the instrument module for the angles of attack of−30°
in a) and +30° in b) for the incident velocity 400 m s−1. Streamlines are
colored according to velocity values and are filtered out to 0 m s−1 and
220 m s−1.

Finally, the velocity, temperature, pressure and density increase upstream of

the upright SPICE boom and one downside oriented SPICE boom for the

incident velocity of 400 m s−1 is summarized in Table 3.1 corresponding to

the flight attitudes of ±30° and 0°, respectively. The highest flow velocity of

421 m s−1 upstream of a substrate mount is achieved for boom 3 at an angle

of attack of −30°, which is about 31% higher than for the same boom at an

angle of attack of +30° and 13% higher than for the same boom at an angle of

attack of 0°. In addition, the velocity values upstream of boom 1 at an angle of
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attack of +30° are about 24% lower than at an angle of attack of −30° and even

66% lower than at an angle of attack of 0°. The highest temperature increase in

relation to the free flow field upstream of the substrate mounts is achieved for

the angle of attack of 0° with a ∆T of 81 K upstream of boom 1. The highest

pressure increase is observed upstream of boom 1 for the angle of attack of −30°
with a ∆p of 3.83 Pa.

+30° −30° 0°
boom 1 boom 2 boom 1 boom 2 boom 1 boom 2

u / m s−1 224 322 277 421 372 372
∆T / K 66 78 77 70 81 80
∆p / Pa 0.21 3.67 3.83 1.55 3.07 3.04

∆ρ / 10−5 kg m−3 5.13 0.43 5.44 1.76 4.03 4.02

Table 3.1: Velocity, temperature, pressure, and density increase with regard to values
of the free flow field measured upstream of SPICE booms 1 and 2 for the
different angles of attack of ±30° and 0°.

While the pressure increase is so small and therefore irrelevant for the design

development, the temperature increase upstream of the substrate mounts is sig-

nificant. For this reason, in Section 3.5.6 the effect of the temperature increase

on the NLC elements consisting of ice a-priori to impactions is investigated.

In essence, the simulation results reveal a significant change in the flow profile,

in the evolving shock wave and in the exposure of substrate mounts that serve

as a target for particle impactions under varying flight attitudes of the HAS

on its flight path. The chosen alignment of the three SPICE booms with their

substrate mounts apparently allows effective collection of particles under many

flight conditions. It is demonstrated that for different angles of attack at least

two of the substrate mounts are exposed to the almost fully developed flow with

some reduction in flow velocities, which lies in the range of 8% for the angle of

attack of 0° and 24% for the angle of attack of +30° for the downside oriented

booms related to the incident flow velocity. Note that for the angle of attack of

−30°, the downside oriented booms are exposed to even accelerated velocities,

lying 5% above the incident velocity of 400 m s−1. Finally, at an angle of attack

of 0°, equal particle sampling efficiencies are expected for all three SPICE booms

based on the flow field analyses, where only marginal differences can be detected.
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However, at the angles of attack of ±30°, different sampling efficiencies are to be

expected between the upright and downside oriented SPICE booms, assuming

that higher flow velocities favor particle impactions.

Detailed investigation of the flow field around substrate mounts

In the following, high-resolution simulations are performed to closely examine

the flow field around the substrate mounts. In particular, attention is paid

to whether vortex-induced back-flow occurs in the slipstream of the substrate

mounts, enabling the particle deposition on downstream surfaces.

direction of
air stream

reduced simulation volume

region for mesh refinement

Figure 3.38: Reduced simulation volume including the upright SPICE boom with a
mesh refinement region around the substrate mount for high-resolution
simulations of the near flow field.

To realize the high-resolution computation, the simulation volume is reduced to

one SPICE boom, as can be seen in Figure 3.38. To resolve small-scale flow

pattern in the near flow field around the substrate mounts, a cuboid volume

is placed around the substrate mount. Within this volume, the mesh elements

are reduced in size by a factor of up to 625 compared to largest elements lo-

cated outside of this cuboid volume. This results in minimum element sizes of

1.76 · 10−4 m and maximum sizes of 1.06 · 10−3 m within this region, which is

illustrated in Figure 3.39. Eight layers of boundary elements are used to resolve

the boundary layer around the substrate mount.
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Figure 3.39: Mesh resolution within the cuboid volume around a substrate mount.

Simulations of the flow field around the SPICE boom are performed similar to

Paragraph 3.4.1 for inlet velocities of 300 m s−1 and 400 m s−1, respectively. To

ensure that the flow field in the reduced simulation volume limited to the upright

SPICE boom corresponds to the respective flow field in the overall geometry

of the instrument module, the boundary condition for the velocity profile at

the air flow inlet of the reduced geometry is defined as follows: At first, the

inlet surface of the reduced simulation volume within the overall geometry is

determined. Then, the velocity profile at this position is extracted from the

overall flow simulation results. The inlet velocity as a function of z minus the

vertical position (i.e., the vertical distance to the vehicle surface at the central

position y = 0 m) is shown in Figure 3.40 for incident velocities of 300 m s−1 and

400 m s−1. Here, the boundary layers around the instrument module are clearly

visible in both cases. In the further course of the flow, the streaming pattern

is characterized by the velocity fluctuations caused by shock waves achieving

finally the incident velocities. Subsequently, the velocity profiles (obtained from

the overall flow simulations) are applied as the inlet conditions for the high-

resolution reduced volume simulation. The corresponding velocity fields for the

incident flow velocities of 300 m s−1 and 400 m s−1 are shown in Figure 3.41

a) and b) (note that the color scales are limited to the ranges close to the free

flow values, i.e., between 260 m s−1 and 280 m s−1, and between 350 m s−1 and

380 m s−1, respectively). The impact of the shock waves within the covered

velocity range is clearly observed at the evaluation positions, which are marked
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by black lines.
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Figure 3.40: Velocity profile used as boundary condition at the inlet surface of the
reduced simulation volume for 300 m s−1 a) and 400 m s−1 b).
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Figure 3.41: Velocity field around the instrument module for determining flow pro-
files at the evaluation position (marked line) as boundary conditions for
high-resolution flow simulations. Figure a) shows the velocity field for
the incident flow velocity of 300 m s−1 and b) for the incident flow veloc-
ity of 400 m s−1, where the color ranges are limited to almost free flow
velocities.

Results of high-resolution supersonic flow simulations around the upright sub-

strate mount are presented in Figure 3.42 for both considered incident flow

velocities of 300 m s−1 in a) and of 400 m s−1 in b). Note that the air flow inlet

is on the left-hand side. Streamlines are color-coded with velocity magnitude

values, the velocity range is limited up to 120 m s−1 to filter out high velocity

streamlines of the free flow. In the slipstream of the substrate mount, minor vor-
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tices occur at an incident flow velocity of 300 m s−1, whereas at 400 m s−1 the

convergence and alignment of the streamlines in the downstream flow of the

substrate mount is already observed. Thus, some flow disturbances develop in

the slipstream at lower incident velocities, but this effect decreases significantly

at higher flow velocities.
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Figure 3.42: Streamlines colored with velocity magnitude values around a substrate
mount for the incident flow velocity of 300 m s−1 a) and for 400 m s−1 b),
which are limited to the velocity range covered.

It should be noted that the flight attitude of the HAS varies along its flight

path. Therefore, the simulation results of Figure 3.42 describe only a snapshot

of the fluid dynamics for the angle of attack of 0°. Even though particle

impactions are not expected on the downstream surfaces (as no significant

back-flow is detectable), it may be important to mount impaction substrates on

each of the six surfaces of the substrate mount, which can enable the collections

regardless of particular flight positions.

For even more detailed flow field analyses, the flow field alongside further

structural details of the substrate mount is investigated. A detailed geometry

of the substrate mount with impaction substrates, which are recessed by

0.2 · 10−3 m relative to the surface plates (cf. Figure 3.23) is considered, where

a high-resolution simulation mesh is created to resolve the structural details:

Hemispheres are defined around the impaction substrates. Their diameter

is chosen larger than the diameter of the impaction substrates so that they

are completely enclosed. Within these hemispheres, the element size achieves

1.04 · 10−5 m, which is the smallest element size applied in the entire simulation
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process.

The generated mesh within the hemispheres is shown in Figure 3.43, where the

close-up view shows small mesh elements in close proximity to the impaction

substrates. The high-resolution mesh near the impaction substrates can repre-

sent the geometric structure of the recessed substrates of 0.2·10−3 m in detail and

ensures resolving the small-scale vortices and flow patterns in close proximity to

the recessed impaction substrates.
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Figure 3.43: Locally refined computational mesh with element sizes ranging from 1.04·
10−5 m to 5 · 10−5 m located at the recessed impaction substrates.

Numerical simulations in the reduced simulation volume (cf. Figure 3.38) with

the mesh refinement shown in Figure 3.43 are performed to investigate poten-

tial small-scale flow patterns in the vicinity of recessed substrates. Simulation

results with use of the above described highly resolved computational mesh for

the incident flow velocity of 300 m s−1 are shown in Figure 3.44. Streanlines

are colored with velocity magnitude values, which are filtered out to the limited

range of 0 m s−1 and 100 m s−1 in a) and 0 m s−1 and 10 m s−1 in b). The pre-

sented streamlines around the substrate mount can be characterized as laminar

with small perturbations in the slipstream. However, no effect of the recessed

substrates on the flow can be detected from the simulation results. It can be

concluded that the recessed substrates of 0.2 ·10−3 m do not generate significant
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small-scale flow patterns at supersonic velocities.
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Figure 3.44: Streamlines around the substrate mounts for the incident flow velocity
of 300 m s−1. Streamlines are colored with velocity magnitude values,
filtered out up to 100 m s−1 in a) and up to 10 m s−1 in b).

Since higher flow velocities suppress the vortex formations, numerical results of

the higher incident flow velocity of 400 m s−1 are disregarded.
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3.5 Collection of mesospheric particles on substrate

mounts

In the following, the effectiveness and efficiency of inertia-based particle collec-

tion by impacting the substrates under atmospheric conditions at about 85 km

altitude in a supersonic flow regime are investigated. For this purpose, the

release of aerosol particles is simulated based on the precomputed flow field.

The particles’ trajectories are computed by using the corresponding equation of

motion, which accounts for all relevant forces acting on the particles. In this

way, deposition processes can be predicted and analyzed. With respect to the

numerical effort for the calculation of particle trajectories, not the entire 60-s

measurement flight is simulated: instead, a small flight segment with a duration

of 0.021 s is closely numerically examined. As the flight attitude is variable it is

conceivable that the upright and the downside oriented substrate mounts have

varying sample yields for each angle of attack. Since both, the flow field and the

particle conditions are unique, an overview of particle properties is given in the

following Section 3.5.1. Furthermore, in Section 3.5.2 the parameters defining

the physical conditions to model particle trajectories are determined before the

model settings for calculating them are given in Section 3.5.5, which is followed

by the presentation of simulation results in Section 3.5.7.

3.5.1 Properties of MSP and NLC elements

To specify the properties of MSP and NLC elements, literature data from

various studies are summarized, which find their application in further simula-

tions. For detailed information about meteoric smoke and noctilucent clouds

it is referred to Sections 3.1 and 3.2. Regarding the size of NLC elements (ice

particles), estimates are based on analyses of light scattered by mesospheric ice

particles. Accordingly, the particles are assumed as spherical elements with a

material density of ρp = 1 g cm−3 and diameters of ≤ 0.12 µm [Tozer, W. F.

and Beeson, 1974; Turco, R. P. et al., 1982; Thomas, G. E., 1991; Rapp, M.

and Lübken, 2004; Baumgarten, G. and Fiedler, 2008; Hervig, M. E. et al.,

2009]. Lübken, F.- J. [2005] and Rapp, M. and Thomas [2006] further constrain

this size estimate to particle diameters from 20 to 100 nm. The particle number

concentration of the NLC elements is still under debate and is highly variable.

It ranges from estimations scaled from 1 − 10 cm−3 [Turco, R. P. et al., 1982],
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from 29 − 133 cm−3 [Baumgarten, G. and Fiedler, 2008], from 46 − 105 cm−3

[Baumgarten, G. et al., 2008], up to 23 − 1078 cm−3 with a mean of 82 cm−3

[Von Cossart, G. et al., 1999].

On entry, interplanetary solids, such as asteroids or meteoroids, pass through

the Earth’s atmosphere at enormous speeds. When cosmic bodies are sufficiently

large, collisions and friction with the air molecules of the atmosphere lead to the

development of high temperatures, at which the bodies’ constituents evaporate.

According to Plane, J. M. C. [2003] cosmic bodies of

• diameter dp < 100 nm do not experience frictional heating and no ablation

occurs,

• dp ≈ 1 µm require entry velocities of over 40 km s−1 to get frictionally

heated to temperatures of > 1000 K,

• dp > 10 µm reach boiling temperatures of about > 2000 K, while further

frictional heat input is balanced by vaporization and radiative cooling (i.e.,

no further temperature rise occurs).

Most of the material from incoming bodies less than 300 µm in diameter (masses

less than 100 µg) remains in the atmosphere and in this way contributes to most

of the total imported mass by cosmic entry [Plane, J. M. C., 2003, 2012]. Sub-

sequently, rapid recombination and polymerization of the vaporous components

released from the ablating body occurs. This produces the meteoric smoke par-

ticles with an assumed material density of ρp = 2 − 3 g cm−3 [Hedin, J. et al.,

2007b], sometimes specified with ρp = 2.8 g cm−3 like Plane, J. M. C. [2012]

lists. MSP diameters are estimated to be 0.8 to 1.0 nm [Strelnikova, I. et al.,

2007], 0.8 to 1.6 nm [Hedin, J. et al., 2014], 0.5 to 3 nm [Rapp, M. et al., 2010,

2012], 1.6 to 4 nm [Horányi, M. et al., 1999; Rapp, M. and Thomas, 2006] or

0.2 to 6 nm [Asmus, H. et al., 2014]. For further investigations MSP sizes of

1.2 nm are applied analogous to the investigations by Hedin, J. et al. [2014].

3.5.2 Parameters for particle modeling

Prior to the mathematical modeling of the trajectories of the airborne particles,

the interaction between the continuum phase (i.e., the fluid) and the discrete
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phase (the particles) must first be specified. For this purpose the particle volume

fraction as introduced in Paragraph 2.2.1 is calculated using equation 2.51:

Φp =
nVp
V
,

where n is the number of particles, Vp is the volume of a single particle, and

V = n Vp + Vf is the total volume of the particles and the fluid. Based on the

estimation of a NLC element diameter of dp = 100 nm the particle volume is

Vp = 5.23 · 10−22 m3 and the total simulation volume is V = 14 m3. Assuming

an exemplary but realistic particle number concentration of c = 133 cm−3

[Baumgarten, G. and Fiedler, 2008] the overall quantity of particles present in

the simulation volume V is n = 1.86 · 109 particles. Thus, the volume fraction

of particles results in Φp = 6.96 · 10−20 which is clearly less than the threshold

for the application of one-way coupling of Φp = 10−6 (cf. Paragraph 2.2.1).

This means that the particle-laden stream represents a sparse flow with a

comparatively low particle number concentration, in this way supporting the

assumption that the flow properties remain unaffected by the particles present.

It is therefore sufficient to numerically calculate the flow field and the advected

particle motion in two separate simulation runs [COMSOL®, 2017b]:

1) The continuous phase is modeled by the Navier-Stokes equations for com-

pressible fluids. Eulerian formulation is applied as described in detail in

Paragraph 2.1.3. As a result, a stationary velocity field around the instru-

ment module is obtained, the detailed presentation of the results can be

found in previous Section 3.4.3.

2) Particle velocities and positions are determined as a time-dependent pro-

cess. For this purpose, the study for calculating the particle trajectories

is coupled with the flow study: Flow variables are required at the spatial

positions of the particles and for each time step in order to calculate the

particle trajectories (next positions). This corresponds to the Lagrangian

movement description. The methodological approach is referred to as

the one-sided Euler-Lagrangian coupling or the Lagrangian point-particle

method [Hryb, D. et al., 2009; Gimenez, J. M. et al., 2012]. In the

point-particle formulation, particles are considered as point sources of
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momentum and energy, neglecting the particles’ spatial dimension.

To investigate the application of Stokes’ drag force, the relative Reynolds

number (see Section 2.64) of the particles is determined according to equation

2.58: Rer =
ρf dp |~ur|

µf
= 3.58 · 10−5, where ρf = 2.68 · 10−5 kg m−3 is the

fluid’s (air) density, dp = 100 nm is the estimated diameter of a NLC element,

µf = 8.96 · 10−6 Pa s is the dynamic viscosity of the fluid, ~ur = 120 m s−1 is

the maximum measured particle relative velocity obtained in the near vicinity

of substrate mounts (i.e. in regions with strongly decelerated fluid velocities)

with respect to the fluid velocity. Considering the application of Stokes’ law

with the required condition of a relative Reynolds number of Rer << 1, the

obtained value of 3.58 · 10−5 fulfills this criterion and supports the application

of Stokes’ drag law.

The value of the Knudsen number Knp = 2λ
dp

specifies whether Stokes’ drag force

~FD (cf. Section 2.64, equation 2.65) should be considered with the corresponding

Cunningham slip corrector Cc. In the considered flow regime, the Knudsen

number results in Knp = 2λ
dp

= 4.4 · 104 where for the mean free path length the

value λ = 2.22·10−3 m (see Section 3.4.1) is applied. Thus, the Stokes’ drag force

with the Cunningham slip corrector Cc is applied, according to equation 2.67.

3.5.3 Equation of motion of particles

Particle modeling and the calculation of the particle positions at each time

step (i.e. the particle trajectories) is based on the equation of motion of the

particles (cf. equation 2.54). The equation incorporates all relevant particle

forces that determine the dynamics of the particles. The following Table 3.2

presents all parameters for the flow, as well as for the particle simulations

with their corresponding values. A distinction is made between variables that

apply to NLC elements (larger particles consisting of ice) and particles that act

as condensation nuclei (smaller and denser MSP). Based on the parameters,

magnitudes of possible forces (summarized in Table 3.3) acting on particles are

estimated.
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parameters values descriptions

ambient conditions

µf 8.99847 · 10−6 Pa s Dynamic viscosity of air at 85 km.

ρf 2.6798 · 10−5 kg m−3 Fluid (air) density at 85 km altitude.

mf 2.43 · 10−32 kg
Mass of fluid, displaced by a particle

of dp = 1.2 · 10−9 m.

∂u
∂y 650 s−1 Change in velocity, estimated from

fluid dynamics simulations.

d(~uf−~vp)
dt

1 · 107 m s−2 Maximum relative particle acceleration
(from fluid dynamics simulations for |~uf | = 300 m s−1).

∇p 1.05 Pa m−1 Pressure gradient (from fluid dynamics simulations).

kB 1.381 · 10−23J K−1 Boltzmann constant.

~g 9.5 m s−2 Gravitational acceleration coefficient at 85 km.

particle properties

~ur 120 m s−1 Maximum relative particle velocity
(from fluid dynamics simulations for |~uf | = 300 m s−1).

dpCE 100 · 10−9 m [Rapp, M. and Thomas, 2006] Diameter of a single NLC element.

ρpCE 1000 kg m−3 Density of a NLC element.

dpMSP 1.2 · 10−9 m [Hedin, J. et al., 2014] Diameter of a single MSP (condensation nuclei).

ρpMSP 3000 kg m−3 [Hedin, J. et al., 2007b] Density of a MSP.

mp 2.7 · 10−24 kg
Mass of a single particle for

dp = 1.2 · 10−9 m and ρ = 3000 kg m−3.

Cc 7.357 · 104 Cunningham slip corrector for particles with
dp = 1.2 · 10−9 m.

Table 3.2: Flow field and particle properties.

forces mathematical expressions estimated magnitude of forces / N

Brownian force ~FBrown = ~ζ
√

6 π µf kB T dp
∆t Cc

∼ 10−18

Stokes’ drag force ~FD = 3 π µf dp ~ur C
−1
c ∼ 10−18

Saffman force ~FS = 1.615 d2
p
~Lf
√
ρfµf

1
|∇×~ur| ∼ 10−22

gravitational force ~FG,tot = mp
ρp−ρf
ρp

~g ∼ 10−23

added mass force ~Fam = mf cam
d(~uf−~vp)

dt ∼ 10−25

pressure gradient force ~Fp = −mp
ρp
∇p ∼ 10−28

Table 3.3: Approximated magnitudes of forces acting on particles to estimate their
effects on the particle dynamics. Forces highlighted in gray have a negligi-
ble magnitude compared to forces inherent with Brownian motion or due
to Stokes’ drag and therefore remain unconsidered in subsequent particle
simulations.

Table 3.3 summarizes forces acting on particles as described in Section 2.2.4.

In addition, parameters from Table 3.2 together with an example time step

taken by the solver of ∆t = 1 · 10−5 s are used to estimate the magnitude

of the forces and thus specify the impact of particular forces on the particle

motion. It is obvious that the Stokes’ drag force and the force inherent with

the Brownian molecular motion (whose influence is generally important for
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particles of nanometer size) are larger than other forces by at least four orders

of magnitude. Thus, it is confirmed that both forces play the most important

role. The forces highlighted in gray are considered negligible due to their small

contribution and are not included in the simulations discussed hereafter.

Finally, inserting the relevant forces in the general particle equation 2.54 and

under consideration of a constant particle mass, the particle’s equation of motion

yields:

mp
d2~x

dt2
= ~ζ

√
6 π µf kB T dp

∆t Cc
+

3 π µf dp ~ur
Cc

. (3.13)

This model equation is solved to calculate particle trajectories within the fluid

based on Stokes’ drag force and statistical effects of the Brownian molecular

motion, including the normally distributed Gaussian random numbers ~ζ (cf.

equation 2.69). Note that the Stokes’ drag force in equation 3.13 includes the

particle response time τp = ρp dp
2

18µf
(cf. equations 2.55 and 2.61), which is τp =

1.85 · 10−7 s (with dp = 100 nm) for the simulations presented herein. Relative

to the investigation time of 0.021 s the total simulation time is approximately

11 · 104 τp.

3.5.4 Solver settings for particle simulations

Since different particles in the flow volume around the instrument module are

abruptly decelerated and accelerated (depending on their positions), the equa-

tion of motion 3.13 for all particles builds a system of stiff ordinary differential

equations. For solving equations of such a type, COMSOL®’s particle tracking

module [COMSOL®, 2019] is utilized, which uses by default the numerical time-

stepping method of generalized alpha (see Section 2.3.4): An implicit second-

order scheme (with a parameter α) that is A-stable and has much less damping

effects than the BDF (backward differentiation formulas, cf. Paragraph 2.3.3)

[Boucher, C., 2020]. The parameter α (with 0 ≤ α ≤ 1) determines the damping

of high frequencies [COMSOL®, 2018a]. That is, for α = 1 there is no numer-

ical damping and for α = 0 the numerical dampening is maximal [COMSOL®,

2023]. The damping parameter is set to α = 0.75 in the current investigations.

Free time steps are chosen in the time solver, which are adapted to the problem

according to the defined relative tolerance for the discretization error. In this

study, the relative tolerance is set to 10−2. By this procedure, in general, the
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solver tries to choose largest possible time steps, whereby the discretization er-

ror estimate stays below the chosen threshold. However, time steps are reduced

when necessary (e.g., to resolve abrupt changes in particle velocity) [COMSOL®,

2023]. In this way, a balance between accuracy and efficiency is sought. By this

adjustment, the time step size is up to the order of 10−5 s or even smaller. In

the flow field near the substrate mounts, the particles are abruptly decelerated,

they impact or are accelerated again. Therefore, the selected time steps of the

solver are consistently very small (up to 10−14 s).

3.5.5 Model setup for particle simulations

To achieve and maintain uniform particle number concentrations within the

simulation volume, individual, randomly distributed particles are launched at

different times at defined particle inlets specified below (i.e., inlet planes, see

Figures 3.45 and 3.46). The sequentially launched particles follow the flow

such that a uniformly distributed particle number concentration is achieved in

space. Due to the airspeed of 300 m s−1 and 400 m s−1, and the simulation

time of 0.021 s, a large number of particles must be launched in very small time

steps (representative particle numbers used in these studies are presented in

Table 3.4). In this way, at any time during the simulation, the substrate mounts

are surrounded by particles. At the same time, other particles in the free flow

field move with their terminal velocity and their resolution usually does not

require such small time steps as required to resolve particle impactions. Overall,

this simulation takes a considerable number of small time steps (∼ 1011) until

the final time is reached, which leads to a high computational time for the

simulation, especially with a high number of particles.

To reduce the computational cost of the simulations regarding the time steps,

randomly distributed particles within the 3D volume are converted into a two-

dimensional distribution (i.e., projected onto a plane). Thereby, particles enter

the 3D domain randomly distributed at the particle inlets where the spatial

distribution of particle release positions is driven by a uniform probability dis-

tribution. The entering particles’ initial velocity is set equal to the particle inlet

fluid velocity. By this strategy, the time solver chooses larger time steps for

the calculation of particle trajectories in general. The time steps of the solver

decrease as soon as the particle cloud reaches the instrument module and the
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impaction surfaces (i.e., the substrate mounts).
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Figure 3.45: Particle trajectories of 10 000 particles originating from specified particle
inlet regions and enveloping substrate mounts. The coloring refers to the
temperature values at the particle positions.

For further efficiency increase, particles are launched only at specific positions at

defined particle inlet planes (i.e., bounded regions embedded in the flow volume

called particle inlets) from where they are most likely to impact the substrate

mounts. This means that for the calculated particle trajectories such entry

positions of particles far away from the instrument module are disregarded for

this simulation, to save computing capacity. To determine the position of the

particle inlets, the following procedure is performed:

1) since the nanometer-sized particles are small and agil enough to follow the

streamlines very well even at small streamline curvatures, the flow patterns

(streamlines) around the impactor surfaces are analyzed in detail,

2) utilizing these streamlines, the backward in time trajectories are then used

to infer those particle inlet surface positions upstream of the instrument

module at which an impact on the substrate mounts is to be expected.

In this way it is ensured that

3) the particle inlet regions as well as the distance between the particle inlets

and the impactor surfaces are minimized and,
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4) the particle inlet positions are located at a sufficient distance upstream of

the instrument module (i.e., in the undisturbed free flow field).

Figure 3.45 shows chosen particle inlet positions with according particle trajec-

tories enveloping the substrate mounts.

substrate mount,
sampling surface

particle inlet

boom 1

boom 2
boom 3

Figure 3.46: Particle inlets upstream of the three different SPICE booms are arranged
such that particles flow around substrate mounts.

With knowledge of the particle parameters as well as the particle forces, the

initial and boundary conditions for the particle simulations are now to be de-

fined. The aim of these investigations is a proof of concept for obtaining particle

impactions. For simplicity, the entire substrate mounts are defined as sampling

surfaces (and not only the TEM grids as in reality, cf. Figure 3.23) as illustrated

in Figure 3.46 and provided with the corresponding impaction boundary con-

dition: It is assumed that the particles are impacted as soon as their position

matches that of the substrate mounts, where they do not move anymore. In

COMSOL® this is achieved by setting the boundary condition as freeze. This

means that the position of a particle is retained for all times t after the contact

time tc (i.e., t > tc) with ~x = ~xc. The impaction particle velocity it is set to

~v = ~vc, (3.14)

enabling to analyze the particle velocity ~vc immediately before impaction. Note

that choosing the stick boundary condition, the particle position remains the

same but the velocity is set to the velocity immediately after the impaction,
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i.e., ~vc = 0 m s−1. Remaining surfaces, which are shown in gray in Figure 3.46,

are not considered in the impaction counting. These surfaces are equipped

with a particle bounce off boundary condition, which is defined by (see also

Appendix D, law of reflection):

~̂v = ~̂vc − 2(~̂vc · ~̂n)~̂n, (3.15)

where ~̂vc, ~̂v, and ~̂n are the unit vectors of the incidence particle velocity, the

reflected particle velocity and the normal vector to the surface. The particles’

outlet from the simulation volume is defined on flow outlet planes in such a way

that the particles disappear (i.e., they are discarded from further simulations, as

soon as they touch the outlet surfaces of the simulation volume). Additionally,

particle counters are placed on the sampling surfaces to evaluate the number of

impacted particles.

Further, for the simulation process, particle numbers at the particle inlets

need to be defined. The three particle inlet regions are shown in Figure

3.46, where particles are launched from a distance of 0.34 m upstream of the

substrate mounts. The individual positioning of the inlets ensures that each

substrate mount is entirely surrounded by the particle stream (emanating from

the corresponding particle inlets as depicted in Figure 3.45). The particle

inlet regions upstream of SPICE booms 1, 2 and 3 (see Figure 3.46) are

each marked in different colors (each inlet has the color of the respective

substrate mount on which released particles impact). Note that the locations of

the particle inlets are adapted and extended for different angles of attack of±30°.

A further increase of the calculation efficiency is achieved by reducing the total

number of released particles, with the aim of minimizing the expansion of the

particle inlets: First, particle trajectory calculations are performed originating

from the reduced inlets shown in Figure 3.46. Secondly, backward trajectories

of impacting particles are calculated as illustrated in Figure 3.47. The result

shows: Particles that ultimately deposit on sampling surfaces enter the simu-

lation volume from specific areas of the reduced inlets (marked by blue circles

in Figure 3.47). Particles that start outside the blue marked inlet areas do not

impact on the sampling surfaces.
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Figure 3.47: Calculated back trajectories of impacted particles (red lines). The im-
pacting particles originate from preferential areas of the particle inlets,
which are highlighted by blue contours.

Figure 3.48 confirms the position of one of the selected and adjusted inlets

as suitable by illustrating an ensemble of trajectories released from the upper

reduced inlet region (presented in Figure 3.47) enclosing the upper substrate

mount. With this reduction, 89% of the launched particles could be reduced

compared to the number that would have been released on the original inlet

regions (cf. Figure 3.46). Subsequently, the refined inlets (blue markers in

Figure 3.47) are used for further particle simulations.
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Figure 3.48: Ensemble of 9401 particle trajectories, originating from the reduced inlet
heading towards the substrate mount. The color table scales particle
velocity values.
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The particle number concentration of NLC elements is highly variable and

scales from 1 up to 1078 cm−3 (cf. Paragraph 3.5.1 for detailed description)

[Turco, R. P. et al., 1982; Von Cossart, G. et al., 1999; Baumgarten, G. et al.,

2008; Baumgarten, G. and Fiedler, 2008]. Based on this range of particle num-

ber concentrations, analyses with particle numbers from about 19 000 to about

630 000 are performed in arbitrarily chosen steps of about 100 000 released par-

ticles. In addition, the corresponding particle number concentrations from 1 to

38 cm−3 are summarized in Table 3.4. This conversion has been made by consid-

ering a cylindrical volume of air filled with transversing particles (see Appendix

F for more details). Lower particle number concentrations (less than 1 cm−3)

are unfavorable for the simulation process because statistical effects have a large

impact on the deposition numbers (due to the random inlet position). In terms

of the numerical computational effort, deliberate attention is paid to a low par-

ticle number concentration (cf. Table 3.4), applying a parameter study for the

particle number concentrations at the lower limit of the possible values. Higher

particle number concentrations are not considered due to high computational

costs. Nevertheless, the sampling efficiency is analyzed at various lower particle

number concentrations and the results of particle impactions can be extrapo-

lated to higher particle number concentrations. The total calculation time of

particle simulations in a parameter study was up to 168 hours.

particle numbers particle number concentration

18 802 1 cm−3

186 370 11 cm−3

280 060 17 cm−3

411 180 25 cm−3

633 375 38 cm−3

Table 3.4: Numbers of released particles as model input for particle simulations of the
impaction processes with corresponding particle number concentrations.

3.5.6 Investigation of the particle size

As described in Section 3.2, the atmospheric conditions of the summer

mesopause region are unique at an altitude of 85 km. As the temperature

decreases to an atmospheric minimum, as well as the ability of the ambient air

to store water vapor, the frost point temperature Tf falls below the ambient
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temperature T (i.e., T < Tf ). This leads to supersaturation (i.e., the degree of

saturation is larger than one). As a result, the existing water vapor is forced

to undergo a phase transition and begins to condense on available surfaces

such as provided by nuclei, resulting in ice particles. As Thomas, G. E. and

McKay [1985], Rusch, D. W. et al. [1991], Rapp, M. and Lübken [2004],

Rapp, M. and Thomas [2006], or Baumgarten, G. and Fiedler [2008] describe,

the estimated size of NLC elements is 100 nm. According to Von Cossart, G.

et al. [1999], the range of particle diameters is 38 - 148 nm with an average

value of 100 nm. The estimation of the maximum diameter of 120 nm is

given by Baumgarten, G. and Fiedler [2008]. However, the thermodynamic

range over which the supersaturation condition occurs is very limited; small

changes in temperature have large effects on the supersaturation and thus on

the formation and the persistence of ice particles.

Cloud ice particles from NLC thus probably exist under comparatively unstable

conditions at mesospheric altitudes. Therefore, when conducting fluid dynamics

simulations of a supersonic sounding flight in the mesosphere, the effect of

forming shock waves on the endurance of ice particles must be considered. Of

particular interest is the temperature rise inherent with air compression as the

instrument module moves through the air at supersonic speeds: On their way

to the substrate mounts the particles pass through regions of sharp temperature

increase which possibly lead to an abrupt subsaturation of the ambient air and

thus possibly to the sudden sublimation of ice particles.

Regarding the simulations it should be noted that both, the particle trajectories

and impaction processes are calculated based on (a range of) specific particles’

masses and thus the particle diameters and material densities. Consequently,

an estimate of the particle diameters is essential for further simulations to ade-

quately validate the impaction processes. Therefore, the effect of a temperature

increase on the particle diameter (reduction due to sublimation) is of great

importance and thus investigated in what follows. Particle simulations are

performed based on particles of an initial size estimated with a particle diameter

of 100 nm. Figure 3.49 shows the temperature field based on the incident flow

velocity of 400 m s−1 and trajectories of individual particles impacting on the

upright sampling surface. To better analyze the air temperature evolution with
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accurate data along particle trajectories, two deposited particles are randomly

selected from the trajectory ensemble. The temperature profile at the particle

position along the trajectories as a function of distance from the deposition

surface (in m) is shown in Figure 3.50 for the two selected particles.
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Figure 3.49: Enlargement of the temperature field in K around the instrument module
illustrating the temperature increase caused by the shock waves based on
the incident flow velocity of 400 m s−1. In addition, the trajectories of
individual impacting particles are shown.

Particles within the free flow (farther than 0.6 m upstream of the substrate

mount) are in the ambient temperature region of 130 K. Along the particle tra-

jectories, particles experience an initial temperature increase as they pass the

shock wave forming at the instrument module tip, with a temperature increase

∆T of about 40 K at ∼ 0.5 m upstream of the substrate mount. Thereafter, the

air temperature generally remains at a higher value than the ambient tempera-

ture of 130 K caused by the general temperature increase around the instrument

module. The second prominent temperature increase then occurs immediately

before particle impaction, with a temperature increase of ∆T = 75 K compared

to the temperature of the free flow field (where the temperature increase shifts

the saturation vapor pressure over ice by a factor of 4 · 107 [Murphy, D. M. and

Koop, 2005] and the saturation ratio decreases by a factor of 26 [Podolak, M.

et al., 1988]). The time a particle is exposed to temperatures of more than

T = 130 K, i.e., the time that elapses from the first temperature increase at

0.6 m upstream of the substrate mount to the impaction event, is t = 1.8 ms.
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3 Supersonic flow simulations and impaction processes

The results are based on a particle simulation with an incident flow velocity of

400 m s−1.
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Figure 3.50: Temperature evolution along the trajectories of two impacting particles
depicted by the blue and red color, respectively. The coordinate origin
(zero) of the x-axis represents the location of the particle impact on the
substrate mount.

In order to determine the decrease of the particle diameter with temperature

increase of the surrounding air (i.e., in the air compression zone), the time evolu-

tion of the ice particle mass (see, e.g., [Stephens, G. L., 1983]) is examined based

on simulated air temperature and pressure values evaluated along an exemplary

particle trajectory, as presented in Figure 3.50. The initial particles masses as-

sumed for the investigation are based on corresponding particle diameters of 50,

100, 150, 200, 250, and 300 nm. Although it is generally accepted that the rele-

vant particles in the mesosphere are predominantly of diameters around 100 nm,

the extended range of particle diameters investigated with this simulation allows

for extreme value considerations. The calculations of the change in ice particle

mass (mice) with time t (i.e., dmice
dt

) are based on a deposition coefficient αd of

ice crystals, which indicates how efficiently water molecules are introduced into

or removed from the crystalline ice structure. The underlying equation reads
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3 Supersonic flow simulations and impaction processes

(e.g., [Stephens, G. L., 1983]):

dmice

dt
=

2π

Rv

αd Dv d

(
pv
Tair
− ps
Tice

)
, (3.16)

with the diffusion coefficient Dv of water vapor in air, which is calculated by

[Pruppacher, H. R. and Klett, 2010]:

Dv = 2.11 · 10−5

(
Tair
T0

)1.94(
p0

p

)
, (3.17)

where p is the air pressure, Tair is the air temperature, pv is the partial pressure

of environmental water vapor, ps is the saturation pressure over the curved ice

crystal (see Appendix E), and T0 = 273.15 K and p0 = 101325 Pa are reference

values. Furthermore, d is the particle diameter, Rv is the gas constant for water

vapor, with Rv = R
Mv

, with the universal gas constant R and the molar mass

of water Mv, the ambient temperature Tair, and the surface temperature Tice

(see Appendix E). The smaller the value of αd, the less effective is the growth

or sublimation of the ice particle (i.e., the slower is the process). The relevant

literature gives a wide range of measured αd coefficients, ranging from 0.005

to 1 [Magee, N. et al., 2006; Pruppacher, H. R. and Klett, 2010]. Due to the

uncertainty of αd, different values are applied, with αd = 0.1, 0.5 [Spichtinger, P.

and Gierens, 2009], and 1 leading to different modeling results.
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Figure 3.51: Simulated mass behavior of particles of different sizes based on varying
values of αd, from Manuel Baumgartner, Johannes Gutenberg University
Mainz, Institute for Atmospheric Physics.

To demonstrate the various mass behavior, equation 3.16 can be numerically

integrated to obtain the mass curves with respect to time. The calculation

results reveal that for αd = 1, particles with diameters up to 200 nm sublimate
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3 Supersonic flow simulations and impaction processes

completely on their way to the sampling surfaces, as presented in Figure 3.51 a)

(note that only pure ice particles without nuclei are assumed). Analogous

results are obtained for αd = 0.5 (where particles with diameters up to 150 nm

sublimate completely on their way to the sampling surfaces), while for αd = 0.1

only the smallest particles with diameters of 50 nm would sublimate completely

before impaction (see Figure 3.51 c)). Based on the described investigation

regarding the uncertainty of the deposition coefficient αd, a worst-case scenario

is considered, assuming a complete sublimation of even the largest ice particles

present. After complete sublimation only the remaining condensation nuclei

with correspondingly small sizes of 1.2 nm (cf. Paragraph 3.5.1) remain for

the deposition. Since these small particles have low inertia, following conclu-

sion could be drawn: If deposition of these nuclei on the substrate mounts

occurs, then a fortiori larger particle with greater inertia will be deposited,

since smallest particles will essentially be guided around the sampler by the

perturbed aerodynamics. Moreover, as can be seen from Figure 3.50 maximum

temperatures are about 210 K. As for the ice-embedded refractory cores, these

are certainly insensitive over the entire prevailing temperature range. Finally,

subsequent particle simulations are thus conducted with a constant MSP

diameter of 1.2 nm and a material density of 3 g cm−3 (from which the particle

mass is calculated indirectly in COMSOL® [2017b]). Simulation results focus

on the maximum flow velocity of 400 m s−1 where the particle response time τp

becomes even less important.

3.5.7 Efficiency of inertia-based particle collection

The results of numerical simulations of particles confirm that particles impact

on surfaces facing the flow field, while no particle impactions are detectable

on the downstream substrate mounts as presented in Figure 3.52. This can be

explained with a highly resolved flow field around the substrate mounts, which

can be found in Section 3.4.3. Here, attention is paid to the flow field and to

vortices that may develop in the slipstream of the substrate mounts, which may

cause particle impactions on downstream surfaces. The impaction patterns as

shown in Figure 3.52 serve as the basis for the analyses of the resulting sampling

efficiencies of the SPICE booms. Such particle impactions are evaluated for

different particle number concentrations, for each individual substrate mount
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3 Supersonic flow simulations and impaction processes

as well as for the three investigated angles of attack of the HAS. The particle

counters of COMSOL® are defined on the substrate mounts and are utilized to

evaluate the number of deposited particles.

direction
of flow

direction
of flow

a) b)

Figure 3.52: Detailed frontal view a) [Klug, B. S. et al., 2023] and side view b) of 2703
impacted particles on substrate mounts for the initial particle number
concentration of 11 cm−3. Additionally, the cross-sectional area of the
substrate mount perpendicular to the flow direction is illustrated in b)
by a cut plane.

In the following, the sampling efficiencies of the individual substrate mounts are

presented. To reduce the computational effort, one of the two downside oriented

SPICE booms is considered representative for the particle deposition analyses,

which can be argued with the symmetry with respect to the y-z-plane (cf. Fig-

ure 3.22). The number of impacted particles with respect to ambient particle

number concentrations (converted to absolute numbers of particles released at

the particle inlets, cf. Table 3.4) is shown in Figure 3.53 (left column) under

the HAS angles of attack of 0° a1), −30° b1), and +30° c1). Substrate mounts 1

(upright boom) is marked in magenta and 2 (downside oriented boom) in green.

The vertical bars represent the statistical variability of impaction results from

four independent simulation runs. As the dashed lines in Figures a1), b1), and

c1) depict, an increasing particle number concentration results in a linear in-

crease of particle impactions, which is valid for the different substrate mounts

as well as for the different angles of attack, however with different slopes.
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Figure 3.53: Left column: Number of impacted particles on substrate mounts with
respect to ambient particle number concentrations for the HAS flight
attitudes. Right column: Sampling efficiency η with respect to ambient
particle number concentrations for the HAS flight attitudes. The magenta
color represents data from the upright substrate mount 1 and the green
color from the downside oriented substrate mount 2. The variability of
four independent simulation runs is marked by vertical bars. Figures a1)
and a2) are from Klug, B. S. et al. [2023].
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3 Supersonic flow simulations and impaction processes

While particle impaction curves for the angle of attack of 0° (cf. Figure 3.53

a1)) are only slightly different for substrate mount 1 and substrate mount 2,

they differ for the angle of attack of −30° (cf. Figure 3.53 b1)). Here, the

increase of particle impactions is significantly steeper for substrate mount 2

than for substrate mount 1. For the angle of attack of +30° (cf. Figure

3.53 c1)), the number of impacting particles related to the particle number

concentration decreases significantly for substrate mount 1 compared to the

steep increase of particle impactions of substrate mount 2. Note that the slope

of particle impaction curves of downside oriented substrate mounts almost

coincide (compare green curves).

To investigate the trends of increasing particle impactions with respect to par-

ticle number concentrations the sampling efficiencies η are illustrated in Fig-

ure 3.53 right column with

η =
Cimpacted/Aimpacted
Creleased/Areleased

. (3.18)

Thereby, η is expressed as a percentage of the number of impacted particles

Cimpacted with respect to the released inlet particle numbers Creleased related

to the particle inlet area Areleased (cf. blue markers in Figure 3.47) and the

cross-section area of the substrate mount Aimpacted perpendicular to the flow

direction (cf. Figure 3.52 b)). The sampling efficiencies are illustrated in

Figures 3.53 a2), b2), and c2) for substrate mounts 1 and 2 for different flight

attitudes. First of all, an almost constant course of the sampling efficiency η

with respect to the ambient particle number concentration can be determined

for all flight attitudes and both substrate mounts. Depending on the angle of

attack, the impaction efficiency of the upright substrate mount varies and is

13.2% at the flight attitude of 0° and 6.4% at −30° and reaches its lowest value

of 2.4% at the angle of attack of +30°. These efficiencies are determined as an

average over all five investigated particle number concentrations. In contrast,

an almost identical impaction efficiency η is achieved for all flight attitudes

for the downside oriented substrate mounts, which lies within a narrow range

of 11.2% to 12.1%. Concerning the individual flight attitudes, the sampling

efficiencies differ for both substrate mounts: At an angle of attack of 0°,
this difference is only about 1.1%, while this difference increases to 4.8% at
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3 Supersonic flow simulations and impaction processes

−30° and the maximum difference of 9.2% is reached at an angle of attack of

+30°. This represents a significant reduction in efficiency of 82% compared

to the maximum efficiency achieved for this substrate mount. The variability

of the sampling efficiency of the upright substrate mount at different flight

attitudes and its independence from ambient particle number concentrations

(cf. Figure 3.53 a2), b2), and c2)) suggests that statistical features resulting

from random positions of particle releases are irrelevant (especially for higher

concentrations) and confirm a strong influence of the substrate mount positions

(i.e., the fluid dynamic patterns).

To emphasize this effect, Figure 3.54 illustrates further details on the flow pat-

tern, with the streamlines flowing around the substrate mounts colored with

the velocity magnitude. Additionally, the course of the shock waves is depicted.

Depending on the flight attitude (0° in a), −30° in b), and +30° in c)), the

substrate mounts are subjected to different flight conditions. In Figure 3.53 a)

the streamlines show analogous velocity values in the near-field upstream of the

substrate mounts 1 and 2 from 350 m s−1 to 400 m s−1, while different velocity

values upstream of the substrate mounts are depicted for the angle of attack

of −30° in Figure 3.53 b): The upright substrate mount is located behind the

shock wave in an area with reduced velocities of 270 m s−1 (referring the yellow

colored values, see also Figure 3.35 and discussion for more details) resulting

in reduced impaction efficiencies, whereas the two downside oriented substrate

mounts are exposed to the maximum velocities of 420 m s−1. At the angle of

attack of +30° the upright substrate mount lies in the flow shadow of the instru-

ment module tip, so that the corresponding particle inlet upstream of SPICE

boom 1 has been enlarged to ensure particle impactions. Figure 3.54 c) depicts

streamlines starting from the adjusted particle inlet. Velocity values upstream

of substrate mount 1 are reduced to 220 m s−1, while upstream of substrate

mount 2 higher velocity values of 320 m s−1 are achieved. In general, a higher

flow velocity implicates a higher number of particle impacts, since an increased

number of particles cannot circumvent the obstacle (substrate mount) due to

their higher velocities and inertia at higher flow speeds. In this regard, the sam-

pling efficiency results described above correspond to the flow pattern observed

in Figure 3.54.
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Figure 3.54: Streamlines flowing around substrate mounts for the angles of attack of
0° a), −30° b), and +30° c) for the incident flow velocity of 400 m s−1.
Streamlines are colored with reference to the velocity magnitude. For
illustration purposes, the course of the shock wave front is indicated by
a black line.

The marginal difference in sampling efficiency (substrate mount 1 and 2, cf.

124
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Figure 3.53 a2)) for the angle of attack of 0° is 1% and can solely be explained

by the asymmetric tip of the instrument module located upstream of the SPICE

booms, which potentially affects the flow pattern. The difference in the sam-

pling efficiency between substrate mount 1 and substrate mount 2 for the flight

attitude of −30° (cf. Figure 3.53 b2)) can be explained by the fact that substrate

mount 1 is enveloped by the shock wave, whereas the two downside substrate

mounts are still exposed to the almost free flow (cf. Figure 3.54 b)). At an

angle of attack of +30° (cf. Figure 3.53 c2)), the maximum decrease in sam-

pling efficiency can be explained by the position of substrate mount 1, which is

shielded from free flow by the upstream instrument module tip. In this position,

hardly any particles reach positions relevant for impaction processes due to the

geometry-related deflection of the flow. Furthermore, particles in the near field

upstream of substrate mount 1 are in a region of low velocities, which is reflected

in an overall low sampling efficiency compared to substrate mount 2.

3.5.8 Summary of particle collection investigations

In summary, the three analyses (for the flight attitudes of 0°, −30° and +30°)
show an independence on ambient particle number concentrations, but a strong

dependence of the sampling efficiency on the flight attitude. In general, the

downside oriented SPICE booms show a higher sampling efficiency between

11.2% and 12.1%, which is stable for all three angles of attack and all investi-

gated particle number concentrations. In contrast, the upright SPICE boom

shows a reduced efficiency, which is of 2.4% to 6.4% for the flight attitudes of

±30°. Thus, the two downside oriented SPICE booms are more suitable for

the particle collection along the flight path of the measurement section of the

HAS. Nevertheless, the upright boom may ensure at least a redundant particle

collection in some profitable flight attitudes in the event of an unforeseen

malfunction of one of the other booms.

The particle number concentration prevailing in the mesosphere has not yet

been conclusively clarified in the available literature. The considerations made

in this study were performed for particle number concentrations in the limited

range of 1 to 38 cm−3 in order to reduce the computational effort at lower total

particle numbers (a total of 1 530 000 particles were simulated here). However,

the results show that an almost linear relationship develops between the
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impacted particles and the particle number concentrations (i.e., almost constant

sampling efficiencies, which provide some guarantee for the extrapolation of the

impaction results outside the considered particle number concentration range),

such that the actual particle number concentration can be estimated.
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4 Outlook for future development of

the SPICE instrument

In the present work, approaches of numerical simulations are provided in order

to promote the development and improvement of a supersonic particle collector

(i.e., the SPICE instrument). It should be mentioned that smallest structures of

the simulation geometry (e.g. finest geometry artifacts of the substrate mounts

or other measuring devices on a sub-milimeter scale) were not considered, since

the computational effort for a more structured geometry (i.e., requiring even

higher numbers of mesh elements) does not increase linearly, but exponentially

with its resolution. In the following, three approaches are mentioned that con-

tribute to the further improvement of the modeling and simulation and thus to

the development of the SPICE instrument.

Macroscopic design optimization to improve the collection efficiency by

applying fluid dynamics

The level of detail of the SPICE instrument and the instrument module geome-

try can be increased in further simulation steps by focussing on single geometry

segments minimizing the extension of the simulation volume surrounding finest

structures. In this way the computational effort is limited. For the purpose of

a detailed investigation of slipstream vortices and small scale flow patterns a

more complex fine-structure of one SPICE boom with its substrate mounts and

recessed TEM grids (substrates) was detailedly simulated and can be found in

Section 3.4.3.

With regard to the design optimization of the substrate mounts, the following

comments can be drawn: In the current state of development, the SPICE

booms are not designed to be rotatable. This has the disadvantage that

although the angle of attack of the HAS changes, the orientation of the
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substrate mounts against the flow direction cannot be adjusted. For the most

efficient particle sampling, it would be conceivable to always align one of the

substrate mount surfaces against the flow direction during the measurement

flight. Such an orientation (i.e., with substrate mounts perpendicular to the

flow) yields a non-aerodynamically positioned frontal surface that forces the

surrounding streamlines to change direction steeply, which in turn promotes

inertia deposition of particles onto the substrates as presented in Figure 3.52.

Such a mechanism can be achieved by adding fin-tails to the hexagonal

substrate mounts (acting like an oar) and by considering the free rotatability

of the whole object in the design concept of the SPICE instrument. In this

case the fluid structure simulation can be performed in oder to investigate the

underlying dynamics, where the fluid dynamic description in Chapter 2 must be

generalized to the concept of the moving domain using the so-called Arbitrary

Eulerian-Lagrangian (ALE) Formulation. However, the fin-tails complicate

the design of the SPICE booms; the fin-tails must be retracted and extended

during the short duration of the measurement phase or must be considered

spatially in the design of the mechanically extendable booms. The fin-tails also

make the construction of the SPICE booms more sensitive to vibrations that

can occur during the flight. Nevertheless, the continuous alignment of substrate

mounts against the flow direction, independent of the flight attitude would be

guaranteed in the design concept of the SPICE instrument.

Attempts could also be made to further improve the design of the substrate

mounts by using numerical simulations with regard to their technical limita-

tions and fluid dynamic artifacts. In this way, for example, the following con-

siderations could be investigated: How would concave substrate mounts affect

the impaction efficiency? Note that a spherical shape is optimal with respect

to the flight profile at a variable flight attitude. However, the spherical shape

imposes mechanical limitations on the safe mounting of substrates, such as the

desired TEM grids because the TEM grids must be clamped tightly to avoid

loss due to vibrations and circumstances during exposure. Furthermore, the

risk of substrate contamination during TEM grid mounting must be minimized.

Preparatory simulations carried out as part of the presented study have shown

that spherical and thus streamlined substrate mounts as well as hexagonal sub-

strate mounts with one frontal oriented edge are less suitable for particle im-
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pactions. The abrupt changes in direction of the streamlines inherent with a

non-aerodynamic positioning of the impaction surface (i.e., the alignment of a

surface against the flow direction) is the advantage of a hexagonal prism as

shape for the substrate mounts, which favor particle impactions. The disadvan-

tage of substrate mounts in the form of hexagonal prisms is: some substrates

are mounted on surfaces, onto which particles are deposited only to a limited

extent (as simulation results in Paragraph 3.5.7 show). The evaluation effort for

these potentially weakly loaded samples may seem disproportionate given the

potentially low particle yield and low insight gain. Nevertheless, additional col-

lection surfaces may also provide additional valuable information, in particular

during the proof-of-concept phase of the SPICE instrument. Sounding rocket

flights are very rare, and if an opportunity arises, the sampling periods durate

only over a few minutes. Therefore, the design strategy is to enable the exposi-

tion of as much collection surfaces as possible at one time as soon as the target

region within the mesosphere is reached. Further improvements in the design of

the substrate mounts are highly desirable if they increase the substrate mounts’

flow resistance and thus the impaction efficiency, in particular for the smallest

particles.

Comprehensive analysis of the angles of attack to improve the sampling

efficiency estimation

In the simulations performed, the two distinct cases of an HAS angle of attack

of ±30° each are treated as extreme value considerations and the case with a

horizontal orientation (i.e., of 0°) of the HAS are considered. However, the

whole range of angles of attack between the limiting cases is not covered.

Thus, no continuous prediction of the sampling efficiency as a function of flight

attitude is possible. In order to simulate the entire flight profile and draw

detailed conclusions about the impaction efficiency, a continuous simulation of

the entire angle of attack interval from +30° to −30°, or between larger extremes

can be performed in the future applying the moving geometry approach for

the fluid obstacle (i.e., the instrument module). Here, the instrument module

should be rotated by 60° around the rotation center.
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Improved particle trajectory modeling

The particle trajectory calculations are based on MSP sizes as a limiting case

with respect to a minimum size assumption similar to Hedin, J. et al. [2014],

considering the complete sublimation of the NLC elements and thus the sizes of

MSP. Therefore, the particle diameter, which the particle trajectory calculation

is based on, is assumed to be constant. However, since the NLC elements are

assumed to at least partially sublimate as they pass through the compression

zones due to supersonic velocities (increasing temperature and thus sudden

subsaturation), another simulation adjustment that targets varying particle

sizes may be of importance. As the particle diameter decreases along the

particle trajectory, the drag force changes and influences the trajectory of the

particles. Although this effect is expected to be minimal, its impact on particle

trajectories can be investigated.

Finally, the advantage of numerical simulations for the development of the

SPICE instrument must be emphasized. The simulation results replace

time-consuming, lengthy and expensive design developments in a supersonic

wind tunnel, in an extreme cold chamber and in a low-pressure chamber. In

the numerical simulations performed, various physical parameters or geometry

changes can be varied in parameter simulation studies with little effort com-

pared to experimental studies. This eliminates the necessity of the production

of test objects for the verification of the sampling efficiencies associated with

design changes. Once the measurement flight has been carried out and the

results are available, the simulation results can be validated and the simulations

can be adjusted on the basis of the measurements. In particular, more detailed

particle tracking simulations are possible with detailed information on the

chemical composition and the shape and size of particles after evaluation of the

impaction measurements. Reliable numerical results for particle collection and

resulting simulated impaction efficiencies are of great importance for deriving

the prevailing MSP concentration in the mesosphere and for confirming the role

of MSP as ice nuclei for NLC elements.
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The objective of the present work was the mathematical and numerical modeling

of particle impactions during a supersonic flight. The derived model was used

to support the development of an instrument for the inertia-based collection

of mesospheric particles (presumably meteoric smoke particles, incorporated

into noctilucent cloud elements) to enable their subsequent offline analysis.

Equations of conservation laws of fluid variables (temperature, pressure,

density, velocity, energy) were considered to obtain the flow dynamical patterns

around the sounding rocket’s instrument module. The ambient velocities were

furthermore included in the particle dynamic description. The particle motion

was described on the basis of Newton’s second law, considering the Stokes’

drag force and the Brownian force. The coupled fluid flow and particle tracking

model was implemented in COMSOL Multiphysics® using Computational

Fluid Dynamics and the particle tracking module. The collection instrument

to be developed, named SPICE, is part of the instrument module of a sounding

rocket. The collection of mesospheric particles is to be performed during a

sounding rocket flight at supersonic speeds using substrates on which the

particles impact and adhere. The substrate mounts are part of SPICE booms

and are formed as hexagonal prisms, on the sides of which the substrates are

recessed. Analysis of the particles will provide information on the number, size,

morphology, and chemical composition of MSP that were likely incorporated

into mesospheric cloud elements just prior to sampling.

Many of the development steps of the SPICE instrument design were supported

or questioned by numerical simulations within this work, resulting in efficient

improvements of the design. The following steps were taken to set up the nu-

merical simulation:

1) The geometry of the instrument module tip, containing the so-called SPICE

compartment (cf. Figure 3.10), was implemented in COMSOL®.
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2) The fluid flow using the finite element method was calculated by means

of the high Mach number continuum flow interface of COMSOL®, solving

the Navier-Stokes equations for compressible fluids. The flow field, tem-

perature, pressure, density, and energy around the implemented geometry

were analyzed. The effect of the Multi Needle Langmuir Probe (m-NLP)

with its aerial-type structures upstream of the SPICE booms was investi-

gated, and the SPICE booms were arranged to remain unaffected by the

flow disturbance of the m-NLP. Moreover, particular attention was paid

to the boundary layer at the position of each SPICE boom. Furthermore,

care has been taken to ensure that particle collection remained unaffected

by the shock waves that build upstream of the SPICE booms.

3) The SPICE instrument was gradually configured, on the one hand in line

with the respective findings from the numerical simulations and on the

other hand on the basis of empiricism with regard to the fully automated

detection and collection of aerosol particles at high altitudes, and repeat-

edly mechanically adapted to the geometrically limited conditions. The

almost free-flow collections should be achieved by impacting the particles

due to their inertia on substrates, which allow subsequent analysis of the

samples. The substrates were located outside the boundary layer (i.e.,

in the almost undisturbed flow) obtained from numerical simulations for

fluid dynamics. The design of the substrate mounts was developed based

on aerodynamic effects of the flow around them: they were constructed

to avoid flow patterns that are unfavorable for impactions. The resulting

shape of the substrate mounts as hexagonal prisms was developed as a

compromise between its non-aerodynamic properties in the flow, which fa-

vor the impaction collection, and the suitability for mechanical attachment

of the substrates on the mounts. Taking into account the ballistic flight

profile (i.e., a variable flight attitude and thus changing angles of attack) of

the HAS, it was confirmed that SPICE booms arranged radially around the

instrument module lead to the exposition of at least two substrate mounts

to the almost free airflow at all measuring times.

4) Subsequently, the final design of the instrument module tip with SPICE

booms was implemented for the fluid dynamics simulations and the flow

field was simulated and analyzed based on the final geometry of the instru-
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5 Summary and conclusion

ment module with the SPICE instrument specified in point 3) (see also

Figure 3.22) for extreme values of flight attitudes of ±30°, respectively,

and for the neutral angle of attack of 0°.

5) Finally, the obtained flow field was included into the particle tracking model

to simulate particle trajectories and to evaluate the efficiency of particle

impactions (for particle sizes of 1.2 nm) on the three substrate mounts

during the sounding flight (where different flight attitudes were considered).

In essence, the particle simulations have confirmed the effectiveness of the

developed SPICE instrument. It was shown that the substrate mounts as

hexagonal prisms are hit by particles with diameters of 1.2 nm and densities of

3 g cm−3. Thus, the particle simulations were able to answer the fundamental

question of whether the developed aerodynamic design and the chosen arrange-

ment of the substrate mounts are suitable for intercepting mesospheric particles

with as little artifact as possible: The substrate mounts (with a boom length of

120 mm) are located outside the boundary layer and are also localized in such

a way that at least two of them remain almost unaffected by the shock wave

(low velocities downstream). The particle collection efficiency within the target

altitude were estimated as well. The analyses of the collection efficiencies show

a clear dependence on the position of the SPICE boom and the angle of attack

of the HAS. According to the obtained results, the collection efficiencies of the

downside oriented substrate mounts range from 11% to 12% at all investigated

angles of attack (0° and ±30°), and they are thus less sensitive to attitude than

the collection efficiency of the upright substrate mount, which ranges from

2% to 13% at the angles of attack of ±30° and of 0°. There are at least two

of the three SPICE booms permanently exposed during the collection phase

independent on the HAS flight attitude, which may cause a reliable interception

of particles.

According to the collection success predicted by numerical simulations, the sam-

pling and analyzes of mesospheric particles within noctilucent clouds is highly

possible with the designed SPICE instrument and the conduction of the sound-

ing rocket flight to gain further important insight into the processes that occur

in the high atmosphere.
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A List of abbreviations

BDF backward differentiation formulas

FEM finite element method

FDM finite difference method

HAS high atmosphere soarer

IN ice nuclei

m-NLP multi Needle Langmuir Probe

MSP meteoric smoke particles

NLC noctilucent clouds

PMC polar mesospheric clouds

PMSE polar mesosphere summer echoes

SPICE Supersonic PartIcle CollEctor

TEM transmission electron microscopy

TDS time-dependent study

CFD computational fluid dynamics
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B Nomenclature

A surface, [A] = m2

C particle number concentration, [C] = cm−3

c speed of sound, [c] = m s−1

cam added mass coefficient

Cc Cunningham slip corrector

Cd drag coefficient

cice specific heat capacity of ice, [cice] = J (kg K)−1

cv specific heat capacity, [cv] = J (kg K)−1

D deformation tensor, [D] = s−1

Dd diffusion term, [Dd] = kg2 m2 s−3

dp particle diameter, [dp] = m

e internal energy, [e] = J

f frequency, [f ] = s−1

~F force, [~F ] = N

~Fp pressure gradient force, [~Fp] = N

~Fam added mass force, [~Fam] = N

~FD drag force, [~FD] = N

~FB buoyancy force, [~FB] = N

~FG gravitational force, [~FG] = N
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B Nomenclature

~FS Saffman lift force, [~FS] = N

~Ft total force, [~Ft] = N

~f body force per unit mass, [~f ] = N kg−1

g gravitational acceleration, [g] = m s−2

kB Boltzmann constant, [kB] = J K−1

k thermal conductivity, [k] = W m−1 K−1

Kn Knudsen number

Knp Knudsen number of particles

L characteristic length, [L] = m

Ls latent heat for sublimation, [Ls] = J kg−1

lc height of cylinder, [lc] = m

m mass, [m] = kg

mice ice mass, [mice] = kg

Ma Mach number

Nc number of particles within air volume

n number of particles

p static pressure, [p] = Pa

pa absolute pressure, [pa] = Pa

pice saturation vapor pressure for ice, [pice] = Pa

pv partial pressure of environmental water vapor, [pv] = Pa

ps saturation pressure over a curved ice crystal, [ps] = Pa

Q heat sources, [Q] = W m−3

~q heat flow vector, [~q] = W m−2
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B Nomenclature

qv water vapor mixing ratio, [qv] = kg
kg

Rs specific gas constant, [Rs] = J kg−1 K−1

Rd gas constant of water vapor, [Rd] = J kg−1 K−1

Re Reynolds number

Rer particle Reynolds number

Rv gas constant of dry air, [Rv] = J kg−1 K−1

S surface, [S] = m2

St Stokes number

T temperature, [T ] = K

Tair air temperature, [Tair] = K

Tf frost point temperature, [Tf ] = K

Tice surface temperature of an ice particle, [Tice] = K

te total simulation time, [te] = s

t time, [t] = s

~u, ~uf tree dimensional flow velocity, [~uf ] = m s−1

ur relative velocity, [ur] = m s−1

V volume, [V ] = m3

Vc volume of cylinder, [Vc] = m3

Vf fluid volume, [Vf ] = m3

Vp particle volume, [Vp] = m3

vp particle velocity, [vp] = m s−1

~x tree dimensional position vector, [~x] = m

Z white noise

138



B Nomenclature

αCD correction factor for drag coefficient

ε ratio Rd/Rv

γ ratio of specific heats

λ mean free path length, [λ] = m

λr reference mean free path length, [λr] = m

µ dynamic viscosity, [µ] = kg m−1 s−1

µf fluid dynamic viscosity, [µf ] = kg m−1 s−1

Φp particle volume fraction

ρ density, [ρ] = kg m−3

ρp particle density, [ρp] = kg m−3

ρf fluid density, [ρf ] = kg m−3

σ Cauchy stress tensor, [σ] = N m−2

σice surface tension of ice, [σice] = N m−2

τ viscous stress tensor, [τ ] = N m−2

τf fluid response time, [τf ] = s

τp particle response time, [τp] = s

ζi normally distributed Gaussian random number
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C Mathematical notation

Vector

A three-dimensional vector is expressed as ~x = (x, y, z)T ∈ R3, where x, y, z ∈ R
are the coordinates of the vector ~x.

Matrix

A matrix A over R is the arrangement of entries aij ∈ R, where i denotes the

row and j the column, in a rectangular scheme with m rows and n columns,

i, j,m, n ∈ N. For example, let A = (aij) be a 3× 3-matrix over R with:

A =

a11 a12 a13

a21 a22 a23

a31 a32 a33

 . (C.1)

Dyadic product

For two real vectors ~a,~b ∈ R3, the dyadic product ~a.~b
T
∈ R3x3 is calculated by:

~a.~b
T

=

a1

a2

a3

 (b1, b2, b3) =

a1b1 a1b2 a1b3

a2b1 a2b2 a2b3

a3b1 a3b2 a3b3

 . (C.2)

Cross product

The cross product of two vectors ~x = (x1, x2, x3)T , ~y = (y1, y2, y3)T ∈ R3 is

defined as:

~x× ~y = det

~e1 ~e2 ~e3

x1 x2 x3

y1 y2 y3

 =

 x2 · y3 − x3 · y2

x3 · y1 − x1 · y3

x1 · y2 − x2 · y1

 ∈ R3. (C.3)
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C Mathematical notation

Gradient

Let f : R3 → R be a partially differentiable function at a point ~x, with ~x ∈ R3.

The gradient of f at ~x is the vector of partial derivatives at ~x, which is calculated

by:

∇f(~x) =


∂f(~x)
∂x1
∂f(~x)
∂x2
∂f(~x)
∂x3

 , (C.4)

where ∇ := (∂x1, ∂x2, ∂x3)T is the Nabla operator. Furthermore, the gradient

applied to a vector field ~u, with ~u = (u1, u2, u3), is called the vector gradient

and is calculated by:

∇~u =


∂u1

∂x1

∂u1

∂x2

∂u1

∂x3
∂u2

∂x1

∂u2

∂x2

∂u2

∂x3
∂u3

∂x1

∂u3

∂x2

∂u3

∂x3

 . (C.5)

Divergence

Consider a differentiable vector field ~v, with ~v = (v1, v2, v3)T . The divergence

operator is the scalar product of the Nabla operator ∇ with the vector field:

∇ · ~v =
3∑
i=1

∂vi
∂xi

= div ~v. (C.6)

The divergence of a matrix function A : R3×3 → R3×3 is applied in this thesis

to the rows Aj of the matrix A, with entries aij with i, j ∈ N by

∇ · A =

∇ · A1

∇ · A2

∇ · A3

 =

∇ · (a11 a12 a13)T

∇ · (a21 a22 a23)T

∇ · (a31 a32 a33)T

 . (C.7)

Laplace operator

Let f : R3 → R be a differentiable function with first partial derivatives and

f ∈ C2(R3). The Laplace operator of f is a second-order differential operator

∆f with:

∆f = div ∇f =
3∑
i=1

∂2f

∂x2
i

=
∂2f

∂x2
1

+
∂2f

∂x2
2

+
∂2f

∂x2
3

, (C.8)

where ∇ is the Nabla operator defined above.
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D Mathematical formulas

Lemma: Integral average

Let f ∈ C(R3) be a continuous function, Bε(x) ⊂ R3 an open ball with radius

ε, centered at x. Then

1

|Bε(x)|

∫
Bε(x)

f(y) dy → f(x) for ε→ 0. (D.1)

Gauss Theorem

Consider a volume V ⊂ Ω with a bounded domain Ω ⊂ R3 with a Lipschitz-

boundary S (i.e., the boundary of the domain can be described locally by a

Lipschitz-continuous function), and the differentiable vector field ~u. Let further

be ~n the outward unit normal vector to the boundary S. The Gauss theorem

states that ∫
V

∇ · ~u dV =

∫
S

~u · ~n dS. (D.2)

Reynold’s transport theorem

Consider a deformable (bounded) volume V (t), surrounded by a boundary S(t),

where the volume contains a quantity Φ(~x, t) : V (t) × [0, t] → R. Let L be

the Lagrangian mapping between the reference and the actual material volume,

L : (ξ, t) ∈ V0 → ~x(ξ, t) ∈ V (t). Integrating Φ(~x, t) over the volume V (t), and

considering the temporal change of the integral, the result is:

∂

∂t

∫
V (t)

Φ dV =

∫
V (t)

∂Φ

∂t
dV +

∫
S(t)

Φ ~u · ~n dS, (D.3)

where this equation D.3 is the Reynold’s transport theorem with the outward

normal unit vector ~n to the surface S(t), ~u is the three-dimensional moving

velocity, where ~u = ~̃u ◦ L−1(~x), L−1(~x) = ξ, whereby ~̃u(L−1(~x), t) = ~̃u(ξ, t) =
d~̃x
dt

(ξ, t), and ~̃x is the three-dimensional position vector, and t is the time.
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D Mathematical formulas

Law of reflection

To derive the law of reflection (equation 3.15):

~̂v = ~̂vc − 2(~̂vc · ~̂n)~̂n

defined as a boundary condition on surfaces of the instrument module for par-

ticles, let us assume a particle velocity ~vc immediately before collision with a

surface. Furthermore, let ~v be the reflected particle velocity and ~n the normal

vector to the surface. φ is the angle between the incident particle velocity and

the normal vector (i.e., angle of incidence), while φ = φ′ is the angle of reflection

[Tipler, P. A. and Mosca, 2014]. Moreover, let ~̂vc, ~̂v, and ~̂n be the normed unit

vectors of the incidence particle velocity, the reflected particle velocity and the

normal vector to the surface as illustrated in Figure D.1, where the length of

the three given vectors are denoted by vc = ||~vc||, v = ||~v|| and n = ||~n||.

surface

A D C

B

φ φ′

~vc

~̂vc ~̂v

~v

~n

~̂n

Figure D.1: Particle reflection on a surface.

The following equations result from the vector addition:

−→
AB +

−−→
BD =

−−→
AD, and

−−→
DB +

−−→
BC =

−−→
DC. (D.4)

It holds that
−−→
AD ≈

−−→
DC, where ≈ denotes the equivalency on the sense of

orientation and size of the vectors, and thus:

−→
AB +

−−→
BD ≈

−−→
DB +

−−→
BC. (D.5)

Furthermore,
−→
AB = ~̂vcvc,

−−→
BC = ~̂vv,

−−→
BD = vc cos(φ)~̂n, and

−−→
DB = −

−−→
BD =

−vc cos(φ)~̂n. Substituting the expressions in equation D.5, following equivalency

yields:

~̂vcvc + vc cos(φ)~̂n ≈ −vc cos(φ)~̂n+ ~̂vv, (D.6)
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D Mathematical formulas

where vc = v holds (due to the conservation of the particle kinetic energy of

the reflection [COMSOL®, 2022]). Under consideration of the scalar product

of ~vc · (−~n), the expression of cos(φ) can be expressed as cos(φ) = ~̂vc · (−~̂n).

Finally, from D.6 ~̂v can be obtained under the consideration of the equivalency

of the vectors
−−→
AD and

−−→
DC, which results in:

~̂v = ~̂vc + 2 cos(φ)~̂n = ~̂vc − 2(~̂vc · ~̂n)~̂n. (D.7)
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E Formulas of material properties

Partial pressure of water vapor

Following equation is used to determine the partial pressure of environmental

water vapor pv [Lohmann, U. et al., 2016]:

pv =
p qv
ε+ qv

, (E.1)

where p is the environmental pressure, qv is the environmental water vapor

mixing ratio, and ε = Rd

Rv
, where Rd is the gas constant of dry air and Rv is the

gas constant of water vapor.

Saturation pressure over a curved ice crystal

To determine the saturation pressure over a curved ice crystal ps, following

equation is applied [Lohmann, U. et al., 2016]:

ps =
2 pice(Tice) exp(2 σice(Tice))

Rv ρ Tice d
, (E.2)

where pice(Tice) is the saturation vapor pressure for ice [Murphy, D. M. and

Koop, 2005], Tice is the surface temperature of the ice particle, σice(Tice) is the

surface tension of ice [Ketcham, W. M. and Hobbs, 1969], ρ is the density of

liquid water, and d is the diameter of the ice particle.

Change in ice crystal temperature

The change in ice crystal surface temperature (Tice) with time t is determined

by following equation [Lohmann, U. et al., 2016]:

dTice
dt

=
Ls

dmice
dt

+ 2π d k (Tair − Tice)
mice cice

, (E.3)
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E Formulas of material properties

where Ls is the latent heat for the sublimation, mice is the mass of the ice

particle, k is the thermal conductivity in air, Tair is the ambient temperature,

and cice is the specific heat capacity of ice.
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F Determination of particle numbers

To define the boundary condition for the planar particle inlet regions the particle

number concentration C per cm−3 has to be translated into a total number of

particles as implemented in the COMSOL® particle tracking module. Follow-

ing considerations are conducted: First, a circular particle inlet of diameter d

perpendicular to the flow and upstream of the impactor surfaces is applied. Sub-

sequently, the volume of air Vc inside a cylinder of the base area with diameter

d and an exemplary height lc = 1 cm is calculated as

Vc = π

(
d

2

)2

lc. (F.1)

Then, the number of particles Nc within the volume Vc yields

Nc = Vc C. (F.2)

The length of the cylinder lc is divided by the incident flow velocity u to obtain

the time tc required for an air molecule to travel from the particle inlet through

the cylinder of length lc:

tc =
lc
u
. (F.3)

Thus, during the whole simulation time te, the released particles ideally fill a

cylindrical volume of a total length le = lc te
tc

and correspondingly the total

number of particles N released at a circular particle inlet surface during the

simulation time te is:

N = Nc
te
tc

= Vc C
te u

lc
= π

(
d

2

)2

C te u. (F.4)

Note that the total number of particles can be released in several different time

steps.
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G Tables of simulation data

Calculated flow velocities evaluated on cut line 1 and cut line 2 (cf. Section 3.4.3)

in the vicinity of the vehicle’s fuselage are given for the incident flow velocity of

300 m s−1 in Table G.1 and for the incident flow velocity of 400 m s−1 in Table

G.2, respectively. Furthermore, flow velocities evaluated on cut lines 1, 2 and 3

(cf. Section 3.4.3) are given in Tables G.3 and G.4 for the incident flow velocity of

300 m s−1 and in Tables G.5 and G.6 for the incident flow velocity of 400 m s−1.

Since the flow velocities are evaluated at mesh nodes and the generated mesh is

not symmetrical with respect to the spatial directions, various distance values

are given starting from the vehicle’s fuselage at 0 mm. The distance values are

given in mm and velocity values are given in m s−1 and are divided into values

evaluated in positive x-axis orientation (v+) and values evaluated in negative

x-axis direction (v−). Here, the distance values in negative x-axis direction are

given as absolute values.

Table G.1: Flow velocity values (v−line1, v+
line1, v−line2, v+

line2) evaluated at node points
for cut lines 1 and 2 for the incident velocity of 300 m s−1. Velocity values
are divided into evaluations along the positive axis direction (v+), starting
from the vehicle’s fuselage at 0 mm, and evaluations along the axis direction
in the negative direction (v−, where distance values are given as absolute
values).

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v+
line1

/ m s−1

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

12.75 63.68 2.58 15.88 6.84 43.27 9.02 52.86

15.68 78.29 2.62 16.12 7.01 44.33 9.09 53.22

15.72 78.48 9.25 56.89 9.81 62.06 12.53 73.41

15.76 78.71 9.30 57.16 9.82 62.13 12.55 73.50

30.82 137.05 12.10 72.88 17.67 110.89 23.26 132.45

34.32 150.64 12.32 74.09 18.17 113.96 23.44 133.46
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G Tables of simulation data

Continued Table G.1 from page 149

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v+
line1

/ m s−1

34.43 151.03 20.28 118.77 21.55 135.02 27.52 155.91

34.56 151.54 20.40 119.47 21.59 135.25 27.53 155.95

34.60 151.69 20.45 119.75 21.60 135.29 27.61 156.44

35.76 155.87 23.80 137.63 23.07 144.29 29.27 165.52

35.77 155.92 23.85 137.95 23.08 144.34 29.28 165.56

35.80 156.04 27.86 156.84 23.09 144.39 29.29 165.61

35.85 156.22 28.02 157.59 24.86 155.07 29.40 166.16

37.24 161.41 35.26 185.62 24.87 155.12 31.38 176.22

37.29 161.62 35.48 186.45 24.89 155.25 31.39 176.27

37.36 161.82 35.85 187.78 24.95 155.49 31.43 176.43

37.44 162.04 46.67 223.21 26.05 160.44 31.74 177.84

39.65 168.32 48.22 228.30 29.13 174.27 36.95 201.45

41.22 171.99 48.70 229.26 33.11 188.32 38.41 207.86

42.39 175.19 54.37 242.29 40.25 216.34 49.16 255.06

45.82 184.56 60.96 257.45 41.16 219.94 51.89 259.47

56.42 213.27 69.27 266.48 49.94 254.51 56.32 263.64

61.85 222.59 74.25 271.30 57.09 270.42 64.84 273.48

64.14 226.77 77.63 274.58 57.12 270.50 77.20 287.73

67.08 232.12 94.89 292.03 63.54 279.63 87.73 299.74

71.94 238.09 117.02 297.12 86.64 297.59 99.17 302.38

97.52 266.37 118.34 297.43 93.49 300.73 111.31 305.85

102.99 271.54 121.64 298.43 94.12 301.02 115.25 306.60

104.78 272.96 127.35 299.51 109.66 306.66 124.10 308.29

113.89 280.19 137.14 301.70 132.20 307.10

138.24 288.75 142.59 302.14 143.82 307.33

145.02 291.12 146.33 307.35

152.51 293.73

162.24 295.28

165.68 295.89

166.78 295.99
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G Tables of simulation data

Continued Table G.1 from page 149

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v+
line1

/ m s−1

166.94 296.01

Table G.2: Flow velocity values evaluated at node points for cut lines 1 and 2 for the
incident flow velocity of 400 m s−1. Velocity values are divided into eval-
uations along the positive axis direction (v+), starting from the vehicle’s
fuselage at 0 mm, and evaluations along the axis direction in the negative
direction (v−, where distance values are given as absolute values).

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v+
line2

/ m s−1

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

9.33 81.55 5.38 46.62 7.10 47.63 5.10 41.75

11.35 99.14 10.89 93.63 7.14 47.92 8.40 68.82

16.19 142.95 11.91 102.34 7.25 48.68 11.35 93.63

19.10 169.27 20.89 175.72 7.31 49.07 13.12 108.48

20.61 179.60 28.46 225.95 20.46 138.57 15.68 128.88

20.81 180.97 31.01 243.67 29.16 176.15 17.10 137.36

28.14 229.31 31.87 249.67 29.59 177.95 24.07 178.96

36.60 283.49 33.44 256.60 36.60 205.86 25.59 187.62

37.63 286.84 36.96 272.17 37.03 207.60 30.73 215.07

44.45 309.24 45.61 311.38 41.67 226.80 35.65 241.34

53.62 337.11 47.17 316.31 48.76 246.65 35.71 241.70

54.52 339.66 50.36 326.22 49.01 247.37 35.74 241.81

56.28 343.59 53.26 334.18 51.00 252.48 36.05 242.95

65.05 363.32 57.48 345.73 51.30 253.28 37.97 249.99

66.96 367.07 68.93 361.89 56.45 267.02 40.74 260.16

68.48 370.07 72.39 367.05 65.62 287.44 43.05 268.39

68.75 370.61 73.62 368.91 81.27 317.05 43.40 269.64

72.59 373.92 76.18 372.48 83.69 321.82 45.99 278.90

73.64 374.41 76.20 372.52 89.84 334.14 52.63 302.43

83.56 379.08 80.31 378.99 90.67 335.23 55.35 308.85
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G Tables of simulation data

Continued Table G.2 from page 151

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v+
line2

/ m s−1

91.38 382.97 82.65 380.91 95.49 340.00 55.75 309.59

94.29 384.19 82.67 380.93 97.06 341.60 59.42 316.39

100.46 386.79 85.51 382.15 98.85 343.43 70.57 334.25

117.87 385.81 92.70 383.41 100.13 344.68 73.35 338.84

118.55 385.78 96.72 384.11 113.52 358.30 77.88 346.33

118.96 385.77 101.48 384.46 120.00 364.93 79.27 348.61

119.54 385.80 104.94 384.86 121.54 366.49 80.24 350.18

126.46 386.51 119.24 386.56 122.69 367.11 81.92 351.88

129.57 386.83 122.97 386.76 129.38 370.79 86.57 356.59

134.80 385.92 123.70 386.80 132.12 371.72 98.44 367.17

138.76 385.24 131.83 385.90 147.80 374.24 102.64 369.50

143.27 384.41 132.80 385.80 154.71 375.37 108.54 372.78

145.95 383.61 139.71 385.09 161.42 376.38 121.62 377.65

152.58 381.91 145.11 383.95 167.29 376.93 124.70 377.95

166.15 378.45 163.58 379.60 167.59 376.95 132.99 378.81

166.74 378.30 182.21 375.97 177.19 377.21 135.33 379.06

166.79 378.28 183.05 375.79 187.94 376.96 143.75 379.43

166.85 378.27 184.01 375.60 191.07 376.92 144.04 379.47

194.99 373.55 185.52 375.29 215.97 376.68 147.66 379.48

208.25 370.81 191.97 373.95 253.00 375.87 155.39 379.53

208.47 370.77 202.59 371.76 257.50 375.84 162.13 378.38

208.55 370.75 212.39 369.74 265.89 375.78 178.36 377.00

216.32 368.91 213.51 369.62 269.67 375.76 183.04 376.59

221.91 368.65 219.53 368.96 270.35 375.79 183.25 376.57

222.33 368.63 227.89 368.06 270.98 375.84 193.41 375.70

258.03 368.25 239.19 367.23 271.56 375.92 193.71 375.66

268.37 368.04 245.61 366.75 272.68 376.07 198.59 374.94

278.16 368.45 252.76 366.98 278.20 376.54 202.53 374.36

283.77 368.54 254.23 367.05 280.47 376.72 217.66 372.12

289.24 368.42 254.69 367.07 305.21 377.61 222.29 371.45

321.55 369.83 255.95 367.18 320.87 378.18 224.09 371.43
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G Tables of simulation data

Continued Table G.2 from page 151

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v+
line2

/ m s−1

328.38 370.18 266.26 367.82 340.14 378.91 245.15 371.01

338.16 370.67 283.93 368.82 344.19 379.14 260.91 370.92

341.56 370.94 303.13 369.38 348.64 379.43 272.00 371.25

342.44 371.02 310.47 369.91 374.46 381.01 277.81 371.35

343.44 371.04 332.99 371.15 384.57 381.53 289.25 371.55

343.91 371.06 335.56 371.30 389.68 381.79 300.30 371.82

346.56 371.16 338.14 371.39 415.44 382.41 310.05 371.90

358.59 371.83 349.49 371.80 419.78 382.52 311.84 371.85

386.12 373.38 363.54 372.45 315.52 371.93

394.65 373.49 366.69 372.60 329.93 372.43

396.68 373.52 381.02 373.05 365.20 373.93

398.27 373.55 384.91 373.22 365.44 373.94

408.67 373.57 387.85 373.32 367.06 374.01

416.60 373.58 399.81 373.56 377.25 374.10

417.15 373.59 405.73 373.67 396.32 374.26

417.83 373.59 406.70 373.68 396.84 374.27

419.17 373.60 410.49 373.77 397.82 374.26

410.82 374.27

Table G.3: Flow velocity values evaluated at node points for cut lines 1, 2, and 3 for
the incident flow velocity of 300 m s−1. Evaluation of velocity values is in
positive axis direction (v+), starting from the vehicle’s fuselage at 0 mm.

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

0.00 0.00 0.00 0.00 0.00 0.00

1.10 7.40 1.51 7.68 0.92 5.72

2.41 16.45 2.13 10.86 2.89 19.51

2.62 17.87 3.79 19.32 2.93 19.79

2.77 18.93 3.79 19.32 3.01 20.38

4.06 27.85 5.59 28.31 3.98 27.09

152



G Tables of simulation data

Continued Table G.3 from page 153

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

5.64 38.75 5.59 28.31 6.36 43.70

5.88 40.46 8.33 41.94 6.40 44.02

6.06 41.72 8.33 41.94 6.50 44.72

7.61 52.40 10.50 52.34 7.63 52.52

9.50 65.39 10.50 52.34 10.51 72.40

9.80 67.43 13.79 68.13 10.57 72.77

10.02 68.93 13.79 68.13 10.69 73.60

11.88 81.59 16.39 80.01 12.01 82.54

14.14 96.99 16.39 80.01 15.50 106.21

14.50 99.39 20.33 98.05 15.57 106.63

14.76 101.16 20.33 98.05 15.71 107.61

17.00 115.91 23.45 111.30 17.24 117.58

19.71 133.79 23.45 111.30 21.49 145.20

20.14 136.58 28.19 131.43 21.56 145.67

20.44 138.61 28.19 131.43 21.74 146.79

23.14 155.18 31.93 145.61 23.50 157.36

26.40 175.22 31.93 145.61 28.68 188.32

26.90 178.33 37.61 167.16 28.76 188.81

27.27 180.59 37.61 167.16 28.97 190.05

30.51 198.03 42.10 181.39 30.98 200.26

34.42 219.09 42.10 181.39 37.30 232.27

35.03 222.34 48.92 203.02 37.39 232.74

35.46 224.69 48.92 203.03 37.64 234.01

39.36 240.86 54.30 216.16 39.91 242.30

44.05 260.35 54.30 216.16 47.65 270.62

44.77 263.34 62.49 236.15 47.75 271.00

45.29 265.49 62.49 236.15 48.05 272.09

46.41 268.63 62.49 236.15 48.17 272.39

46.49 268.85 64.47 240.26 48.34 272.82

49.16 275.82 66.33 244.12 48.45 273.09

49.91 277.77 69.88 251.21 48.69 273.67

153



G Tables of simulation data

Continued Table G.3 from page 153

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

51.81 282.88 70.59 252.50 54.39 287.47

52.82 284.72 74.58 258.21 56.68 291.50

53.40 285.88 76.38 260.79 57.07 292.18

56.51 292.12 77.13 261.92 57.09 292.22

57.24 293.15 79.36 265.23 58.40 294.07

59.78 296.83 82.23 268.41 61.69 298.74

62.10 299.39 82.77 269.00 64.12 301.76

63.84 301.30 89.75 276.82 67.46 304.73

66.19 303.98 91.49 278.22 68.43 305.38

67.35 304.79 95.47 281.00 74.66 309.29

68.43 305.54 104.63 286.34 82.09 312.35

72.00 308.16 104.69 286.38 83.57 312.96

73.49 309.20 104.90 286.47 84.60 313.34

76.41 310.40 110.78 288.95 85.90 313.66

81.05 312.35 117.93 291.97 88.81 314.41

82.58 312.97 118.95 292.27 89.87 314.57

84.27 313.65 119.53 292.44 102.91 316.53

86.38 314.11 121.50 292.81 106.54 316.99

88.48 314.56 125.23 293.50 106.75 317.00

94.14 315.69 126.77 293.80 107.04 317.02

97.93 316.35 131.59 294.45 107.20 317.03

99.22 316.38 140.71 295.68 117.75 317.64

104.37 316.76 143.30 295.68 122.05 317.88

112.65 317.45 146.66 295.67 122.58 317.91

116.88 317.84 154.81 295.68 122.94 317.93

117.60 317.90 161.68 295.48 126.11 317.86

120.50 318.02 163.05 295.44 137.13 317.60

120.78 318.03 164.59 295.30 139.34 317.62

123.59 317.92 175.92 294.23 146.29 317.69

137.43 318.25 181.46 293.69 150.65 317.67

140.47 318.30 182.78 293.55 157.15 317.03
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Continued Table G.3 from page 153

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

140.62 318.30 187.84 293.01 163.52 316.72

141.08 318.30 195.41 292.14 167.09 316.41

141.44 318.29 196.37 292.03 173.51 316.03

141.76 318.29 198.94 291.75 180.69 315.57

164.95 317.01 222.24 289.42 190.82 314.50

166.34 316.96 227.96 288.76 191.30 314.45

166.73 316.92 231.13 288.39 191.48 314.43

170.78 316.49 237.78 287.60 193.05 314.31

178.81 315.95 252.73 286.01 195.74 314.09

179.87 315.86 255.96 285.67 204.32 313.41

185.66 315.39 261.66 285.07 204.69 313.38

188.72 315.06 277.60 283.46 207.94 313.14

190.47 314.87 284.70 282.77 208.01 313.13

194.32 314.66 285.35 282.71 208.17 313.12

196.95 314.37 302.22 281.13 211.79 312.63

200.37 313.83 330.61 279.11 214.94 312.16

205.89 312.94 349.71 277.54 216.77 311.89

211.65 312.12 350.18 277.51 228.44 310.20

212.33 312.02 354.11 277.22 235.21 309.34

215.73 311.70 354.89 277.18 237.16 309.14

218.58 311.49 362.28 276.82 246.91 307.87

219.30 311.43 364.14 276.73 248.17 307.71

224.48 310.72 368.82 276.43 249.45 307.53

228.77 310.24 394.70 274.79 254.01 306.98

229.67 310.14 399.03 274.52 256.85 306.64

232.08 309.85 402.13 274.48 261.15 305.82

234.66 309.55 408.80 274.30 264.35 305.35

243.76 308.19 408.88 274.30 264.41 305.34

249.46 307.67 408.90 274.30 277.02 303.79

255.25 307.26 277.07 303.78

260.29 306.40 280.10 303.43
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Continued Table G.3 from page 153

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

263.17 306.08 285.46 302.72

263.55 306.07 288.25 302.33

265.18 305.85 288.42 302.31

280.63 303.54 296.30 301.18

281.16 303.46 302.29 300.41

286.28 302.84 304.78 300.08

288.16 302.58 314.96 298.59

290.47 302.23 318.32 298.10

291.53 302.06 318.56 298.07

292.10 301.98 323.43 297.41

296.97 301.28 327.35 296.88

308.23 299.66 328.02 296.80

311.67 299.18 333.37 296.17

313.81 298.87 343.77 294.96

315.25 298.72 348.56 294.24

317.71 298.40 351.99 293.87

318.36 298.31 357.86 293.04

319.06 298.21 361.44 292.53

332.50 296.26 364.05 292.16

333.54 296.11 368.41 291.64

335.48 295.82 371.16 291.31

335.99 295.75 378.14 290.52

336.68 295.67 379.08 290.38

339.28 295.36 379.72 290.28

350.26 294.00 385.04 289.71

351.51 293.84 390.15 289.15

355.05 293.40 395.00 288.59

356.88 293.19 398.51 288.20

358.05 293.05 399.12 288.13

365.90 291.94 399.58 288.07

370.74 291.37 399.91 288.04
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Continued Table G.3 from page 153

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

377.19 290.53 400.16 288.01

381.75 289.90 403.42 287.68

383.75 289.70

389.09 289.15

391.67 288.91

393.26 288.75

403.66 287.70

406.43 287.37

407.24 287.27

Table G.4: Flow velocity values evaluated at node points for cut lines 1, 2, and 3 for
the incident flow velocity of 300 m s−1. Evaluation of velocity values is
in negative axis direction (v−, where distance values are given as absolute
values), starting from the vehicle’s fuselage at 0 mm.

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

0.00 0.00 0.00 0.00 0.00 0.00

1.89 12.55 1.34 5.68 1.09 6.89

2.15 14.30 3.24 13.77 2.43 15.79

2.21 14.69 3.24 13.78 2.64 17.13

2.52 16.70 3.24 13.78 2.74 17.83

4.82 31.74 4.85 20.37 3.99 26.07

5.14 33.83 7.14 29.79 5.61 36.70

5.21 34.29 7.14 29.79 5.85 38.31

5.58 36.72 7.14 29.79 5.98 39.15

8.34 54.53 9.06 37.38 7.48 48.84

8.72 56.99 11.81 48.22 9.41 61.36

8.80 57.54 11.81 48.23 9.71 63.26

9.25 60.42 11.81 48.23 9.86 64.27

12.56 81.38 14.12 56.87 11.66 75.58
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Table G.1 Continued

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

13.02 84.27 17.41 69.21 13.98 90.21

13.12 84.91 17.41 69.22 14.34 92.44

13.66 88.31 17.41 69.23 14.52 93.62

17.63 112.64 20.18 78.93 16.68 106.6

18.17 115.96 24.13 92.77 19.46 123.44

18.30 116.70 24.14 92.79 19.89 126.00

18.94 120.66 24.14 92.80 20.12 127.38

23.72 148.14 27.46 103.45 22.69 141.86

24.36 151.85 32.20 118.64 26.04 160.67

24.51 152.68 32.21 118.68 26.55 163.55

25.29 157.18 32.21 118.69 26.83 165.11

31.02 186.66 36.20 130.04 29.91 180.33

31.79 190.59 41.88 146.23 33.93 200.19

31.96 191.48 41.89 146.28 34.54 203.23

32.90 196.33 41.90 146.29 34.88 204.89

39.79 224.82 46.68 158.03 38.57 219.33

40.70 228.56 53.49 174.76 43.40 238.22

40.90 229.40 53.51 174.83 44.13 241.11

42.04 234.12 53.52 174.84 44.55 242.73

43.70 239.52 53.53 174.85 45.19 244.86

44.29 241.28 60.70 190.99 45.72 246.35

50.20 257.83 65.15 200.72 47.92 252.42

53.70 267.91 79.23 224.09 48.12 252.98

55.64 271.22 79.25 224.12 52.09 264.10

57.21 274.07 80.80 226.90 54.02 267.91

65.76 286.30 83.39 230.92 54.31 268.47

67.00 288.07 84.17 232.14 60.13 279.65

67.57 288.89 84.21 232.19 61.06 281.12

68.12 289.56 84.87 233.13 63.01 283.38

68.62 290.09 100.98 255.29 69.28 290.81

70.86 291.85 101.23 255.62 71.48 293.29
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Table G.1 Continued

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

78.86 298.38 102.10 256.79 72.84 294.59

79.41 298.83 102.68 257.30 73.50 295.02

80.47 299.36 104.61 259.01 82.33 300.83

85.68 301.99 114.73 268.82 84.33 301.98

86.20 302.26 117.18 271.15 87.97 303.66

91.84 305.04 119.78 272.62 95.13 306.35

97.16 307.05 122.03 273.94 95.46 306.47

97.61 307.23 133.10 280.23 100.36 308.12

99.04 307.63 137.16 282.61 101.43 308.41

107.26 309.99 141.91 284.03 101.53 308.44

110.34 310.61 154.92 287.79 102.63 308.65

111.10 310.77 155.53 287.95 102.73 308.67

112.14 310.94 156.35 288.18 113.80 310.82

113.75 311.19 157.05 288.33 117.73 311.57

114.75 311.34 158.19 288.59 119.09 311.75

122.89 312.58 158.54 288.67 125.93 312.77

130.10 313.23 158.66 288.68 128.82 313.17

133.79 313.60 159.60 288.71 131.03 313.35

146.65 314.48 162.27 288.82 137.69 313.74

146.97 314.50 166.35 288.99 140.06 313.91

148.11 314.52 167.99 289.06 144.37 314.23

152.75 314.73 172.65 289.28 146.71 314.35

156.17 314.78 183.38 289.89 153.83 314.70

162.56 314.87 188.01 289.88 159.18 314.71

167.39 314.95 192.99 289.76 159.37 314.71

170.54 314.93 199.16 289.61 159.77 314.71

171.41 314.93 208.76 289.15 163.76 314.72

177.73 314.84 217.40 288.53 163.92 314.72

183.70 314.76 231.45 287.40 164.09 314.73

187.56 314.67 236.26 287.04 166.33 314.76

190.60 314.55 242.96 286.55 174.87 314.79
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Table G.1 Continued

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

195.94 314.34 255.06 285.68 180.18 314.79

202.90 314.06 259.88 285.33 180.37 314.79

206.73 313.74 264.17 285.01 181.27 314.75

210.24 313.37 265.98 284.89 187.00 314.50

214.00 312.97 285.74 283.44 187.61 314.48

218.46 312.60 286.36 283.40 191.68 314.33

223.52 312.18 299.63 282.47 200.27 314.07

227.14 311.81 302.67 282.26 203.25 313.98

231.26 311.30 311.24 281.78 205.76 313.93

236.56 311.05 326.59 280.91 209.99 313.72

243.54 310.29 329.81 280.71 215.82 313.30

246.55 309.86 336.06 280.32 224.54 312.66

252.94 308.95 339.53 280.11 227.62 312.39

256.88 308.64 342.05 280.02 228.12 312.36

260.63 308.35 359.59 279.33 229.52 312.29

261.62 308.22 380.40 278.51 229.96 312.25

264.80 307.64 382.00 278.45 230.2 312.24

267.04 307.17 392.59 278.08 230.27 312.24

272.25 306.09 403.36 277.46 235.02 311.62

275.50 305.70 411.46 277.44 235.16 311.6

291.06 303.91 252.43 309.37

291.25 303.88 262.20 308.19

296.26 302.89 264.79 307.76

300.09 302.42 268.99 307.17

307.08 301.57 271.54 306.92

309.83 301.28 274.81 306.41

312.94 300.85 282.14 305.16

320.51 299.77 286.20 304.46

329.62 298.46 300.65 302.46

331.49 298.18 300.76 302.44

333.80 297.84 300.86 302.43
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Table G.1 Continued

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

335.24 297.62 302.48 302.19

339.25 296.98 304.00 301.98

343.09 296.38 305.66 301.76

346.35 295.89 306.29 301.67

346.75 295.85 318.39 299.70

350.59 295.49 322.04 299.28

360.72 294.22 325.67 298.76

368.59 293.15 329.49 298.24

374.54 292.41 338.49 297.00

374.63 292.39 341.97 296.45

375.33 292.31 353.73 294.98

376.88 292.12 354.84 294.84

381.60 291.51 363.72 293.72

382.60 291.38 363.93 293.70

389.10 290.66 364.16 293.67

392.14 290.31 372.25 292.6

393.31 290.18 374.06 292.36

399.68 289.46 377.58 291.92

403.30 289.04 379.45 291.69

407.20 288.58 381.68 291.43

388.86 290.61

392.50 290.17

394.06 289.98

409.64 288.3

409.82 288.28

411.31 288.13
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G Tables of simulation data

Table G.5: Flow velocity values in m s−1 evaluated at node points for cut lines 1, 2,
and 3 for the incident flow velocity of 400 m s−1. Evaluation of velocity
values is in positive axis direction (v+), starting from the vehicle’s fuselage
at 0 mm.

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

0.00 0.00 0.00 0.00 0.00 0.00

1.48 13.79 3.08 20.83 0.16 0.62

2.73 25.97 3.08 20.84 2.60 24.56

2.89 27.49 3.22 21.80 2.80 26.43

2.97 28.28 3.22 21.80 2.81 26.56

4.70 44.81 6.91 46.01 2.89 27.31

6.17 58.75 6.91 46.06 5.83 55.51

6.35 60.50 7.08 47.18 6.05 57.67

6.44 61.36 7.08 47.18 6.07 57.83

8.60 81.46 11.50 75.07 6.17 58.73

10.29 97.13 11.51 75.16 9.70 91.72

10.51 99.12 11.72 76.46 9.96 94.19

10.60 100.03 11.72 76.46 9.98 94.38

13.33 124.39 17.01 108.25 10.10 95.47

15.25 141.57 17.03 108.41 14.34 133.69

15.50 143.80 17.28 109.89 14.65 136.46

15.60 144.73 17.28 109.89 14.68 136.70

19.07 173.96 23.61 145.56 14.83 137.98

21.21 191.97 23.66 145.81 19.92 181.42

21.50 194.40 23.96 147.48 20.27 184.45

21.60 195.28 23.96 147.49 20.31 184.74

26.08 229.43 31.54 186.54 20.50 186.21

28.37 246.85 31.61 186.89 26.62 233.86

28.70 249.37 31.96 188.74 27.03 237.03

28.80 250.12 31.97 188.75 27.07 237.39

34.71 287.30 41.04 229.98 27.31 238.95

36.98 301.58 41.14 230.45 34.66 287.51

37.36 303.95 41.57 232.43 35.13 290.58
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Continued Table G.5 from page 163

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

37.44 304.47 41.58 232.44 35.19 290.97

45.46 338.66 52.42 274.09 35.48 292.43

47.34 346.64 52.58 274.70 44.32 335.73

47.76 348.44 53.11 276.72 44.85 338.30

47.81 348.66 53.11 276.73 44.93 338.69

47.93 348.99 53.11 276.75 45.47 341.00

48.70 351.10 53.76 278.93 45.82 342.51

49.91 354.43 54.49 281.38 46.20 343.71

53.22 363.92 59.51 298.29 47.50 348.28

54.62 367.18 64.04 310.51 48.72 352.57

56.51 370.84 64.98 313.07 51.41 359.38

56.89 371.57 66.20 316.37 52.01 360.89

62.07 380.37 67.01 318.51 53.09 363.99

62.22 380.54 69.82 324.52 53.98 366.57

62.79 381.20 71.27 327.62 54.63 367.86

67.35 385.45 72.48 330.19 57.02 372.66

68.76 386.78 77.31 339.95 60.65 378.15

69.84 387.80 79.53 343.67 62.04 379.81

72.43 390.30 79.79 344.12 66.52 385.16

75.12 391.47 82.70 349.13 67.80 386.32

76.23 391.98 89.88 359.84 73.95 390.04

82.61 393.82 95.76 366.41 74.72 390.51

83.77 394.16 96.91 367.66 76.37 391.16

83.91 394.19 97.83 368.33 80.24 392.93

84.18 394.24 109.29 376.54 82.39 393.92

84.72 394.32 110.93 377.71 87.76 395.09

90.75 395.27 111.42 378.09 90.98 395.53

99.88 395.54 111.54 378.19 93.13 395.82

104.52 395.31 117.46 380.68 93.59 395.87

106.09 395.23 117.93 380.88 93.89 395.85

108.12 395.15 117.98 380.90 98.90 395.52
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Continued Table G.5 from page 163

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

117.20 393.36 124.55 382.83 99.30 395.49

125.51 391.77 125.81 382.99 99.68 395.47

127.72 391.34 126.21 383.06 106.30 395.10

128.75 391.12 135.85 384.67 110.93 394.82

130.82 390.57 142.21 384.58 112.43 394.74

134.16 389.55 144.07 384.56 113.12 394.72

135.91 389.01 148.46 384.51 113.63 394.70

138.08 388.17 157.72 383.64 115.09 394.52

149.88 384.72 162.02 383.11 115.28 394.49

153.17 383.61 167.87 382.40 118.84 393.64

154.12 383.29 175.47 381.51 130.68 390.71

155.70 382.70 178.80 380.91 136.90 388.84

158.61 381.79 181.99 380.36 144.97 386.61

160.07 381.33 185.24 379.78 147.69 385.97

171.13 378.43 188.93 379.12 147.92 385.92

175.17 377.07 190.93 378.77 153.74 384.13

179.60 375.98 209.94 375.40 153.88 384.09

180.97 375.65 212.14 375.01 157.38 382.99

189.63 373.27 229.59 372.44 160.21 382.29

189.82 373.21 231.37 372.20 163.11 381.61

195.83 371.94 233.31 371.94 170.15 379.82

203.38 369.87 238.11 371.42 171.78 379.29

203.41 369.87 242.72 370.80 185.04 375.02

203.64 369.83 246.19 370.45 185.09 375.00

211.13 368.58 248.26 370.24 185.11 375.00

211.66 368.47 262.98 368.67 185.17 374.98

215.95 367.57 269.52 368.66 191.46 373.20

220.15 366.76 272.66 368.54 196.31 372.12

224.07 366.00 276.15 368.42 206.69 369.80

225.60 365.79 290.51 368.25 209.81 369.05

225.75 365.77 301.66 368.12 213.61 368.13
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Continued Table G.5 from page 163

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

233.38 364.62 302.43 368.16 222.00 366.65

234.59 364.36 302.72 368.19 222.21 366.61

235.23 364.31 307.02 368.63 222.44 366.57

251.14 362.12 309.63 368.87 231.37 364.71

251.85 362.02 331.45 370.64 234.17 364.15

255.16 361.51 351.79 372.31 242.46 363.20

258.00 361.08 356.76 372.82 248.14 362.56

259.10 360.95 360.24 373.19 248.55 362.50

259.43 360.91 362.99 373.33 249.40 362.38

259.74 360.87 363.42 373.35 249.83 362.29

261.50 360.64 363.84 373.38 251.21 362.09

270.70 359.46 375.62 373.99 251.67 362.04

272.55 359.28 405.11 375.28 257.89 361.27

276.49 358.88 409.43 375.33 266.38 360.23

283.33 358.04 270.28 359.99

288.82 357.15 285.63 358.09

292.54 356.55 285.67 358.09

292.80 356.52 285.67 358.09

298.25 355.96 285.69 358.09

303.12 355.46 291.11 357.43

306.26 355.22 291.40 357.38

309.15 355.29 303.42 355.63

309.37 355.27 304.61 355.45

315.63 354.68 304.73 355.44

318.52 354.46 305.47 355.37

323.98 354.04 309.24 355.17

328.15 353.72 313.65 354.91

330.77 353.50 317.81 354.71

331.74 353.41 326.89 354.22

335.58 353.18 328.77 354.17

342.24 353.81 331.55 354.09
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Continued Table G.5 from page 163

distance

/ mm

v+
line1

/ m s−1

distance

/ mm

v+
line2

/ m s−1

distance

/ mm

v+
line3

/ m s−1

344.47 353.74 333.12 354.02

352.39 353.50 333.80 354.02

357.49 353.82 335.68 353.98

362.83 354.10 337.58 353.94

363.97 354.08 348.12 353.61

372.36 353.92 350.26 353.78

375.57 354.42 352.82 353.98

380.50 354.82 356.51 354.12

388.29 355.49 360.73 353.77

395.48 356.01 364.45 353.46

397.14 356.13 365.14 353.76

399.11 356.29 368.33 354.25

402.11 356.57 371.75 354.35

409.66 357.27 383.12 355.11

388.22 355.45

390.84 355.67

395.02 356.31

400.85 357.17

418.86 358.22

Table G.6: Flow velocity values evaluated at node points for cut lines 1, 2, and 3 for
the incident flow velocity of 400 m s−1. Evaluation of velocity values is
in negative axis direction (v−, where distance values are given as absolute
values), starting from the vehicle’s fuselage at 0 mm.

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

0.00 0.00 0.00 0.00 0.00 0.00

0.13 0.33 0.35 2.00 2.07 17.21

2.37 19.58 2.79 15.77 2.75 23.06

2.38 19.73 2.79 15.80 2.94 24.69
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Continued Table G.6 from page 167

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

2.57 21.33 2.79 15.80 2.97 24.95

2.61 21.69 3.22 18.13 5.39 45.47

5.29 44.54 6.13 34.08 6.17 52.01

5.32 44.73 6.14 34.15 6.39 53.92

5.53 46.59 6.14 34.16 6.42 54.19

5.59 47.04 6.65 36.83 9.40 78.73

8.81 73.83 10.14 55.14 10.26 85.82

8.84 74.06 10.16 55.28 10.53 88.03

9.09 76.19 10.17 55.29 10.57 88.31

9.16 76.73 10.78 58.34 14.24 117.48

13.03 107.88 14.94 79.17 15.18 124.94

13.06 108.16 14.99 79.41 15.50 127.47

13.36 110.59 14.99 79.42 15.54 127.75

13.45 111.23 15.72 82.85 20.09 161.91

18.09 146.89 20.70 106.27 21.09 169.36

18.13 147.23 20.78 106.64 21.47 172.20

18.48 149.92 20.78 106.66 21.50 172.46

18.59 150.68 21.66 110.46 27.18 211.18

24.17 190.47 27.60 136.37 28.18 218.02

24.22 190.87 27.73 136.91 28.63 221.08

24.63 193.77 27.73 136.94 28.66 221.28

24.76 194.63 28.78 141.08 35.77 262.16

31.46 237.05 35.87 169.15 36.70 267.49

31.53 237.49 36.06 169.93 37.23 270.54

32.00 240.47 36.07 169.96 37.25 270.67

32.17 241.36 37.32 174.36 46.21 309.20

40.22 283.20 45.76 204.08 46.93 312.30

40.31 283.66 46.06 205.12 47.55 314.98

40.85 286.46 46.07 205.16 47.56 315.02

41.19 288.03 46.14 205.40 47.56 315.04

41.44 289.19 46.72 207.39 48.53 318.02
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Continued Table G.6 from page 167

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

42.06 291.78 46.95 208.20 49.74 321.79

42.13 292.07 47.28 209.30 52.91 331.83

47.82 315.77 49.88 218.51 53.84 334.14

50.88 325.76 57.91 242.08 54.70 336.34

51.00 326.07 58.45 243.63 56.12 339.97

55.13 337.23 58.93 245.08 58.50 344.89

55.86 339.10 61.47 252.67 61.20 350.04

61.17 349.65 62.10 254.35 61.45 350.52

65.22 355.53 62.82 256.25 64.56 356.39

67.30 359.31 71.65 278.93 65.61 358.25

68.71 361.90 74.25 285.00 65.72 358.40

72.40 366.28 74.44 285.42 66.31 359.23

72.85 366.75 78.82 294.92 69.83 363.91

76.52 370.58 83.88 306.32 69.92 364.04

81.17 374.98 87.59 313.64 70.24 364.35

82.29 375.90 98.87 334.28 73.35 367.44

86.59 378.39 99.56 335.57 77.75 371.90

88.53 379.53 100.12 336.31 80.26 374.45

93.75 382.61 102.61 339.52 81.02 375.09

98.29 384.03 111.56 351.06 82.31 375.80

102.41 385.41 118.82 359.48 88.54 379.79

106.84 386.89 121.94 361.79 91.52 381.84

110.55 387.92 126.59 365.22 92.52 382.28

112.97 388.14 128.41 366.54 99.08 384.82

116.73 388.26 133.94 370.50 99.47 384.94

123.33 388.49 134.33 370.78 108.81 387.77

128.22 388.60 135.90 371.47 109.51 387.92

129.90 388.36 141.98 374.17 110.01 387.95

131.65 388.11 143.46 374.89 110.48 387.99

138.84 387.36 146.54 375.48 116.83 388.38

145.53 386.75 152.26 376.53 120.39 388.64
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Continued Table G.6 from page 167

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

147.12 386.61 154.55 376.95 124.42 388.95

148.93 386.37 155.17 377.11 134.77 387.74

158.01 384.90 161.66 378.79 135.14 387.72

163.05 383.64 162.39 378.94 141.13 387.51

164.46 383.24 165.98 379.46 141.66 387.49

169.43 381.81 183.57 379.34 142.32 387.41

170.83 381.49 188.20 379.30 160.57 384.02

177.46 380.17 189.19 379.29 162.19 383.83

183.89 378.88 196.02 379.22 166.78 382.89

184.90 378.71 197.50 379.10 174.75 381.37

186.10 378.57 204.19 378.63 175.25 381.27

189.49 377.93 210.26 378.10 175.69 381.16

200.59 375.85 212.06 377.94 179.48 380.23

200.67 375.83 223.45 376.84 183.06 379.57

201.05 375.75 235.66 375.87 186.10 378.87

216.41 372.64 239.14 375.56 196.53 376.51

217.71 372.38 241.43 375.36 203.78 374.80

220.46 371.81 244.08 375.21 207.43 374.09

221.63 371.53 245.17 375.14 213.60 373.17

222.47 371.37 262.16 374.32 221.08 371.74

229.67 370.10 265.54 374.17 221.28 371.70

243.36 367.78 267.52 374.08 233.28 369.21

243.99 367.68 274.73 373.62 237.97 368.94

245.75 367.35 274.84 373.61 240.24 368.57

250.95 366.38 282.78 373.49 248.87 366.41

251.22 366.32 283.04 373.49 251.68 365.73

251.98 366.20 283.19 373.49 253.62 365.27

261.16 364.74 309.84 373.72 262.34 363.99

268.93 363.65 318.08 374.59 263.19 363.85

270.20 363.48 326.52 375.45 265.28 363.50

271.52 363.30 348.91 377.19 274.28 361.98
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Continued Table G.6 from page 167

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

278.44 362.11 365.96 378.39 279.67 361.26

279.74 361.86 366.41 378.43 281.25 361.05

280.04 361.79 366.49 378.44 284.15 360.65

286.97 360.25 366.84 378.49 288.62 359.86

287.90 360.16 366.90 378.50 291.11 359.42

290.99 359.83 366.96 378.50 295.57 358.73

301.37 358.80 367.27 378.52 305.26 357.50

308.40 357.70 388.84 380.35 306.96 357.29

308.55 357.67 393.76 380.76 310.08 356.90

308.67 357.66 403.98 381.60 310.54 356.83

314.24 356.66 414.41 382.31 311.76 356.70

316.83 356.20 313.72 356.48

326.80 354.55 324.77 355.24

328.66 354.32 328.17 354.92

332.12 353.88 328.90 354.86

339.24 354.69 337.74 354.99

344.94 354.75 338.90 354.94

351.43 354.19 339.85 354.90

356.34 353.83 344.29 354.66

370.58 354.89 346.81 354.53

374.08 355.10 353.41 354.31

374.54 355.12 357.69 353.74

379.68 355.41 357.83 353.73

383.99 356.12 357.95 353.72

389.02 356.95 358.17 353.74

392.00 357.23 368.41 354.50

394.68 357.82 381.14 355.46

410.07 361.20 386.39 357.09

391.69 356.99

392.30 357.19

393.74 357.48
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Continued Table G.6 from page 167

distance

/ mm

v−line1
/ m s−1

distance

/ mm

v−line2
/ m s−1

distance

/ mm

v−line3
/ m s−1

407.94 360.85

412.94 362.06
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[Lübken, F.- J., 2005]. . . . . . . . . . . . . . . . . . . . . . . . 53

3.5 Schematic overview of upper atmosphere’s temperature profile

during summer months associated with the occurrence of meso-

spheric ice particles. In addition, an overview of properties of

mesospheric particles associated with PMSE and visible NLC is

provided [Rapp, M. and Thomas, 2006]. . . . . . . . . . . . . . 54

172



List of Figures

3.6 Configuration of the sounding rocket, consisting of two stages

[Naumann, K. et al., 2020]. Dimensions are given in mm. To give

a sense of scale, a human figure of 1800 mm body height is shown. 55

3.7 Schematic of the flattened ballistic flight path of the sounding

rocket, represented by the blue color, which allows an extended

measurement at relevant measurement altitudes of 80 to 90 km.

Conventional flight paths have a parabolic flight profile, which is

illustrated by the red curve. . . . . . . . . . . . . . . . . . . . . 56

3.8 Geometry of the HAS instrument module with measuring instru-

ments placed within the nose cone of the rocket [based on Nau-

mann, K. et al., 2020]. . . . . . . . . . . . . . . . . . . . . . . . 57

3.9 Simplified geometry of the instrument module with the SPICE

compartment in which the SPICE instrument is integrated. . . . 61

3.10 Scheme of the simulation geometry setup. The flow inlet into the

simulation volume is defined upstream of the instrument module.

The flow exits through the outlet boundaries, mainly at the rear of

the simulation volume. The 3D model of the instrument module

is centered in the simulation volume and aligned with the flow

direction [Klug, B. S. et al., 2023]. . . . . . . . . . . . . . . . . . 62

3.11 Difference in velocities computed for subsonic and hybrid bound-

ary conditions in m s−1. The upper picture shows the difference

for the incident flow velocity of 300 m s−1 and the lower picture

for 400 m s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.12 Generated mesh with refinement zones. The distribution of mesh

sizes is illustrated: the mesh resolution is increased in the imme-

diate vicinity of the flow obstacle as well as along the shock wave,

whose position and course were determined by precalculations. . 71

3.13 Velocity magnitude distribution around the instrument module,

shown in a longitudinal vertical plane. The inlet of the air flow

into the simulation volume is located on the left side. Figure a)

shows the simulation result for the incident flow velocity of 300

m s−1 and b) for 400 m s−1. . . . . . . . . . . . . . . . . . . . . 72

3.14 Visualization of two cut lines on which flow velocity values are

evaluated to determine the boundary layer thickness. The blue

color marks cut line 1 and the green color marks cut line 2. . . . 73

173



List of Figures

3.15 Flow velocity profile evaluated along cut lines 1 (blue) and 2

(green) for the incident flow velocities of 300 m s−1 in Figure a)

and 400 m s−1 in Figure b). Crosshair symbols indicate data

points at mesh nodes. . . . . . . . . . . . . . . . . . . . . . . . . 74

3.16 Particle trajectories based on the fluid simulation with incident

velocity of 400 m s−1 are shown in red. The position of a SPICE

boom with the length of 120 mm is shown for illustration pur-

poses. Areas with increased and decreased particle number con-

centration are indicated. . . . . . . . . . . . . . . . . . . . . . . 76

3.17 Computational mesh for simulations of the instrument module

with m-NLP. The mesh resolution is increased around the flow

obstacle, boundary layer elements are visible at the instrument

module including the SPICE compartment [Klug, B. S. et al.,

2023]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.18 Flow field around the instrument module with m-NLP depicted

on a longitudinal vertical plane. The inlet for the air flow is on

the left-hand side. Figure a) shows the simulation result for the

flow velocity of 300 m s−1 and b) for 400 m s−1 [Klug, B. S. et al.,

2023]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.19 Frontal view of the cross-section of the flow velocity field (in the

level of the SPICE instrument) for the incident flow velocity of

300 m s−1 in a) and 400 m s−1 in b). Note: The flowed-around

instrument module also comprises the m-NLP booms, whose wake

imprint is clearly reflected in the flow velocity field at the level

of the SPICE instrument (yellow/orange contours). Colored lines

(blue/red/green) indicate potential configurations of the SPICE

booms as far as possible away from wake influences of the m-NLP. 80

3.20 Visualization of the cut lines from two different perspectives of the

instrument module along which velocity variables are analyzed

[based on Klug, B. S. et al., 2023]. The blue color marks cut line

1, the green color cut line 2 and the red color marks cut line 3. . 80

3.21 Flow velocities evaluated on cut lines 1 (blue), 2 (green) and

3 (red) for the incident flow velocities of 300 m s−1, a) and

400 m s−1, b) [Klug, B. S. et al., 2023]. Crosshair symbols in-

dicate data points at mesh nodes. . . . . . . . . . . . . . . . . . 81

174



List of Figures

3.22 Frontal view of the computational geometry of the instrument

module showing the ultimate layout of the three SPICE booms

bearing the substrate mounts at their tips [based on Klug, B. S.

et al., 2023]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.23 Detailed geometry of the substrate mount with recessed impaction

substrates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.24 Computational mesh for the selected instrument module geome-

try with substrate mounts on the SPICE booms. In the close-up,

the higher resolution of mesh elements around the upright sub-

strate mount is visible [Klug, B. S. et al., 2023]. . . . . . . . . . 86

3.25 Near-surface mesh elements around the instrument module. . . . 86

3.26 Flow field around the instrument module depicted on two cut

planes, where the inlet for the air flow is on the left-hand side.

Figure a) shows the simulation result for the incident velocity of

300 m s−1 and b) for 400 m s−1. . . . . . . . . . . . . . . . . . . 87

3.27 Frontal view of the flow field at the level of the SPICE instrument

a) and side view of the flow field around one SPICE boom b). . 88

3.28 Streamlines around one of the substrate mounts for the angle of

attack of 0° at the incident velocity of 400 m s−1 show velocity

values limited to 0 m s−1 and 220 m s−1. . . . . . . . . . . . . . 89

3.29 Representation of flow field variables, temperature field in a), ve-

locity field in b), fluid density field in c), and pressure field in d)

depicted on two cut planes for the incident flow velocity of 400

m s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.30 Computational mesh for flow simulations for −30° angle of attack. 91

3.31 Flow field around the instrument module geometry depicted on a

cut plane for the incident flow velocity of 400 m s−1 for the flight

attitude of +30° [Klug, B. S. et al., 2023]. . . . . . . . . . . . . 91

3.32 Representation of flow field variables, temperature field a), ve-

locity field b), fluid density field c), and pressure field d) for the

incident flow velocity of 400 m s−1 on two cut planes for the flight

attitude of +30°. . . . . . . . . . . . . . . . . . . . . . . . . . . 92

175



List of Figures

3.33 Side view of the flow field a) and streamlines b) around the upright

SPICE boom and one downside oriented SPICE boom with the

flow field c) and streamlines d) for the angle of attack of +30°
and the incident velocity of 400 m s−1. . . . . . . . . . . . . . . 93

3.34 Flow field around the instrument module geometry depicted on a

cut plane for the incident flow velocity of 400 m s−1 for the flight

attitude of −30° [Klug, B. S. et al., 2023]. . . . . . . . . . . . . 94

3.35 Representation of flow field variables, the temperature field a),

velocity field b), fluid density field c), and pressure field d) for

the incident velocity of 400 m s−1 on two cut planes for the flight

attitude of −30°. . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.36 Side view of the flow field a) and streamlines b) around the upright

SPICE boom and one downside oriented SPICE boom with the

flow field c) and streamlines d) for the angle of attack of −30°
and the incident velocity of 400 m s−1. . . . . . . . . . . . . . . 95

3.37 Streamlines around the instrument module for the angles of at-

tack of −30° in a) and +30° in b) for the incident velocity 400

m s−1. Streamlines are colored according to velocity values and

are filtered out to 0 m s−1 and 220 m s−1. . . . . . . . . . . . . 96

3.38 Reduced simulation volume including the upright SPICE boom

with a mesh refinement region around the substrate mount for

high-resolution simulations of the near flow field. . . . . . . . . . 98

3.39 Mesh resolution within the cuboid volume around a substrate

mount. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.40 Velocity profile used as boundary condition at the inlet surface of

the reduced simulation volume for 300 m s−1 a) and 400 m s−1 b). 100

3.41 Velocity field around the instrument module for determining flow

profiles at the evaluation position (marked line) as boundary con-

ditions for high-resolution flow simulations. Figure a) shows the

velocity field for the incident flow velocity of 300 m s−1 and b)

for the incident flow velocity of 400 m s−1, where the color ranges

are limited to almost free flow velocities. . . . . . . . . . . . . . 100

3.42 Streamlines colored with velocity magnitude values around a sub-

strate mount for the incident flow velocity of 300 m s−1 a) and

for 400 m s−1 b), which are limited to the velocity range covered. 101

176



List of Figures

3.43 Locally refined computational mesh with element sizes ranging

from 1.04 · 10−5 m to 5 · 10−5 m located at the recessed impaction

substrates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.44 Streamlines around the substrate mounts for the incident flow

velocity of 300 m s−1. Streamlines are colored with velocity

magnitude values, filtered out up to 100 m s−1 in a) and up to

10 m s−1 in b). . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.45 Particle trajectories of 10 000 particles originating from speci-

fied particle inlet regions and enveloping substrate mounts. The

coloring refers to the temperature values at the particle positions. 111

3.46 Particle inlets upstream of the three different SPICE booms are

arranged such that particles flow around substrate mounts. . . . 112

3.47 Calculated back trajectories of impacted particles (red lines). The

impacting particles originate from preferential areas of the parti-

cle inlets, which are highlighted by blue contours. . . . . . . . . 114

3.48 Ensemble of 9401 particle trajectories, originating from the re-

duced inlet heading towards the substrate mount. The color table

scales particle velocity values. . . . . . . . . . . . . . . . . . . . 114

3.49 Enlargement of the temperature field in K around the instrument

module illustrating the temperature increase caused by the shock

waves based on the incident flow velocity of 400 m s−1. In addi-

tion, the trajectories of individual impacting particles are shown. 117

3.50 Temperature evolution along the trajectories of two impacting

particles depicted by the blue and red color, respectively. The

coordinate origin (zero) of the x-axis represents the location of

the particle impact on the substrate mount. . . . . . . . . . . . 118

3.51 Simulated mass behavior of particles of different sizes based on

varying values of αd, from Manuel Baumgartner, Johannes Guten-

berg University Mainz, Institute for Atmospheric Physics. . . . . 119

3.52 Detailed frontal view a) [Klug, B. S. et al., 2023] and side view

b) of 2703 impacted particles on substrate mounts for the ini-

tial particle number concentration of 11 cm−3. Additionally, the

cross-sectional area of the substrate mount perpendicular to the

flow direction is illustrated in b) by a cut plane. . . . . . . . . . 121

177



List of Figures

3.53 Left column: Number of impacted particles on substrate mounts

with respect to ambient particle number concentrations for the

HAS flight attitudes. Right column: Sampling efficiency η with

respect to ambient particle number concentrations for the HAS

flight attitudes. The magenta color represents data from the up-

right substrate mount 1 and the green color from the downside

oriented substrate mount 2. The variability of four independent

simulation runs is marked by vertical bars. Figures a1) and a2)

are from Klug, B. S. et al. [2023]. . . . . . . . . . . . . . . . . . 122

3.54 Streamlines flowing around substrate mounts for the angles of at-

tack of 0° a), −30° b), and +30° c) for the incident flow velocity

of 400 m s−1. Streamlines are colored with reference to the veloc-

ity magnitude. For illustration purposes, the course of the shock

wave front is indicated by a black line. . . . . . . . . . . . . . . 125

D.1 Particle reflection on a surface. . . . . . . . . . . . . . . . . . . 144

178



List of Tables

2.1 Relation of different forces to Stokes’ drag force. . . . . . . . . . 30

3.1 Velocity, temperature, pressure, and density increase with regard

to values of the free flow field measured upstream of SPICE booms

1 and 2 for the different angles of attack of ±30° and 0°. . . . . 97

3.2 Flow field and particle properties. . . . . . . . . . . . . . . . . . 108

3.3 Approximated magnitudes of forces acting on particles to estimate

their effects on the particle dynamics. Forces highlighted in gray

have a negligible magnitude compared to forces inherent with

Brownian motion or due to Stokes’ drag and therefore remain

unconsidered in subsequent particle simulations. . . . . . . . . . 108

3.4 Numbers of released particles as model input for particle sim-

ulations of the impaction processes with corresponding particle

number concentrations. . . . . . . . . . . . . . . . . . . . . . . . 115

G.1 Flow velocity values (v−line1, v+
line1, v−line2, v+

line2) evaluated at node

points for cut lines 1 and 2 for the incident velocity of 300 m s−1.

Velocity values are divided into evaluations along the positive axis

direction (v+), starting from the vehicle’s fuselage at 0 mm, and

evaluations along the axis direction in the negative direction (v−,

where distance values are given as absolute values). . . . . . . . 149

G.2 Flow velocity values evaluated at node points for cut lines 1 and

2 for the incident flow velocity of 400 m s−1. Velocity values are

divided into evaluations along the positive axis direction (v+),

starting from the vehicle’s fuselage at 0 mm, and evaluations along

the axis direction in the negative direction (v−, where distance

values are given as absolute values). . . . . . . . . . . . . . . . . 151

179



List of Tables

G.3 Flow velocity values evaluated at node points for cut lines 1, 2,

and 3 for the incident flow velocity of 300 m s−1. Evaluation of

velocity values is in positive axis direction (v+), starting from the

vehicle’s fuselage at 0 mm. . . . . . . . . . . . . . . . . . . . . . 153

G.4 Flow velocity values evaluated at node points for cut lines 1, 2,

and 3 for the incident flow velocity of 300 m s−1. Evaluation of

velocity values is in negative axis direction (v−, where distance

values are given as absolute values), starting from the vehicle’s

fuselage at 0 mm. . . . . . . . . . . . . . . . . . . . . . . . . . . 158

G.5 Flow velocity values in m s−1 evaluated at node points for cut

lines 1, 2, and 3 for the incident flow velocity of 400 m s−1. Eval-

uation of velocity values is in positive axis direction (v+), starting

from the vehicle’s fuselage at 0 mm. . . . . . . . . . . . . . . . . 163

G.6 Flow velocity values evaluated at node points for cut lines 1, 2,

and 3 for the incident flow velocity of 400 m s−1. Evaluation of

velocity values is in negative axis direction (v−, where distance

values are given as absolute values), starting from the vehicle’s

fuselage at 0 mm. . . . . . . . . . . . . . . . . . . . . . . . . . . 167

180



Bibliography

Allen, M. D. and O. G. Raabe. Re-evaluation of Millikan’s oil drop data for

the motion of small particles in air. Journal of Aerosol Science, 13(6):537–547,

1982.

Allen, M. D. and O. G. Raabe. Slip correction measurements of spherical solid

aerosol particles in an improved Millikan apparatus. Aerosol Science and Tech-

nology, 4(3):269–286, 1985.

Altenbach, H. Kontinuumsmechanik. Springer, 2012.

Anderson, J. D. Fundamentals of aerodynamics. Tata McGraw-Hill Education,

2010.
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Lübken, F.- J. Eisteilchen in 80–90 km Höhe: Indikatoren für die niedrigsten
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