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Zusammenfassung

Zusammenfassung

Die Farbe von Wein ist ein wichtiger Qualitätsparameter, der für den ersten Eindruck der Verbraucher
entscheidend ist. Die Organisation Internationale de la Vigne et du Vin (OIV) empfiehlt zwei Methoden
zur Beschreibung der Weinfarbe: die Farbberechnung nach Glories und die Bestimmung der Koordinaten
im L*a*b*-Farbraum der Commission Internationale de l’Eclairage (CIE). In dieser Arbeit wird der
Einfluss von Photometereinstellungen auf die Berechnung des CIE L*a*b*-Farbraumes ermittelt. Es
konnte gezeigt werden, dass die Einstellungen des Photometers die Reproduzierbarkeit der Messung
beeinflussen. Weiterhin wurde die Farbmessung nach Glories mit dem CIE L*a*b*-Farbraum verglichen.
Die Ergebnisse zeigen eine schwache Korrelation bei hellem Rotwein und Weißwein. Daher können die
Glories-Methode und der CIE L*a*b*-Farbraum nicht austauschbar verwendet werden. Um festzustellen,
welche der Methoden für weitere Untersuchungen besser geeignet sind, wurde die Farbmessung nach
Glories und dem CIE L*a*b*-Farbraum mit der visuellen Wahrnehmung der Weinfarbe bei 112 Rot- und
Weißweinen verglichen. Die Ergebnisse deuten auf eine bessere Eignung des CIE L*a*b*-Farbraums
hin, da er die vom Menschen wahrgenommene Farbe besser abbildet. Die euklidische Farbdifferenz
ist die derzeit von der OIV empfohlene Formel für den Vergleich von Weinfarben. Die CIE empfiehlt
jedoch die CIEDE2000-Farbabstandsformel, die sich als präziser erwiesen hat. Daher wurde die visuelle
Wahrnehmungsschwelle mit der CIEDE2000-Farbabstandsformel durch Dreieckstests neu bewertet. Da
CIE L*a*b* eher der menschlichen Wahrnehmung entsprach, sollte dieser Farbraum der Methode nach
Glories vorgezogen werden. Die visuellen Farbschwellen wurden mit CIEDE2000 besser ausgedrückt,
variierten aber immer noch je nach Farbbereich im CIE L*a*b*-Farbraum. Die Ergebnisse dieser Studien
zeigen, dass der CIE L*a*b*-Farbraum für weitere Untersuchungen besser geeignet ist.
Maschinelles Lernen (ML) und statistische Modellierung haben sich zu wichtigen Innovationen in der
Wissenschaft entwickelt. In der Weinforschung wird ML häufig eingesetzt, um abstrakte Parameter
wie die Weinqualität auf der Grundlage komplexer instrumenteller chemischer Analysen vorherzusagen.
Die vorliegende Studie verwendet spektrophotometrische Daten und CIE L*a*b*-Koordinaten von 176
kommerziellen Weinen, um Blanc de noir von Roséwein und Weißwein zu unterscheiden. Die Transmission-
sspektren wurden verwendet, um extreme gradient-boosted trees und eine Support Vector Machine (SVM)
zu trainieren. Die CIE L*a*b*-Koordinaten wurden zum Trainieren von SVM und logistischer Regression
verwendet. Nach Parameter-Hypertuning lieferte die Kombination von SVM auf CIE L*a*b*-Daten die
optimale Klassifizierung mit einer kreuzvalidierten Genauigkeit von 0,88 und einem F1-Score von 0,93.
Das endgültige Klassifizierungsmodell wurde in einem browserbasierten, benutzerfreundlichen Dashboard
für Winzer und andere Nutzer, wie z. B. Weinlabore, bereitgestellt. Ein weiterer Teil dieser Arbeit ist die
Klassifizierung von im Fass gereiftem Rotwein. Die Transmissionsspektren von 363 Rotweinen wurden
gemessen und in Absorptionsspektren und CIE L*a*b* Koordinaten umgewandelt. Transmissionsspektren,
Absorptionsspektren und CIE L*a*b*-Koordinaten wurden zum Trainieren einer SVM verwendet. Darüber
hinaus wurden die Absorptionsspektren auch zum Trainieren eines Perceptron-Modells verwendet.
Die Spektren wurden skaliert und mittels Hauptkomponentenanalyse (PCA) transformiert, um die
Dimensionalität zu reduzieren. Die Leistung der SVM bei den Transmissionsspektren wurde von der
SVM bei den Absorptionsspektren und den CIE-L*a*b*-Koordinaten übertroffen. Die beste Leistung
erzielte das neuronale Netz mit einem F1-Wert von 0,75.
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Abstract

The color of wine is an important quality parameter essential for the first impression of consumers. The
Organisation inernationale de la Vigne et du Vin (OIV) recommends two methods to describe wine color:
color calculation according to Glories and the determination of coordinates in the L*a*b* color space of
the Commission Internationale de l’Eclairage (CIE). In this work, the influence of photometer settings
on the calculation of the CIE L*a*b* color space were determined. It was shown that the photometer
settings influence the reproducibility of the measurement. Furthermore, the color measurement according
to Glories is compared to the CIE L*a*b* color space. The results show a weak correlation in the light red
wine and white wine color area. Therefore, Glories’ color measurement and the CIE L*a*b* color cannot
be used interchangeably. To determine, which of the methods is more suited for further investigation,
the color measurement according to Glories and the CIE L*a*b* color space were compared to the visual
perception of 112 red and white wines. The results indicate that the CIE L*a*b color space is better
suited to depicting the color perceived by humans. Since its development, the CIE color spaces have
undergone various changes. The possibility of comparing colors has been no exception. The Euclidean
color difference is the formula currently recommended by the OIV to compare wine colors. However, the
CIE recommends the CIEDE2000 color distance formula, which has been proven to be more precise. The
reason why the Euclidean color difference is still used in wine research is the absence of reference values
calculated with the CIEDE2000 color distance formula for the just noticeable difference (JND), or the
visual color threshold, the minimum difference in color hue that is visible by the human eye. Therefore,
the JND was re-evaluated with the CIEDE2000 color distance formula via triangle testing. Compared to
Glories’ color measurement, CIE L*a*b* more closely match the human perception, elevating the use
of CIE L*a*b* over the use of the Glories method. Visual color thresholds were better expressed with
CIEDE2000 but still varied depending upon the color area in the CIE L*a*b* color space. The results of
these studies indicate that the CIE L*a*b* color space is better suited for further investigation.
Machine learning (ML) and statistical modeling have emerged as important innovations in science. In
wine research, ML is often used to predict abstract parameters such as wine quality based on complex
instrumental chemical analysis. The presented study used spectrophotometric data and CIE L*a*b*
coordinates from 176 commercial wines to distinguish Blanc de noir from rosé wine and white wine.
The transmission spectra were used to train extreme gradient-boosted trees (XGBoost) and a support
vector machine (SVM). CIE L*a*b* coordinates were used to train SVM and logistic regression. After
parameter hypertuning, the combination of SVM on CIE L*a*b* data provided the optimal classification
with a cross-validated accuracy of 0.88 and a F1 score of 0.93. The final classification model is deployed
in a browser-based, user-friendly dashboard for winemakers and other users, such as wine laboratories.
SVM was also applied in the context of classification of barrel-aged red wine. The transmission spectra
of 363 red wines were measured and transformed into absorption spectra and CIE L*a*b* coordinates.
Transmission spectra, absorption spectra, and CIE L*a*b* coordinates were used to train an SVM.
Furthermore, the absorption spectra were used to train a multilayer perceptron model. The spectra were
preprocessed and transformed with principal component analysis (PCA) to reduce dimensionality. The
performance of SVM on transmission spectra was outperformed by SVM on absorption spectra and CIE
L*a*b* coordinates. The best performance was achieved by the neural network/MLP, with an F1 score
of 0.75.
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1 Introduction

Color is one of wines most important quality parameters as it raises expectation about olfactory and
gustatory properties. Consumers come to anticipate certain things based on experience and regular
encounters with specific combinations of color and aroma. Such associations are presumably acquired
through a process of learning, given their variability across diverse cultural contexts (Shankar et al. 2010).
These associations are described as "prototypes" of wine. The existence of prototypes implies that human
evaluation of wine aroma may not be based on specific sensorial properties, but rather on cognitive
association stemming from previous encounters and experience with wine (Brochet and Dubourdieu
2001). Consequently, the perception of wine aroma can be altered by color, because consumers search
for familiar the aromas they most associate with certain colors, even though these aromas may be absent.
Generally, white wine is described with yellow colored or colorless objects such as lemon, honey, hazelnut,
and butter. Red wine, however, is often described with red or dark-colored objects like dark cherry,
blackberry, or cassis (Ballester et al. 2009).

Numerous studies with dyed wines have been carried out to evaluate the cognitive nature of wine
perception. A study conducted in 1963 showed an increase in perceived sweetness if white wine was
dyed pink (Pangborn et al. 1963). Another study showed that white wines dyed red were perceived with
typical descriptors of red wines, whereas the undyed white wine was perceived with typical descriptors of
white wine (Morrot et al. 2001). In more recent studies, white wines were dyed to resemble the color
of rosé wines inducing aromas like rose or strawberry (Wang and Spence 2019). In 2023, Nguyen and
Durner demonstrated how many descriptors of wine aroma are color-driven. Switching from black to
clear classes, led a panel of trained judges to perceive an increase of the odors green fruit, citrus fruit,
and stone fruit in white wine, whereas the aromas dark fruit, red fruit ,and oak decreased. The reverse
was true in red wine (Nguyen and Durner 2023).
Besides the alteration of the perceived aromatic profile, color also influences perceived quality impression.
Parpinello et al. 2009 compared the perceived typicality of Italian Novello wines. The majority of
inexperienced consumers in this study preferred wines with high color intensity and linked the color to
a higher perceived quality (Parpinello et al. 2009). Wine color has also an impact on the perceived
typicality of Provence rosé wines: the lightest, clearest wines were generally considered the most typical,
whereas wines with a redder character were considered the least typical rosé wine (Coulon-Leroy et al.
2018).
The color of a wine depends on various factors, some of which can be controlled by the winemaker
altering the wine color. For example, the extraction of the colorants can be influenced by fermentation
temperature (Girard et al. 1997), maceration time (Gómez-Plaza et al. 2001; Kovac et al. 1992), or
oxygen uptake via micro-oxygenation or barrel aging (Durner et al. 2010; Oberholster et al. 2015).
Other parameters cannot be influenced, e.g. grape variety, and weather conditions. Hence, the more
cognitive than sensorial evaluation of wine color (Nguyen and Durner 2023) as well as the impact of
wine color on perceived quality (Parpinello et al. 2009), typicality (Coulon-Leroy et al. 2018), and buying
decisions (Issa-Issa et al. 2021). Sometimes state regulations are tied to the color of a wine (Bundesrat
Drucksache 175/21 2021) which implies the need for an analytical evaluation that still resembles the
human perception and therefore objectifies it.
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The OIV released a compendium containing protocols recommended for the use by winemakers and
wine laboratories (OIV 2021). Two photometric methods are recommended for the wine color. The first
method was developed in France by Yves Glories for dark red wine and consists of absorbance values at
three wavelengths. With these primary absorbance values, parameters like color intensity, hue and red
content can be evaluated. The second, more complex, method is the L*a*b* color space, according to
the CIE, which consists of the lightness parameter L* as well as the hue parameters a*, and b* (CIE
2019b). To calculate these parameters a complete transmission spectrum is needed. These methods differ
in complexity, and scope of definition. Glories’ method was developed specifically for wine using dark red
grape varieties in the process, while the CIE L*a*b* color space was developed for color measurement
in general. Wine color as a parameter is mostly used for descriptive reasons. Numerous studies have
measured wine color with the sole premise to validate the perceived color obtained by sensory evaluations
(Renner et al. 2022; Durner et al. 2010; Alcalde-Eon, Ferreras-Charro, et al. 2019). Machine learning
could help to expand the application spectrum of wine color.
With the recent developments in Artificial Intelligence (AI), ML and other methods for statistical models
the focus of this research has shifted to more practicability and user-oriented applications. Given the
recent established digital infrastructure the acceptance of computer assisted evaluations is growing.
However, it is unclear how these models perform in wine analysis or, to be more specific, how these
models perform using transmission and color data. Countless ML models, which are all vastly different
operating with different levels of complexity as well as different mathematical backgrounds can be used
for classification or regression purposes. For example, logistic regression uses a probabilistic approach
to classify the given data (Harrell 2001). Other algorithms like SVM use linear algebra for the same
purpose (Boser et al. 1992; Bennett and Campbell 2000). The more complex algorithms use different
combinations of mathematical methods e.g. extreme gradient boosting, which uses a combination of
numerical and analysis approaches (Chen and Guestrin 2016).
It was imperative to this work to refine our understanding about wine color and the link to human
perception of wine. To achieve this, the protocols to obtain CIE L*a*b* coordinates were refined by
investigating the impact of photometer settings. Glories’ color measurement and CIE L*a*b* were
compared to each other and lastly, it was investigated if it is possible to extract more information from
color data.

2 The Color of Wine

The color of a wine depends primarily on the grape variety. Based on this, wines can be divided into red
wines and white wines. The production process of these wines are very different. After harvesting, red
grapes are fermented on the mash and are pressed after fermentation. White wines on the other hand
are pressed first and the obtained juice is then fermented. The pigments responsible for the wine color
are usually located in the berry skins (Jackson 2008; Ribéreau-Gayon 2006). In red wine production
wines with high color intensity are desired, so the extraction of the pigments from skin to wine is crucial,
leading to long maceration times to extract as many pigments as possible. In white wine, a dark color
is not desired, so the berries are pressed directly and then fermented. A special case of red wines are
rosé wines, which stand out due to their light red to salmon color. They are also obtained from red
grapes, however the maceration time is not as long or none at all as in normal red wine (Jackson 2008).
Another special case is Blanc de noir. Here, the goal is to produce a wine from red grapes that has
the light appearance more closely depicting white wine. Both, rosé and Blanc de noir are produced
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more like a white wine than a red wine. In Germany, to sell a Blanc de noir wine the wines undergo a
quality assessment by wine control entities and it must have a color typical for white wine (Bundesrat
Drucksache 175/21 2021). Therefore, the color of a wine is a crucial parameter when it comes to quality
assessments and has to be closely observed during the production process. The chemical composition of
the colorants is key to the lightness and hue of the wine. The following section describe the chemical
characteristics of wine color, the analysis, and the quantification of the human perception of wine color.

2.1 The Chemistry of Wine Color

To understand the complexity of wine color, it is imperative to understand the underlying chemistry.
An important class of compounds that determine wine color are the flavonoid polyphenols. The basic
structure of these compounds is a benzopyran group attached to a phenyl group. The aromatic part
of the benzopyran structure is called the A-ring, whereas the phenyl group is called the B-ring. The
remaining non-aromatic part of the benzopyran structure is the C-ring (Figure 1). Flavonoid polyphenols
can be divided into six subgroups: flavone, flavanols, flavonols, isoflavonoids, and anthocyanins. The
polyphenols directly related to color are anthocyanins (Belitz et al. 2001).

Figure 1: Base structure of flavonoid polyphenols (modified according to Belitz et al. 2001)

2.1.1 Anthocyanidins and Anthocyanins

The flavonoids most important to red wine color are anthocyanins, due to their colorful appearance.
They are located in the berry skin and in the leaves of the vine in significant quantities by the end of the
growing season (Ribéreau-Gayon 2006). They are composed of an anthocyanidine aglycone linked with a
glucosyl group (Figure 2).

Table 1: Names and corresponding residues of different
anthocyanins (modified according to Belitz et al. 2001)

Anthocyanidins R1 R2 R3

Malvidin -OCH3 -OCH3 -OH
Delphinidin -OH -OH -OH
Peonidin -H -OCH3 -OH
Petunidin -OCH3 -OH -OH
Cyanidin -OH -H -OH
Anthocyanins R3=O-Glucose

Figure 2: Base structure of anthocyanidins/anthocyanins (modified according to Belitz et al. 2001)
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At a pH value below 1.5 the anthocyanins are present exclusively in the flavylium cation form. The
color can be attributed to the fact that all carbon atoms of the C-ring are sp2 hybridized. In an acidic
environment the oxygen atom carries a positive charge and therefore has a single occupied pz orbital,
which results in the formation of an conjugated aromatic system . Therefore, light of the visible spectrum
possesses sufficient energy to excite electrons, thereby imparting a colorful appearance. In young wines,
anthocyanin derivatives like malvidin, cyanidin, delphinidin, peonidin, and petunidin are often present as
monoglucosides due to their increased stability (Figure 2). The color can be influenced by the degree
of hydroxylation and methylation. An increased degree of hydroxylation leads to a bathochromic shift,
where the spectral band position is shifted to a longer wavelength. An increased degree of methylation
leads to a hypsochromic shift, a shift of the spectral band to a shorter wavelength (Belitz et al. 2001).
A higher pH value up to 4 results in a shift where no color is visible. This phenomenon is attributed
to the hydroxylation of the flavylium cation, which results in the formation of the colorless carbinol
structure. At pH values greater than 5 the blue chinoidic and the yellow colored chalcone results in a
green appearance (Figure 3; Ribéreau-Gayon 2006).

Figure 3: pH dependent forms of anthocyanins with the blue colored chinoidic form, the red colored
flavylium cation, the colorless carbinol bases, and the pale yellow chalcone form (modified according to
Ribéreau-Gayon 2006)

In addition to the native monoglucosides, depending on the variety, acylated anthocyanins are also
present in grape and wine, the most abundant being anthocyanins acylated with p-coumaric, caffeic, and
acetic acid (Figure 4)(García-Beneytez et al. 2003). A small amount of anthocyanins is also acylated
to lactic acid (Alcalde-Eon, Escribano-Bailón, et al. 2006). In most cases an acylation of anthocyanins
results in a bathochromic shift of the absorption maxima, thereby conferring a bluer appearance (Giusti
et al. 1999). The anthocyanin profile is heavily dependent on the grape variety. However, it is possible
to cluster grape varieties based on the similarity of their anthocyanin profile. The burgundy group,
consisting of Pinot Noir, Pinot Madeleine, and Pinot Meunier, does not contain any acylated anthocyanins.
Malvidin-3-O-Glucoside is the most abundant anthocyanin present, accounting for up to 60% of the
total anthocyanin content. The second group, designated the Trollinger group, comprises grape varieties
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(a) Caffeoylglucoside (b) Coumarylglucoside

(c) Acetylglucoside

Figure 4: Structure of the most abundant acylated anthocyanin glucosides. R 1 and R2 can either be a
methyl group (-CH3), a hydroxy group (-OH), or an hydrogen (-H)(modified according to García-Beneytez
et al. 2003).

where cyanidin and peonidin glucosides are the most abundant anthocyanins. This is a distinctive feature
as in all other groups the malvidin-O-glucoside is the most prevalent anthocyanin. The representatives of
this group include the eponym Trollinger as well as Sangiovese, which is used for the Chianti production
in Italy, and Pinotage among others. The amount of acylated anthocyanins is relatively low, with
acetylated and coumarylated anthocyanins averaging 3%. The largest group is the malvidin group,
where malvidin-O-glucoside is the most abundant anthocyanin. The difference to the burgundy group is
the high amount of acylated anthocyanins. Grape varieties in this group include Cabernet Sauvignon,
Cabernet Franc, Lemberger, and Syrah among others. Due to the high amount of malvidin and other
anthocyanins with three substituents at the phenol ring the musts and wines from these grapes exhibit a
bluer coloration that is more intense than that of the Trollinger group. The final group is the hybrid
group, where 3,5-Diglucosides are present in the wines. Under normal conditions grapes from vitis
vinifera species do not produce anthocyanin diglucosides. However, the grape varieties that contain these
diglucosides are hybrids from vitis vinifera and vitis rupestris species. V. rupestris is a grape variety that
is used to produce fungus-resistant grape varieties. One consequence of this combination is that the
majority of hybrids contain anthocyanin diglucosides inherited from the wild type (Wenzel et al. 2015).

2.1.2 Tannins and Proanthocyanidins

Tannins are brown, yellowish polymeric polyphenols, thereby directly influencing the color. They are
present in both the berry seeds and the berry skins and differ in constitution, olfactoric, and gustatoric
properties. Two types of tannins can be observed in wine: gallo- and ellagitannins, and flavonoidic tannins.
Gallo- and ellagittannins are known to release gallic and ellagic acid as a result of acidic hydrolysis.
The second class of tannins is composed of flavan-3-ols including (+)-catechin and (–)-epicatechin
(Figure 6). Additional constituents of tannins include the gallo- and epigallocatechins as well as the
catechin- and epicatechin-3-O-gallate (Figure 6). Tannins have the ability to form stable complexes with
proteins and other plant polymers (Hagerman and Butler 1978). In order for this reaction to occur, the
molecular weight of the tannin must be between 600 and 3500 g/mol. If the molecular weight is below
this threshold the complexes are not stable enough to form. Conversely, if the molecular weight exceeds
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this threshold, the complexes will not form, as the protein sites are too distant (Ribéreau-Gayon 2006).

(a) Catechin base structure (b) Epicatechin base structure
Table 2: Names and corresponding residues for
of catechin derivatives

Name R1 R2

Catechin -H -H
Gallocatechin -OH -H
Catechin-3-O-gallate -H Gallic acid

Table 3: Names and corresponding residues for of
epicatechin derivatives

Name R1 R2

Epicatechin -H -H
Epigallocatechin -OH -H
Epicatechin-3-O-gallate -H Gallic acid

Figure 6: Structure of flavan-3-ols (modified according to Ribéreau-Gayon 2006).

The heating of flavanoidic tannin solutions in an acidic environment leads to the release of cyanidin or
delphinidin, depending on the constitution of the terminal flavan-3-ol unit (Bate-Smith 1954), which
leads to the alternative name proanthocyanidins. Proanthocyanidins derived from the grape seeds tend
to exhibit a higher concentration of epicatechin-gallate, as well as a higher concentration of galloylated
units, whereas in berry skin prodelphinidin units are present (Brossaud et al. 2001).

2.1.3 Copigmentation

The phenomenon of copigmentation occurs when a non- colored substance (copigment) forms a complex
with a pigment, thereby altering the absorption properties of the pigment in question. This can result
in a bathochromic or hypsochromic shift in the absorbance maximum or a hyperchromic shift in the
absorbance intensity (Boulton 2001). To investigate copigmentation it is essential to differentiate between
copigmentation and self-association. In the latter, anthocyanins complexes exhibit comparable, yet
not identical outcomes as a anthocyanin copigment complex. Copigmentation typically results in a
bathochromic shift, accompanied with an increase in absorbance values (hyperchromic effect), whereas
self association usually results in a hypsochromic shift (Boulton 2001). Numerous studies in different
model solutions, in wine, and in juice have identified numerous substances as potential copigments,
with polyphenols being one example. In model solutions, hydroxybenzoic acids, including syringic,
protocatechuic, and gallic acid have been identified as potential copigments (Zhang et al. 2015). Other
studies have demonstrated that hydroxycinnamic acids, such as ferulic acid and caffeic acid in model
solution can lead to copigmentation (Eiro and Heinonen 2002; Gómez-Míguez et al. 2006). In wine, the
substitution of caffeic acid in a young wine has been found to enhance color (Darias-Martin et al. 2001).
Naturally colorless flavonoid polyphenols including rutin, quercetin, epicatechin, and catechin, could
be identified either in model solutions or added to wine as copigments (Schwarz et al. 2005; Lambert
et al. 2011; Mirabel et al. 1999; Kopjar and Piližota 2011). Contrarily, another study identified catechin
and quercetin to decrease the copigmentation effect (Darias-Martin et al. 2001; Rustioni et al. 2012).
In addition to polyphenols, other studies have identified pH-value, potassium content, temperature,
and molar ratio between different copigments as an influence on copigmentation (Miniati et al. 1992;

8



2.1 The Chemistry of Wine Color

Czibulya et al. 2012; Gordillo et al. 2012). The reaction mechanism leading to copigmentation is not yet
fully understood. Various theories have been proposed to explain the phenomenon, the most common
being the hypothesis that hydrophobic π–π interactions between the chromophore of an anthocyanin
and the unsaturated part of the copigment are responsible (Boulton 2001; Heras-Roger et al. 2016).
Despite this, the impact of copigmentation accounts for a significant proportion of the color of young
wines, with estimates ranging 30% to 50%.

2.1.4 Hydroxycinnamates and Quercitin derivatives

The color of white wine differs from that of red wine in the absence of red-colored anthocyanins.
Nevertheless, white wines contain a light to bright yellow color. One of the main aspects of the coloration
of white wines is in the presence of catechin and hydroxycinnamates, especially caftaric and coutaric
acid (Figure 7a and Figure 7b). Initially colorless, these two compounds undergo an enzymatic oxidation
reaction during the wine production process, resulting in a yellow/brown tint (Singleton et al. 1979;
Ribéreau-Gayon 2006). The browning reaction starts when the grapes are crushed. Enzymes are released,
that rapidly oxidize the hydroxycinnamates forming quinones (Waterhouse 2002). Additional coloration
of white wines is derived from the flavonones quercitin, quercitrin, and isoquercitrin (Figure 7c)(Singleton
et al. 1979).

(a) Caftaric acid (b) Coutaric acid

(c) Quercitin derivatives

Table 4: Names and corresponding residues for
of Quercitin derivatives

Name R
Quercitin -H
Quercitrin -Rhamnoside
Isoquercitrin -Glucoside

Figure 8: Initial structure of substances that form pigments in white wine (modified according to Singleton
et al. 1979; Belitz et al. 2001)

In recent years, it was discovered that the color alteration of white wines inflicted by xanthylium
derivatives. These yellow to orange pigments are formed by flavanols linked with a glycoxylic bridge.
Although not stable they can affect the color of a wine and they might have an impact on the formation
of intermediate products and polymerization (Bührle et al. 2017).
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2.1.5 Effects of enological factors on the wine color

The color of wine or must can be influenced by several enological parameters. Studies show that increasing
the fermentation temperature leads to a higher color intensity in Shiraz and Semillon wines. Pomace
pre-fermentation also increased the color (Reynolds et al. 2001). Fermentation temperature has also
an effect on the growth of microorganisms during fermentation, which on their own can alter the color.
Due to the higher fermentation temperature, the yeasts produces an increased amount of metabolites
that promotes the vitisin production (Asenstorfer, Hayasaka, et al. 2001; Asenstorfer, Lee, et al. 2006;
fulcrand et al. 1996). It furthermore increases enzymatic activities regarding glucosidases and pektinases,
which can alter the color via enzymatic browning. Unfortunately, microorganisms can impact the color
negatively by the adsorption of tannins and other polyphenols to the cell walls, leading to a loss of color
(Tofalo et al. 2021). In Pinot Noir, a generally more lighter grape variety, the fermentation temperature
was found to be very important for the formation of polymeric pigments. One study investigated the
influence of fermentation temperature was in dependence of the storage capability. Pinot Noir grapes
fermented at 20°C were initially darker than those fermented at 30°C. However, over a period of 225 days
after bottling the wines obtained from grapes fermented at 20°C were lighter than those obtained from
grapes fermented at 30°C. After aging, a lower fermentation temperature yielded a more yellow/brown
color, while higher fermentation temperature yielded a redder color (Gao et al. 1997).

(a)
Pyranoanthocyanin

(b)
Flavanyl-pyranoanthocyanin

(c)
Portisin

(d)
Ethyl bridged Flavanyl-anthocyanin dimer

Figure 9: Structures of higher molecular flavonoid polyphenols as a result of aging. Modified according
to Asenstorfer, Hayasaka, et al. 2001; Asenstorfer, Lee, et al. 2006 (R1,R2= -H, -OH, -OCH3; R3= -
H, O-Glucose, R4= -H (Vitisin A), -COOH (Vitisin B))
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2.1 The Chemistry of Wine Color

Time represents also a notable parameter that changes the wine color. Monomeric anthocyanins are, due
to their charge, fairly reactive. With time, numerous products of reactions using monomeric anthocyanins
have been identified. The new substances result in an orange/brown color shift that is typical for aged
wine. Many of the aging reactions derive from the formation of acetaldehyde, that is built via the
Fenton reaction from ethanol (Fenton 1894; Danilewicz 2003). Flavonoid polyphenols and acetaldehyde
can react either to a carbocation or to 4-vinyl-catechin. 4-Vinyl-catechin on its own is needed for the
formation of pyranoanthocyanins with anthocyanins as reaction partner as well as portisins (Figure 9c).
The carbocation derived from the reaction of catechin with acetaldehyde can also react with other
flavonoid polyphenols forming ethyl linked dimeric or trimeric pigments (Figure 9d )(Es-Safi et al. 2002).
For most wine styles the increase of color intensity is desired. However, this is not the case for all wine
styles. e.g. rosé or Blanc de noir wines. These two wine styles are closely related as they derive from red
grapes and are produced like a white wine. Contrary to red wine, these wines are not macerated and
the fermentation takes place after pressing. The color of rosé wines range from light red, to orange to
almost colorless. Blanc de noir, on the other hand, is known for its colorless appearance. In Germany,
the color of Blanc de noir is regulated by §32 of the wine regulation act. Herein, the color of Blanc
de noir has to be "like a white wine" (Bundesrat Drucksache 175/21 2021). In order to achieve this
colorless or light yellow appearance, winemakers are encouraged to use only intact, handpicked berries.
However, it is very difficult to hold these high standards during harvest season. Therefore, Blanc de
noir production is especially difficult and it is not uncommon that a small amount of color pigments is
transferred into the wine. To mitigate the color of Blanc de noir to some extent it is possible to bleach
monomeric anthocyanins with sulfur, to be specific SO2.
The reaction takes place at the electrophil centers at C2 and C4 of the anthocyanin (Figure 10). This
disturbs the aromatic system and the molecule looses its color in the process. This type of reaction is
not evident with polymeric pigments for sterical reasons.

Figure 10: Structure and reaction of anthocyanins with added sulfur dioxide (modified according to Jurd
1964)

The whole chemistry of wine color is extremely complex, as these are only the substances that are
identified and quantifiable. However, these do not include oligomeric or polymeric pigments. Therefore,
referencing the perception of wine color to the colorants of wine is not target-oriented. It is simply
not possible to measure every colorant, as well as to calculate every possible impact of copigments,
matrix effects etc. Besides that, the time effort and money cost would not justify the cause. To mitigate
these problems a more macroscopic approach is used by winemakers, technicians, and researchers using
photometry. The advantage of this is, that matrix effects, copigmentation, and oxidation reactions are
included in the measurement, meaning the information is accessible, but not quantifiable.
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2 The Color of Wine

2.2 Introduction about spectrometry, spectroscopy, and photometry

Spectroscopy and spectrometry are often used interchangeably. While both investigate the energy
spectrum of a sample, they do not have the same definition. Spectroscopy is normally the evaluation of
optical spectra, whereas the term spectrometry is rather used for quantification purposes. Photometry
on the other hand is just the measurement method using ultraviolet (UV) and visible light (Vis)(Matissek
et al. 2018). Generally, spectroscopy can be divided into atom- and molecular spectroscopy. Molecular
spectroscopy is collective term that encompasses UV/Vis-, infrared-, or fluorescence spectroscopy (Gey
2015). The scope of this work focuses on UV/Vis-spectroscopy.

2.2.1 Principles of Molecular Spectroscopy

Molecular spectroscopy in UV (λ= 200 –380 nm) and Vis area (λ=380–800 nm) of the light spectrum is
based on the excitation of electrons from the ground state to excited states between the molecular orbitals.
In many cases this transition happens between the highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMO) by interactions with incident light (Hinderer 2020; Gey
2015). The electron transfer occurs between a binding orbital or an orbital with a pair of electrons and a
non-binding or anti-binding electron pair. For transitions needing UV-light the σ-orbitals are essential,
as the energy gap between binding and anti-binding orbital (σ −→ σ∗) is relatively big. For colorful
molecules especially the transitions between binding π-orbitals and anti-binding π-orbitals (π −→ π∗)
and non-binding orbital to anti-binding π-orbital (n −→ π∗) are especially important, since the energy
gap between these orbitals is lower. The conjugation of π electron systems also has an impact on the
absorption properties of molecules. Due to the delocalisation of the electrons, the energy gap between
binding and anti-binding orbital decreases and the energy of light of the visible spectrum is enough to
excite the electrons (Matissek et al. 2018; Gey 2015; Atkins et al. 2022). The wavelength at which
the absorption occurs correlates with the distance between the energy states. This allows conclusion
about the structural elements of the target molecules in the sample (Kortüm 1962; Williams 1975; Maier
1974). Figure 11 shows the process of absorption or the transition of the electron from the ground state
to the excited singlet state. From the excited state the electron falls back to the ground state. The
energy loss is in most cases radiation free. The energy is released in form of heat. In some cases the
electron can switch between excited singlet states by inter conversion. If the fallback to the ground states
coincides with light irradiation and the transition is from an excited singlet state to the ground state,
the phenomenon of fluorescence occurs. A far longer luminescence is described with phosphorescence.
By intersystem crossing the spin of the excited electrons is transformed from anti-parallel to parallel,
resulting in a fallback from excited singlet state to excited triplet state without light irradiation. The
fallback from triplet state to ground state causes light irradiation (Atkins et al. 2022; Gey 2015).
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2.2 Introduction about spectrometry, spectroscopy, and photometry

Figure 11: Depiction of the excitation of electrons (absorption), radiation-free transition back from
excited singlet state to ground state (emission), fallback from excited singlet state to ground state
with emission of radiation after internal conversion (fluorescence), and fallback from excited triplet
state to ground state with emission of radiation after intersystem crossing from singlet to triplet state
(phosphorescence)

2.2.2 Lambert Beers Law

Photometric methods are based on Lambert Beers’ law, which can be derived in three steps. In the first
step the model has to be constructed. For this, the sample is comparable to volume elements stacked
behind each other. The pathlength of a volume element is defined as dx, whereas the change of intensity
is defined as dI, which is proportional to the pathlength of the volume element, the concentration of the
target absorbing species (J), as well as the remaining intensity (dI ∝ c(J)Idx). Due to the fact that
the change of intensity dI is always negative the following expression can be written:

dI = −κc(J)Idx (1)

By dividing through I on both sides the expression gets transformed to:

dI

I
= −κc(J)dx (2)

Here, κ is a coefficient of proportionality.
For the next step the absolute reduction of the continuous decrease of initial intensity (I0) when passing
through pathlength L has to be calculated. The sum of an infinitesimal small change is defined as an
integral and can be written as:

∫ I

I0

dI

I
= −κ

∫ L

0
c(J)dx (3)

On the left side of the equation the following standard integral can be observed:
∫ I

I0

dI

I
= ln

(
I

I0

)
(4)
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2 The Color of Wine

Given the condition that the concentration of J is the same throughout L. The right side of equation 3
can be written as follows:

−κ

∫ L

0
c(J)dx = −κc(J)

∫ L

0
dx = −κc(J)L (5)

In the last step the expression has to be converted from natural logarithm to decadic logarithm with the
following operations:

ln

(
I

I0

)
= ln(10) · log

(
I

I0

)
(6)

log

(
I

I0

)
= −κc(J)L

ln(10) (7)

log

(
I

I0

)
= −ϵc(J)L (8)

Solving the expression with respect to I leads to what is commonly known as Lambert Beers law:

I = I0 · 10−ϵc(J)L (9)

According to Lambert Beers’s law the amount of light reaching the detector, known as the transmission
is the quotient of intensity and initial intensity and the absorbance is defined as the decadic logarithm of
the transmission (Atkins et al. 2022; Matissek et al. 2018).

T = I

I0
(10)

A = log(T ) (11)

2.2.3 Photometer systems

Photometers differ in many ways, but the basic principle is the same. Photometers consist of at
least one light source, which is usually an illuminant with a very broad spectral power distribution, a
monochromator unit, sample mount, and a detector unit. With a single beam photometer the light only
passes the sample directly to the detector unit, whereas the light is split up between a reference cuvette
and a sample cuvette with a double beam photometer. After passing the reference and the sample
cuvette the rays are combined again and are guided to the detector unit (Figure 12). The advantage of
a double beam photometer is, that the solvent can be placed in the reference sample mount, eliminating
the need for a blank measurement with the solvent.
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Figure 12: Optical arrangement of single beam and double beam photometers (modified according to
Matissek et al. 2018)

2.2.4 Monochromator systems

In order to obtain exact results the emitted light is decomposed by a prism or a grating into single
wavelengths. A typical prism mounting is the Wadswourth prism mounting where the light is collimated
at a concave mirror, reflected by a planar mirror, and guided through a prism. The deconstructed light
of a single wavelength is then collimated again at a second concave mirror and leaves the construction
(Czerny and Turner 1930). The disadvantage of the Wadswourth prism mount is that it shows an
increased amount of astigmatism, as the reflection at the Wadswourth mirror causes the inside and
outside of the wave to be exchanged (Czerny and Turner 1930). Astigmatism is an optical aberration
that occurs when an oblique incident beam is refracted to different degrees in meridional and sagittal
plane. This leads to two different focal points of the light beam (F. E. Wright 1911). A better and more
modern solution to prism mountings are monochromators with diffraction gratings, like the Rowland
and Czerny-Turner monochromators. Monochromators using a Rowland circle mitigate astigmatism
by dispensing concave mirrors completely. Instead collimation and decomposition of the light is both
achieved by diffraction gratings. Czerny-Turners monochromator on the other hand use a second concave
mirror to reverse the error of the first concave mirror without interchanging of the waves as it is the case
with the Wadswourth mounting (Czerny and Turner 1930; More 2005).

2.2.5 Detector Systems

The biggest difference between photometers is their detector unit, where different systems are capable
to detect the incoming light. One of the most sensitive detector systems are photomultiplier tubes
(PMT). PMT’s work on the premise of the extrinsic photoelectrical effect, where photons transfer their
energy onto electrons. Part of the energy is needed to release the electron from the cathode material.
The remaining energy of the photon is transferred onto the electron that moves towards the anode as
kinetic energy. The initial electron collides with dynodes releasing secondary electrons. These create an
avalanche reaction due to the repeated collision of electrons with the dynodes, thus amplifying the signal
(Figure 13).
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2 The Color of Wine

Figure 13: Schematic assembly and measurement mechanism of photomultiplier tubes (modified according
to Löffler-Mang 2012; Shimadzu 2023)

Photodiodes on the other hand are doped semiconductors, capable of producing a signal dependent on
incident light. The electrical conductivity of semiconductors can be explained by the electronic band
structure. In a conductor, e.g. metals, the orbitals of the valence band are always overlap with the
next higher energy band. When a voltage is applied to the conductor electrons can move to the next
higher energy band without restriction. In contrast, the valence energy band and the conductive band
of the isolator is separated by a band gap, that prohibits electron movement. If the band gap is small
enough, semi-conductivity is reached. An example for an isolator is the diamond with a fully packed
valence energy band and a band gap of 5 eV. The valence band of silicon, a substance that crystallizes
homogeneously to the diamond (Figure 14a), is separated from the conductive band by a band gap of 1.1
eV. Electrons can move from the valence band to the conductive band with increasing temperature. Due
to the absence of the electrons, a positive charge is building up in the valence band, creating so called
holes, which then move in the opposite direction. The silicon lattice shown in Figure 14a can be spiked
with impurities that alter the conductivity. For example, the elements of the 15th group contain one
more electron than the silicon and can be spiked into the silicon lattice (Figure 14c). In the energy band
model the energy levels of these donor elements lay in the band gap right under the conductive band,
creating an n-type semiconductor. If the silicon lattice is spiked with elements of the 13th group a p-type
semiconductor is created (Figure 14b). These elements contain one electron less than the silicon and
therefore the remaining electron bonds with an electron from a neighboring silicon atom. The creation
of these defect electrons are the reason for the conductivity of these p-type semiconductors. The energy
level of the acceptor elements is right above the valence band of the silicon. Electrons from the valence
band can move up to the energy level of the acceptor with very little energy supply. In conclusion,
n-type semiconductors have positive stationary charge and movable negative charge carriers (electrons),
whereas p-type semiconductors contain a stationary negative charge and movable positive charge carriers
(holes)(Riedel and Janiak 2022). If a p-type semiconductor and a n-type semiconductor come into
contact, the free electron moves from the n-zone into the p-zone and holes move from the p-zone to the
n-zone. By recombination the electrons are filling up the holes and the charge carriers disappear in the
boundary region. Near the contact zone the stationary charges remain and are responsible for the fact
that not all electrons in the n-zone fill with all holes in the p-zone. By repulsive force the remaining
mobile charge carriers are prevented from entering the other zone. Because of this the so called space
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(a) Crystal structure of silicon

(b) n-type silicon semiconductor doped with arsenic (c) p-type silicon semiconductor doped with indium

Figure 14: Three dimensional crystal structure of silicon as well as a p-type and n-type silicon
semiconductor (modified according to Riedel and Janiak 2022)

charge zone is created, in which there are no mobile charge carriers present. The resulting pn-layer is
non-conductive without external electrical impulses. There are two ways to introduce an external voltage.
Forward-bias wiring, which is used in light emitting diodes (LED), introduces new mobile charge carriers
on the positive pole of the pn-junction, forcing positive charge carriers into the space charge zone. The
positive charge carriers then attracts a negative mobile charge carrier and recombination occurs, which
then ultimately leads to a current and the emitting of photons. The second way is the reverse-bias wiring.
By illumination, additional electron/hole pairs are created due to the introduced energy, which then flow
off in the direction of the external voltage, leading to a current that is proportional to the irradiated
light. The pn-junction is now working as a pn-photodiode. By applying a voltage in reverse direction,
the space charge zone widens and the field strength in the space charge zone increases. The maximal
strength of the electric field must be under the dielectric strength or a complete electrical breakdown
occurs. The dielectric strength is limited by the capabilities of the semiconductor material, e.g. silicon
has a dielectric strength of 25kV/mm. To increase the dielectric strength of a photodiode an intrinsic
layer can be introduced between the p- and the n-zone (Figure: 15a and 15b). The intrinsic layer inherits
an intrinsic conduction and due to manufacturing processes it is usually doped with a small amount of
negative mobile charge carriers. Not only does this progress increase the dielectric strength, it also leads
to a quicker response time (Löffler-Mang 2012; Specovius 2010).
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2 The Color of Wine

(a) Mechanism of PIN-junction (b) PIN-Photodiode

Figure 15: Schematic assembly and mechanism of a PIN-junction in a PIN-photodiode

So, photomultiplier and photodiodes have the same purpose, but with very different modes of operations.
The photomultiplier tube relies on the extrinsic photoelectric effect and signal amplification, leading
to a huge sensitivity when the intensity of the incident light is very small. The pn- or PIN-photodiode
does not amplify the signal. For this purpose the avalanche photodiode was created. However, despite
amplification the photodiodes are always less sensitive than the photomultiplier (Löffler-Mang 2012).
The advantage of the photodiodes is lower maintenance, a better quantum efficiency as well as the
insensitivity to magnetic fields. In the context of this work, it is unknown if the monochromator and
detector system have an influence of the measurement of the wine color.

2.3 The Quantification of Wine Color

2.3.1 Theory of colors

The focus of colorimetry or the theory of colors describes the connection between a light spectrum and a
color stimulus or perceived color. Color stimuli are defined as radiation that leads to an direct stimulation
of the retina and results in a perception of color. A color stimulus can be triggered in various ways. If
an object is an illuminant the color stimulus can be triggered directly. Therefore, the perceived color
contains information regarding the light source. Another indirect trigger for the color stimulus is via
reflection or transmittance. The result of the combination of different colors can be explained by the
three Grassmann’s laws. The first Grassmann law states that the color of an object can be completely
depicted by three variables (Equation 12).

C =


R

G

B

 (12)

The additive combination of different colors, or the second Grassmann law, can be displayed unambiguously
by the linear combination of three primary valences. The additive color addition follows the rules of
vector addition (Lübbe 2013; Bühler et al. 2018).

C1 + C2 =


R1 + R2

G1 + G2

B1 + B2

 (13)
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Black point

F⃗Red

F⃗Magenta

F⃗Blue

Figure 16: Depiction of the vector combination regarding the additive color mixing (modified according
to Lübbe 2013)

For example, the linear combination of one vector, representing the blue content, with a vector, that
represents a red content, results in a combined magenta vector. The length of the vector corresponds to
the color value (Figure 16). Additive combination of color results in an increase of light radiation, leading
to white. Another option to obtain different colors is subtractive color combination. Due to absorbance
and light scattering the lightness of the new color decreases leading ultimately to black (Figure 17).

Additive color mixing

Primary
colors

Subtractive color mixing

Secondary
colors

Tertiary
colors

Figure 17: Comparison of the additive color combination and the subtractive color combination (modified
according to Lübbe 2013; Bühler et al. 2018)
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2 The Color of Wine

The last Grassman law states that hue of a color addition depends only on the color impression of the
underlying original colors but not on the spectral composition, meaning that two metameric color stimuli
can be described completely by the hue without knowing the spectral composition.

2.3.2 Glories’ color evaluation

Glories’ color evaluation is a well established and recommended method to quantify the color of a wine
(OIV 2021). It involves measuring the optical density of a wine at three different wavelengths. To
capture the yellow component of a wine the optical density at 420 nm is measured. To capture the red
and blue component of a wine the optical density at 520 and 620 nm is measured. The measurement is
set to take place in a 1 mm cuvette and, due to copigmentation, is only applicable to undiluted wine.
Starting from the optical densities other parameters like the color intensity (CI), the hue (T), and the
Brillance (dA(%)) can be calculated. The color intensity is a parameter indicating the lightness of a
wine and can be calculated by summation of the three optical densities (Equation 14).The CI value can
vary between 0.3 and 1.8 depending on grape variety, maturity, origin, or enological parameters.

CI = OD420 + OD520 + OD620 (14)

T is a parameter that indicates the orange color development of a wine and is calculated by the quotient
of OD420 and OD520 (Equation 15). It is usually used as a maturity parameter for red wine as it ranges
between 0.5 and 0.7 for young wines, whereas mature wines can reach a tint up to 1.3.

T = OD420
OD520 (15)

The parameter Brillance is only usable in red wine as it calculates the percentage of the red color in a
wine (Equation 16). It is also used as a maturity parameter as dA(%) should range from 40 – 60 for
young wines (Ribéreau-Gayon 2006).

dA(%) =
(

1 − OD420 + OD620
2 · OD520

)
· 100 (16)

2.3.3 CIE Color Spaces

While Glories’ color measurement is specifically used for wine, the CIE color spaces can be used for
color measurement in general. Like Glories’ method, the CIE color spaces are recommended by the OIV
for wine (OIV 2021). The CIE color spaces rely on the idea of the additive color. In 1861, Maxwell
provided proof of Grassmann’s theory by experimentally demonstrating that every color can be reproduced
approximately by light of three wavelengths. Maxwell introduced the initial color space that is now
known as RGB color triangle (Schanda 2007). Herein, the primary colors red, green, and blue are placed
in the corners of an isosceles triangle. The light intensity decreases evenly until it reaches the zero
point of its intensity on the opposite side. However, there appears a decisive disadvantage: although
the positions of the spectral colors are correct, the midpoint between blue and green is not saturated
enough to represent spectral cyan. This leads to the conclusion that there are colors existing outside
the RGB triangle, that can only be reproduced by adding imaginary colors according to Grassmann’s
law, e.g. negative red to achieve spectral cyan. To mitigate these problems and introduce a color space
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that is more coherent with the visual perception the CIE published in 1931 the CIE XYZ color space.
This color space depends on the transmission spectrum of the object, in this case wine, the spectral
power distribution of a standard illuminant, and the so called color matching function of the standard
observer. The perception of color is very dependent on the illumination. If a light source contains a
high amount of blue, the object would also have a slight blue tint. The CIE uses multiple standardized
light sources, the best practice here is the D65 standard illuminant, which represents natural daylight
on a sunny day. Other standard illuminants are the D50 standard illuminant, which represents natural
daylight on a cloudy day, and the standard illuminant A. This light source is similar to the commonly
used tungsten filament in light bulbs (Figure 18). The color temperatures ranges from 6500 K of D65
standard illuminant to 2856 K, a higher amount of red color irradiance, of the standard illuminant A. The
D50 standard illuminant irradiates a slightly less blue light than the D65 standard illuminant, yielding
a color temperature of 5000K (Schanda 2007; CIE 2021). The basis of the standard observer are the

Figure 18: Spectral power distribution of the standard illuminant A, D50, and D65 (modified according
to CIE 2019c)

experiments conducted by Wright and Guild. A panel of 17 individuals with normal color vision were
asked to recreate a given color stimulus by adjusting the intensity of a red (700 nm), green (546.1 nm),
and blue (435.1 nm) illuminant (Figure 19a)(W. D. Wright 1929; Guild J. 1931).
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(a) Experimental setup to obtain the color matching
function

(b) Resulting color matching function of the CIE
RGB system

Figure 19: Schematic depiction of the original experiment of Wright and Guild and the resulting color
matching function that contains the imaginary negative parts (W. D. Wright 1929; Guild J. 1931).

This resulted in the so-called color matching function of the CIE RGB system (Figure 19b). To mitigate
the need for negative color values the CIE transformed the color matching function of the CIE RGB
system to obtain the color matching function for the imaginary primary valences X, Y, and Z, which
is also known as the CIE 1931 2°-standard observer (Figure 20). This standard observer represents
the averaged vision of a person with normal color vision in a field of view of 1 to 4°, as a 2° visual
field lays within Maxwell’s spot, where the density of the macula lutea is the most constant. A field
of view of 1 to 4° is equal to an object with the dimension of 17 mm seen from a distance of 50 cm.
Because of the development of the D65 standard illuminant, the CIE 1964 10°-standard observer was
introduced to represent a field of view of >4°. This corresponds to viewing an object with a diameter
of approximately 90 mm from a distance of 50 cm. The CIE 1964 10°-standard observer was derived
from the experimental works of Stiles and Burch, who recreated the original experiments of Wright and
Guild with 67 observers and a range of stimuli between 390 and 830 nm (Figure 20)(Schanda 2007; CIE
2019c; CIE 2021; Stiles and Burch 1959).

Figure 20: Color matching function of the CIE XYZ color space (CIE 2019a).
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To calculate the tristimulus values X, Y , and Z of a color stimulus, the color stimulus function ϕ(λ)
has to be calculated with the following equation:

ϕ(λ) = τ(λ) · S(λ) (17)

with:

ϕ(λ)=Color stimulus function at λ

τ(λ)=Transmission at λ

S(λ)=Spectral power distribution at λ

The tristimulus values are defined as the area under curve of the color stimulus function multiplied with
the corresponding color matching function. To obtain the tristimulus values from experimental data from
a photometer a numeric integration has to be performed, with ∆λ being the data interval set during the
measurement of the spectra (CIE 2019a).

X = k ·
∫ 780nm

380nm
ϕ(λ) · x̄(λ)dλ = k ·

780nm∑
380nm

ϕ(λ) · x̄(λ) · ∆λ (18)

Y = k ·
∫ 780nm

380nm
ϕ(λ) · ȳ(λ)dλ = k ·

780nm∑
380nm

ϕ(λ) · ȳ(λ) · ∆λ (19)

Z = k ·
∫ 780nm

380nm
ϕ(λ) · z̄(λ)dλ = k ·

780nm∑
380nm

ϕ(λ) · z̄(λ) × ∆λ (20)

The factor k (equation 21) here is a normalization factor and defined as the sum product of the spectral
power distribution and the color matching function ȳ(λ)

k =
780nm∑
380nm

S(λ) · ȳ(λ) · ∆λ (21)

with:

ϕ(λ) =Color stimulus function at λ

x̄(λ), ȳ(λ), z̄(λ)=Color matching functions at λ

S(λ) =Spectral power distribution of the standard illuminant at λ

dλ, ∆λ =Wavelength interval used to record the spectrum photometrically.
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(a) CIE Chromaticity diagram derived from CIE XYZ
values (CIE 2019b)

(b) MacAdam ellipses ten times enlarged (Judd and
Wyszecki 1963; MacAdam 1942)

Figure 21: CIE Chromaticity diagram according to CIE and the irregularities discovered by MacAdam

One major requirement of the CIE XYZ color space was to develop an equidistant color space (Figure 21a),
where mathematical color differences reflect the visual color difference. However, MacAdam could prove,
that the CIE XYZ color space is not entirely equidistant (MacAdam 1942). The so called MacAdam
ellipses represent areas in the CIE XYZ color space where mathematical color differences are not visible
(Figure 21b). The color ellipses are bigger in high saturated areas and grow smaller the closer the color
is to the origin point. These findings led the CIE to the development of the CIE L*a*b* color space.
A three-dimensional Cartesian coordinate system, where the L* coordinate represent the lightness of
an object (L∗ ∈ R | L∗ = [0, 100]), the a* coordinate either the red color component (a∗ ∈ R+) or
the green component (a∗ ∈ R−) of an object, and the b* coordinate either the yellow (b∗ ∈ R+) or
blue (b∗ ∈ R−) color component of an object (Figure 22). Using a non-linear transformation seen in
equations 22 – 24 the CIE L*a*b* coordinates can be calculated from the CIE XYZ tristimulus values
(Schanda 2007; CIE 2019b).

Figure 22: Depiction of the CIE L*a*b* color space, where L* represents the lightness, a* either red
(a∗ ∈ R+) or green (a∗ ∈ R−), and b* either yellow ((b∗ ∈ R+)) or blue(b∗ ∈ R+)
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2.4 Calculation of color distances
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(
Z

ZN

))
(24)

where
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and the ideal values of X,Y, and Z with total reflection:

P =Placeholder for X,Y, and Z
XN =94.825
YN =100
ZN =107.381

Next to the Cartesian projection of the CIE L*a*b* color space, another commonly used variation is the
CIE L*C*h0 color space that uses polar coordinates. Herein, the L* coordinate is the same as in the CIE
L*a*b* color space and also represents the lightness of an object. The C* coordinate or Chroma is a
color vector that represents the saturation and the h0 coordinate is the so called hue angle. At 0° and
360° the hue angle is red. The other colors can be represented as follows: 90° represents yellow, 180°
represents green, and 270° represents blue. Chroma and hue angle can be calculated with the following
equations (CIE 2019b):

C∗ =
√

(a∗)2 + (b∗)2 (26)

h0 = arctan
(

b∗

a∗

)
(27)

2.4 Calculation of color distances

One major advantage of the CIE L*a*b* color space over the color measurement method of Glories’ is
the ability to calculate the distance between two colors. For this in 1976, the CIE used the Euclidean
color distance as at this time the CIE L*a*b* color space was thought to be completely equidistant (CIE
2019c).
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2 The Color of Wine

2.4.1 Euclidean color difference

∆E =
√

(∆L∗)2 + (∆a∗)2 + (∆b∗)2 (28)

where:

∆L∗ = L∗
2 − L∗

1 (29)
∆a∗ = a∗

2 − a∗
1 (30)

∆b∗ = b∗
2 − b∗

1 (31)

2.4.2 Development of the CMC(l:c) Color Distance Formula

With its introduction, the CIE L*a*b* color space was rigorously tested in the textile industry, where
inhomogeneties were discovered (McLaren and Rigg 1976; McLaren 1980; Kuehni 1976). The irregularities
show that the contours of equal tolerance were rather ellipsoids than spherical. Changes were applied
accordingly, leading to the color difference formula presented by the Color Measurement Committee
(CMC) of the Society of Dyers and Colorists (SDC). The CMC(l:c) color difference formula introduced
weighting functions (SL, SC , SH) to the CIE L*a*b* color space to mitigate the inhomogeneties. (Clarke
et al. 1984; Luo and Rigg 1986).
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2.4 Calculation of color distances

CMC(l : c) color distance formula

∆ECMC =

√(∆L∗
ab

lSL

)2
+
(∆C∗

ab

cSL

)2
+
(∆H∗

ab

SH

)2
(32)

with:

∆L∗
ab =CMC lightness difference

∆C∗
ab =CMC chroma difference

∆H∗
ab =CMC hue angle difference

SL,SC ,SH=CMC weighting functions
l,c =CMC parametric factors

CMC weighting functions

SL = 0.04975L∗
1

(1 + 0.01765L∗
1) (33)

unless L∗ < 16, when SL = 0.511

SC =
0.0638C∗

ab,1
(1 + 0.0131C∗

ab,1) + 0.638 (34)

SH = SC [(0.36 + |0.4 cos(hab,1 + 35))|
√√√√ (C∗

ab,1)4

(C∗
ab,1)4 + 1900

− (0.36 + |0.4 cos(hab,1 + 35))]
(35)

The weighting function SL reduces the effect of lightness differences with increasing lightness beyond
L = 16, whereas the weighting function SC reduces the effect of chroma differences. This is needed as
the size of the irregularities in the a*b*-color plane increases with higher chroma.The weighting function
SH is more complex than the other two. The reason for this is the general size-dependence between
chroma and the hue angle. The parametric factors l and c control the relative sensitivities for lightness
and chroma. For textiles a ratio of 2:1 is defined as standard (Schanda 2007).

2.4.3 Development of the CIE94 Color Distance Formula

The irregularities in the CIE color spaces led the CIE to the definition of a new color distance function.
THE CIE94 color distance formula followed the general form of the CMC(l:c) (Equation 32):
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2 The Color of Wine

CIE94 color distance formula

∆E∗
94 =

√(∆L∗
ab

kLSL

)2
+
(∆C∗

ab

kCSC

)2
+
(∆H∗

ab

kHSH

)2
(36)

with:

∆L∗
ab =CIE94 lightness difference

∆C∗
ab =CIE94 chroma difference

∆H∗
ab =CIE94 hue angle difference

SL,SC ,SH=CIE94 weighting functions
kL,kC ,kH =CIE94 parametric factors

CIE94 weighting function

SL = 1 (37)
SC = 1 + 0.045C∗

ab (38)
SH = 1 + 0.015C∗

ab (39)

kL, kC , kH are used as parametric factors that can be changed by users to comply with the CIE reference
conditions and are normally set to 1. The weighting functions SL was set to 1 as the results of the
experimental studies leading to the CIE94 formula did not show a difference in the calculated color
distance and the perceived color difference (Schanda 2007). The weighting functions SC , and SH are
thought to cope with the different effects of increasing chroma on the perceived color difference. Rigg
1995 concluded that the CIE94 color distance formula yields similar results to the CMC color distance
formula (Rigg 1995), whereas other studies showed the opposite (McDonald and Smith 1995; Oglesby
1995; Heggie et al. 1996). However, both formulae were not able to depict color differences in the yellow
color area.

2.4.4 Development of the CIEDE2000 Color Distance Formula

Later, Luo and Rigg showed that previous color difference datasets were flawed and therefore re-evaluated
the results of the previous experiments (Luo and Rigg 1986). For that, they plotted the experimental
color discrimination datasets in the a*b* color plane (Figure 23) and found ellipses that were similar to
the MacAdam ellipses seen in Figure 21b. Two other observations could be obtained from this projection.
First, the size of the ellipses is the smallest near the origin point of the Cartesian coordinate system
(a∗ = 0, b∗ = 0) and appear to be larger with increasing chroma. Second, the orientation of the main
axis of the ellipses is pointed approximately to the origin point, with exception of the blue color region,
where b∗ ∈ R− and a∗ ∈ R+ is close to 0.
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2.4 Calculation of color distances

Figure 23: Color ellipses plotted by Luo and Rigg in the a*b* color plane from experimental data
(modified according to Schanda 2007; Luo and Rigg 1986; Luo, Cui, et al. 2001).

To cope with the irregularities new color coordinates L
′ , a

′ , and b
′ are calculated from the existing CIE

L*a*b* calculation. Herein, the L∗ and b∗ underlie no further transformation (Equation 41 and 42).
However, to transform the near-achromatic ellipses in the CIE L*a*b* color space the a* coordinate is
elongated with equation 43 (Figure 23). The effect of the transformation decreases with higher Chroma
and has no impact when C∗

am ≈ [30, 40](Figure 24).

Figure 24: Dependence of G with increasing chroma (from Schanda 2007)

While the CMC color distance formula introduced a weighting function regarding the lightness (SL) the
CIE94 neglected this. Due to the so called crispening effect that states that color differences are more
visible if the contrast to the background is very small, a weighting function is inevitable regarding the
lightness (Figure 25a). Therefore, in low lightness areas the weighting function regarding the lightness
difference (SL) had to be extended to be more sensitive to small color differences. The same weighting for
SC as in the CIE94 color distance formula was used in the CIEDE2000 color distance function. However,
by plotting the experimental data of multiple experimental color difference datasets against the CIE
L*a*b* hue angle it Luo and Rigg could implement a curve fit that follows the general distribution of the
data (Figure 25b). This "wavy" function was implemented into the CIEDE2000 color distance formula as
weighting function SH seen in equation 48. Due to the rotation of the ellipses another so called rotation
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2 The Color of Wine

term was added to the formula leading to the CIEDE2000 color distance formula (Equations 51–53).

(a) Dependence of relative color difference on
lightness (from Luo, Cui, et al. 2001)

(b) Normalized CIE L*a*b* hue-difference data
against the hue angle (from Luo, Cui, et al. 2001)

The rotation term introduced in the CIEDE2000 color distance formula proves to be very effective in a
very particular hue angle around 270°. The new coordinates, parametric factors, weighting function, and
the rotation term are merged into the CIEDE2000 formula with equation 40. During the performance
testing using the method standardized residual sum of squares (STRESS) (Melgosa et al. 2008; Melgosa
2013; García et al. 2007). Melgosa et al. showed that the CIEDE2000 color distance formula yields the
lowest or best results in comparison to the CIE94, CMC(l : c), and Euclidean color distance (Melgosa
2013).

CIEDE2000 color distance formula

∆E00 =

√√√√( ∆L′

kLSL

)2

+
(

∆C ′

kCSC

)2

+
(

∆H ′

kHSH

)2

+ RT

(
∆C ′

kCSC

)(
∆H ′

kHSH

)
(40)

∆L
′ =CIEDE2000 lightness difference

∆C
′ =CIEDE2000 chroma difference

∆H
′ =CIEDE2000 hue angle difference

SL,SC ,SH=CIEDE2000 weighting functions
kL,kC ,kH =CIEDE2000 parametric factors
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2.4 Calculation of color distances

CIEDE2000 transformation

L∗ = L
′ (41)

b∗ = L
′ (42)

The elongation of the a* coordinate to transform the ellipses into spheres.

a∗ = a∗(1 + G) (43)

with:

G = 0.5

1 −

 (C∗
ab,m)7√

(C∗
ab,m)7 + 257

 (44)

and

C∗
ab,m =

(C∗
ab,2 − C∗

ab,1)
2 (45)

CIEDE2000 weighting functions

SL = 1 + 0.0158(L′
m − 50)2√

20 + (L′
m − 50)2

with : L
′
m = (L′

2 + L
′
1)

2 (46)

SC = 1 + 0.045C
′
m with : C

′
m = (C ′

2 + C
′
1)

2 (47)

SH = 1 + 0.015C
′
mT (48)

with:

T = 1 − 0.17 cos(h′
m − 30) + 0.24 cos(2h

′
m) + 0.32 cos(3h

′
m + 6)

−0.20 cos(4h
′
m − 63)

(49)

where:

h
′
m = h

′
2 + h

′
1

2 (50)
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CIEDE2000 rotation function

RT = −sin(2∆Θ)RC (51)

with:

∆Θ = 30e
−
(

(h
′
m−275)

25

)2

(52)

RC = 2 ×

√√√√( C ′7
m

C ′7
m + 257

)
(53)

2.5 Human perception of Wine Color

2.5.1 Descriptive Analysis

Descriptive analysis is a common method to evaluate food or wine by a panel of trained consumers. In
this case unstructured linear line scales are used to describe the intensity of the attribute. The fixed
endpoints of the scales are the two extremes that can be used to describe the attribute. To mitigate
bias, a huge amount of standardization is used. In order to achieve a certain amount of objectivity the
panel has to be fairly large (Lawless and Heymann 2010). A common way to use linear line scales is
shown in Figure 26. Figure 26a shows the commonly used linear line scale for red wine. The upper scale
is used to evaluate lightness and the lower scale is used for the evaluation of the color hue. Lightness
has the extremes light and dark, whereas the hue scale has the extremes orange and violet as well as the
middle point red. Figure 26b shows the linear line scales commonly used for white wine. It uses the
same lightness scale. However, the hue scale is different as it ranges from green to yellow to orange. To
transfer the ratings to numbers the distance between a fixed point, which is in this case either from the
extremes or from the middle point in both directions is measured.

(a) linear line scales for red wines (b) Linear line scales for white wine

Figure 26: Linear line scales used for the description of red wine and white wine. The first scale evaluates
the lightness of a wine. The second scale evaluates the color hue of a wine (modified according to
Durner et al. 2010)

For the olfactoric and gustatoric evaluation blacked out glasses are used to mitigate bias coming from
the color of the wine. When clear glasses are used, e.g. for color evaluation, it is crucial to fill the glasses
with exactly the same volume, so that none of the samples sticks out, by anything other than their
appearance. However, the descriptive analysis with respect to illumination and viewing conditions is not
as standardized as the olfactoric or gustatoric evaluation (Fairchild 2018). Another problem, that can
create a bias regarding wine color is the color evaluation in a standard wine tumbler. The curvature of
the glass leads to different depths, different light refraction and Huertas et al. showed, that the Euclidean
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distance between the center point and another point in the wine glass can be up to 21 (Huertas et al.
2003).

2.5.2 Sensory threshold Analysis

In order to obtain sensory thresholds, e.g. for aroma compounds, in traditional sensory analysis the so
called triangle test can be used among others. During a triangle test the panel is presented with three
samples simultaneously. Two of the samples have the same constitution, the other differs. Each panelist
has to determine either the odd one or the two similar ones. This process is repeated with increasing
concentration of the target compound, so that the difference between the odd one and the similar one
increases with each cycle.
The underlying null hypothesis is that the probability of making the correct selection, when no difference
between the samples are perceived is one in three (H0 : P = 1

3). The alternative hypothesis is fulfilled
if the probability of making the correct selection is over one in three (H1 : P > 1

3). The alternative
hypothesis is one-sided and the test is one-tailed, giving a number of six different serving orders (AAB,
ABA, BAA, BBA, BAB, ABB). To calculate the sensory threshold, the best estimated threshold according
to ASTM E-679-04 can be used. First, the individual sensory threshold for each panelist is calculated
by the geometric mean between the first sustainable correct selection and the last incorrect selection.
Secondly, the group sensory threshold is calculated from the individual sensory thresholds, also with the
geometric mean (Equation 54).

x̄G =
(

n∏
i=1

xi

) 1
n

= n
√

x1 · x2 · x3 · ... · xn (54)

To use the triangle test for color a minor change has to be applied. First of all, a concentration of a
certain pigment may be not enough to make assumptions about the color difference threshold as the
color of a wine does not rely on the concentration of one specific color pigment. Therefore the complete
wine has to be altered, e.g. by diluting dark red wine with other, lighter wines.
Previously established color difference thresholds for wine used completely different techniques. An often
cited study conducted by Martinez et al. used an approach, where 105 pairs of wine were evaluated in
comparison to a reference pair with a fixed color difference of ∆E∗

ab = 4. The panel was asked to rate if
the presented color difference is smaller or greater than the reference pair. Using logistic regression the
visual perception threshold was evaluated. The 50% acceptance threshold was reached at a Euclidean
color difference of 2.82. With a safety factor the visual color threshold was rounded to ∆E∗

ab ≊ 3
(Martínez et al. 2001).

3 A detailed description of statistical modeling, machine learning, and
Artificial Intelligence

In recent years the development of artificial intelligence has reached a point, at which untrained personnel
is able to use applications based on AI. However, there are common misconceptions about the nature of
different subsets of AI and how it differs from traditional statistics. The emphasis of traditional statistics
is to draw conclusions about a population based on a sample set. For this, traditional statistics use
hypothesis testing, regression analysis and probability theory. It often involves, manual analysis and
interpretation by statisticians. Statistical modeling on the other hand constructs models that represent

33



3 A detailed description of statistical modeling, machine learning, and Artificial Intelligence

the relationship among variables in data. It utilizes traditional statistics as well as other methods such as
machine learning algorithms. The goals of machine learning are to develop algorithms that can learn
patterns without being explicitly intended to do so. However, machine learning is only a subset of
artificial intelligence. AI aims to develop systems that can perform tasks that otherwise would need
human intelligence. Those incorporate perception, reasoning, learning, and problem solving.

3.1 Logistic Regression

Logistic regression is a special form of linear regression that is used in ML for classification. The relation
to linear regression is not intuitively understandable as instead of using continuous data to predict an
outcome, logistic regression predicts probabilities in terms of boolean statements, meaning it predicts
the probability of an outcome as instances of true and false. The problem that makes the comparison to
linear regression so complex is the scales of the data. In linear regression, technically speaking, the values
of the y-axis can be −∞ to ∞. The probability scale only ranges from 0 to 1 on the y-axis. Because
of that a regression using the least-squares approach is not possible. To mitigate the limitation of the
probability scale, logistic regression uses the logit function to calculate the log-odds from the probability
using the following function (Harrell 2001):

logodds = ln
(

p

1 − p

)
(55)

with p being the probability of an instance. Samples in the training dataset that are in the positive class
have the probability p = 1. By substituting p it is evident that positive samples are logodds(x+) = ∞,
whereas the samples of the negative class are logodds(x−) = −∞. The transformation of the probability
to log-odds transforms the y-axis in a way that is comparable to the y-axis in linear regression. However,
it is still not possible to use the least-square approach as the values of the sample are infinity and negative
infinity, which means that the residuals that are needed for the least-squares approach are also infinity.
Instead, logistic regression fits a line in the log-odds scale and projects the datapoints onto the fit.
Using the logistic function

p = elogodds

(1 − elogodds) (56)

the projected log odds can be transferred back into probabilities that lead to the "S"-shaped logistic
function which now can be used to classify new data and to calculate the log-likelihood. To obtain the
optimal results, the fit with the highest log-likelihood is calculated (Harrell 2001). The log-likelihood is
defined as

L(p|n, y) =
n∑

i=1
ln(yi(pi = 1)) +

n∑
i=1

ln(1 − yi(pi = 0)) (57)

where:

L(p|n, y)=Log-likelihood with respect to p and y
yi =y-value on the probability scale after log-odds fit
pi =Probability of the samples after transferring log-odds back to probability.
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Figure 27: Visual description of the basic ideas of logistic regression (modified according to Harrell 2001)

3.2 Support Vector Machine

The precondition of the support vector machine is the existence of N data points (x1, y1), (x2, y2),
..., (xN , yN ) with xi ∈ Rg (g ∈ N) and yi ∈ {−1, 1} for i = 1, 2, ..., N . The first component of the
vector is called the input data, while the second component of the vector is the class into which the
data is categorized. This classification is done by evaluating a function f : Rg ∈ {−1, 1} that correctly
classifies the training data. It is imperative to find a function that is f(xi) = yi either ∀ i = 1, 2, ..., N or
for as many i as possible. It is then possible to classify new data points accordingly (Boser et al. 1992).

3.2.1 Linearly separable data

Figure 28a shows the general problem when searching for a decision boundary. The decision boundary
denotes the border between the classes, that can be mathematically described by hyperplanes. Hyperplanes
are by definition a geometric concept that is defined as a flat-affine subspace. In an n-dimensional space,
the hyperplanes are n − 1 dimensional. In the context of SVMs all the shown hyperplanes in Figure 28a
create a decision boundary that perfectly separates the two classes, the goal is to maximize the general
applicability. Therefore, it is necessary to find the hyperplane that has the largest distance between the
data points of the two classes (Figure 28b).
The first step is to define a hyperplane as follows:

H := {x ∈ Rg| ⟨w⃗, x⃗⟩ + b = 0} (58)

Herein w⃗ ∈ Rg is a vector that is perpendicular to the hyperplane H, whereas b ∈ R is a constant that
regulates the shift of the hyperplane in the direction of w⃗.
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(a) Depiction of the problem when searching for
optimal decision boundaries

(b) Depiction of the margin using the maximum
margin classification

Figure 28: The basic principle of SVM. The most suitable hyperplane has to be identified. With the
Hyperplane and the support vectors the margin can be derived.

As mentioned earlier it is necessary to find the largest distance between the two classes and for this the
margin is introduced to the problem. By the normalization of the vector w⃗ the dot product of w⃗ and x⃗

is the length of the projection of vector x⃗ in the orientation of w⃗. By adding the constant b the distance
of the point x⃗ to the hyperplane can be calculated. To define the margin the result of the dot product
of w⃗ and x⃗ added with b for one class is equal to 1. If the dot product of w⃗ and x⃗ added with b is equal
to -1, the data point belongs to the other class. This formulation is written as follows:〈

w⃗, x⃗+
〉

+ b = 1 (59)〈
w⃗, x⃗−〉+ b = −1 (60)

(61)

⇒
〈
w⃗, (x⃗+ − x⃗−)

〉
= 2 (62)

⇒
〈

w⃗

||w⃗||
, (x⃗+ − x⃗−)

〉
= 2

||w⃗||
(63)

If two points of contrary classes that lay directly on the margin are observed it is evident that the margin
can be described as 1

||w⃗|| . For mathematical convenience 1
||w⃗|| is transformed to 1

2 ||w⃗||2. Therefore, to
maximize the margin the length of w⃗ has to be minimized, leading to the following optimization problem:

min 1
2 ||w⃗||2 (64)

To simplify the expressions written in equation 59 and 60 the factor yi is introduced. By multiplication
of the respective class the result of the function is always positive. This leads in the constraint of the
optimization problem

yi(⟨w⃗, x⃗i⟩ + b) ≥ 1, ∀ i = 1, ..., N . (65)

The result of this is a convex optimization problem, meaning a quadratic target function with a linear
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constraint.

min 1
2 ||w⃗||2 (66)

s.t. yi(⟨w⃗, x⃗i⟩ + b ≥ 1), ∀ i = 1, ..., N (67)

To solve the optimization problem the Lagrangian multiplier method can be used.

L(x, α) = ∇f(x) − α∇g(x) (68)

with:

f(x)=Target function of the optimization problem
g(x)=Constraint of the optimization problem
α =Lagrangian multiplier

This leads to the following expression:

L(w⃗, b, α) = 1
2 ||w⃗||2 −

N∑
i=1

αi(yi(⟨w⃗, x⃗i⟩ + b) − 1) (69)

To solve this the Lagrangian has to be minimized and therefore the α has to be minimized. For this, the
partial differentiation of L with respect to the other variables have to be equal to 0:

∂L
∂w⃗

= w⃗ −
N∑

i=1
αiyix⃗i = 0 (70)

⇒ w⃗ =
N∑

i=1
αiyix⃗i (71)

∂L
∂b

=
N∑

i=1
αiyi = 0 (72)

Substituting the expression above in the primal form of the Lagrangian results in the following solution
of the optimization problem:

L(w⃗, b, α) =

1
2

(
N∑

i=1
αiyix⃗i

) N∑
j=1

αjyj x⃗j


−

N∑
i=1

αiyix⃗i

 N∑
j=1

αjyj x⃗j

−
N∑

i=1
αiyib +

N∑
i=1

αi

(73)

⇒ max
N∑

i=1
αi − 1

2

N∑
i=1

N∑
j=1

αiαjyiyj ⟨x⃗i, x⃗j⟩ (74)

s.t.
N∑

i=1
αiyi = 0 and αi ≥ 0, ∀ i = 1, ..., N (75)
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According to the Karush-Kuhn-Tucker condition, the following applies to the saddle point:

αi[yi(⟨w⃗, x⃗i⟩ + b) − 1] = 0, ∀ i = 1, ..., N (76)

Consequently, it is evident that, while the optimum applies, either αi = 0 or yi(⟨w⃗, x⃗i⟩ + b) = 1.
Considering the formulation seen in equation 70 it is evident that only the training points with αi > 0
have an influence of the solution. These vectors that fulfill this expression are called support vectors
(Boser et al. 1992).

3.2.2 Non-linear separable data

The disadvantage of the hard-margin or maximum margin SVM explained above is that it is only
applicable for datasets, where the classes are linearly separable. Figure 29 shows a dataset were the
data is only separable in a non-linear fashion. To mitigate this inconvenience the basic idea is that the
input vector space is transferred to a higher dimensional feature space (ϕ) in which the classes of the
dataset are linearly separable. Transforming the linear hyperplane from the high-dimensional feature
space back to the low-dimensional input vector space the decision boundary appears to be non-linear. In
the higher dimensional feature space the dot products are following the form ⟨ϕ(xi), ϕ(xj)⟩. To limit
the computation load a kernel function is used, that maps from Rg × Rg and that inherits a dot product
in M = Rm with m ∈ R > g:

k(xi, xj) = ⟨ϕ(xi).ϕ(xj)⟩ (77)

where k : Rg × Rg → M and is positive semi-definite

Figure 29: Example for a dataset that is not linear separable. The kernel function transforms the
two-dimensional input space in a three-dimensional feature space (from Jordans 2004)

The most commonly used kernel functions in SVM are the aforementioned linear kernel, polynomial
kernel, the radial basis function, and the sigmoidal kernel. The kernel function for each kernel are
depicted in table 5. The γ parameter as well as the polynomial degree are regularization parameters
chosen empirically via hyperparameter tuning (Boser et al. 1992; Bennett and Campbell 2000).
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Table 5: Kernel function of the most commonly used kernels.

Kernel Name Kernel Function
linear k(xi, xj) = (γ ⟨ϕ(xi), ϕ(xj)⟩)
Polynomial k(xi, xj) = (γ ⟨ϕ(xi), ϕ(xj)⟩ + r)d

RBF k(xi, xj) = e−(γ||ϕ(xi)−ϕ(xj)||2)

Sigmoidal k(xi, xj) = tanh(γ ⟨ϕ(xi), ϕ(xj)⟩) + r

3.2.3 Soft margin SVM

The transformation of a non-linearly separable dataset is effective, but computationally intensive. So, a
soft margin SVM can be an effective less computationally complex work around. For this purpose the

Figure 30: Training dataset with outliers and depiction of the effect of the slack variable ξ. The slack
variable is the distance between the misclassified point and the margin that borders the respective class.

soft margin SVM introduces a slack variable ξ ≥ 0 to the optimization problem. If the classification is
correct ξi = 0. If the datapoint lays past the decision boundary H, the classification is considered wrong
and here ξi = 1 (Figure 30 ξ1 and ξ2). However, if the classification is correct but the position of the
datapoint is inside the margin the slack variable is 0 < ξi < 1 (Figure 30 ξ3 and ξ4).
The mathematical formulation also introduces a regularization parameter C as a penalty term. The
higher C is set, the higher is the impact of misclassification. The magnitude of this regularization
parameter is also determined by hyperparameter tuning

min 1
2 ||w⃗||2 + C

N∑
i=1

ξi (78)

s.t. yi(⟨w⃗, x⃗⟩ + b) ≥ 1, ∀ i = 1, ..., N (79)

To fulfill the minimization problem the Lagrangian is constructed as mentioned in equation 69:

L(w⃗, b, α, ξi) = 1
2 ||w⃗||2 + C

N∑
i=1

ξi −
N∑

i=1
αi[yi(⟨w⃗, x⃗i⟩ + b) − 1 + ξi] (80)
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To solve the Lagrangian the partial derivatives are calculated analog to equations 70 – 72:

∂L
∂w⃗

= w⃗ −
N∑

i=1
αiyix⃗i = 0 ⇒ w⃗ =

N∑
i=1

αiyix⃗i (81)

∂L
∂b

=
N∑

i=1
αiyi = 0 (82)

∂L
∂ξi

= C −
N∑

i=1
αi = 0 ⇒ C =

N∑
i=1

αi = 0 (83)

Substituting the differential to the primal form of the Lagrangian leads to the following notation of the
optimization problem:

L(w⃗, b, α, ξi) =

1
2

(
N∑

i=1
αiyix⃗i

) N∑
j=1

αjyj x⃗j

+
N∑

i=1
αiξi


−

N∑
i=2

αiξi −
(

N∑
i=1

αiyix⃗i

) N∑
j=1

αjyj x⃗j

−
N∑

i=1
αiyib +

N∑
i=1

αi

(84)

⇒ max
N∑

i=1
αi − 1

2

N∑
i=1

N∑
j=1

αiαjyiyj ⟨x⃗i, x⃗j⟩ (85)

s.t 0 ≤ αi ≤ C, ∀ i = 1, ..., N (86)
N∑

i=1
αiyi = 0 (87)

Lastly the Karush-Kuhn-Tucker condition is applied to the solution of the optimization problem:

αi[yi(⟨w⃗, x⃗i⟩) − (1 − ξi)] = 0 (88)

αiξi = 0 (89)

yi(⟨w⃗, x⃗i⟩ + b) − (1 − ξi) ≥ 0, ∀ i = 1, ..., N (90)

leading to the conclusion that two different specimen of support vectors exist. Either a support vector
is directly on the border of the margin (with ξi = 0 and following to that 0 < αi < C) or the support
vector lays beyond the margin (with ξ > 0 and αi = C > 0) (Bennett and Campbell 2000).

To conclude, this chapter shows how support vector machines work and lays the foundation for solving
an optimization problem using support vectors. Of course, it is possible to use kernelization with a soft
margin as real world data is often very complex and computation effort aside, the kernel functions seen
in the last chapter can increase the performance of the soft margin SVM significantly.
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3.3 Extreme Gradient Boosting

Gradient boosting is a machine learning technique that can be used for regression or classification
purposes. It is an ensemble technique, meaning that the predictions combine several base-estimators to
produce a strong predictive model. The principles of gradient boosting can be divided into five main
ideas. First, the model is initialized with a simple prediction. In many cases the prediction is just the
arithmetic mean value of the target variable for regression or the target class for classification. The
next idea is that in contrast to bagging techniques (e.g. Random Forest), the base-estimators are not
trained independently but sequentially, meaning with every new iteration the new base-estimator is
trained to correct the errors made by the last base-estimators. The third idea is called gradient descent
optimization. Gradient boosted ensembles contain a loss function and at each iteration the gradient
of the loss function with respect to the prediction is calculated. The new base-estimator is trained to
reduce the error of the ensemble by minimizing this gradient. XGBoost uses gradient boosting as basic
idea, but enhances the optimization that improves performance, speed, and accuracy. However, normal
gradient boosting has a crucial disadvantage. Because of the countless iteration the risk of overfitting
the model on the training data is very high. To mitigate this, XGBoost uses Lasso regression (L1) and
Ridge regression (L2) as regularization terms. Furthermore, XGBoost inherits an intrinsic mechanism to
cope with missing data as it is the case with "real world" datasets. It is perfectly fit for large datasets
as it uses parallelization to use multiple CPU cores during training, which increases the speed of the
algorithm significantly in comparison to other gradient boosting implementation. XGBoost also has an
mechanism called tree-pruning and implemented a learning rate mechanism. Tree-pruning can be seen
as a control instance to control the size of the built decision trees. The learning rate is a hyperparameter
that controls the step size at which the model weights are updated during training. Both hyperparameters
are implemented to prevent overfitting. Furthermore, it uses cross validation during the training process
(Figure 31). The flexibility of the algorithm leads to customized objective functions so that it can be
used for regression and classification (Chen and Guestrin 2016). The main ideas of XGBoost are shown
in Figure 31.

3.3.1 Objective function

XGBoost uses the following objective function that needs to be minimized:

F (yi, pi) =
n∑

i=1
L(yi, pi) +

K∑
k=1

Ωf(Ov) (91)

with:

n =number of training samples
yi =true label of the i-th sample
pi =predicted value of the i-th sample
K =number of base learners (trees)
Ω =Regularization Term
f(Ov)=Function of the output value of k-the base learner

The objective function contains two separate parts. The first part being a loss function, which measures
the distance between the predicted values and the true labels. For the regression approach the squared
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Figure 31: The summary of the main ideas of Extreme Gradient Boosted trees (modified acording to
Vestner 2021)

loss function is used.

L(yi, pi) = 1
2(yi − pi)2 (92)

For binary classification the logistic loss function is used.

L(yi, pi) = −[yi ln(pi) + (1 − yi) ln(1 − pi)] (93)

The second part of the objective function is the regularization term Ω. It penalizes the complexity of the
model to prevent overfitting. For that XGBoost uses Lasso and Ridge regression, where γ and λ are
hyperparameters, T are the number of terminal nodes and Ov weight of a leaf. XGBoost combines both
regularization terms in their objective function:

Ωf(Ov) = γT + 1
2λf(Ov)2 (94)

3.3.2 Gradient Boosting

For the gradient boosting the model uses an additive approach. For this, let p
(t)
i be the prediction of the

i-th sample at the t-th iteration. The prediction of the current base-learner is equal to the prediction of
the last base-learner added with the output value of the current base-learner pt

i = p
(t−1)
i + Ov.

F (yi, pi)(t) =
n∑

i=1
L
(
yi, p

(t−1)
i + Ov

)
+ Ωf(Ov) (95)
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The optimal value or the minimization of the loss function can only be achieved by approximation. To
approximate the loss function around the current prediction p

(t)
i XGBoost uses a second degree Taylor

series expansion, which is in this case:

L(yi, pi)(t) ≊ L
(
yi, p

(t−1)
i

)
+

∂L
(
yi, p

(t−1)
i

)
∂p

(t−1)
i

Ov + 1
2

∂2L
(
y1, p

(t−1)
1

)
∂2p

(t−1)
1

O2
v (96)

The first order differential is known as the gradient gi, whereas the second order differential is known as
a Hessian hi, which leads to the to the simplified version of the Taylor approximation:

F (yi, pi)(t) ≊ L(yi, p
(t−1)
i ) + giOv + 1

2hiO
2
v (97)

Substituting equation 95 with the approximation in equation 97 leads to the updated objective function:

F (yi, p1) =
n∑

i=1

[
L(yi, p

(t−1)
i + giOv + 1

2hiO
2
v)
]

+ Ωf(Ov) (98)

By substituting Ωf(Ov) with the equation 94, the complete objective function can be written as:

F (yi, pi)(t) =
n∑

i=1

[
L
(
yi, p

(t−1)
i

)
+ giOv + 1

2hiO
2
v

]
+ γT +

T∑
j=1

1
2λO2

v

=
T∑

j=1

[
n∑

i=1
L
(
yi, p

(t−1)
i

)
+ giOv + 1

2

n∑
i=1

(hi + λ)O2
v

]
+ γT

(99)

where j is written as the instance of a leaf and T is the number of terminal leafs. The loss of the
previous base-learner

(
L
(
yi, p

(t−1)
i

))
is constant for every summation and therefore can be removed,

leading to the new expression:

T∑
j=1

[
n∑

i=1
giOv + 1

2

n∑
i=1

(hi + λ)O2
v

]
+ γT (100)

The remaining part of the loss function is a quadratic equation and as mentioned before needs to be
minimized or in other words the extreme has to be calculated. Therefore, the derivative respective to Ov

has to be equal to zero. With that the prediction of the leafs can be calculated.

d

dOv
=

n∑
i=1

gi +
n∑

i=1
(hi) + λOv = 0

⇒ Ov = −
∑n

i=1 gi∑n
i=1(hi) + λ

(101)

The question asked here is how the algorithm calculates the new prediction of the leaf in practice.
For regression the output values can be calculated by substituting the loss function with the function
displayed in equation 92, leading to the following expression:
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L(yi, pi) = 1
2(yi − pi)2

gi = ∂L(yi, pi)
∂pi

= −(yi − p1)

hi = ∂2L(yi, pi)
∂2pi

= 1

⇒ Ov =
∑n

i=1(yi − pi)∑n
i=1 1 = Sum of residuals

Number of residuals

For classification the negative log-loss function is transferred to the negative log-odds loss function.
After that, the derivatives with respect to the log-odds are calculated and the results are transferred
back probability:

L(yi, pi) = − [yi ln(pi) + (1 − yi) ln(1 − pi)]

L(yi, logodds) = −yi ln(logodds) + ln(1 + elogodds)

gi = ∂L(yi, logodds)
∂logodds

= −yi + elogodds

1 + elogodds

=̂ − (yi − pi)

hi = ∂2L(yi, logodds)
∂2logodds

= elogodds

(1 + elogodds) × 1
(1 + elogodds)

=̂pi(1 − pi)

Analogous to this, the log-loss function can be used to calculate the output value for classification
purposes:

Ov =
∑n

i=1 yi − pi∑n
i=1 pi(1 − pi)

= Sum of residuals
Sum of probability × (1 − previous probability) (102)

The last question that needs to be answered is, how the algorithm determines how the data is clustered
between the leafs. For that, the equation of the output values (Equation 101) has to be inserted into
the objective function displayed in equation 99.

F (yi, p1)(t) =
T∑

j=1

[
n∑

i=1
(gi)

( ∑n
i=1 gi∑n

i=1(hi) + λ

)
+ 1

2

n∑
i=1

(hi) + λ

( ∑n
i=1 gi∑n

i=1(hi) + λ

)2]
+ γ (103)

Through simplification the formula transforms to the corresponding optimal similarity score:

F (yi, pi)(t) = −1
2

T∑
j=1


∑n

i=1 g2
i∑n

i=1(hi) + λ︸ ︷︷ ︸
similarity score

 (104)

When the algorithm builds a decision tree, the root (I) is split up into a left leaf (IL) and a right leaf
(IR). For each leaf and the root the similarity score can be calculated. With the following equation the
gain (G) of a tree can be calculated. The gain can be used as a quality parameter of the tree. The

44



3.3 Extreme Gradient Boosting

higher the value the better the tree fit to the data (Chen and Guestrin 2016).

G = 1
2


(∑

i∈IL
gi

)2

∑
iL∈IL

(hi) + λ
+

(∑
i∈IR

gi

)2

∑
i∈IR

(hi) + λ
− (

∑
i∈I gi)2∑

i∈I(hi) + λ

 (105)

3.3.3 Tree pruning and other mechanism to prevent overfitting

Tree pruning can seen as a safety mechanism to prevent overfitting. The question asked is how XGBoost
is able to use regularization to prune the tree. The hyperparameters for this are λ and γ. While λ,
being the denominator of the output value lowers the output value and therefore reduces the size of
the steps performed by gradient boosting. The hyperparameter γ has only an effect when the tree is
already build. By subtracting γ from G the result of this calculation is the argument whether or not a
node and respectively the leaves are deleted. Is the result of this calculation negative the node is deleted,
if positive the node is not deleted. The formula can be used for evaluating split candidates. Next to
the gradient boosting and tree building XGBoost uses shrinkage or learning rate to prevent overfitting
as it was introduced by Friedman et al. 2000. The basic principle is that the newly added weights are
multiplied with a factor η after each step of tree boosting to scale the influence of each individual tree.
This is common practice as it leaves space to improve the models with future trees.
To summarize, XGBoost uses multiple machine learning principles and enhances them through combination.
It is designed for large datasets with a large amount of features and is far more complex than logistic
regression and SVM. The principles of XGBoost are compressed into a corresponding python package,
which makes it very feasible to use (Chen and Guestrin 2016).
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3.4 Neural Networks, Multilayer Perceptron Models, and Deep Learning

Neural networks are a powerful tool in machine learning that uses interconnected layers and an specialized
training process enabling them to perform a wide range of tasks from classification, regression, image and
speech recognition, autonomous driving etc. (Pedregosa F et al. 2011). Neural networks are structured
in layers, of which three types exist and each layer consists of numerous neurons. The first layer is the
input layer, where the number of neurons corresponds to the number of features in the used dataset.
Next to the input layer are the hidden layers. The number of hidden layers correlates with the complexity
of the neural network. Hidden layers transform and process the data in intricate ways and pass the
results to the next layer, the output layer (Figure 32). The output layer is the neural networks final
estimation, where each neuron represent a different class or a continuous value for regression approaches
(Starmer 2022; Sonnet 2022; Kruse et al. 2015).

Figure 32: General architecture of a multilayer perceptron neural network (modified according to Bhowmik
2019)

Neurons are fundamental for neural networks as these are the processing nodes. Each node receives
data, processes it and passes it forward to the next layer. During processing, the neuron assigns a weight
to the data followed by an activation using an activation function (Figure 33). Weights determine the
importance of an input, whereas activation functions introduce non-linearity into the model enabling it
to model any complex relationship. In order to scale the data a bias bj is added as well. During training
the neural network adjusts the weights in order to minimize the distance between predicted outcome
and actual output, hence the learning. The process starts by so called forward propagation, where the
input dataset passes through the layers of the neural network. The error between predicted outcome
and actual outcome is calculated by a loss function. In a process called backpropagation the weights
are adjusted to minimize the loss function. This process repeats itself until the loss does not change
anymore or some other criteria is met (Starmer 2022; Sonnet 2022; Kruse et al. 2015).
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Figure 33: Mode of operation of a single neuron in the neuronal network (modified according to Sonnet
2022).

The output of a neuron j can be represented as the weighted sum of the outputs of prior established
neurons (R) scaled with a bias b:

zj =
∑
i∈R

wijxi + bj (106)

where:

xi =input to the neuron
wij=weights associated with the inputs
bj =bias term
zj =linear combination of input and weight

The process of computing an output from an input is called forward propagation. The input data is
passed through each layer of the neural network, from input to output layer, through the hidden layers,
where weights, biases, and activation functions are applied to each neuron. The activation, much like
the biological counterpart of the computational neuron, only occurs if a threshold (Θ) is met (Kruse
et al. 2015; Sonnet 2022:)

f(zj , Θ) =

1 if zj ≥ Θ

0
(107)

The weighted sum of input and weight, scaled by bias represents the x-value in the activation function.
By calculation, the magnitude of activation is represented by the corresponding y-value. Next to the
stepwise, so called, Y-Heaviside activation, other concept use functions that enable a smooth transition.
In this case, a mathematical function is applied to the result of the input to determine the magnitude of
activation. Examples for this are the sigmoidal function (Equation 108) (Figure 34). Another function
that is often used is the so called Rectifier Linear Unit Function (Equation 109) or ReLU-Function
(Figure 34)

f(zj) = 1
1 + e(−zj) (108)

The activation with the sigmoidal function follows the "S-shaped" curve, whereas the ReLU function
outputs the bigger number, either 0 or zj .

f(zj) = max(0, zj) (109)

Figure 35 shows the calculations during forward propagation. The initial input is multiplied with the
attributed weight and added to the attributed bias. The result is corresponding to the x-axis value of
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Figure 34: Depiction of the Heaviside, ReLU, and Sigmoidal activation functions of the neuron Kruse
et al. 2015; Sonnet 2022.

the activation and the y-axis values are calculated with the used activation function. The output of the
neuron is then again multiplied with another weight and added to another bias. This process repeats
itself with every added hidden layer. The output value is defined with as the sum of all output of all
neurons leading to the output node. It is then possible to scale the output again with a bias or perhaps
even activate it once more with an activation function (Starmer 2022).

Figure 35: The process of forward propagation in a three layer neural network with one input layer, one
hidden layer with two neurons and an output layer (modified according to (Starmer 2022)).

At first weights and biases are chosen randomly and are updated and optimized during the process of
backpropagation. Backpropagation relies heavily on the chain rule of analysis as well as gradient descent
established in the prior section about XGBoost. After forward propagation the error of the neural network
is computed, using for example the residual sum of squares:
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SSR =
n∑

i=1
(ŷi − zj)2 (110)

where:

SSR=Sum of Squares Residuals
ŷi =Observed value
zj =Predicted value (Output of the neural network)

The optimization of the weights and biases is defined as the partial differentiation of SSR with respect
to the weights and biases.

w(i+1) = wi − η
∂SSR

∂wi
(111)

b(i+1) = bi − η
∂SSR

∂bi
(112)

where:

η =Learning rate
SSR=Sum of Squares Residuals

The link between SSR and the weights and the biases is established with the function that denotes
forward propagation (Equation 106). Therefore, using the chain rule of analysis

f(g(x)) = f ′(g(x)) · g′(x) (113)

and applying it to the partial differentiation seen in Equations 111 and 112 the expression can be written
as:

∂SSR

∂wi
= ∂SSR

∂zj
· ∂zj

∂wi
(114)

Substituting the differentiation with the solution, the equation can be rewritten as follows:

∂SSR

∂wi
= −2

n∑
i=1

(ŷi − zj) · xi (115)

Likewise the chain rule can be used to apply gradient descent on the optimization of biases (Starmer
2022):

∂SSR

∂bi
= −2

n∑
i=1

(ŷi − zj) (116)

The complete process of forward and backpropagation is called epoch and after updating weights and
biases the complete process is repeated until the SSR are close to 0, or some other criteria is met. The
SSR is just used as an example and other loss functions like mean square error as well as binary cross
entropy can be used as a substitute (Chollet et al. 2015; Pedregosa F et al. 2011).
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3.5 Model Performance Measures

3.5.1 Accuracy, Precision, Recall, F1-Score

The easiest way to measure the performance of a model is the accuracy, by comparing the true predictions
to all instances or the complete dataset (Equation 117). The range of the accuracy ranges from 0%,
where no prediction was correct, to 100%, where every prediction was correct. The limitation of the
accuracy is that it can be misleading in case of imbalances in the dataset. For example, if 95% of the
input dataset is the negative class and only 5% of the dataset is the positive class, a model that always
predicts negative instances will have high accuracy but poor performance predicting positive instances.
Precision measures the correctness of positive predictions (Equation 118). Defined as the ratio of true
positive predictions (TP) and the sum of all positive prediction it is a measure that is particularly
important, where the cost of a false positive predictions is high. A typical example would be spam mail
detection. If an email is falsely classified as spam, the legitimate email would be missed.
Recall measures the performance of the model to classify all relevant cases (Equation 119). It is defined
as the ratio of TP and the sum of all positive instances. It is especially relevant, in contrast to precision,
when the cost of false negative is high. This is the case in medical diagnostics, where missing a diagnosis
could lead to the absence of necessary medical treatment.
The F1-Score is the harmonic mean between precision and recall (Equation 120). It is needed when
using imbalanced datasets or the cost of false positive and false negative predictions is similar.

Accuracy = TP + TN

N + P
(117)

Precision = TP

TP + FP
(118)

Recall = TP

TP + FN
(119)

F1 = 2 · Precision · Recall

Precision + Recall
(120)

with:

TP =True positive counts
TN =True negative counts
FP =False Positive counts
FN=False Negative counts
N =All negative instances
P =All positive instances

3.5.2 Receiver Operating Characteristics Curve

Receiver Operating Characteristics (ROC) curves are an essential tool to evaluate the performance of a
binary classification model. On the abscissa the false positive rate is depicted, whereas on the ordinate
recall is depicted. Classification models outputs a probability score for every instance. By varying said
threshold, the cutoff value that decides which instance is considered positive and negative is varied,
resulting in different false positive and true positive rates. Each point in a ROC curve represents an
FPR/TPR pair at a specific threshold. The diagonal line represents the output of a random guessing
classifier. The top left corner (0, 1) connotes with a perfect model, with 100% sensitivity and 0% false
positives. The area under the ROC curve (AUC) is calculated and represents the overall ability to
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differentiate between positive and negative classes. An AUC=1 is considered a perfect classification, an
AUC = 0.5 represents no discriminative power. And if the AUC falls below 0.5 than random guessing
is superior to the model. In conclusion, ROC curves provide in detail understanding of the trade-off
between TPR and FPR.

Figure 36: Example ROC curve for two classifiers with different performances. Performance of Classifier
1 is better than Classifier 2. The 45° line is considered a random guessing classifier.
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4 Scope and aim

The first part of this work aims to improve the understanding of wine color and the link to human
perception of wine color. Wine color as a parameter is mostly used for descriptive purposes either of
a wine itself or wines in a sample set comparing it to the rest of the sample set. Furthermore, it is
common practice to use the color measurement to measure the impact of enological parameter (Durner
et al. 2010; Renner et al. 2022). It is also used as a proof of concept method to validate the results of a
color evaluation obtained by descriptive analysis and internal quality assessment (Renner et al. 2022).
There are two methods recommended by the OIV for the quantification of wine color. The Glories’ color
measurement that only uses three absorbance values to calculate the parameters color intensity, hue,
and Brillance and the CIE L*a*b* color space, which uses the complete transmission spectra to evaluate
the color. Regarding the CIE L*a*b* color space, the protocol provided by the OIV is incomplete at best.
The OIV recommends a data interval of 5 nm to measure the transmission spectra. Apart from that no
requirements are given. It is unclear whether the data interval has an impact on the reproducibility of
the CIE L*a*b* measurement, nor is it clear if 5 nm is the best suited data interval. It is also unknown
if other photometer parameter like ’scan speed’ have an impact on the measurement. Therefore, the
first objective was to evaluate if photometer settings like the ’data interval’ or the ’scan speed’ have an
impact on the CIE L*a*b* measurement.
Since Glories’ color measurement and the CIE L*a*b* color space are both recommended and widely used,
they both have to be comparable in order to correctly describe color. Therefore, the second objective is
the comparison of the Glories’ color measurement and the CIE L*a*b* color space with each other and
the human perception of wine color. Glories color measurement was originally developed for dark red
wines, but is now used for rosé, white, and Blanc de noir wines. CIE L*a*b* was developed for color in
general. However, it is uncertain if the CIE L*a*b* color space actually represents the human perception
of wine color, since the experimental setup leading to CIE L*a*b* and the sensory analysis of wine color
are completely different. According to Fairchild, the sensory of color, especially wine color is not well
standardized (Fairchild 2018). Therefore, a new sensory method has to be developed. Additionally,
the CIE L*a*b* color space has an intrinsic method to compare color by calculating the color distance
between two color points. Martinez et al. 2001 introduced an often cited just noticeable difference (JND)
of 3 CIE L*a*b* units. However, since then the CIE L*a*b* color, especially the formula calculating
the distance between two colors, have been modified and therefore the JND provided by Martinez et al.
could not be up-to-date anymore. The OIV recommends the Euclidean color distance, which Martinez
et al. used, whereas the CIE recommends the CIEDE2000 color distance formula. The CIEDE2000
color distance formula is not often used in wine analysis and the main reason for this is the absence of
reference values for wine. So, the next objective is to re-evaluate the JND under the modernized aspects
of the color distance calculation with the goal to provide new references whether a color distance in wine
is visible or not.
The second part of the dissertation aims to find new applications of spectrophotometric data or color data
in the wine industry asking whether it is possible to extract more information from spectrophotometric
data. In other fields of research like medicine, spectrophotometric data in combination with ML algorithms
is used for diagnostic purposes (Hsich 2011). Transferring this to wine research a possible new application
could be the classification of different wine styles with the use of spectrophotometric data as input data
to train an algorithm for wine quality management. In wine research, spectrophotometric data is not yet
used to train machine learning algorithms. The focus of wine related machine learning applications focuses
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on the prediction is subjective parameters like the prediction of wine quality. One study investigated
the predictability of New Zealand Pinot Noir wines using a total of 47 volatile components and other
parameters like pH, alcohol, anthocyanin levels. This study was conducted using a real dataset, that was
enhanced by an oversampling algorithm, creating a mixture of real and synthetic data (Bhardwaj et al.
2022). Two other studies tried to predict the quality of red wine using the Machine Learning Repository
of the University College London (UCL). Different algorithms like Naive Bayes, Random Forest, SVM,
and MLP of which the best performance yielded the MLP model (Kumar et al. 2020; Shaw et al. 2020).
However, it is not known, how spectrophotometric data performs and how color data can be utilized as
input data in wine research.
The evaluated classification algorithms include logistic regression as the least complex algorithm.
Increasing the complexity, SVM is also tested during these studies, investigating the performance of
different kernel functions and other hyperparameter settings. Increasing the complexity again, XGBoost
and Neural networks are evaluated for their use in wine color analysis. Due to their complexity, transformed
methods like Glories’ color measurement or CIE L*a*b* cannot be used with these algorithms. Therefore,
principle component analysis (PCA) can be used to reduce the dimensionality of transmission/absorption
spectra. One target is to develop an ML application to classify commercial Blanc de noir compared to
rosé and white wines. Blanc de noir wines are subject to legal regulations and the process of approving
a Blanc de noir wine is regulated by visual color determination, a completely subjective parameter
(Bundesrat Drucksache 175/21 2021). To classify the wines according to their spectrophotometric
properties would objectify this process. Another problem regarding academic efforts in machine learning
is that it usually ends with published results. To apply the results of these studies, the user still needs
to acquire knowledge in different coding languages, which is not user-friendly. Therefore, to make the
classification model accessible to wine chemists and winemakers, a browser application will be developed.
This includes a dashboard that compares the spectrophotometric data of unknown wine samples to a
given dataset of commercial wines. Another more difficult target is the classification of red wine. The
goal of the associated work is to determine whether or not it is possible to differentiate barrel-aged red
wines from non-barrel aged red wines. Due to the barrel, the oxygen uptake is higher than in a regular
steel tank (INOX), and oxidation is linked to browning reactions in wine (Waterhouse 2002). It is well
known, that the color of a wine is directly linked to the expectations of a wine (Ballester et al. 2009;
Morrot et al. 2001; Nguyen and Durner 2023; Brochet and Dubourdieu 2001; Wang and Spence 2019).
Therefore, to classify barrel-aged wine correctly would help the winemaker to assure the quality of the
product, as they could assess if their barrel-aged wines match the color of other barrel-aged wines and
therefore match the expectation of the customer. Another objective of this is to outline the limits of
spectrophotometric data as input for classification via machine learning.
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5 Cumulative part of the dissertation

5.1 Specification and Simplification of Analytical Methods to Determine Wine Color

The protocols recommended by the OIV to obtain CIE L*a*b* coordinates are rather vague. Besides a
5 nm data interval set on the photometer to measure the transmission spectra, no other parameters are
recommended. Furthermore it is unclear if detector systems and photometer settings have an effect on
the CIE L*a*b* calculation. In this study, the impact of data interval (0.5 nm, 1 nm, and 5 nm)and
scan speed (100 nm/min and 1000 nm/min) is evaluated under the parameters distinguishability and
reproducibility. The experiments were carried out on two photometers. One photometer used a Rowland
off-circle monochromator and a silicon photodiode as detector, whereas the other one used a Czerny-
Turner monochromator with a PMT as detector. It was shown that the scan speed and data interval
have no impact on the distinguishability between the wines, but an impact on the reproducibility between
the replication. In both photometers, the scan speed of 1000 nm/min combined with a data interval of
1 nm provided the most reproducible measurement.

Furthermore, since the CIE L*a*b* color space and the Glories method are both recommended by
the OIV, their comparability was investigated. In dark red wines both methods are comparable and
correlate well with each other. However, the results deviate from each other in lighter wines with an
L∗ > 20 and white wine. Therefore, the methods cannot be used interchangebly.

The third objective of the paper, of which the work was performed by the Chair of Bioprocess engineering
was to simplify the color measurement, implementing the CIE L*a*b* color space into a portable analysis
system. This was done, by comparing different interpolation methods to predict a transmission spectrum
from eight different transmission values. The predicted spectrum was used to calculate the CIE L*a*b*
coordinates. Cubic splines showed the lowest difference between measured and predicted CIE L*a*b*
coordinates.
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Abstract: The color of wine is an important quality parameter essential for the first impression of
consumers. The International Organization of Vine and Wine (OIV) recommends two methods to
describe wine color: color calculation according to Glories and the determination of coordinates in the
CIE L*a*b* color space. The measurement of wine color is often not feasible for winemakers because
the required instrumentation is expensive and bulky. In this study, the influence of photometer
settings on the calculated color was investigated based on 14 wines. Furthermore, the CIE L*a*b* and
Glories system were compared using 56 red and 56 white wines. Photometer settings were found to
influence the reproducibility of color determination. In addition, CIE L*a*b* system do not correlate
in all wines with the Glories system and Glories probably provides less information about wine color.
Using interpolation, CIE L*a*b* coordinates were calculated from single wavelength measurements
taken by a small-sized and inexpensive portable analysis system, which could be used by winemakers
in the future.

Keywords: wine color; CIE L*a*b*; Glories, OIV; Photometry; portable analysis system; Lagrange
interpolation; cubic splines; Sprague interpolation

1. Introduction

Color has a significant influence on the perceived quality of wine, altering the per-
ception of aroma, taste and mouthfeel [1]. White wine dyed red was described using the
olfactory attributes typical for red wine in contrast to the undyed white wine, which was
perceived as having the olfactory attributes typical for white wine [2]. Given its influence
on consumer perception, wineries aim to manage the wine color already during the produc-
tion process to match consumer expectations with their final products. Objective methods
and reliable devices are necessary to measure wine color during the winemaking process.

According to Grassmann’s laws, color can be described using three independent pa-
rameters [3]. These can be a primary color, the color intensity and the white intensity, or
three primary valances, e.g., red, green, and blue [3]. There are two established methods to
describe the color of wine.The first is the Glories method, which uses absorbance values
at wavelengths of 420 nm, 520 nm and 620 nm, leading to a yellow, red and blue color
impression for the observer [4,5]. However, variance of the human eye and the influence of
surrounding light on color perception are not considered in the Glories calculations. Be-
cause of this, the Commission Internationale de L’Eclairage (CIE) defined the CIE standard
system, which is a color space based on the color coordinates of X, Y and Z. The calculation
of these coordinates is more complex, requiring a complete transmission spectrum in the
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visible range (380–780 nm). Furthermore, a standard observer [6] and a standard illumi-
nant [7] are needed for calculation, which include the influence of the sensitivity of the
human eye for different colors and the surrounding light on color perception. The standard
observer is based on experimental work [8–11], where the spectral sensitivity of the eye for
the three primary valances red, green and blue was investigated. The standard illuminant
defines power distribution of standardized light sources, for example natural daylight on a
sunny day [7]. The CIE XYZ system allows the objective and reproducible determinations
of color, but colors in this system are not visually equidistant [12], meaning the Euclidean
distance (∆E) between two colors in this space does not correlate with the perceived color
difference [13]. The CIE L*a*b* color space aims to achieve visual equidistance [12]. The
International Organization of Vine and Wine (OIV) recommends the Glories and the CIE
L*a*b* system for color determination in wine [14,15].

Regarding the CIE L*a*b* system, the OIV recommends to record transmission spectra
in 5 nm steps, in the following mentioned as data intervals. However, it is unclear whether
a data interval of 5 nm is optimal. While the CIE L*a*b* method, as described by the
OIV, is popular in wine research, other versions of this method are used. Publications
throughout the years have used data intervals of 1 nm, 2 nm or 10 nm for transmission
measurements [16–18]. To evaluate this, an Analysis of Variance (ANOVA) and Bartletts
test was used. No other requirements for technical parameters such as scan speed are given.
It is not clear whether these photometer settings have an influence on the resolution, i.e.,
the ability to distinguish samples, and the reproducibility of the measurement.

Methods to assess wine color require expensive equipment as well as technical person-
nel to operate and maintain it in a laboratory environment. Therefore, a cheaper and easier,
yet reliable, method to measure and calculate the color of wine is needed. In recent years,
interest among wine producers in portable photometers has grown. Two basic modes of
operation are available. The first mode of operation includes a broadband light source
(e.g., white light LEDs, tungsten) and light dispersing elements such as prisms [19,20] and
diffraction gratings [21], which are often combined with other optical elements, including
lenses [20,22–35] or light guides [19]. This first mode of operation allows the capture of
a complete transmission spectrum, though the optical elements required are expensive
and must be aligned accurately. The second mode of operation uses a light source at a
specific wavelength, such as a light emitting diode (LED) [36–39]. With this light source, an
inexpensive light sensor, like a photodiode [37], -transistor [38] or -resistor [39] can be used.
This second mode of operation is less costly, but such a photometer cannot be used to record
a complete transmission spectrum, which is why it cannot be used for the CIE L*a*b* color
calculation, as recommended by the OIV without further data processing. To calculate the
CIE L*a*b*, coordinates from single wavelength measurements based on empirical methods
are based on outdated standards, for example another standard observer or illuminant.
Furthermore, these methods are not applicable in the same extent for every wine.

The overall objectives of this study are to specify technical parameters for reproducible
wine color determination, to compare different methods for wine color determination, and
to implement the CIE L*a*b* coordinate determination without expensive and bulky equip-
ment. The first goal was to examine the influence of the photometer ‘data interval’, which
must be set to record transmission spectra for the calculation of the CIE L*a*b* coordinates.
Furthermore, the influence of the photometer setting ‘scan speed’ was investigated. The
second goal was to determine whether the Glories and CIE L*a*b* systems are correlated,
since both are commonly used and recommended. Older publications, which correlated the
Glories method with the CIE L*a*b* color space, used the CIE 1931 2◦-standard observer,
the standard illuminant C or different pathways of cuvettes [17,40]. The current standard
is the CIE 1964 10◦-standard observer in combination with the standard illuminant D65,
referred to a 10 mm pathway cuvette [12]. The third goal of this study was to develop a
calculation method to determine CIE L*a*b* coordinates based on single wavelength trans-
mission measurements instead of using a complete transmission spectrum. Approaches
to derive CIE L*a*b* coordinates from these measurements were investigated either by
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direct correlation or by interpolation. For direct correlation, empirical methods after Ayala
et al. [41] and Hardy et al. [42] were performed. Furthermore, different interpolation meth-
ods, namely Cubic splines and Lagrange and Sprague interpolation were investigated”.
To reach the best approximation to the method according to the OIV, the calculated values
were compared with data from the established laboratory method. The calculation methods
were transferred to an inexpensive portable analysis system, which should allow portable
on-site measurements.

2. Materials and Methods
2.1. Wines

The sample set consisted of 56 commercial red wines (Table S1) and 56 commercial
white wines (Table S2). The red wines were produced from eight grape varieties, grown in
eight countries during the vintages 2012 to 2021. The white wines were from six varieties,
seven countries, and vintages from 2013 to 2021. Prices were between 5 and 20 €, a range
considered average for wine on an international level [43,44]. The wines were selected to
consider major wine producing countries [45] , important grape varieties [46], and vintages
that are currently available in the commercial wine trade, with the goal of representing the
diversity of wine color.

2.2. Specification of Photometer Settings to Obtain CIE L*a*b* Coordinates

To specify technical parameters for wine color measurement, spectra from 300 to
900 nm of seven Merlot wines and seven Chardonnay wines were recorded with the data
intervals of 0.5, 1, and 5 nm in combination with scan speeds of 100 and 1000 nm/min.
Further technical parameters are given in Table S3. The red wines were measured in a 1 mm
flow cuvette and the white wines in a 10 mm cuvette. To comply with the Lambert Beer law
and with the recommendation of the CIE and OIV [7], the red wine spectra were corrected to
a 10 mm pathway before CIE L*a*b* calculation. Triplicate measurements were conducted
on a double beam photometer (V-730, JASCO, Tokyo, Japan). The CIE L*a*b* coordinates
were extracted from the spectra between 380 and 780 nm in combination with the 10◦-
standard observer and D65 standard illuminant according to the CIE [7]. Experiments
were repeated on another double beam photometer with a different monochromator and
a different detector system (Varian Cary 100, Agilent, Santa Clara, CA, USA) but with
comparable settings to investigate the influence of different photometers on the color
calculation of wine.

The individual CIE L*a*b* coordinates of the seven wines of one grape variety were
averaged, yielding the mean CIE L*a*b* coordinates for the grape variety (Equation (1)).

L∗ =
∑ L∗

i
n

, a∗ =
∑ a∗i

n
, b∗ =

∑ b∗i
n

(1)

For each wine, ∆E was then calculated from its individual CIE L*a*b* coordinates and
the mean CIE L*a*b* coordinates for the variety (Equation (2)).

∆E =
√
(L∗ − L∗

i )
2 + (a∗ − a∗i )

2 + (b∗ − a∗i )
2 (2)

To assess the influence of data interval and scan speed on the resolution, which is
here the ability to distinguish wines by color, and to assess the reproducibility of measure-
ments, the sum of squared deviations (SSD) was calculated for every repetition separately
(Equation (3)). Subsequently, the mean SSD (n = 3) was calculated reflecting the ability to
distinguish wines by color and the standard deviation reflects the reproducibility of the
measurements (Equation (3)).

SSD(∆E) = ∑(∆Ei − ∆E)2 (3)
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2.3. Comparison between CIE L*a*b* Color Space and Glories Color Measurement

Spectra from 300 to 900 nm of all 112 wines were recorded on a double beam pho-
tometer (V-730, JASCO, Tokyo, Japan) using a data interval of 1 nm in combination with a
scan speed of 1000 nm/min. CIE L*a*b* coordinates were calculated, as described earlier.
The 56 red wines were divided into two lots discriminated by their L*-values as light red
wines (L* > 20, n = 22) and dark red wines (L* < 20, n = 34). The Glories absorbance values
at wavelengths 420 nm, 520 nm and 620 nm were extracted from the same spectra used
to calculate CIE L*a*b* coordinates. Data from these two systems was correlated using
Spearman coefficients, and the comparison between the CIE L*a*b* color space and the
Glories color measurement was visualized using heatmaps.

2.4. Portable Analysis System
2.4.1. Measurement Chamber

A portable analysis system, as described earlier [47], was used for transmission mea-
surements to simplify the wine color determination. The measurement chamber (Figure 1)
was 3D-printed in black acrylonitrile butadiene styrene (ABSplusTM, Stratasys GmbH,
Frankfurt am Main, Germany). To avoid using optical filters or dispersing elements, LEDs
of single wavelengths were integrated as the light source. Light was measured using a
phototransistor. The measurement principle is based on the discharge of a capacitor by the
photocurrent of the phototransistor, and the discharge time is correlated with light intensity
and thus with the transmission of a sample. The in-detail description of the circuit was
described earlier [47].

Figure 1. CAD model of the measurement chamber of the portable analysis system. (A): Front view.
(B): Bottom view. A1: Lid to cover inserted LEDs and phototransistor, A2: Socket for SMD-LED
board. A3: Place for a 10 mm-cuvette, A4: light path from LED to phototransistor, A5: Cover for
the measuring chamber, B1: Place for LED or phototransistor B2: Bottom compartment for storage
of a microcontroller and the circuit board, and B3: Path for cables to connect inserted LED and
phototransistor [47].

The LEDs and the phototransistor are placed in LED inserts by LED mounting clips
(Figure 1(B1)). The circuit board is mounted in the bottom compartment of the measuring
chamber (Figure 1(B2)).To perform transmission measurements, the LED is positioned
opposite the light sensor. The sample is inserted into a cuvette in the middle of the
measuring chamber between the light source and sensor. After the components and the
sample has been inserted, the chamber is closed to avoid interference from ambient light
(Figure 1(A1,A5)).

2.4.2. Data Recording

For interpolation of the transmission spectra of wine, LEDs with the required wave-
lengths were integrated into the system. An LED board with all required surface-mounted-
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device-LEDs (SMD-LEDs) was developed to avoid the installation and removal of LEDs
during the measurement. The LEDs were controlled by the microcontroller via a shift
register (Figure 2).

Figure 2. (A) Developed LED board for color measurement with the portable analysis system. Eight
SMD-LEDs with the needed wavelengths (Table 1) were placed in a circle (D1–D4). The required
series resistors were connected (R1–R9). The LEDs were controlled by a shift register (U1). The board
was developed in KiCAD (KiCAD version 5.1.9, Jean Pierre Charras, France). The LED board can be
placed into the portable analysis system (B).

For 10 white wines and 10 red wines, measurement data obtained using the portable
analysis system was correlated with corresponding transmission values from the laboratory
photometer. This is important because of the varying sensitivity of the phototransistor at
different wavelengths [48] and with this, the different correlations for the measured values
with the portable analysis system and the laboratory photometer for different wavelengths.
Subsequently, transmission values of the remaining white and red wines were calculated.
Red wines were measured in a 4 mm glass cuvette, and white wines were measured in a
10 mm glass cuvette. Afterwards, the spectra of wine were interpolated, and CIE L*a*b*
coordinates were calculated according to the OIV.

2.4.3. Data Processing of Single Wavelength Measurements to Retrieve CIE
L*a*b* Coordinates

In one approach, transmission values at single wavelengths were used directly in
the empirical formulae to predict the CIE L*a*b* coordinates. In another approach, the
transmission spectra of wine samples were interpolated based on transmission values at
single wavelengths. Completed spectra were then used to calculate CIE L*a*b* coordinates.
To determine the accuracy of each method, ∆E was calculated between the predicted CIE
L*a*b* coordinates and those calculated according to the OIV (Equation (4)).

∆E =
√
(L∗

measured − L∗
predicted)

2 + (a∗measured − a∗predicted)
2 + (b∗measured − a∗predicted)

2 (4)

These investigations were performed for 56 red and 56 white wines. Spectra of all 112
wines were recorded on a double beam photometer (V-730, JASCO, Tokio, Japan) using a
data interval of 1 nm in combination with a scan speed of 1000 nm/min.

Empirical Formulae to Calculate Wine Color

Two empirical formulae from Hardy et al. [42] and Ayala et al. [41] were compared.
Both methods allow the calculation of CIE L*a*b* coordinates from transmission values at
single wavelengths. Hardy et al. prescribed the balanced ordinates method, according to
which the CIE XYZ color valances are calculated by four transmission values at 445 nm,
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495 nm, 550 nm and 625 nm. These calculated color coordinates are related to the standard
illuminant C and the 2◦-standard observer as reference points. The method published by
Ayala et al. is based on characteristic vector analysis, where CIE XYZ color valences are
calculated from three transmission measurements at 440 nm, 530 nm and 600 nm. These
color coordinates are related to the D65 standard illuminant, the 10◦-standard observer,
and a 2 mm path length. Both methods calculate the CIE XYZ color valances, which can be
used to determine the CIE L*a*b coordinates [12].

Interpolation Methods

Three different interpolation methods were compared to generate complete transmis-
sion spectra subsequently used to calculate CIE L*a*b* coordinates. Interpolation according
to Lagrange [49] delivers a polynomial with a degree of n − 1, where n is the number of
supporting points. With the interpolation according to Sprague [50], polynomials of the
fifth degree are calculated to describe the course of a function between two supporting
points. Consequently, n − 1 polynomials are required to describe the function between n
supporting points. For the calculation of the coefficients, data from outside the data set is
needed, thus extrapolation of data is necessary. The interpolation with cubic splines [51]
yields n − 1 polynomials of third grade. Like the interpolation according to Sprague, the
function between two supporting points is described by this polynomial. For interpolation
with cubic splines, two assumptions must be made due to double overdetermination of
the equation system. In this case, the first derivation at the upper and lower bounds of
reconstructed spectra were set to one for 380 nm and zero for 780 nm.

Selection of Supporting Points for Interpolation

Eight supporting points were chosen at extreme points, inflection points, and other points
of interest in the transmission spectra of red and white wine (Figure 3) for interpolation.

Figure 3. Transmission spectra of two red wines and two white wines to illustrate the choice of
supporting points for color determination based on interpolation of transmission spectra. The position
of supporting points is marked by numbers (I—VIII, Table 1)

The transmission spectra from red wine show a local maximum in the range of
400–440 nm, an inflection point in the range of 440–510 nm, a local minimum in the range
of 510–560 nm, an inflection point in the range of 560–620 nm and a plateau in the range
of 620–650 nm. To ensure the spectra were interpolated correctly between these ranges,
supporting points were selected in these regions. Therefore, considering the commercial

5.1 Specification and Simplification of Analytical Methods to Determine Wine Color

61



Processes 2022, 10, 2707 7 of 16

availability of LEDs, the transmission of wine samples was measured at the wavelengths
420 nm, 525 nm, 560 nm and 625 nm (Table 1 II, IV, V and VI). Because the distance between
supporting point VI and the end of the spectrum is quite large and would likely cause
errors, an additional supporting point was added in this range for greater accuracy of
interpolated spectra (Table 1, VII). Lastly, supporting points at the upper and lower bounds
of the transmission spectra were chosen, since the slope here varied from wine to wine
(Figure 3 and Table 1, I and VIII). No additional LED was chosen between VII and VIII
because the transmission in this region does not change from stable without any further
points of interest.

Table 1. Supporting points chosen in transmission spectra for color determination of red and white
wine based on interpolation methods. Supporting points were chosen based on transmission spectra
of red wine (Figure 3(I–VIII)).

Number Region Wavelength Region Wavelength of Commercially Available LED

I Lower bound ultraviolet region 380 nm 380 nm
II Local maximum 400–440 nm 420 nm
III Gap filler 1 440–510 nm 460 nm
IV Local minimum 510–560 nm 525 nm
Î V Gap filler 1 560–620 nm 590 nm
VI Strong increasing slope 620–650 nm 625 nm
VII Gap filler 1 650–775 nm 675 nm
VIII Edge infrared region 780 nm 775 nm

1 Gap fillers to bridge areas in transmission spectra.

2.5. Statistical Analysis

Calculations using the empirical methods and Lagrange interpolation were conducted
in Excel (Microsoft, Redmond, WA, USA). Cubic splines and Sprague interpolation were
implemented in MATLAB (R2020b, MathWorks, USA). To evaluate the normal distribution
of data, the Shapiro-Wilk test was conducted in Origin (Pro) (2020b, OriginLab, USA),
where H0 states that the data follows a normal distribution. To verify significance of the
results, an ANOVA, where the H0 is accepted if there are no differences between the mean
values of the observed factor, was conducted in combination with Tukey’s HSD post hoc
test. Here, the H0 states that two observed means are equal. Both tests were also conducted
in Origin(Pro) (2020b, OriginLab, USA). XLSTAT (2020, ADDINSOFT, France) was used for
Bartlett’s test to verify the significance between variances. H0 is accepted, if the variances
are equal. Correlation matrices depicting Spearman coefficients were programmed in
Python using the pandas [52], numpy [53], matplotlib [54] and seaborn [55] libraries.

3. Results and Discussion
3.1. Influence of Photometer Settings on the Ability to Distinguish Wines and to Obtain
Reproducible CIE L*a*b* Coordinates

For both photometers, H0 of the ANOVA and Tukey HSD test is accepted and therefore
the setting of the data interval and scan speed did not significantly affect the mean SSD
(∆E). Regarding Bartlett’s test, H0 is rejected and the photometer settings have a significant
impact on the variances of SSD(∆E). Hence, the investigated photometer settings did not
affect the ability to distinguish wines by the CIE L*a*b* coordinates of red and white wines
(Figures 4 and 5). However, a high data interval of 5 nm in red wine resulted in the lowest
reproducibility. Accordingly, data intervals lower than 5 nm are recommended for the CIE
L*a*b* measurement of red wines.

The investigation of data interval and scan speed on different photometers revealed
similar mean SSD(∆E) for red wines, but not for white wines. The different mean SSD(∆E)
between the photometers suggest that different devices have different sensitivities in
their detector systems in the limit of detection area, as demonstrated for white wine with
unsaturated color. For red wines, the mean sum of squared deviations showed only
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differences for an extremely low data interval of 0.5 nm. Depending on the machine and its
detector system, an extremely low data interval could lead to increased noise, consequently
reducing the ability to distinguish the wine color. Therefore, a data interval higher than
0.5 nm is recommended.

For red wines, the mean sum of squared deviations showed only differences for an
extremely low data interval of 0.5 nm. Depending on the machine and its detector system,
an extremely low data interval could lead to increased noise, consequently reducing
the ability to distinguish the wine color. Therefore, a data interval higher than 0.5 nm
is recommended.

As for the scan speed, no differences between 100 and 1000 nm/min could be observed.
Overall, data recording with 1 nm data interval and the faster scan speed of 1000 nm/min
is suggested to obtain the best results for CIE L*a*b* coordinates.

0 . 5 1 5
1 0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 0S c a n  s p e e d  [ n m / m i n ]

D a t a  i n t e r v a l  [ n m ]0

1 0 0

2 0 0

3 0 0
 M e r l o t

SS
D(

∆E
)

0

1 0

2 0

3 0 C h a r d o n n a y

SS
D(

∆E
)

Figure 4. Influence of the photometer settings data interval and scan speed on the CIE L*a*b*
coordinates on the JASCO V-730 double beam photometer. The mean sum of squared deviations are
shown with error bars (SD; n = 3; α = 0.05).
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Figure 5. Influence of the photometer settings data interval and scan speed on the CIE L*a*b*
coordinates on the Varian Cary 100 double beam photometer. The mean sum of squared deviation is
shown with error bars (SD; n = 3; α = 0.05).

3.2. Correlation between CIE L*a*b* and Glories Method

After determining the specific photometer settings that yield reproducible CIE L*a*b*
coordinates, the spectra of 56 red wines and 56 white wines were recorded to examine
whether the CIE L*a*b* coordinates are comparable to Glories absorbance values. A good
comparability between the two methods would prefer the Glories method over the CIE
L*a*b* color space, since the Glories method does not require a complete transmission
spectrum. The measured CIE L*a*b* coordinates and Glories parameters were correlated in
a correlation matrix displaying the Spearman coefficient. For dark red wine, the CIE L*a*b*
coordinates and Glories absorbance values show a strong negative correlation (Figure 6A(I)).
Additionally, the L*a*b* coordinates correlate positively with itself (Figure 6A(II)) as well as
the Glories absorbance values at wavelengths 420 nm, 520 nm and 620 nm (Figure 6A(III)).

A different observation was made for light red wine (Figure 6B). The coefficients in
Figure 6B(I) are very low, indicating a weak correlation between the CIE L*a*b* coordinates
and the Glories absorbance values. Furthermore, a weak correlation between the L*-,
a*-, and b* coordinates was observed (Figure 6B(II)), while the Glories absorbance values
demonstrate a strong positive correlation with each other (Figure 6B(III)).

Visualizing the Spearman coefficients for white wine, a strong negative correlation
between the L* and b* coordinates and the Glories absorbance values was observed
(Figure 6C(I)). However, the a*coordinate showed a weak correlation with all three Glories
absorbance values (Figure 6C(I)). In white wine, the L*, and the b* coordinate correlated
positively with each other (Figure 6C(II)). Furthermore, the a*, and the b* coordinate cor-
related positively with each other, but not the L* and a* coordinate (Figure 6C(II)). The
Glories absorbance values, correlated well with each other (Figure 6C(III)). However, in
white wine the absorbance at 620 nm was under the photometric accuracy and therefore
could not be used in the correlation (Figure 6C(III)).

The observations demonstrate that the Glories and the CIE L*a*b* method can be
used interchangeably for dark red wine, but not for white wine and light red wine. The
Glories absorbance values in dark red, light red, and white wines correlated strongly
among themselves, indicating a violation of Grassmann’s first law, which states that three
independent parameters are needed to completely describe color. In dark red wines, the
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CIE L*a*b* coordinates correlate with each other as well, but since this is not the case in
white wines and light red wines, it could be argued that the CIE L*a*b* coordinates are
more independent than the Glories absorbance values. Therefore, the CIE L*a*b* color
space is better suited for use in wine than color measurement, according to Glories.

Additionally, the Glories color measurement violates Grassmann’s first law in white
wine because, without absorbance values at 620 nm, the remaining two absorbances at 420
and 520 nm cannot sufficiently describe color.

Figure 6. Correlation matrices depicting the Spearman coefficients for dark red wine ((A), n = 34),
light red wine ((B), n = 22), and white wine ((C), n = 56). Evaluated were the correlations between
CIE L*a*b* coordinates and Glories absorbance values at wavelengths 420 nm, 520 nm and 620 nm
(A[420 nm], A[520 nm], A[620 nm]) (I), between L*, a*, and b* coordinates (II), and between Glories
absorbance values (III).

3.3. Simplification of Wine Color Measurement

Different empirical and interpolation methods were investigated to determine the
color of wine using single wavelength transmission values measured using a laboratory
photometer. For each wine, CIE L*a*b* coordinates were calculated from complete spectra
and from spectra derived from single wavelength transmission values via empirical and
interpolation methods. The accuracy of the derived CIE L*a*b* coordinates was determined
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by their ∆E in relation to the CIE L*a*b* coordinates calculated from the complete spectra
(Figure 7).

Figure 7. Mean Euclidean color distance in the CIE L*a*b* color space based on different empir-
ical methods and the reconstructed transmission spectra, determined by different interpolation
approaches compared with the color determination method according to OIV [51]. Transmission data
were measured with a laboratory photometer. Mean and 95% confidence interval of 56 red and 56
white wines are shown.

For red wine, the lowest color difference between measured and predicted CIE L*a*b*
coordinates was achieved using the interpolation via cubic splines. The method of Hardy
et al. yielded the highest color difference for both red and white wine. Regardless of the
method, the color difference for white wine was lower than for red wine. For white wine,
using the method recommended by the OIV, the lowest deviation was attained by the
interpolation of spectra according to Lagrange. In general, a color difference under 3 is
not perceivable to the observer [56], but there are different data for the threshold value
for visible color, ranging from 1 to 14 [57]. This suggests that differences between results
obtained using these color determination methods and those from the official method of the
OIV likely cannot be perceived by the observer, except for the method according to Hardy
et al. for red wines. Therefore, the methods are suitable for the determination of wine
color. Because the interpolation with cubic splines and interpolation according to Lagrange
demonstrated the best results for red and white wine, these methods were integrated into
the portable analysis system. The difference in color measured using this system and the
color calculated using the OIV method was determined (Figure 8).
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Figure 8. Mean Euclidean color distance in the CIE L*a*b* color space based on different empir-
ical methods and the reconstructed transmission spectra, determined by different interpolation
approaches compared with the color determination method according to OIV [51]. Transmission
data were measured with a portable photometer and compared to data measured with the laboratory
photometer. Mean and 95% confidence interval of 46 red and 46 white wines are shown.

The Euclidean color distance determined by the portable analysis system was higher
as compared to that determined by the laboratory photometer alone. To establish the
interpolation methods, the required transmission values were extracted directly from
the measured spectra. Therefore, the same data set was used for all color determination
methods. For implementation into the portable analysis system, the measured data had
to be correlated with the transmission at the laboratory photometer in an extra step to be
suited for color determination. In contrast to the laboratory photometer, a 4 mm cuvette
was used for the color calculation with the portable analysis system. It could be shown that
the use of a cuvette with a longer pathlength leads to a greater deviation of the interpolated
spectra from the spectra, recorded with the laboratory device (Figure 9). Therefore, an
adapter for usage of 1 mm cuvette should be integrated.

The lowest Euclidean color distance, calculated with the portable analysis system from
the color measured with the laboratory photometer for red wine resulted from interpolation
with cubic splines, in agreement with the previously shown investigations. There is a total
of 72% of the 46 red wines below ∆E of three. For white wine, all methods resulted in
similar color differences, which were below a value of three. These findings indicate that
wine color can be determined using a portable low-cost photometer by interpolation of
transmission spectra, for the majority of the sample set closely approximating results from
the laboratory photometer.
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Figure 9. Influence of pathlength of the cuvette on the interpolation of the transmission spectrum
via cubic splines for a red wine. Measured was a Pinot Noir (2019) from Germany. The measured
spectrum (solid line) and the interpolated spectrum (dashed line) for different pathlengths of glass
cuvettes are shown. The spectrum was recorded with a 1 mm, 4 mm, and 10 mm glass cuvette.

4. Conclusions

This study demonstrated the significant influence of the photometer settings data in-
terval and scan speed on the reproducibility of measurements. The CIE L*a*b* coordinates
were found to correlate with the Glories absorbance values in dark red wine (L* < 20),
but not in white wine and light red wine (L* > 20). However, Glories absorbance values
correlated with themselves in all three wine categories, which indicates a dependency
between parameters in violation of Grassmann’s first law. The CIE L*a*b* color space is
potentially more reliable for color calculation in wine, but further research is required to
investigate which of the two systems correlate better with the human color perception.
The calculation of CIE L*a*b* coordinates for wine color based on single wavelength mea-
surements instead of complete transmission spectra is possible. The best results using
a laboratory photometer were achieved using the cubic splines (for red wine) and Lan-
grange (for white wine) methods of interpolation. Implementation of the portable analysis
system resulted in a higher color difference between measured and predicted CIE L*a*b*
coordinates. The determination of white wine color was more successful than in red wine.
Furthermore, color determination could be improved using an adapter for a 1 mm cuvette
in the portable analysis system. With this investigations, color inexpensive determination
of wine is possible. The portable analysis system can be built with low-cost components
for about 100€. In comparison to that, laboratory photometers are available from 1.000
to more than 10.000€ This color calculation is highly specialized on wine and cannot be
performed with other matrices due to different maxima and minima throughout the spectra.
Here, other supporting points are needed. Furthermore, color of sparkling wine or turbid
samples cannot be determined due to light scattering. These samples have to be degassed
or filtered. Therefore, these investigations could be focused on in future studies.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr10122707/s1, Table S1: Variety, Origin, and Vintage of the used
red wines, Table S2: Variety, Origin, and Vintage of the used white wines, Table S3: Photometer
comparison regarding sipper and photometer configuration, Figure S1: Python code for correlation
matrices, Figure S2: MATLAB code for interpolation with cubic splines, and Figure S3: MATLAB
code for interpolation according to Sprague.
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Supplementary Data 

S1.1. Used Red wine  

Table S1: Variety, Origin, and Vintage of the used red wines 

Number Variety Country Vintage 

1 Cabernet Sauvignon France 2018 

2 Cabernet Sauvignon Italy 2018 

3 Cabernet Sauvignon USA 2014 

4 Cabernet Sauvignon Germany 2018 

5 Cabernet Sauvignon Australia 2016 

6 Cabernet Sauvignon Spain 2016 

7 Cabernet Sauvignon Italy 2019 

8 Merlot Italy 2018 

9 Merlot France 2018 

10 Merlot USA 2018 

11 Merlot France 2016 

12 Merlot New Zealand 2018 

13 Merlot France 2019 

14 Merlot USA 2017 

15 Pinot Noir France 2019 

16 Pinot Noir Germany 2019 

17 Pinot Noir Germany 2013 

18 Pinot Noir Germany 2017 

19 Pinot Noir Germany 2018 
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20 Pinot Noir New Zealand 2018 

21 Pinot Noir New Zealand 2019 

22 Primitivo Italy 2020 

23 Primitivo Italy 2017 

24 Primitivo Italy 2020 

25 Primitivo Italy 2019 

26 Primitivo Italy 2017 

27 Primitivo USA 2018 

28 Primitivo USA 2017 

29 Syrah Australia 2018 

30 Syrah Italy 2019 

31 Syrah USA 2017 

32 Syrah France 2019 

33 Syrah New Zealand 2019 

34 Syrah France  2020 

35 Syrah France 2019 

36 Tempranillo Spain 2015 

37 Tempranillo Spain 2015 

38 Tempranillo Spain 2018 

39 Tempranillo Spain 2019 

40 Tempranillo Spain 2017 

41 Tempranillo Spain 2018 

42 Tempranillo Spain 2012 

43 Vernatsch Germany 2018 
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44 Vernatsch Germany 2018 

45 Vernatsch Italy 2019 

46 Vernatsch Italy 2019 

47 Vernatsch Italy 2019 

48 Vernatsch Italy 2019 

49 Vernatsch Germany 2018 

50 Lemberger Austria 2018 

51 Lemberger Germany 2018 

52 Lemberger Austria 2017 

53 Lemberger Germany 2019 

54 Lemberger Germany 2016 

55 Lemberger Germany 2019 

56 Lemberger Germany 2019 

S1.2. Used White wines 

Table S2: Variety, Origin, and Vintage of the used white wines 

Number Variety Country Vintage 

1 Chardonnay France 2018 

2 Chardonnay Italy 2020 

3 Chardonnay Germany 2018 

4 Chardonnay Spain 2019 

5 Chardonnay Germany 2016 
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6 Chardonnay Australia 2019 

7 Chardonnay USA 2018 

8 Riesling Germany 2015 

9 Riesling France 2017 

10 Riesling USA 2013 

11 Riesling Germany 2018 

12 Riesling Germany 2019 

13 Riesling Germany 2020 

14 Riesling Germany 2020 

15 Riesling Germany 2019 

16 Riesling Germany 2018 

17 Riesling Germany 2019 

18 Riesling Germany 2019 

19 Riesling Germany 2018 

20 Riesling Germany 2019 

21 Riesling Germany 

22 Pinot gris Italy 2019 

23 Pinot gris Italy 2020 
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24 Pinot gris France 2017 

25 Pinot gris New Zealand 2018 

26 Pinot gris Germany 2019 

27 Pinot gris Germany 2019 

28 Pinot gris Germany 2019 

29 Sauvignon blanc France 2019 

30 Sauvignon blanc Germany 2019 

31 Sauvignon blanc Italy 2019 

32 Sauvignon blanc USA 2019 

33 Sauvignon blanc New Zealand 2020 

34 Sauvignon blanc France 2018 

35 Sauvignon blanc Germany 2018 

36 Pinot blanc Germany 2019 

37 Pinot blanc Germany 2020 

38 Pinot blanc Germany 2018 

39 Pinot blanc Germany 2017 

40 Pinot blanc Germany 2020 

41 Pinot blanc Italy 2019 
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42 Pinot blanc France 2017 

43 Gewürztraminer Germany 2016 

44 Gewürztraminer Germany 2018 

45 Gewürztraminer France 2019 

46 Gewürztraminer Germany 2019 

47 Gewürztraminer France 2019 

48 Gewürztraminer Spain 2019 

49 Gewürztraminer Germany 2019 

50 Gewürztraminer Italy 2019 

51 Gewürztraminer Italy 2019 

52 Gewürztraminer Spain 2018 

53 Gewürztraminer Germany 2019 

54 Gewürztraminer France 2018 

55 Gewürztraminer Germany 2019 

56 Gewürztraminer Germany 2020 

S1.3. Photometer settings 

Table S3: Photometer comparison regarding sipper and photometer configuration 

Parameter JASCO V-730 Varian Cary 100 

Sipper configuration 1 mm flow cuvette 
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Suction time 3 sec 8 sec 

Flow time 0 sec 0 sec 

Wait time 1 sec 5 sec 

Drain time 5 sec 8 sec 

Photometer configuration   

Photometric mode Absorption Absorption 

Bandwidth 1 nm 2 nm 

Response time 0.96 sec 0.03-0.6 sec (depends on 

scan speed) 

Correction mode Baseline Baseline 

Light source > 340 nm Tungsten lamp  Tungsten lamp  

Light source < 340 nm Deuterium lamp Deuterium lamp  

Filter exchange Stepwise n. A. 

Monochromator system Single monochromator in 

Rowland off-circle 

arrangement 

Czerny-Turner 

monochromator 

Detector system Si-Photodiode (S1337) Photomultiplier tube (R928) 
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Figure S1. Python Code for correlation matrices 

#import packages 
import numpy as np # numeric calculations 
import pandas as pd #excel data import  
import matplotlib.pyplot as plt #plotting base 
import seaborn as sns #statistical plotting 
import warnings  
warnings.filterwarnings('ignore') 
%matplotlib inline  
 
#import excel file 
df = pd.read_excel(r'Excel-file directory') 
#show columns and row length 
df.shape 
# DataFrame optimization 
df.columns = df.columns.str.strip() # delete spaces in column names 
df.info()# check properties (non-null count) 
df.isnull().sum() #check properties (null-count) 
data= df.dropna() # drop rows without values 
data.isnull().sum() # re-check null count 
data = data.rename(columns={'420 nm':'A[420 nm]','520 nm':'A[520 nm]','620 
nm':'A[620 nm]'}) #rename columns 
round(data.describe(),2) # describe the data count, mean, std 25%,50%,75% 
quantils 
#Calculate and plot Heatmap 
sns.set(font_scale=1.4)#set overall font size 
plt.figure(figsize=(12,8.27)) #set figure size 
correlations = data.corr(method='spearman') # calculate spearman 
correlation  
mask = np.zeros_like(correlations) # mask the upper half of the correlation 
matrix that shows the same as the down half 
mask[np.triu_indices_from(mask)] = True  
sns.set_style("whitegrid", {'axes.grid' : False}) # Hide Grid 
#plot heatmap 
sns.heatmap(round(correlations,2), cmap='RdGy', annot=True,  
            annot_kws={"size": 18}, vmin=-1, vmax=1,square=True,mask=mask) 
plt.yticks(rotation=0) #rotation of y ticks 
plt.xticks(rotation=15) #roattion of x ticks  
#save plot as vector graphic 
plt.savefig(r"save directory", format='svg') 
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Figure S2. MATLAB Code for interpolation with cubic splines 

% Cubic splines 
% Enter wavelengths 
x = [ 
380 
420 
460 
525 
590 
625 
675 
775 
]; 
  
% Enter transmission values 
y = [ 
t_380 
t_420 
t_460 
t_525 
t_590 
t_625 
t_675 
t_775 
]; 
  
a = (y(2)-y(1))./(x(2)-x(1)); 
b = (y(8)-y(7))./(x(8)-x(7)); 
  
 
yy = spline(x,[1; y; 0]); 
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Figure S3. MATLAB code for interpolation according to Sprague 

%%Sprague 
 
% Enter wavelengths 
x = [ 
380 
420 
460 
525 
590 
625 
675 
775 
]; 
 
 
 
% Enter transmission values 
y = [ 
t_380 
t_420 
t_460 
t_525 
t_590 
t_625 
t_675 
t_775 
]; 
 
 
a = (884*y(1)-1960*y(2)+3033*y(3)-2648*y(4)+1080*y(5)-180*y(6))/209; 
b = (508*y(1)-540*y(2)+488*y(3)-367*y(4)+144*y(5)-24*y(6))/209; 
c = (-24*y(3)+144*y(4)-367*y(5)+488*y(6)-540*y(7)+508*y(8))/209; 
d = (-180*y(3)+1080*y(4)-2648*y(5)+3033*y(6)-1960*y(7)+884*y(8))/209; 
 
w = [a; b; y; c; d ]; 
 
b = size(y); 
 
e = zeros(b(1)-1,6); 
 
 
%% 
 
for i=3:9 
a0 = w(i); 
a1 = (w(i-2)-8*w(i-1)+8*w(i+1)-w(i+2))/12; 
a2 = (-w(i-2)+16*w(i-1)-30*w(i)+16*w(i+1)-w(i+2))/24; 
a3 = (-9*w(i-2)+39*w(i-1)-70*w(i)+66*w(i+1)-33*w(i+2)+7*w(i+3))/24; 
a4 = (13*w(i-2)-64*w(i-1)+126*w(i)-124*w(i+1)+61*w(i+2)-12*w(i+3))/24; 
a5 = (-5*w(i-2)+25*w(i-1)-50*w(i)+50*w(i+1)-25*w(i+2)+5*w(i+3))/24; 
 
e(i-2,1)= a0; 
e(i-2,2)= a1; 
e(i-2,3)= a2; 
e(i-2,4)= a3; 
e(i-2,5)= a4; 
e(i-2,6)= a5; 
end 
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5.2 New insights into Wine Color Analysis: A Comparison of Analytical Methods to
Sensory Perception of Red and White Varietal Wines

The results presented in section 5.1 indicate that the CIE L*a*b* color space and the Glories color
measurement system cannot be used interchangebly. To determine which method is most used for the
quantification of the wine color, both methods are compared to the human perception of the wine color.
For this, the same wines used for the correlation presented in section 5.1 were evaluated by a panel of 24
trained individuals. Linear line scales for lightness and hue were used for the descriptive analysis. To
evaluate the performance of each approach, the ability of each method to differentiate between different
grape varieties were used.
In red wine, both the L* coordinate and the Glories’ CI parameter were able to depict the human
perception of the lightness of the wines. Regarding the hue, the CIE L*a*b* color space was able
to depict the human perception of the hue more closely than the hue parameters of the Glories color
measurement (T and dA(%)). However, counterintuitive to the definition, the a* coordinate, which
indicates the redness of a wine, was not able to differentiate between the grape varieties well. A better
resolution could be achieved by the b* coordinate, which indicates the yellowness of wine, leading to
the conclusion that humans search for differences apart from the red color. Although better, the CIE
L*a*b* color space and the perceived hue deviate from each other in the light red color area. Similar
effects could be observed usign white wines where both the L* coordinate and Glories’ CI parameter
were able to differentiate the grape varieties according to the human perception of the lightness. Apart
from that, the b* coordinate matched the human perception of the color hue closest, outperforming the
hue parameter of Glories’ color measurement system.
The second objective was to re-evaluate the JND with the CIEDE2000 formula and compare it with the
Euclidean color distance using a triangle test. The previously established JND of 3 could be reproduced
in dark red wine using the Euclidean color distance. However, the JND differs throughout the color
space. Differences in the light yellow area were differentiated the easiest, followed by dark red wines and
light red wines. Future studies should use CIE L*a*b* instead of Glories’ color measurement and use the
new JND using the CIEDE2000 formula.
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ABSTRACT: The Glories method and CIE L*a*b* color space are poorly correlated in the light red high-saturation color area.
Non-uniformities in the CIE L*a*b* color space have led to the CIEDE2000 formula, while the Euclidean color distance is still used
in wine research. In this study, 112 white and red wines were examined to compare the Glories method, CIE L*a*b, and human
perception using monovarietal wines from different grape varieties. The objective of this study was to investigate which of the two
methods and which parameter of each method better aligned with human perception. The visual color threshold was re-evaluated
with the CIEDE2000 formula and triangle testing. CIE L*a*b* more closely matched the human perception, elevating the use of
CIE L*a*b* over the use of the Glories method. Visual color thresholds were better expressed with CIEDE2000 but still varied
depending upon the color area in the CIE L*a*b* color space.
KEYWORDS: CIE L*a*b*, Glories, colorimetry, color sensory, wine color, CIEDE2000, Euclidean color distance

■ INTRODUCTION
Color is the first sensory impression to be perceived when wine
is poured into the glass, leading to consumer expectations
regarding aroma, taste, and mouthfeel.1,2 One study showed
that Italian Novello wines with an intense color were
associated with higher quality.3 Another study on rose ́ wines
from Provence confirmed that wine color, among other
parameters, influences perceived typicality.4 A study on
Spanish Fondillo ́n wines demonstrated that color is an
important driver for customers to buy wines.5 Besides the
influence of color on wine quality and typicality, Blanc de Noir
wines in Germany are tied to specific regulations regarding
color.6 Such official regulations and many publications
investigating the influence of wine color on wine quality
ratings, consumer acceptance, and purchase decisions under-
line the great importance of wine color. The subjective nature
of human perception, however, underlines the need of an
objective and reliable parameter that reflects the human
perception.

Two methods to characterize wine color are recommended
by the International Organisation of Wine and Vine (OIV).
The first uses the equidistant L*a*b* color space according to
the Commission Internationale de l’Eclairage (CIE). The
L*a*b* parameters are Cartesian coordinates, which can be
transformed to the polar coordinates L*, C*, and h0. In these
color spaces, equally distant colors should represent perceived
color differences of equal size.7,8

The second method was developed by Glories and uses
absorbance values at 420, 520, and 620 nm. These primary
values are used to calculate secondary parameters: color
intensity (CI) for lightness, brilliance [dA (%)] for the amount
of red color in a wine, and hue (T) for the color evolution in
the orange/brown color area.9,10

Studies have shown the use of anthocyanin profiles to
differentiate between wines from different grape varieties.11

This approach is costly and not easily interpretable, because
consumers commonly differentiate grape varieties by wine
color. Rather than analysis of anthocyanins, polymeric
pigments, and other polyphenols, analysis of wine color is a
feasible tool for classification that more closely reflects
consumer perception.

Both Glories’ method and CIE color spaces are widely used
to differentiate between wines within one variety,12−14 but to
more completely understand the capabilities of both methods,
a comparison using different varieties is needed. Somers
conducted a study comparing Cabernet Sauvignon and Shiraz
wines using the Glories method and found a significant
difference between the varieties using CI but not dA and T.15

Furthermore, previous studies have demonstrated that
Glories’ method and the CIE L*a*b* color space cannot be
used interchangeably for light red wines and white wines.16

The Glories method was originally developed for dark red
wines but is now also used for rose,́ white, and Blanc de Noir
wines.17−19 Therefore, it is unclear whether the Glories color
parameters reflect human perception of color outside of dark
red wines. On the other hand, CIE color spaces should
represent any aspect of perceived color, but it is uncertain
whether it is able to do so in wine, given the experimental
conditions, in which the CIE color spaces designed are
completely different from those used during the sensory
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evaluation of wine color. During the development of the CIE
color spaces, panelists were asked to match a given hue via
additive color mixing of the three primary colors red, green,
and blue,20−23 whereas linear line scales are used in sensory to
describe color.24−28 It has yet to be determined which of the
two methods, CIE or Glories, more closely aligns with human
perception of wine color. It was also not yet investigated which
of the parameters do align with the perceived color.

Besides that, several methods exist for the calculation of the
distance between two colors in the CIE L*a*b* color
space.29,30 The simplest method, currently recommended by
the OIV, is the calculation of the CIE76 Euclidean color
distance (ΔEab*).7 However, the CIE has refined their definition
of color distance over the years as a result of perceptual non-
uniformities within the CIE L*a*b* color space. Newer color
distance formulas proposed by the CIE include the CIE94
metric and the CIEDE2000 (ΔE00) metric.31 Besides the CIE,
other societies, such as the Color Measurement Committee
(CMC) of the Society of Dyers and Colorists (SDC) have
defined their own color distance formulas.31 Many studies used
color distance formulas to express a color threshold. For
illustration and printing technology, ΔEab* = 2.3 was proposed
as a color threshold to measure the performance of printers
and monitors.32 In the field of medical displays used for
diagnosis, ΔE00 = 1 is used as a color threshold.33 In the field
of viticulture and enology, an oft-cited study using Spanish red
wines proposed a color threshold of ΔEab* = 3 for wine.34 To
investigate the performance of the different color distance
formula in equidistant color spaces, a study was conducted
using the standardized residual sum of squares (STRESS)
technique to calculate the difference between computed and
visually perceived color differences.35,36 The STRESS value for
commonly used ΔEab* indicated that it was less accurate than
both ΔE00 and CIE94. Accordingly, the CIE currently
recommends the CIEDE2000 color distance formula.37

Nevertheless, the CIE L*a*b* color space in combination
with ΔEab* were still recommended for wine color by the
OIV.38

In the present study, the applicability of the Glories method
and the CIE L*a*b* color space are evaluated by a comparison
approach using wines of different varieties. The objective was
to investigate which method better aligned with the visual
color perception. Furthermore, the alignment of each
parameter of the two methods was investigated. Additionally,
the smallest visible color difference was re-evaluated as a result
of improved knowledge and new suggestions by the CIE
regarding color distance formulas.

■ MATERIALS AND METHODS
Samples. Samples for the Varietal Comparison of the Different

Color Measurements. A total of 112 commercial red and white wines
were purchased and analyzed in July 2021. Seven wines each of eight
red varieties (Cabernet Sauvignon, Lemberger, Merlot, Pinot Noir,
Primitivo, Shiraz, Tempranillo, and Vernatsch) from the vintages
2012−2020 were analyzed. The wines originated from Australia,
Austria, France, Germany, Italy, New Zealand, Spain, and the U.S.A.
Seven wines each of four white varieties (Chardonnay, Pinot Blanc,
Pinot Gris, and Sauvignon Blanc) and 14 wines each of two white
varieties (Gewürztraminer and Riesling) from the vintages 2013−
2020 were examined. Gewürztraminer and Riesling were represented
by seven dry wines and seven sweet wines each. All white wines
originated from the same countries as the red wines (except for
Austria).

The vintages for each monovarietal red wine were chosen to cover
the typical time ranges of consumption and to reflect the market
availability. As a result, Tempranillo vintages ranged from 2012 to
2019, Pinot Noir vintages ranged from 2013 to 2019, Cabernet
Sauvignon vintages ranged from 2014 to 2019, and Vernatsch vintages
ranged from 2018 to 2019. For white wines, Riesling vintages ranged
from 2015 to 2020, Chardonnay and Gewürztraminer vintages ranged
from 2016 to 2020, and Sauvignon Blanc vintages ranged from 2019
to 2020.

As a proof of concept, a two-way analysis of variance (ANOVA)
using the CIE L*a*b* data of all wines was conducted assessing the
impacts of the variety and the vintage. The different vintage ranges of
different varieties had a negligible impact compared to the cross-
cultivar effects.

The list of all wines, including the information about variety,
vintage, origin, and producer, is provided in Tables S1 and S2 of the
Supporting Information.

Samples for the Determination of the Visible Color Threshold. A
2018 Cabernet Sauvignon from Staatsweingut mit Johannitergut
(Neustadt an der Weinstraße, Germany) and a 2017 Riesling from
Weingut Bürklin-Wolf (Wachenheim, Germany) were used to
determine the smallest visible color difference in July 2021.

Photometric Measurements and CIE L*a*b* Calculations.
The spectra for CIE L*a*b* and the absorbance values at 420, 520,
and 620 nm were recorded with a V-730 double-beam photometer
(JASCO, Japan) in July 2021. The spectra were taken between 300
and 900 nm with a data interval of 1 nm and a scan speed of 1000
nm/min, because it results in the highest reproducibility.16 Red wines
were measured in a 1 mm quartz flow cuvette (Hellma, Germany),
and white wines were measured in a 10 mm polystyrene cuvette
(Brand, Germany). To comply with the OIV recommendation, the
red wine spectra were corrected to a 10 mm cuvette.38 The CIE
L*a*b* coordinates were calculated with the 10° standard observer
and the D65 standard illuminant between 360 and 780 nm.

Color Sensory. Standardization of the Color Evaluation.
Illumination and viewing conditions for the sensory analysis of wine
are, despite the relevance of color impression for odor and taste, not
particularly well-defined or standardized.39 Therefore, a method was
developed that reduces most of the influencing external stimuli. For
this purpose, a sensory box (720 × 700 × 720 mm) was lined with
black fabric, so that as much scattered light as possible is absorbed
(Figure S1 of the Supporting Information). The samples were placed
on a white sheet of paper. Before the sensory evaluation, the panelists
were positioned by means of markings on the box in a way that the
viewing angle corresponded to a (0°; 45° x) geometry according to
DIN 50337-7, where the angle between illuminant is 0° and the
reflected light is detected at a 45° angle by the observer.40 The
illuminant was placed 30 cm from the sample, as recommended by the
manufacturer of the D65 illuminant. For the evaluation, the room was
completely darkened. The wines were pipetted in 10 mm polystyrene
cuvettes to furthermore standardize the light pathway. The samples
were covered with nitrogen and sealed to prevent oxidation and
alcohol evaporation, and the liquid meniscus was covered with black
tape to ensure that the different refractions of the liquid meniscus
have no influence on the outcome.

Color Assessment Panel. The panel was chosen demographically
and consisted of 23 trained panelists, of whom 12 were female and 11
were male, because color perception is dependent upon the gender.38

The panel was categorized in different age groups ranging from 20 to
30, from 31 to 40, from 41 to 50, and from 51 to 60, because age also
plays a role in color perception.41 The judges did a color vision test
based on the Farnsworth−Munsell 100 hue test,42 a training of the
visible color threshold evaluation and the actual color threshold
evaluation. For the descriptive color analysis, the panel was trained in
one session for dark red wine, light red wine, and white wine with the
blends used for the color threshold determination.

Descriptive Color Analysis. Two scales were used, one for lightness
and one for hue. The lightness scale ranged from light (0) to dark
(100). For red wines, the hue scale ranged from violet (−50) to red
(0) to orange (50), whereas for white wine, the hue scale ranged from
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green (0) to yellow (50) to orange (100). The performance of the
sensory evaluation, the Glories color measurement, and the CIE
L*a*b* color space were measured by the ability to distinguish
between the different varieties. The results of the sensory evaluation
were used as a reference point to evaluate the accuracy of the
analytical methods.

Determination of the Visible Color Threshold. The determination
of the smallest visible color difference was performed according to
DIN EN ISO 4210:2021 via a triangle test. Blends of Cabernet
Sauvignon and Riesling, in different dilutions, were used to create
light yellow, light red, and dark red solutions (Table 1). This type of
classification is needed, because dark red wines and light red wines
yielded different results comparing CIE L*a*b* and Glories’ color
measurement system.16 For the dark red blends, undiluted Cabernet
Sauvignon was used as a base wine and diluted with Riesling. For the

base wine of the light red blends, the Cabernet Sauvignon was diluted
by a factor of 8 with Riesling, and then Cabernet Sauvignon was used
to create the dilutions. For the light yellow blends, the undiluted
Riesling wine was used as a base wine and diluted with Cabernet
Sauvignon. The Euclidean color distance and the CIEDE2000 color
difference formula between the dilutions and the base wine were
calculated according to the literature (eqs 1 and 2).29,30

E L L a a b b( ) ( ) ( )ab 1 2
2

1 2
2

1 2
2= * * + * * + * * (1)

with L*, a*, and b* = CIE L*a*b* coordinates (CIE76)
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with ΔL′ = lightness difference (CIEDE2000), ΔC′ = chroma
difference (CIEDE2000), Δh′ = hue angle difference (CIEDE2000),
kL, kC, and kh = parametric factors for lightness, chroma, and hue
angle, SL, SC, and Sh = weighting functions for lightness, chroma, and
hue angle, and RT = rotation function (the CIEDE2000 trans-
formation is shown in the Supporting Information).

For the threshold analysis, 3 mL of the blend was displayed in
photometer cuvettes prepared as mentioned before. To calculate the
visible color difference, the best estimated threshold according to
ASTM E-679-04 was used.

■ SOFTWARE AND DATA ANALYSIS
For the sensory data, a panel analysis was performed in Excel
(Microsoft, Redmond, WA, U.S.A.) with XLSTAT (2020,
ADDINSOFT, France). Normality testing via the Shapiro−
Wilks test, homoscedasticity testing via Levene’s test, ANOVA,
and Tukey’s honest significant difference (HSD) post hoc test
were performed with Origin(Pro) (2020b, OriginLab, North-
ampton, MA, U.S.A.).

■ RESULTS AND DISCUSSION
Wine Color Determination by Visual Perception and

Analytical Methods. Red Wine. Visual Perception. Light-
ness ratings distinguished light red wines (Vernatsch and Pinot
Noir) from dark red wines (Shiraz, Tempranillo, Primitivo, and
Cabernet Sauvignon) (Figure 1A). The same discrimination
could be observed with the hue: Vernatsch and Pinot Noir
were rated the most orange, while Shiraz, Tempranillo,
Primitivo, and Cabernet Sauvignon were rated the most violet
(Figure 1B). Merlot and Lemberger wines were found in
between the light and dark groups for both lightness and hue.
Intervarietal differentiation based on perceived lightness was
possible between Merlot and Vernatsch, while perceived hue
could be used to differentiate between Vernatsch from Merlot
and Lemberger. The results of perceived hue revealed a lower
variance within the varieties compared to perceived lightness,
suggesting that perceived hue is higher in discriminative power.
There is currently no standard approach to describe wine
color, and studies used sometimes one,24,26 two,43,44 or even
more25 scales for different aspects of color. Results here
indicate that more than one color scale should be used to fully
describe the color of red wines by means of sensory evaluation.

Glories’ Color Measurement. Glories’ color intensity CI,
indicating lightness, allowed for discrimination between some
varieties (Figure 2A), similar to sensory ratings of perceived
lightness (Figure 1A). It allowed for the differentiation of
Vernatsch from dark red wines Shiraz, Primitivo, Tempranillo,
and Cabernet Sauvignon. However, it was not possible to
distinguish Tempranillo from Pinot Noir using CI (Figure 2A)

Table 1. Dilutions To Produce Blends of Cabernet
Sauvignon and Riesling Yielding Samples for the Smallest
Visible Color Difference Testing in the Classes: Light
Yellow Color Area, Light Red Color Area, and Dark Red
Color Areaa

dilution L* a* b* ΔEab* ΔE00

Dark Red Blendsb

reference red winec 5.36 32.13 9.24
1:80 5.22 31.62 8.99 0.58 0.25
1:40 5.58 32.79 9.62 0.79 0.34
1:20 6.09 34.18 10.48 2.50 1.08
1:13.3 6.47 35.06 11.13 3.66 1.59
1:10 6.83 35.82 11.76 4.70 2.06
1:6.7 8.40 38.34 14.43 8.64 3.87
1:5.7 9.07 39.22 15.57 10.20 4.60
1:5 9.98 40.46 17.12 12.35 5.60
1:4 10.81 41.29 18.48 14.10 6.45
1:3.3 12.38 43.20 21.06 17.65 8.06

Light Red Blendsd

reference red wine blend
(1:8)b

64.01 38.45 12.00

1:7.97 65.94 39.11 11.52 2.09 1.65
1:7.94 66.13 39.71 11.69 2.49 1.84
1:7.91 66.76 40.65 11.47 3.57 2.46
1:7.84 67.20 41.25 11.30 4.09 2.74
1:7.7 66.75 42.28 11.25 4.77 2.77
1:7.27 65.47 43.59 11.74 6.43 2.78
1:6.67 63.63 46.56 12.77 8.16 2.85
1:5.71 58.33 50.82 14.85 13.85 6.44
1:5 54.03 54.15 17.07 19.28 10.30
1:4.4 50.14 56.64 19.32 24.02 14.10

Light Yellow Blendsd

reference white winee 98.89 −1.08 6.14
1:5.000 98.83 −0.98 6.22 0.13 0.15
1:2.500 98.69 −0.87 6.25 0.30 0.32
1:1.666 98.58 −0.82 6.24 0.41 0.41
1:1.250 98.47 −0.71 6.27 0.57 0.58
1:1.000 98.49 −0.65 6.30 0.61 0.66
1:666 98.12 −0.38 6.39 1.07 1.10
1:500 98.06 −0.22 6.34 1.21 1.32
1:400 97.85 −0.03 6.43 1.51 1.61
1:333 97.89 0.16 6.31 1.60 1.84
1:250 97.32 0.63 6.43 2.33 2.59

aAfter dilutions were prepared, samples have been characterized by
CIE L*a*b* to calculate ΔEab* and ΔE00. bDiluted with Riesling.
cUndiluted Cabernet Sauvignon. dDiluted with Cabernet Sauvignon.
eUndiluted Riesling.
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as it was with perceived lightness (Figure 1A). Glories’ T
(Figure 2B) and dA (%) (Figure 2C) parameters failed to
differentiate varieties. This is not in agreement with findings
from sensory evaluation, where perceived hue could be used to
distinguish between some varieties (Figure 1B). Therefore, it is
not recommended to use Glories’ hue parameters to
differentiate between varieties. While Glories’ hue parameters
may be used for differentiation between single wines, it is not
particularly suited for intervarietal comparisons. An explan-
ation could be the different scales used in T and the perceived

color. Studies of Somers used Cabernet Sauvignon and Shiraz
wines. The findings revealed an 8-fold difference between the
two varieties, whereas the hue parameters T and dA (%) only
differed 2.4-fold, suggesting a higher potential of CI to
differentiate between varieties, while the potential of T and dA
(%) to differentiate between varieties is lower.15 The findings
of the presented study extend the findings of Somers using
more varieties, concluding that the postulated potential of CI is
high enough to depict significant differences between varieties,
while this is not the case for T and dA (%).

Figure 1. Sensory ratings for (A) lightness and (B) hue for eight different red grape varieties, averaged for seven wines per grape variety. Error bars
show the standard deviation of the seven wines of each grape variety. Letters show significance groups determined by ANOVA (p < 0.001) and
Tukey’s HSD post hoc test (p < 0.001).

Figure 2. Glories’ parameters (A) color intensity CI, (B) hue T, and (C) brilliance dA (%) for eight different red grape varieties, averaged for seven
wines per grape variety. Error bars show the standard deviation of the seven wines of each grape variety. Letters show significance groups
determined by ANOVA (p < 0.001) and Tukey’s HSD post hoc test (p < 0.001).

Journal of Agricultural and Food Chemistry pubs.acs.org/JAFC Article

https://doi.org/10.1021/acs.jafc.3c01284
J. Agric. Food Chem. XXXX, XXX, XXX−XXX

D

5.2 New insights into Wine Color Analysis: A Comparison of Analytical Methods to Sensory Perception
of Red and White Varietal Wines

87



CIE Color Spaces. The L* coordinate was found to
differentiate better than both the human eye and Glories’ CI,
because L* differentiated Lemberger from Vernatsch in
addition to the varieties that could be differentiated in prior
sections (Figure 3A).

Like Glories’ hue parameters, the a* coordinate is not well-
suited to differentiate between varieties because it could only
differentiate between Pinot Noir and Shiraz. These findings
show that the human eye differentiates the color of red wine
not by their redness but by their color difference apart from the
red color.

However, the b* coordinate was better suited to distinguish
between grape varieties, differentiating Pinot Noir from
Tempranillo, Primitivo, Cabernet Sauvignon, and Shiraz as
well as Vernatsch from Shiraz.

The conversion from Cartesian coordinates a* and b* to
polar coordinates C* and h0 resulted in a slightly different
intervarietal differentiation. With C*, it was possible to
distinguish Pinot Noir from Shiraz, Tempranillo, and Cabernet
Sauvignon as well as Vernatsch from Shiraz. h0 allowed for the
same intervarietal differentiation as the b* coordinate.

The four hue-related CIE coordinates b*, C*, and h0 yielded
similar results to the perceived hue. Therefore, it is possible to
use CIE L*a*b* or CIE L*C*h0 for intervarietal comparison,
reflecting the ability of the human eye. These findings show
that, counterintuitive to the definition of the CIE parameters,
the a* coordinate does not align very well with the perceived
redness.

White Wine. Visual Perception. In contrast to the red wines
(Figure 1A), the white wines could barely be distinguished by

Figure 3. CIE color space coordinates (A) L*, (B) a*, (C) b*, (D) C*, and (E) h0 for eight different red grape varieties, averaged for seven wines
per grape variety. Error bars show the standard deviation of the seven wines of each grape variety. Letters show significance groups determined by
ANOVA (p < 0.001) and Tukey’s HSD post hoc test (p < 0.001).
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panelists in terms of lightness (Figure 4A), with only dry
Gewürztraminer being significantly different from the sweet
Riesling.

With regard to the perceived hue (Figure 4B), the sweet
Riesling and dry Sauvignon blanc wines were found to differ
significantly from the dry Gewürztraminer wines, adding one
more significantly different variety in comparison to perceived
lightness (Figure 4A). Overall, results from the sensory
evaluation of white wine color agreed with results from the
evaluation of the red wines, indicating that perceived hue
shows a greater intervarietal variation and that perceived
lightness shows a greater intravarietal variation. In general,
more than one scale should be used to characterize white and
red wine colors.

Glories. Figure 5A shows that it is possible to differentiate
between white varieties with the Glories parameter CI.
Gewürztraminer was the darkest variety, and sweet Riesling
was the lightest variety. There are similarities to perceived
lightness (Figure 5A). Additionally, with Glories’ CI, it was
possible to distinguish Gewürztraminer from Sauvignon Blanc.
However, Glories’ T has no significant power to distinguish
between white wine varieties (Figure 4B), consistent with the
results from the analysis of the red wines. Like in red wines,
these findings do not discredit the use of the Glories method to

compare white wines, but rather they show the limitations for
the varieties chosen for the current study of Glories’ color
measurement.

CIE Color Spaces. In Figure 6A, the L* coordinate
determined that Gewürztraminer wines were the darkest and
sweet Riesling wines were the lightest, in agreement with
lightness ratings from sensory evaluation. The a* coordinate
(Figure 6B) showed no intervarietal differentiation, also in
agreement with the results from sensory evaluation. All wines,
despite having negative a* coordinates, were perceived as
yellow or orange but not green. However, the b* coordinate
(Figure 6C) showed a similar intervarietal differentiation to
Glories’ CI, allowing for dry Gewürztraminer wines to be
differentiated from sweet Riesling and Sauvignon Blanc, as was
also the case with the perceived hue (Figure 4B). The C*
coordinate (Figure 6D) depicted differences in the perceived
hue in the same way as the b* coordinate. The h0 coordinate
(Figure 6E) showed no potential to differentiate the varieties/
wine styles, as was the case for red wines. Unlike in red wines,
CIE L*C*h0 did not outperform CIE L*a*b*. This can be
explained by the small differences between the wines and the
extremely small range between the a* values, throughout all
varieties.

Figure 4. Sensory ratings for (A) lightness and (B) hue for eight different white grape varieties/wine styles, averaged for seven wines per grape
variety/wine style. Error bars show the standard deviation of the seven wines of each grape variety. Letters show significance groups determined by
ANOVA (p < 0.001) and Tukey’s HSD post hoc test (p < 0.001).

Figure 5. Glories’ parameters (A) color intensity CI and (B) color hue T for eight different white grape varieties/wine styles, averaged for seven
wines per grape variety/wine style. Error bars show the standard deviation of the seven wines of each grape variety. Letters show significance groups
determined by ANOVA (p < 0.001) and Tukey’s HSD post hoc test (p < 0.001).
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Determination of the Visible Color Threshold. The
smallest visible color difference for wine in different color
areas, examined using the triangle test and wine blends, is
summarized in Table 2. Values for the smallest visible color
difference expressed as ΔEab* are generally higher than those
expressed as ΔE00. Regardless of the color distance formula,

the smallest visible color difference is highest in the light red
color area and lowest in the light yellow color area.

The smallest visible color difference, expressed as ΔEab* , in
the dark red area is agreement with the smallest visible color
difference postulated by Martinez et al.,34 who also used dark
red wines. It appears that no studies have been published
regarding the smallest visible color difference of white wines.
The difference in ΔEab* among the light yellow, light red, and
dark red color areas may be explained by the tolerance ellipses
investigated by Luo et al. that led to the development of the
CIEDE2000 color difference formula. The tolerance ellipses
describe a mathematical area within the CIE color space within
which a color difference is not visible. These tolerance ellipses
become smaller as they become closer to the point of neutrality
in the CIE color space (a* = 0, b* = 0).45 White wines are
closest to this neutral point, followed by dark red wines, and

Figure 6. CIE color space coordinates (A) L*, (B) a*, (C) b*, (D) C*, and (E) h0 for eight different white grape varieties/wine styes, averaged for
seven wines per grape variety/wine style. Error bars show the standard deviation of the seven wines of each grape variety. Letters show significance
groups determined by ANOVA (p < 0.001) and Tukey’s HSD post hoc test (p < 0.001).

Table 2. Smallest Visible Color Difference in Different
Color Areas Expressed as ΔEab* and ΔE00

color area ΔEab* ΔE00

dark red 3.1 1.4
light red 8.1 3.4
light yellow 0.60 0.64
ΔEmax − ΔEmin 7.5 2.8
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then light red wines. This explains the high variance among the
smallest visible color differences calculated as Euclidean color
distances. Calculation using the CIEDE2000 color difference
formula to retrieve ΔE00 led to a convergence of the smallest
visible color differences for dark red, light red, and white wines:
the range of the smallest visible color differences decreased 2.7-
fold. The optimal result would be the same smallest visible
color difference independent from the color area, but
according to the studies by Melgosa et al., the STRESS value
of the CIEDE2000 color difference formula is not zero,
indicating a discrepancy between visual perception and
computed color differences.36

In conclusion, this study established new insights into wine
color analysis by evaluating light and dark red wines as well as
white wines photometrically with the Glories color measure-
ment and the CIE color spaces and visually with descriptive
sensory analysis. The study extends knowledge from previous
publications using a wide range of commercial wines from dark
red to light red color as well as from yellow to orange hue. CIE
L*a*b* is said to be more accurate than Glories, but Glories’
color measurement is easier to understand.9 However, this
study showed that not every CIE coordinate aligns with the
perceived color. Vice versa, not every Glories parameter is
unable to describe the perceived color. For red wines, Glories’
CI and L* were both able to represent the perceived lightness.
The Glories parameters T and dA (%) were not able to do the
same regarding the perceived hue. However, this was also the
case for the a* coordinate. The results show that the closest
approximation to the perceived color hue could be achieved by
the b* coordinate, even for red wines, followed by C* and h0

coordinates. The CIE L*a*b* color space in total had a higher
alignment with the perceived color for red wines; however,
there are some discrepancies in the high saturated light red
color area. There, the CIE L*a*b* color space has problems to
represent the perceived color. There are similarities between
red and white wines, because Glories’ CI and L* could both
represent the perceived lightness. Also, b* was the CIE
coordinate that approximated the perceived hue best.
However, the h0 coordinate had no resolution for white wine
as it had for red wine.

Furthermore, this study re-evaluated the visible color
threshold for wine color using the newest standard
CIEDE2000. The results show an improvement regarding
the issue of uniformity. However, the CIE L*a*b* color space
in combination with the CIEDE2000 formula is still not
completely equidistant, and further studies should investigate
the smallest visible color threshold throughout the complete
color space. Until further work has been carried out, it is
advised to use the CIEDE2000 color distance formula and the
presented visible color thresholds as guidelines for future
studies.
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Supplementary Data

Table S 1: Variety, origin, vintage, and producer of the red wines used in the study

Variety Origin Vintage Producer

1 Cabernet Sauvignon France 2018 Foncalieu

2 Cabernet Sauvignon Italy 2018 Castel Firmian

3 Cabernet Sauvignon USA 2014 Two Vines

4 Cabernet Sauvignon Germany 2018 Weingut Metzger

5 Cabernet Sauvignon Australia 2016 Taylors/Wakefield

6 Cabernet Sauvignon Spain 2016 Bodega Miguel Torres

7 Cabernet Sauvignon Italy 2019 Feudo Arancio

8 Merlot Italy 2018 Cielo e Terra

9 Merlot France 2018 Monteran

10 Merlot USA 2018 Two Vines

11 Merlot France 2016 Jean Pierre Moueix

12 Merlot New Zealand 2018 Sileni Cellar

13 Merlot France 2019 SAS Aussières

14 Merlot USA 2017 Two Vines

15 Pinot Noir France 2019 Les Producteurs Reunis

16 Pinot Noir Germany 2019 Weingut Peth-Wetz

17 Pinot Noir Germany 2013 Weingut Spiess

18 Pinot Noir Germany 2017 Weingut Stern

19 Pinot Noir Germany 2018 Kloster Eberbach

20 Pinot Noir New Zealand 2018 Private Bin

21 Pinot Noir New Zealand 2019 Rapaura Springs

22 Primitivo Italy 2020 San Marziano Vino

23 Primitivo Italy 2017 Hess Collection winery
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2

24 Primitivo Italy 2020 S.R.L Ortona

25 Primitivo Italy 2019 Cantine Torrevento

26 Primitivo Italy 2017 Cantine Torrevento

27 Primitivo USA 2018 Michael David winery

28 Primitivo USA 2017 Boutinot

29 Syrah Australia 2018 Koonunga Hill

30 Syrah Italy 2019 Feudo Arancio

31 Syrah USA 2017 Charles Smith winery

32 Syrah France 2019 Gerard Bertrand

33 Syrah New Zealand 2019 Sileni Cellar

34 Syrah France 2020 Château de San Cosme

35 Syrah France 2019 La Vie Joulie Rouge

36 Tempranillo Spain 2015 Boedgas Faustino

37 Tempranillo Spain 2015 Pagos del Rey

38 Tempranillo Spain 2018 Pagos del Rey

39 Tempranillo Spain 2019 Hammeken Cellars

40 Tempranillo Spain 2017 Bodegas Faustino

41 Tempranillo Spain 2018 Gran Sello

42 Tempranillo Spain 2012 Marqué de Sandoval

43 Vernatsch Germany 2018 Collegium Wirttemberg

44i Vernatsch Germany 2018 Collegium Wirttemberg

45 Vernatsch Italy 2019 Kellerei St. Michael Eppan

46 Vernatsch Italy 2019 Schlosskellerei Turmhof

Tiefenbrunner

47 Vernatsch Italy 2019 Weingut Castelfelder

48 Vernatsch Italy 2019 Kellerei Caltern

49 Vernatsch Germany 2018 Weingut Uhlbacher
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50 Lemberger Austria 2018 Weingut Ernst

51 Lemberger Germany 2018 Graf Neipperg

52 Lemberger Austria 2017 Weingut Ernst

53 Lemberger Germany 2019 Weingut Karl Haidle

54 Lemberger Germany 2016 Collegium Wirttemberg

55 Lemberger Germany 2019 Weingut Wöhrwag

56 Lemberger Germany 2019 Weingut Aldinger

Table S 2: Variety, origin, vintage, and producer of the white wines used in the study

Variety Origin Vintage Producer

1 Chardonnay France 2018 Côtes des Roses

2 Chardonnay Italy 2020 Feudo Arancio

3 Chardonnay Germany 2018 Domäne Bergstraße

4 Chardonnay Spain 2019 Bodega Pago de Cirsus

5 Chardonnay Germany 2016 Von Buhl

6 Chardonnay Australia 2019 Koonunga Hill

7 Chardonnay USA 2018 Canyon Road winery

8 Riesling Germany 2015 Weingut Schätzel

9 Riesling France 2017 Cave Vinicole de Cléebourg

10 Riesling USA 2013 Chateau Ste Michelle

11 Riesling Germany 2018 Weingut M. Pfaffmann
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12 Riesling Germany 2019 Weingut Stern

13 Riesling Germany 2020 Weingut Bassermann-Jordan

14 Riesling Germany 2020 Weingut Rings

15 Sweet Riesling Germany 2018 Weingut Winkel

16 Sweet Riesling Germany 2019 Weingut Metzger

17 Sweet Riesling Germany 2019 Weingut St. Urbans-Hof Saar

18 Sweet Riesling Germany 2018 Weingut Winkel

19 Sweet Riesling Germany 2019 Weingut Dr. Loosen

20 Sweet Riesling Germany 2018 Weingut Hamm

21 Sweet Riesling Germany 2019 Weingut Rosch Leiwener

22 Pinot gris Italy 2019 S.R.L Ortona

23 Pinot gris Italy 2020 Grifòn

24 Pinot gris France 2017 Les Prince Abbes

25 Pinot gris New Zealand 2018 Sileni Celllar

26 Pinot gris Germany 2019 Winzergenosseschaft

Königschaffhauser

27 Pinot gris Germany 2019 Hundertmorgen

28 Pinot gris Germany 2019 Weingut Kaiser
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29 Sauvignon blanc France 2019 La Fleur Saint-Michel

30 Sauvignon blanc Germany 2019 Weingut M Pfaffmann

31 Sauvignon blanc Italy 2019 I Palazzi

32 Sauvignon blanc USA 2019 Noble Wines

33 Sauvignon blanc New Zealand 2020 Sileni Cellar

34 Sauvignon blanc France 2018 Mas Le Chevalière

35 Sauvignon blanc Germany 2018 Weingut Michael Schneider

36 Pinot blanc Germany 2019 Weingut Bickensohler

37 Pinot blanc Germany 2020 Weingut Karl Pfaffmann

38 Pinot blanc Germany 2018 Weingut Stefan Winter

39 Pinot blanc Germany 2017 Weingut Schwedhelm

40 Pinot blanc Germany 2020 Weingut Bassermann-Jordan

41 Pinot blanc Italy 2019 Schreckbichl Colterenzio

42 Pinot blanc France 2017 Les Princes Abbes

43 Gewürztraminer Germany 2019 Weingut Kesselring

44 Gewürztraminer France 2018 Domaine Paul Blanck

45 Gewürztraminer Spain 2018 Vinos Divertidos

46 Gewürztraminer Germany 2018 Weingut Philipp Kuhn

47 Gewürztraminer Germany 2020 Weingut Kesselring
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48 Gewürztraminer Italy 2019 St. Michel Eppan

49 Gewürztraminer Italy 2019 Weingut Kornell

50 Sweet Gewürztraminer France 2019 André Stentz

51 Sweet Gewürztraminer France 2019 Antoine Heinrich

52 Sweet Gewürztraminer Spain 2019 Vinas del Vero

53 Sweet Gewürztraminer Germany 2016 Weingut Tina Pfaffmann

54 Sweet Gewürztraminer Germany 2019 Weingut Hensel

55 Sweet Gewürztraminer Germany 2018 P.J. Valkenberg

56 Sweet Gewürztraminer Germany 2019 Weingut A. Diehl
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Figure S1: 3D Model of the sensory box.
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CIEDE2000 transformation according to literature
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5.3 Conference Proceeding- Is there a need to redefine the methods to evaluate wine
color?

This publication extends the knowledge provided in section 5.1 and 5.2. To validate the comparison
between the CIE L*a*b* color space and Glories’ color measurement, the experiment for red wine was
recreated using 925 red wines. A total number of 617 wines were considered dark red wine and 306
wines were considered light red wine. The results from section 5.1 could be validated as even with this
high number of samples the two methods correlate well with each other in dark red wine and very poorly
in light red wine and white wine.
Contrary to the approach seen in section 5.2, this publication considers the wine-to-wine approach. Using
different regressions, the perceived color was compared to the analytical color. The results show a linear
dependence between the perceived lightness and the analytical lightness (L* and CI). Using the CIE
L*a*b* color space, the regression is somewhat linear in the low lightness area, but deviated from the
perceived color in lighter red wines. This explains the discrepancies seen in with lighter red wines in
section 5.2. The color according to Glories shows no correlation on a wine-to-wine basis. The results for
white wine are similar. The CIE L*a*b* color space resembles the perceived color better than Glories
and the color according to Glories shows a weak correlation.
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Is there a need to redefine the methods to evaluate wine
color?

Dominik Durner1, and Marcel Hensel1∗

1Weincampus Neustadt, Dienstleistungszentrum Ländlicher Raum Rheinpfalz, 67435 Neustadt an der
Weinstraße, Germany

Abstract. Both the Glories method and the CIE L*a*b*/L*C*h0 system are
used in analytical protocols to express the chromatic characteristics of wine
[1–4]. Both methods allow for the interpretation of color intensity, color hue,
and other chromatic characteristics. They are utilized in scientific studies to
compare experimental treatments and many innovations had been assessed on
whether they could retain a higher color intensity or yield more color brilliance.
The validity of the two methods and the explanatory power of the respective
color parameters were investigated by comparing the two methods with data
from a sensory study. Data intervals from 0.5 to 5 nm and different scan speeds
were tested as spectrophotometer settings. A trained panel evaluated 112 dark
red, light red and white wines from different grape varieties, origins, and vin-
tages. The correlation between Glories’ system and the CIE color space was
found to be strong for dark red wines (r > -0.9). Lighter red wines and white
wines (L* > 20) do not correlate with the same quality, with the exception of
the correlation between CI and L* (r = -0.9). In comparison to the human
perception, the red and white wines could not be distinguished well with Glo-
ries’ system. The CIE color space was found to be more suited to depict the
perceived color for red and white wines. In recent years, the CIE re-defined
the color distance calculation within the CIE L*a*b* color space due to such
non-uniformities. The CIEDE2000 color distance ∆E00 was proposed [4–6] for
a better approximation of the perceived color than the Euclidean color distance
∆Eab. A just noticeable difference (JND) test was carried out using triangle test-
ing for the wines segmented into three wine color areas: dark red, light red, and
light yellow. For dark red wines, the JND was ∆E00 = 1.4 or ∆Eab = 3.1, respec-
tively. For light yellow wines, the JND yielded much lower values at ∆E00 =

0.64 or ∆Eab = 0.60, respectively. And for light red wines, the JND was found
to be very high at ∆E00 = 3.4 or ∆Eab = 8.1, respectively. The CIEDE2000
formula resulted in lower JND values than the Euclidean distance. Although
still not uniform for the huge diversity of wine colors, the ∆E00 provides better
comparability and is suggested for future studies.

1 Introduction

The color of wine is known to alter sensorial impressions like aroma and mouthfeel. The rela-
tionship between aroma and color was established by Morrot et al., where panelists described

∗e-mail: dominik.durner@hs-kl.de
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a red colored white wine with typical aroma descriptors for red wine, while the native uncol-
ored white wine was described with typical white wine aroma descriptors [7]. A recent study
by Nguyen et al. was conducted to measure the impact of the knowledge of the wine color
on the aromatic profiles of white and red wines. The intensity of the odors green fruit, citrus
fruit, and stone fruit increased in coherence with the knowledge of the color in white wine.
The odors red fruit, dark fruit, and oak increased in coherence with the color in red wine
[8]. Apart from the correlation between color and aroma profiles, the color of wine is also
important for consumer preference, perceived typicality, and regulations [9–11]. The results
of these findings and regulations suggest the importance of an objective, generally applicable,
and reproducible method. The wine color can be evaluated with three different methods. The
color of a wine can be evaluated sensorially. The advantages of this method are the general
applicability and the independence from mathematical approximations. A panel can be used
for every purpose, research question, and wine type. However, this approach requires a suf-
ficient number of trained panelists to maintain objectivity as prior studies demonstrated the
subjectivity of a sensory evaluation [8]. Furthermore, it is very time consuming and requires
a vast amount of organization. Other methods like the Glories color measurement and the
CIE color spaces use photometry to evaluate the wine color [1, 12]. The advantages of these
methods lie in their objectivity, their simplicity, and the required time. The disadvantages of
the photometric methods differs depending on the method. Glories color measurement com-
prising of the absorbance measurements at 420 nm, 520 nm, and 620 nm is used to calculate
the Color Intensity (CI), the hue (T), and the Brillance (dA(%)), has a disadvantage regarding
the general applicability. The Glories method was designed with and for dark red wines [12].
Therefore, the use of Glories measurement for any other wine type or style has to be called
into question. It is worth to notice that the Glories color measurement is recommended by
the OIV [3]. Besides the Glories measurement the CIE L*a*b*/L*C*h0 color space is also
widely used and recommended by the OIV for the measurement of wine color [3]. Here,
the complete transmission spectrum, the relative sensitivity of the human eye, known as the
color matching function, as well as the emitted light of the standard illuminant D65 is used
to calculate the Cartesian coordinates L*, a*, and b*. The Cartesian coordinates can also be
transformed to polar coordinates C* and h0 . In both coordinate systems represents the L*
coordinate the lightness of an object, whereas a* the redness if positive, or the greenness if
negative of an object represents. The b* coordinate describes either the yellowness if pos-
itive, or the blueness if negative of an object. The C* coordinate, also known as the color
vector, describes the saturation of an object. Another CIE L*a*b*/L*C*h0 parameter h0, also
known as the hue angle, starts at 0° (360°) with the redness. At 90° the yellow hue is noted
and 180° represents the greenness, whereas 270° stands for blue [2, 4, 13]. In general, the
CIE L*a*b*/L*C*h0 color space is considered more accurate, since it uses the relative sen-
sitivity of the human eye to mimic the color response of the human eye, whereas Glories’
measurement is easier to understand [12]. For the transmission spectrum measurement, the
International Organization for Wine and Vine (OIV) recommends a data interval of 5 nm.
However, no recommendations are given for any other photometer parameter [3]. The crucial
difference between Glories’ color measurement and CIE L*a*b*/L*C*h0 is the ability to cal-
culate the distance between two color points. For wine color the OIV represents the CIE76
Euclidean color distance. However, the CIE recommends the CIEDE2000 color distance [4?
–6]. It has yet to be established how the CIEDE 2000 color distance formula impacts the JND
in wine.

The objective of the presented studies is to contribute to the better understanding of color
measurement of wine. It needs to be established how and if the parameter settings on the
photometer and different photometers affects the CIE L*a*b*/L*C*h0 color space [14]. Since
both, Glories’ color measurement an CIE L*a*b*/L*C*h0, are recommended for the use in

5 Cumulative part of the dissertation

106



wine, it needs to be evaluated if the methods can be used interchangeably and which of the
methods depict the human color perception better [14, 15]. Previous studies indicating that
this is not he case for light red colored wine. With a sample size of 56 red wines a correlation
was performed for dark red wine with L* ≤ 20 (n=34) and light red wines with L*>20
(n=11) [14]. These results have to be validated with a bigger sample size. The last part is to
re-evaluate the JND with the CIEDE2000 color distance formula and compare the results to
the Euclidean color difference [15].

2 Materials and Methods

2.1 Evaluating the impact of the photometric parameters

2.1.1 Samples

Seven Merlot wines as an example for red wine were used in the study to measure the effect
of the photometric parameters. Seven Chardonnay wine were used as an example for white
wines. The red wines originated from France, Italy, United States of America, and New
Zealand. The vintages ranged from 2016 to 2019. The white wines originated from France,
Italy, Germany, Australia, and the USA. Here, the vintages also ranged from 2016 to 2019
[14].

2.1.2 Photometric measurement

Complete transmission spectra from 200 to 900 nm were recorded on a JASCO double-beam
photometer. The CIE L*a*b*/L*C*h0 calculations were performed between 360 nm and 830
nm using a flow-through quartz-cuvette with a path length of 1 mm for red wine, whereas for
white wines 10 mm polystyrene cuvettes were used. The experiments were done in triplicates
and validated on a Varian cary 100. The 14 wines were measured with data interval ranging
from 0.5 nm, 1 nm, 5 nm measured with the a scan speed of 100 nm/min and 1000 nm/min
(Table 1)[14]. The JASCO V-730 is equipped with a Silicon photodiode, which generates a
current based on the irradiation of the n-p junction of a semiconductor [16]. The Varian Cary
100 uses a photomultiplier tube, which is capable of generating a current when the incident
light is low. This is possible due to the amplification of the incident light [17] .

Table 1. Photometer comparison regarding data intervals and scan speeds used with the two different
photometers.

Data interval [nm] Scan speed [nm/min] (V-730 ) Scan speed [nm/min] (Cary 100)
0.5 100 100
0.5 1000 1000
1 100 100
1 1000 1000
5 100 -
5 1000 n.a
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2.2 Comparing different color measurements

2.2.1 Comparing CIE L*a*b*/L*C*h0 and Glories

For the comparison of CIE L*a*b*/L*C*h0 and Glories color measurement 925 red wines
were examined. Following the previous published classification, the data set was furthermore
divided into dark red wines with an L* ≤ 20 and light red wines with L* > 20. The dateset of
the dark red wines consisted of 617 wines and the light red wines consisted of 306 wines. For
white wine the sample set consisted of 56 white. The sample set is smaller, due to the lower
variance of white wine color. The red wine samples were obtained during the Mundus Vini
summer tasting 2022 and the color was measured immediately after opening the bottle. For
the measurements a StellarRad™ (StellarNet Inc. FA, USA) handheld colorimeter in combi-
nation with a dip probe was used to record transmission spectra. The dip probe was equipped
with a tip containing a 2 mm pathlength. The transmission spectra were recorded between
200 and 1100 nm. The transmission spectra were referred to a 10 mm pathlength and the CIE
L*a*b*/L*C*h0 coordinates were calculated between 360 and 830 nm. Also, the color vec-
tor and the hue angle were calculated. The primary Glories parameters were extracted from
the transmission spectra. After calculation of the secondary Glories parameters a Spearman
correlation was performed between the Glories and CIE L*a*b*/L*C*h0 parameters. The
White wines consisted of 7 wines per grape variety. The five grape varieties were used two
of whom were evaluated in the two wine styles dry and sweet. The wines originated from the
Germany, France, Italy, Spain, United States of America, New-Zealand, and Australia as the
red wines except for Austria and the vintages ranged from 2013 to 2020 were measured as
described in the previous section.

2.2.2 Comparing the human perception with analytical methods

For the comparison of the human perception and the photometric methods a total of 112 wines
were used, 56 of whom were red wines and the 56 white wines described in section 2.2.1.
Seven red wines each from eight different grape varieties were used and the wines originated
from Germany, France, Italy, Spain, United States of America, New Zealand, Australia, and
Austria. The vintages ranged from 2012 to 2020. The wines were examined in a special-
ized sensory box that reduce as much interfering stimuli as possible. The evaluation was
performed with the help of two linear line scales. The first liner line scale evaluated the
darkness, respectively the lightness of a wine. The second linear line scale evaluated the per-
ceived hue and ranged from violet to red to orange in red wine and from green to yellow to
orange in white wine. The CIE L*a*b*/L*C*h0 and Glories parameters were calculated as
stated in literature. The sensory panel consisted of 23 trained individuals, 11 of whom were
male and 12 of whom were female.The panel was chosen demographically between 18 and
60 years. The panel had to proof their color vision and were trained with different hues of
wine color[15].

2.2.3 Re-evaluating the just noticeable difference

To evaluate the JND the triangle test according to DIN EN ISO 4210:2021 was performed.
For this, different blends of a Cabernet Sauvignon wine and one Riesling wines were cre-
ated to manipulate the hue in the dark red, light red, and light yellow color area. Undiluted
Cabernet Sauvignon was used to as base wine for the dark red wine, an 8-fold dilution of
Cabernet Sauvignon and Riesling was used to create the base wine of the light red color area.
For the light yellow color area the undiluted Riesling was used as base wine. The same panel
as described in section 2.2.2 was used [15].
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2.3 Statistical Analysis

For the evaluation of the impact of photometer settings on the calculation of the CIE
L*a*b*/L*C*h0 coordinates normality testing, as well as ANOVA, and Tukey Honest signif-
icant difference post hoc test, as well as the linear and non linear regressions were performed
in Origin(Pro) (2020b, OriginLab, USA). XLSTAT (2020, ADDINSOFT, France) was used
to calculate Bartlett’s test to evaluate homoscedasticity. Correlation between Glories and CIE
L*a*b*/L*C*h0 were calculated and visualized in Python using the pandas [18], NumPy
[19], matplotlib [20], and seaborn [21] libraries.

3 Results

In Figure 1 the impact of the data interval and scan speed is depicted for two different pho-
tometers. The bars are the averaged sum of squares deviation (SSD) and therefore show the
distinguishability between the wines of the photometer settings. The error bars are the stan-
dard deviations and show the reproducibility of the measurement for each photometer setting
[14]. In general, the ability to distinguish between the wines was not affected significantly.
However, the reproducibility was affected by the data interval and scan speed. A higher data
interval of 5 nm resulted in the lowest reproducibility. In Figure 1 it was possible to repro-
duce most of these findings disregardful of the detector system. A lower data interval could
minimize the error and yields a higher reproducibility. Furthermore, the results show that the
data interval should not be too small. The reproducibility of the photometer with the Sili-
con photodiode decreased when a data interval of 0.5 nm was used. This is not the case for
the photometer using a photomultiplier tube. The photomultiplier tube amplifies the signal
while this is not the case for the Silicon photodiode. Therefore, it is possible that the noise
of the detector has different impacts on the spectra measurement. A data interval of 1 nm in
combination with 1000 nm/min yielded the highest reproducibility in both photometers.
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Figure 1. Influence of the photometer settings data interval and scan speed on the CIE L*a*b*/L*C*h0

coordinates on using a Silicon photodiode and a photomultiplier tube as detector systems. The mean
sum of squared deviations are shown with error bars (SD; n = 3; α = 0.05).
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3.1 Correlation between CIE L*a*b*/L*C*h0 and Glories

The correlation of 617 dark red wines and 306 light red wines as well as 56 white wines
are displayed in Figure 2. In Figure 2A the examination of the dark red wines revealed a
strong correlation between the optical density of the Glories parameters and the CIE color
space. This is not the case for the secondary Glories parameters T and dA(%). Here, the
correlation with the optical density of the primary Glories parameters and the CIE color space
is very weak. However, the correlation between the L*, a*, and b* coordinates as well as the
correlation between the absorbance values of absorbance values of the Glories parameters is
strong. In Figure 2B the same correlation is depicted for the light red wines. In contrast to
the correlation of the dark red wines, the correlation between the Glories color measurement
and the CIE color space is in general weak. The only exception of this is the L* coordinates
that shows a strong correlation with CI of the Glories parameters. These results extend the
findings of previous studies that the CIE color space and Glories’ color measurement are
not interchangeably usable. Prior studies focused hereby on the absorbance values of the
Glories method. It is now evident that the other parameters also do not correlate with the CIE
L*a*b*/L*C*h0 color space. To evaluate which of the methods should be used, the alignment
with the human perception should be evaluated.
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Figure 2. Spearman correlation for dark red wines (n=617), light red wines (n=308), and white wines
(n= 56).
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3.2 Comparing the human perception with the analytical methods

To evaluate which of the analytical methods depicts the human perception better, the red
and white wines were evaluated by a panel and compared to the analytical methods of Glo-
ries’ color measurement and CIE color spaces. In Figure 3A the correlation between the
primary absorbance values of Glories color measurement correlate very good with the per-
ceived lightness. Additionally, in Figure 3B the correlation of the L* coordinate with the
perceived lightness yielded similar results.
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Figure 3. Comparison of Glories absorbance values (A) and the L* coordinate of the CIE color space
(B) regarding the perceived lightness in red wine.

Figure 4A describes the correlation between the perceived color and the perceived hue
compared to the correlation of the L* coordinate against the a* coordinate. Figure 4B shows
the perceived color against the correlation between the L* coordinate and the b* coordi-
nate. The correlation between the perceived color and the color obtained from the CIE
L*a*b*/L*C*h0 coordinates deviates from each other as the lightness increases. Regard-
ing the perceived color the relationship between the perceived lightness and the perceived
hue is linear, whereas the relationship between the L* coordinate and the a*, and b* coor-
dinate respectively is non-linear. The coefficient of determination in both cases is R2 ≥ 0.9.
However, this is not the case for the comparison between the perceived color and the Glories
color measurement. Glories’ secondary parameters dA(%) and T are not suited to depict the
human perception regarding red wine.
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Figure 4. Regressions of perceived hue and perceived lightness compared to the regressions of the L*a*
projection (A), L*b* projection (B), Glories’ CI and T (C), as well as Glories CI and dA(%)(D).

In Figure 5A the relationship between the perceived lightness and the absorbance values
of the Glories measurement system is shown. The same relationship between the perceived
lightness is shown in Figure 5B. Due to the low absorbance values at 620 nm only the ab-
sorbance values at 420 nm and 520 nm were used. Regarding white wines the findings were
similar to the findings in red wine. Both, the Glories color measurement and L* coordinate
have a similar capacity to depict the human perception. In Figure 5C the perceived color is
compared with Glories’ hue and according to the coefficient of determination Glories hue
parameter is also not suited to depict the perceived color of white wine in coherence with
the findings in red wine. In Figure 5D the comparison between the perceived color and the
CIE L*a*b*/L*C*h0 color space is shown revealing a better suitability to depict the human
perception. However, the regressions of white wine are not as good as the regressions for red
wine.
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Figure 5. Regressions of Glories absorbance values and perceived lightness (A), as well as the Regres-
sion of the L* coordinate and the perceived lightness (B). Also, the regressions of the perceived hue and
perceived lightness compared to the regression of CI and T (C), and the L*b* projection (D).

3.3 Re-evaluating the just noticeable difference

For the JND the color difference was calculated with the Euclidean color difference (∆Eab)
and the color distance according to CIEDE2000 (∆E00). The color differences are shown
in table 2. It is visible that the prior used ∆Eab = 3 established by Martinez et al. could
be replicated [22]. However, the visible color threshold changes throughout the color areas,
yielding a higher visible color threshold in the light red color area and a lower visible color
threshold in the light yellow color area. Melgosa et al. established the Standardized Residual
Sum of Squares (STRESS) to measure the uniformity of color spaces [5, 6, 23]. According
to these findings and the findings of Luo et al., where the results showed tolerance ellipses
in the CIE color space, the Euclidean color distance yields lower equidistance than the mod-
ernized CIEDE2000 color distance formula. However, this color distance formula is also not
completely uniform, which explains why the visible color threshold is not the same disre-
gardful of the color area. However, the range between the lowest visible color threshold and
the highest visible color threshold decreases 2.7-fold, resulting in a higher degree of unifor-
mity. Therefore, the CIEDE2000 color distance should be used instead of the Euclidean color
difference with the evaluated color thresholds as a reference point.
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Table 2. The JND expressed as the Euclidean color difference and the CIEDE2000 color distance [15].

Color area ∆Eab ∆E00

Dark red 3.1 1.4
Light red 8.1 3.4

Light yellow 0.60 0.64
∆EMax−∆EMin 7.5 2.8

4 Conclusion

In the presented work new insights on how color measurement is affected by photometers,
how different photometric color measurements are correlated, and how this is in coherence
with the results of the sensory evaluation were gained. For the CIE color space the currently
recommended data interval of 5 nm yielded the lowest reproducibility. A higher reproducibil-
ity was achieved by using a lower data interval of 1 nm. Furthermore, the presented work
validates our understanding about the correlation between Glories’ color measurement and
the CIE color space. And since this section indicates that Glories and CIE L*a*b*/L*C*h0

cannot be used interchangeably the comparison showed which method better aligns with the
perception of the human eye the CIE color space is recommended before Glories color sys-
tem. Additionally, due to better understandings about the uniformity or lack thereof it was
possible to redefine new JND’s that differs in dependence of the color area. The JND ex-
pressed as the updated CIEDE2000 color distance formula is advised to use.
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5 Cumulative part of the dissertation

5.4 Evaluation of different machine learning algorithms to build an application
classifying Blanc de noir wine with spectrophotometric data

The publication presented in section 5.1 and 5.2 lay the foundation for the following publication. The
previous publications showed that the CIE L*a*b* color space is better suited for color measurement in
wine than Glories’ color measurement, since it more closely resembles the human perception of wine color.
The main objective of this work is to find new applications regarding wine color apart from the purely
descriptive nature of the parameter. In Germany, the color of Blanc de noir is regulated by state law. In
order to obtain a permit to sell a potential Blanc de noir, the wine has to be assessed by wine controlling
entities in a subjective sensory evaluation. In order to help the winemaker and objectify this process,
the ability to classify Blanc de noir wines from other wine styles like white wine and rosé wine, the CIE
L*a*b* color space was combined with different ML algorithms of varying complexity. Furthermore, to
measure the applicability of CIE L*a*b* coordinates with ML algorithms, the raw transmission spectra
were also used to train the algorithm. CIE L*a*b* coordinates were used to train Logistic regression and
an SVM, while the transmission spectra were used to train an SVM and XGBoost. The models were
optimized via hyperparameter optimization and validated by iterating the optimization process over 100
different training and test datasplits.
The results show that SVM on CIE L*a*b* coordinates provided the optimal classification model for
this task. Logistic regression on CIE L*a*b* coordinates show a high amount of overfitting, as the
optimized models performance differs between training and test data. SVM on transmission spectra
also showed some overfitting. While XGBoost on transmission spectra performs good, the validation
process shows, that it should not be considered optimal, as it produces unstable results, when different
training datasets are used. To make SVM on CIE L*a*b* accessible a browser-based web application
was developed that enables winemakers and wine laboratories to evaluate their potential Blanc de noir
wine with the algorithm.
This study proves that CIE L*a*b* coordinates can be used classification purposes. Future studies should
extend this work to other wine styles like orange wine, red wine, or local specialties.
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Abstract: 35 

Background and goals 36 

Machine learning (ML) and statistical modeling have emerged as important innovations in science. In 37 

wine research, ML is often used to predict abstract parameters such as wine quality based on complex 38 

instrumental chemical analysis. 39 

Methods and key findings 40 

The present study uses spectrophotometric data and CIE L*a*b* coordinates from 176 commercial wines 41 

to distinguish Blanc de noir from rosé wine, and white wine. The transmission spectra were used to train 42 

extreme gradient-boosted trees and a support vector machine (SVM). CIE L*a*b* coordinates were used 43 

to train SVM and logistic regression. After parameter hyperparameter tuning, the combination of SVM on 44 

CIE L*a*b* data provided the optimal classification with a cross-validated accuracy of 0.88 and an F1 45 

score of 0.93.  46 
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 47 

Conclusions and significance 48 

This study compares the applicability of different machine learning algorithms, namely logistic regression, 49 

support vector machine (SVM), and eXtreme gradient boosting (XGBoost), to distinguish Blanc de noir 50 

from white and rosé wine based on spectrophotometric data. Dimensional reduction from transmission 51 

data to CIE L*a*b* coordinates was utilized as a method to train machine learning models. This 52 

transformation, simplifying the use of machine learning algorithms for potential users, was compared to 53 

raw/preprocessed transmission data as input to train machine learning models. The final classification 54 

model is deployed in a browser-based user-friendly dashboard for winemakers and other users, such as 55 

wine laboratories. 56 

Keywords: Machine Learning, Blanc de Noir, Transmission Data, CIE L*a*b*, Wine color, Support 57 

Vector Machine 58 
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4 

 

Introduction 60 

Machine learning (ML) and statistical modeling are among the most important recent innovations in 61 

scientific research. The goal of statistical modeling is to draw conclusions about a population based on 62 

the observed samples, though it uses the traditional approach of making assumptions about the underlying 63 

dataset using mathematical formulation. On the other hand, ML focuses on developing models that can 64 

learn patterns from a given dataset without being explicitly programmed to do so, seeking generalization 65 

rather than inference. In ML, algorithms including statistical models are designed to make the most 66 

accurate qualitative or quantitative predictions. Qualitative predictions include classification, where ML 67 

models use a given dataset to predict the presence or absence of a feature. Quantitative predictions rely on 68 

regression, where the cardinality of the target feature is predicted based on the given dataset. These 69 

algorithms learn from structured or unstructured input data and apply the results from this learning process 70 

to new data. ML is already an established tool in many different domains of natural sciences. For example, 71 

Hsisch et al. (2011) introduced an ML model based on random survival forests, a tree-based method 72 

derived from the random forest approach (Breiman 2001; Ishwaran et al. 2008), which identified risk 73 

factors for the survival of patients with systolic heart failure (Hsich 2011). Another study uses ML as a 74 

tool to improve breast cancer diagnostics (Andrew et al. 2011). Medicinal ML models also use 75 

spectroscopic data such as Fourier-Transformation Infrared Spectroscopy, which predicts sarcomas and 76 

glial abnormal growth (Ramirez 2021). In wine research, the impact of ML algorithms is growing. The 77 

main focus of current literature is to predict abstract parameters such as wine quality based on complex 78 

instrumental analytical procedures. (Kumar et al. 2020; Bhardwaj et al. 2022; Shaw et al. 2020). Kumar 79 

et al. (2020) used a red wine dataset of the University College London (UCL) ML repository, which 80 

contains analytical parameters like acidity, sugar, free and total sulfur dioxide, and many more, to predict 81 

the perceived wine quality using different algorithms, like Naive Bayes, Random Forest, and Support 82 
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Vector Machine (Kumar et al. 2020). Bhardwaj et al. (2022) used a total of 47 volatile components (mainly 83 

alcohols and esters) and other parameters like pH, alcohol, anthocyanin level etc. to predict the quality of 84 

New Zealand Pinot noir using a mixture of real and synthetic data (Bhardwaj et al. 2022). Another study 85 

conducted by Shaw et al. also used the UCL ML repository red wine dataset to predict the wine quality 86 

with support vector machine, random forest, and multilayer perceptrons (Shaw et al. 2020). The cited 87 

publications predict quality parameters that are important when the wine is already produced. However, 88 

no publications could be found that used ML during wine production and with feasible parameters like 89 

spectroscopic data as input as it is established in other fields (Ramirez 2021). 90 

Wine color is an important analytical quality parameter. Color is known to influence the olfactory and 91 

gustatory perception of wine (Nguyen und Durner 2023; Morrot et al. 2001). Wine color is also an 92 

important purchase driver as well as a typicality parameter for consumers (Issa-Issa et al. 2021; Coulon-93 

Leroy et al. 2018; Parpinello et al. 2009). Additionally, the color of some wines such as Blanc de noir is 94 

regulated by law in some countries (Bundesrat 2021). Blanc de noir is a very light, unsaturated colored 95 

wine produced from red grapes processed in the same way as white grapes (Bundesrat 2021). Since Blanc 96 

de noir wines are made from red grapes, the very light color of Blanc de noir wines directly influences 97 

consumer acceptance (Ellis und Kok 2017). It is sometimes very difficult to distinguish between Blanc de 98 

noir and rosé as well as between Blanc de noir and white wine by the human eye. Commercial Blanc de 99 

noirs range from rosé-like to white wine-like color, making it challenging to establish a universal color 100 

threshold to distinguish the color of Blanc de noir from rosé and white wines. 101 

For color determination, high-dimensional data from transmission spectra can be reduced to only three 102 

dimensions via the L*a*b* color space of the Commission Internationale de l’Eclairage (CIE). The CIE 103 

L*a*b* color space is a Cartesian coordinate system, where the L* value represents the lightness of an 104 

object, the a* value represents either the red component (+a*) or the green component (-a*) of a color, 105 
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whereas the b* value represents either the yellow component (+b*) or the blue component (-b*) of an 106 

object. The CIE L*a*b* color space is recommended by the International Organization for Vine and Wine 107 

(OIV) for the determination of wine color (OIV 2021). The CIE L*a*b* color space is also an effective 108 

tool to depict the visually perceived color of wine (Hensel et al. 2023). Besides the transmission spectrum, 109 

a color-matching function of the standard observer (DIN EN ISO/CIE 11664-1) and the power distribution 110 

of a standard illuminant (DIN EN ISO/CIE 11664-2) are needed for the CIE L*a*b* coordinates 111 

calculation (DIN EN ISO/CIE 11664-4). The color-matching functions of the standard observer were 112 

developed experimentally. The spectral sensitivity of the eye was evaluated with the three primary 113 

valences red, green, and blue (Wright 1929, 1930; J. Guild 1931; Stiles und Burch 1959). The currently 114 

used standard is the D65 illuminant representing natural daylight on a sunny day and the 10° standard 115 

observer (DIN EN ISO/CIE 11664-2). Dimensionality reduction by transforming transmission spectra into 116 

CIE L*a*b* coordinates has the advantage of enhanced comprehensibility for users. This approach allows 117 

a more intuitive representation of the color data aligned with human perception. However, most ML 118 

algorithms do not produce reliable results from datasets with only three dimensions. In contrast, a 119 

transmission spectra provides an abundant number of dimensions, allowing the use of most ML algorithms 120 

(Chopra et al. 2021; Hossain et al. 2020; Irene Marivel Nolasco Perez et al. 2018). 121 

One of the most basic models for binary classification is logistic regression, which is a special form of 122 

regression analysis. In comparison to linear regression, nominal-scaled dependent variables are used 123 

instead of interval-scaled dependent variables. Logistic regression calculates the probability of an event 124 

from the natural logarithmic ratio between its occurrence and non-occurrence (log-odds).  The function 125 

that converts log-odds to probability is the logistic function. More complex ML algorithms for binary 126 

classification are Support Vector Machines (SVM). SVM is well suited for datasets with a limited number 127 

of variables, such as the well-known Iris-dataset (Fisher RA 1936; Iris - UCI Machine Learning Repository 128 
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2024). Binary classification is achieved by locating support vectors in a higher dimensional feature space 129 

and constructing a suitable hyperplane based on the location of the support vectors. The simplest form of 130 

the SVM is the maximal margin classifier or hard margin SVM (Boser et al. 1992). The margin in SVM 131 

signifies the smallest distance between the hyperplane separating the two classes and the nearest sample 132 

point to the hyperplane. A hard margin SVM is only applicable to data that is linearly separable and 133 

therefore rarely used. The better option for “real-world” data often with outliers, overlapping classes etc., 134 

is the soft margin SVM, which allows a certain degree of misclassification. The occurrence of overfitting 135 

is thus reduced and a better generalization is possible (Bennett und Campbell 2000). 136 

If transmission spectra in the visual wavelength area are used, more complex algorithms like eXtreme 137 

Gradient Boosting (XGBoost) can be applied. XGBoost is an ensemble learning method using a unique 138 

way to build decision trees sequentially, with every new tree designed to correct the errors made by the 139 

previous tree. For this purpose, XGBoost uses L1 (Lasso regression) and L2 (Ridge regression) 140 

regularization to prevent overfitting. Furthermore, a common problem with “real-world” data is missing 141 

data, for which XGBoost has an intrinsic mechanism to cope (Chen und Guestrin 2016). 142 

The goal of this study was to develop an ML application to classify commercial Blanc de noir wines based 143 

on transmission spectra and CIE L*a*b* coordinates, thus classifying the color appearance of Blanc de 144 

noirs compared to rosé and white wines. For this purpose, the dimensional reduction of transmission 145 

spectra to CIE L*a*b* coordinates in combination with logistic regression and SVM was compared to the 146 

more complex combination of transmission spectra on SVM and XGBoost modeling. To make the 147 

classification model accessible to wine chemists and winemakers, a browser application was developed. 148 

This includes a dashboard that compares the spectrophotometric data of unknown wine samples to a given 149 

dataset of commercial wines. Spectrophotometric data of unknown wines can easily be obtained from any 150 

photometer or from low-cost photometric devices (Di Nonno und Ulber 2021, 2022; Hensel et al. 2022). 151 
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Materials and Methods 152 

Samples 153 

The sample set contained 176 commercial wines from Germany, France, Italy, Australia, Spain, Belgium, 154 

and Turkey. The vintages of the wines were 2020 to 2022. The data set consisted of 82 Blanc de noir 155 

wines, 56 white wines, and 38 rosé wines. The grape varieties in the “Blanc de noir” class were Pinot noir, 156 

Cabernet Sauvignon, Pinot Meunier, Dolcetto, Portugieser, Pinot Madeleine, and St. Laurent. White wines 157 

were from Riesling, Gewürztraminer, Sauvignon blanc, Pinot gris, Pinot blanc, and Chardonnay. Rosé 158 

wines were from Pinot noir, Cabernet Sauvignon, Cabernet Franc, Merlot, Sangiovese, Blauer Zweigelt, 159 

Lemberger, Grenache, Cabernet Cortis, Bobal, Muskattrollinger, Montepulciano, and Syrah. The samples 160 

were stored at 8 °C in the 0.75 L bottles as provided from the producers. One bottle per wine was used for 161 

the study. The bottle type, closure material, bottle age, experiment date, as well as wine compositional 162 

data is given in the supporting information.  163 

Basic wine analysis 164 

Ethanol, residual sugar, titratable total acidity, and pH were determined by Fourier transform infrared 165 

(FTIR) spectroscopy (Foss WineScan FT120 Basic, Hillerød, Denmark). An in-house calibration “white 166 

wine” was used for the white wines and Blanc de noir wines. For rosé wines, an in-house calibration “rosé 167 

wine” was used. Free and total SO2 were determined with iodometric titration by Ripper method using the 168 

Titrator T50 (Mettler Toledo, Gießen, Germany). 169 

Photometric measurement and CIE L*a*b* computation 170 

To obtain the color data, transmission spectra of the wines were recorded in triplicate between 360 and 171 

780 nm with a scan speed of 1000 nm/min and a data interval of 1 nm. These parameter settings provided 172 

the most reproducible results (Hensel et al. 2022). The Blanc de noir and white wines were measured in 173 

10 mm cuvettes (Brand, Germany), whereas the rosé wines were measured in a 1 mm flow cuvette 174 
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(Hellma, Germany). Distilled water was used as a blank measurement. In compliance with the OIV 175 

recommendation, the transmission spectra of the rosé wines were referred to a 10 mm path length (OIV 176 

2021). CIE L*a*b* coordinates were computed from averaged transmission spectra using the 10° standard 177 

observer and the D65 standard illuminant according to literature (DIN EN ISO/CIE 11664-1; DIN EN 178 

ISO/CIE 11664-2). 179 

Data pipeline 180 

Figure 1 depicts the different computation steps starting from the transmission spectra of all wines. The 181 

transmission spectra of all wines were transformed to CIE L*a*b* coordinates and preprocessed via the 182 

RobustScaler, where the median and the interquartile range is used to scale the data. Logistic regression 183 

was applied only to preprocessed CIE L*a*b* coordinates. SVM was applied to preprocessed CIE L*a*b* 184 

coordinates and the preprocessed transmission spectra. XGBoost was applied only to full transmission 185 

spectra without preprocessing. 186 

To find the optimal parameters for each model, a full factorial hyper parameter tuning (grid search) on 187 

70 % of the dataset (training data) with a 5-fold cross validation was used. Application of the optimized 188 

models on the test data facilitated the validation of the models. The accuracy of the five subsets was 189 

averaged and is only referred to as accuracy from this point onwards. Validation was repeated 100 times 190 

including shuffled splitting of training and test data in each repetition (different random seed for each 191 

repetition). This repeated validation allowed for a conservative estimation of the classification variance.  192 

Based on the test dataset, confusion matrices were calculated to compare actual and predicted 193 

classifications. The accuracy parameter considers only the true positive (TP) and true negative (TN) 194 

counts, thus accuracy may be inflated by a high number of TN predictions. Therefore, to validate the 195 

accuracy as a parameter the F1-score that considers also the false positive (FP) and false negative (FN) 196 

counts is calculated with the following equation. 197 
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𝐹1 =
𝑇𝑃

𝑇𝑃 +
1
2

(𝐹𝑃 + 𝐹𝑁)
 198 

With: 199 

TP: True positive count 200 

FP: False positive count 201 

FN: False negative count 202 

Logistic Regression 203 

Logistic regression was used as a reference model due to its simplicity. The logistic regression was trained 204 

and tested with the preprocessed CIE L*a*b* data. Hypertuning was performed with a regularization 205 

parameter (C) between -4 and 4, randomly distributed on a logarithmic scale and the L2 penalty function. 206 

To start with the logistic regression, the data is mapped between 0 and 1 with the logistic function. Logistic 207 

regression creates a model that calculates the probability of the dependent variable Y based on independent 208 

variables according to the following equation. 209 

𝑃(𝑌 = 1) =
1

1 + 𝑒(ఉబାఉభ௫)
 210 

with: 211 

P(Y = 1): The probability that the dependent variable Y is 1 212 

β0: Intercept of y-Axis 213 

β1: Coefficient for the corresponding dependent variable x 214 

Support Vector Machine 215 

To increase the flexibility of the algorithm, a soft margin SVM was used. The optimization problem is 216 

described as the maximization of the margin with the fewest number of misclassifications. The 217 

optimization problem can be solved with the kernel functions listed in Table 1. 218 
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The following hyperparameters were optimized: kernel (linear, polynomial, radial basis function (RBF), 219 

and sigmoidal), the penalty for misclassification C (between 1 and 50), and polynomial degree (2,3,4 for 220 

the polynomial kernel). The parameter controlling the individual impact of each data point for the 221 

construction of the hyperplane γ was set to different values depending on the data input. For CIE L*a*b* 222 

data, γ was set between 0.01 and 0.9 for the polynomial, RBF, and sigmoidal kernel. Due to the 223 

significantly increased number of features, γ was set more restrictive between 0.001 and 0.009 for full 224 

transmission spectra. 225 

Extreme Gradient Boosting 226 

XGBoost was applied only to the unprocessed transmission spectra. To minimize the possibility of 227 

overfitting due to the flexibility of the algorithm and the large number of variables, a range of conservative 228 

hyperparameters were used for model optimization. The optimization parameters were chosen as follows: 229 

maximum number of estimators (1, 10, 25), maximum depth of estimators (1, 2, 3), learning rate (0.01, 230 

0.05, 0.1), gain (0, 0.25, 1), L2 regularization (0, 1, 10), ratio between positive and negative classes (1, 3, 231 

5). The fraction of the training samples (subsample) was set to 90 %. The fraction of features 232 

(colsample_bytree) was set to 50 %. The binary logistic objective function was used. 233 

Software and Data Analysis 234 

The computation of the CIE L*a*b* coordinates from the transmission spectra was performed using the 235 

JASCO spectra manager v. 2.15.01 (JASCO, Japan). Data preprocessing, model construction, and model 236 

performance evaluation were then performed using Python 3 with the NumPy (Harris et al. 2020), pandas 237 

(The pandas development team 2024), scikit-learn (Pedregosa F et al. 2011), seaborn (Waskom 2021), 238 

matplotlib (Hunter 2007), and XGB (Chen und Guestrin 2016) libraries. Plotly and Dash libraries were 239 

used to program the browser application “Blanc de Noir Check” (Plotly Technologies Inc. 2015). 240 

  241 
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Results 242 

The accuracy of all optimized models (logistic regression on CIE L*a*b*, SVM on CIE L*a*b*, SVM on 243 

transmission spectra, and XGBoost on transmission spectra) of the training dataset is displayed as boxplots 244 

in Figure 2. During hyperparameter tuning, every possible parameter combination was used to calculate 245 

the accuracy of the prediction. Overall, the best classification was achieved with SVM (RBF kernel) on 246 

full transmission spectra with an accuracy of 0.93, closely followed by the SVM (RBF kernel) on CIE 247 

L*a*b* coordinates with an accuracy of 0.88 (with C = 21 and γ = 0.8). However, during validation of the 248 

SVM on transmission spectra with the test dataset the accuracy yielded 0.85 and was almost 10 % lower 249 

than the accuracy of the training dataset (0.93) indicating overfitting. Therefore, the hyperparameter 250 

setting with the smallest distance between the accuracy of training and test data was selected as the optimal 251 

parameter setting with an accuracy in the training dataset of 0.88 using SVM on transmission spectra (with 252 

C = 1 and γ = 0.005). The data points in Figure 2 show the accuracy of the optimal parameter settings, 253 

where the accuracy of the training and test data are as close together as possible. With the simplest model, 254 

logistic regression on CIE L*a*b* coordinates, a maximum accuracy of 0.77 (with C = 11.51 and L2 255 

regularization) could be achieved. However, the accuracy of the training data of logistic regression on CIE 256 

L*a*b* coordinates was 8 % higher than the accuracy of the test data also suggesting overfitting (Figure 257 

2). 258 

Using SVM on CIE L*a*b* and transmission spectra, the RBF kernel was the best possible kernel for 259 

both data types. When using transmission spectra instead of CIE L*a*b* coordinates to train the SVM, 260 

the accuracy of the linear and polynomial kernel was increased, while the accuracy of the sigmoidal kernel 261 

decreased. The hyperparameter-optimized XGBoost model showed an accuracy of 0.85, which is very 262 

close to the accuracy of 0.88 of the best model (SVM RBF on CIE L*a*b*) (with n_estimators = 25, 263 

max_depth = 3, learning rate = 0.05, gain = 0.25). 264 
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The results displayed in Figure 2 allow an in-depth comparison between the different kernel functions of 265 

SVM, logistic regression, and XGBoost of one training/test data split. 266 

To obtain a more conservative estimation of the variance of classification, the complete model 267 

optimization was repeated with 100 random splits of the training and test data. Figure 3 shows the highest 268 

accuracy of the optimized models after hyperparameter tuning for each training and test dataset. The 269 

difference in the accuracy values for the different training/test data splits was similar for all models. 270 

Relative standard deviations (RSD) of the training dataset were as follows: SVM on CIE L*a*b* (1.85 %); 271 

SVM on transmission spectra (1.75 %); XGBoost on transmission spectra (2.83 %); logistic regression on 272 

CIE L*a*b* (3.55 %). To make a generalized assumption, the 100 test datasets were also evaluated. The 273 

spectra-trained SVM showed an RSD of 3.11 % in the test datasets followed by CIE L*a*b* trained SVM 274 

with 3.55 %. This repetitive approach of model optimization revealed that XGBoost had a higher 275 

classification variation than the SVM models. The test datasets showed an RSD of 5.1 %, being closer to 276 

the logistic regression of 6.5 %. 277 

To retain further insights into the model performances, confusion matrices were built using the test dataset 278 

for the optimized models. Overfitting of the logistic regression could be substantiated by the confusion 279 

matrix displayed in Figure 4. The F1-score of the logistic regression in the test dataset was 0.72; a higher 280 

value of 0.77 was obtained for the training dataset indicating overfitting. The poor performance could be 281 

explained by the simplicity of the algorithm. SVM is slightly more complex than logistic regression. 282 

The confusion matrix of the SVM on transmission spectra yielded an F1-score of 0.94 in the test dataset 283 

and 0.91 in the training dataset. Very similar F1-scores were obtained from SVM on CIE L*a*b* 284 

coordinates with 0.93 for the test dataset and 0.92 for the training dataset. The optimized XGBoost model 285 

resulted in an F1-score of 0.92 in the test dataset and 0.93 in the training dataset. 286 
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Figure 5 depicts the decision boundaries for the three possible projection planes of the CIE L*a*b* color 287 

space of the optimized SVM model shown in Figure 2. In the L*a* color plane (Figure 5A) the decision 288 

boundary and the margin separated the Blanc de noir wines from the rosé and the white wines. This is not 289 

the case in the L*b* color plane (Figure 5B), where Blanc de noir wines could not be separated from the 290 

rosé and white wines. The a*b* color plane, like the L*a* color plane, showed a distinct decision boundary 291 

and margin (Figure 5C).  292 

 293 

 294 

  295 
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Discussion 296 

When transmission spectra were used as input data for SVM, the risk of overfitting was relatively high 297 

compared to SVM on CIE L*a*b* coordinates, due to the high number of features and the relatively low 298 

sample size (Figure 2). The risk of overfitting can be caused by co-linearity between the features in the 299 

transmission spectra. A transformation of the high-dimensional transmission spectra (420 dimensions) to 300 

low-dimensional CIE L*a*b* coordinates (3 dimensions) mitigates the co-linearity and decreases the risk 301 

of overfitting. Another publication using a high number of features with a relatively small sample size 302 

also observed overfitting due to co-linearity. Therefore, reducing the features with this dataset seems to 303 

be the optimal approach (Xiong et al. 2019). 304 

Despite being not as affected by co-linearity in comparison to SVM and logistic regression, XGBoost was 305 

not the optimal algorithm here, given its flexibility. In another study, the performance of XGBoost 306 

plummets when the dataset is too small (Zou et al. 2022). Although the accuracy of XGBoost was 307 

relatively high in this dataset, the limited sample size could lead to an unstable model that produces 308 

unstable results when new data is presented. This could also explain the relatively high RSD in the test 309 

dataset. The RSDs of the test datasets were generally higher than the RSDs of the training data, likely 310 

because the training datasets are known to the algorithm and the test datasets are unknown to the algorithm 311 

(Figure 3). 312 

Dimensionality reduction of full transmission Vis-spectra to CIE L*a*b* coordinates reduced the risk of 313 

overfitting. CIE L*a*b* coordinates are also more intuitive for potential users, as it is easier to visualize 314 

the decision boundary of the SVM for the three dimensions of the CIE L*a*b* color space, compared to 315 

the 420 dimensions of the transmission data. Therefore, SVM with the RBF kernel on CIE L*a*b* was 316 

considered the optimal mode for further development. 317 
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The confusion matrices, depicted in Figure 4, confirm that the SVM was best suited for the differentiation 318 

Blanc de noir from rosé and white wine. In contrast, logistic regression is not very well suited to 319 

differentiate between the wine styles. Despite the difficulty of comparing the performance of different 320 

algorithms from different studies, the performance of the SVM used in this study is comparable to the 321 

performance of the SVM using the Fisher Iris-dataset and can therefore be considered highly efficient (Iris 322 

- UCI Machine Learning Repository 2024; Fisher RA 1936). A direct comparison with other literature on 323 

wine ML research is not possible. However, an indirect comparison with Bhardwaj et al. 2022 as well as 324 

Kumar et al. 2020 shows that the F1 scores and accuracies of the SVM on CIE L*a*b* is higher, although 325 

the goal of these publications is much more difficult to achieve. The only conclusion to be drawn from 326 

this observation is that SVM on CIE L*a*b* is more suitable for the objective of this study than the 327 

objectives of the referrenced literature (Bhardwaj et al. 2022; Kumar et al. 2020). 328 

The reason for the low resolution in the L*b* color plane in Figure 5B is explained by the absence of red-329 

colored anthocyanins in white wine. Rosé wines and Blanc de noir wines, however, are produced from 330 

red grapes and therefore contain a certain amount of anthocyanins. Consequently, the a* value is of higher 331 

importance than the b* value. The high number of support vectors between Blanc de noir wines and white 332 

wines in Figure 5A and Figure 5C indicate a more difficult differentiation between these two classes. This 333 

aligns with findings from acceptance threshold studies performed by Kok and Ellis, where the 334 

differentiation of Blanc de noir and white wines was difficult for the human eye (Ellis und Kok 2017). 335 

  336 
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Conclusion 337 

This study assessed the applicability of logistic regression, SVM, and XGBoost to classify different wines 338 

based on spectrophotometric data. SVM outperformed logistic regression and XGBoost, either because 339 

the model was too simple (logistic regression) or too flexible (XGBoost). In both cases, the models 340 

produced unstable results. The RBF kernel showed the best performance for the classification of Blanc de 341 

noir wines with SVM on CIE L*a*b* coordinates and with SVM on transmission spectra. The dimensional 342 

reduction from transmission spectra to CIE L*a*b* coordinates using SVM showed no significant 343 

difference to the SVM trained with transmission spectra. The comprehensibility and usability increased 344 

significantly as only three parameters are needed for the classification. Therefore, SVM on CIE L*a*b* 345 

was the best-suited model for the classification. The use of transmission spectra as training input for SVM 346 

also led to a higher risk of overfitting due to co-linearity between the transmission values of different 347 

wavelengths. This could also be mitigated by dimensional reduction to CIE L*a*b* coordinates. 348 

Additionally, visualization of the decision boundaries in the three color planes showed that the a* 349 

coordinate is essential for the classification of Blanc de noir wines. To make this machine learning 350 

algorithm available to lab technicians and winemakers we developed an interactive, user friendly graphic 351 

user interface (GUI) in form of a dashboard. For this purpose, the Plotly’s Dash library was used in Python. 352 

The user only needs to input the CIE L*a*b* coordinates of their wine to the application, and the wine is 353 

classified according to the parameter-optimized SVM model. The browser application can be reached 354 

online using the following link: https://blancdenoircheck-217f19ee6419.herokuapp.com. 355 
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Table 1: Kernels used and the regularization parameters (Cristianini und Ricci 2008; Bennett und Campbell 2000). 472 

Kernel Name Kernel Function Regularization parameter 

Linear 𝐾(𝑥, 𝑦)  =  〈𝑥, 𝑦〉 C 

Polynomial 𝐾(𝑥, 𝑦)  = (𝛾〈𝑥, 𝑦〉 + 𝑟)ௗ C, γ, d 

RBF 
𝐾(𝑥, 𝑦) = 𝑒ିቀఊห|௫೔ି௬೔|ห

మ
ቁ C, γ 

Sigmoidal 𝐾(𝑥, 𝑦) = tanh(𝛾〈𝑥, 𝑦〉) + 𝑟 C, γ 

 473 
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Figures 475 

 476 

Figure 1: Data pipeline starting from the transmission spectra as raw data and following through the different computation steps. Colors 477 

indicate different models. Logistic regression on CIE L*a*b* (red), SVM on CIE L*a*b* (blue), SVM on transmission spectra (yellow), and 478 

XGBoost on transmission spectra (green) 479 
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 481 

Figure 2: Accuracy of the parameter-optimized models after hyperparameter tuning displayed as boxplots comparing logistic regression, 482 

SVM, and XGBoost, as well as the data input CIE L*a*b* and transmission spectra. The boxplots contain quantile 1, the median line, and 483 

quantile 3. The whiskers display the 1.5-fold inter-quantile range the rhombi are outliers. The data points indicate the most accuracy of the 484 

most suited hyperparameter setting. The SVM algorithm is conducted with the (A) linear kernel, (B) RBF kernel, (C) polynomial kernel, and 485 

(D) sigmoidal kernel. 486 
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 488 

Figure 3: Highest accuracy of the optimized models after hyperparameter tuning for each training and test dataset with 100 randomized 489 

training datasets and the corresponding test datasets. The boxplots show quantile 1, median line, quantile 3. The whiskers depict the 1.5-fold 490 

inter-quantile range. 491 
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 493 

 494 

Figure 4: Confusion matrices for the test dataset (n = 53) of the used algorithms logistic regression on CIE L*a*b*, SVM on transmission 495 

spectra, SVM on CIE L*a*b*, and XGBoost on transmission spectra, as well as the F1-scores for test and training dataset (n = 128). 496 

 497 

  498 
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 499 

Figure 5: Visualization of the separating hyperplane in the L*a*-projection (A), L*b*-projection (B), and a*b*- projection (C). The dashed 500 

lines indicate the margin in which misclassifications can occur. The solid line indicates the decision line between the Blanc de noir, white, 501 

and rosé wines. 502 
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Sample 
ID 

Wine type Origin Vintage Grape variety Bottle 
volume 

Bottle 
type 

Closure Type Alcohol Residual 
sugar 

pH Total 
acidity 

Free SO2 Total SO2 Experiment 
date 

Bottle age at 
experiment 

WW1 white wine Spain 2019 Chardonnay 0.75 L Burgundy Natural cork 11.1 7.6 3.1 6.5 37.5 82.8 04/29/2021 2 

WW2 white wine USA 2018 Chardonnay 0.75 L Bordeaux Natural cork 12.6 5.2 3.4 5.2 42.4 77.1 04/29/2021 3 

WW3 white wine Germany 2018 Chardonnay 0.75 L Bordeaux BVS 13.5 1.1 3.2 6.2 44.2 86.0 04/29/2021 3 

WW4 white wine Italy 2019 Chardonnay 0.75 L Burgundy BVS 12.7 5.2 3.2 6.1 25.7 71.4 04/29/2021 2 

WW5 white wine Australia 2019 Chardonnay 0.75 L Bordeaux Synthetic cork 13.2 5.4 3.3 6.3 32.8 94.2 04/29/2021 2 

WW6 white wine Spain 2019 Chardonnay 0.75 L Burgundy BVS 11.7 1.7 3.4 5.1 43.9 78.5 04/29/2021 2 

WW7 white wine Germany 2016 Chardonnay 0.75 L Bordeaux BVS 11.5 1.8 3.4 5.5 18.5 82.5 04/29/2021 5 

WW8 white wine Germany 2015 Riesling  0.75 L Alsace BVS 11.7 3.7 3.2 6.5 9.7 81.4 05/28/2021 6 

WW9 white wine France 2017 Riesling  0.75 L Bordeaux BVS 12.8 1.2 3.1 6.9 16.5 60.1 05/28/2021 4 

WW10 white wine USA 2013 Riesling  0.75 L Burgundy BVS 11.2 6.1 3.3 6.8 8.9 63.8 05/28/2021 8 

WW11 white wine Germany 2018 Riesling  0.75 L Alsace BVS 11.0 3.7 3.1 7.3 18.9 92.2 05/28/2021 3 

WW12 white wine Germany 2019 Riesling  0.75 L Alsace Natural cork 11.8 5.3 3.1 7.2 20.7 86.9 05/28/2021 2 

WW13 white wine Germany 2020 Riesling  0.75 L Alsace Natural cork 12.7 8.8 3.2 7.0 30.6 70.1 05/28/2021 1 

WW14 white wine Germany 2020 Riesling  0.75 L Alsace Natural cork 12.0 8.8 3.3 7.2 35.1 86.4 05/28/2021 1 

WW15 white wine Germany 2019 Riesling  0.75 L Burgundy Agglomerated 
cork 

11.8 63.7 3.1 7.2 29.6 118.1 05/28/2021 2 

WW16 white wine Germany 2018 Riesling  0.75 L Bordeaux BVS 11.8 56.1 3.3 7.4 43.4 116.9 05/28/2021 3 

WW17 white wine Germany 2019 Riesling  0.75 L Bordeaux BVS 11.5 73.3 3.2 7.1 32.3 105.0 05/28/2021 2 

WW18 white wine Germany 2018 Riesling  0.75 L Bordeaux BVS 12.8 64.0 3.2 8.0 42.6 119.6 05/28/2021 3 

WW19 white wine Germany 2019 Riesling  0.75 L Alsace Natural cork 11.5 47.6 3.2 7.6 37.9 107.7 05/28/2021 2 

WW20 white wine Germany 2019 Riesling  0.75 L Alsace Natural cork 12.1 72.0 3.4 7.8 36.8 137.4 05/28/2021 2 

WW21 white wine Germany 2018 Riesling  0.75 L Alsace Natural cork 12.4 47.6 3.2 7.7 38.7 101.9 05/28/2021 3 

WW22 white wine Italy 2019 Pinot gris 0.75 L Bordeaux BVS 12.4 2.6 3.4 6.4 28.0 74.2 05/28/2021 2 

WW23 white wine Italy 2020 Pinot gris 0.75 L Alsace BVS 13.8 8.5 3.2 5.9 43.7 75.5 05/28/2021 1 

WW24 white wine France 2017 Pinot gris 0.75 L Bordeaux BVS 12.1 4.4 3.4 6.2 21.1 71.5 05/28/2021 4 

WW25 white wine New 
Zealand 

2018 Pinot gris 0.75 L Burgundy BVS 11.8 4.7 3.5 5.9 37.3 79.6 05/28/2021 3 

WW26 white wine Germany 2019 Pinot gris 0.75 L Bordeaux BVS 11.8 2.7 3.4 6.6 33.8 68.8 05/28/2021 2 

WW27 white wine Germany 2019 Pinot gris 0.75 L Alsace Agglomerated 
cork 

13.6 8.5 3.3 6.5 33.7 74.6 05/28/2021 2 

WW28 white wine Germany 2019 Pinot gris 0.75 L Alsace BVS 13.9 1.5 3.2 5.8 33.5 71.0 05/28/2021 2 

WW29 white wine France  2019 Sauvignon 
Blanc 

0.75 L Bordeaux BVS 13.0 2.3 3.4 5.9 37.6 60.4 05/31/2021 2 

WW30 white wine Germany 2019 Sauvignon 
Blanc 

0.75 L Burgundy BVS 11.4 7.6 3.5 6.7 38.1 72.6 05/31/2021 2 

WW31 white wine Italy 2019 Sauvignon 
Blanc 

0.75 L Burgundy BVS 13.6 2.1 3.4 5.9 42.4 83.2 05/31/2021 2 

WW32 white wine USA 2019 Sauvignon 
Blanc 

0.75 L Bordeaux Natural cork 12.2 3.1 3.5 6.4 44.0 78.4 05/31/2021 2 
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WW33 white wine New 
Zealand 

2020 Sauvignon 
Blanc 

0.75 L Burgundy BVS 11.7 2.9 3.4 6.0 36.0 80.8 05/31/2021 1 

WW34 white wine France 2018 Sauvignon 
Blanc 

0.75 L Bordeaux Glass cork 13.0 6.9 3.1 6.9 44.9 83.8 05/31/2021 3 

WW35 white wine Germany 2018 Sauvignon 
Blanc 

0.75 L Burgundy BVS 13.0 2.6 3.1 6.2 37.5 95.4 05/31/2021 3 

WW36 white wine Germany 2019 Pinot Blanc 0.75 L Alsace BVS 11.3 7.1 3.3 6.9 24.5 72.1 05/31/2021 2 

WW37 white wine Germany 2020 Pinot Blanc 0.75 L Bordeaux BVS 12.6 2.0 3.3 6.9 21.8 62.5 05/31/2021 1 

WW38 white wine Germany 2018 Pinot Blanc 0.75 L Burgundy BVS 13.4 4.1 3.2 6.4 38.3 77.7 05/31/2021 3 

WW39 white wine Germany 2017 Pinot Blanc 0.75 L Burgundy BVS 13.8 7.8 3.3 5.2 9.5 55.1 05/31/2021 4 

WW40 white wine Germany 2020 Pinot Blanc 0.75 L Bordeaux Natural cork 13.3 6.4 3.4 6.2 43.6 84.4 05/31/2021 1 

WW41 white wine Italy 2019 Pinot Blanc 0.75 L Bordeaux BVS 11.6 1.6 3.4 6.7 28.6 94.8 05/31/2021 2 

WW42 white wine France 2017 Pinot Blanc 0.75 L Alsace Natural cork 11.3 2.2 3.2 6.5 15.2 84.5 05/31/2021 4 

WW43 white wine Germany 2016 Gewürztraminer  0.75 L Alsace Agglomerated 
cork 

11.9 76.4 3.1 5.5 25.8 125.5 05/31/2021 5 

WW44 white wine Germany 2018 Gewürztraminer  0.75 L Burgundy BVS 12.5 54.1 3.2 5.5 35.1 106.8 05/31/2021 3 

WW45 white wine France 2019 Gewürztraminer  0.75 L Alsace BVS 13.0 77.8 3.4 5.5 29.6 136.3 05/31/2021 2 

WW46 white wine Germany 2019 Gewürztraminer  0.75 L Bordeaux BVS 13.1 64.1 3.1 6.0 36.7 128.8 05/31/2021 2 

WW47 white wine France 2019 Gewürztraminer  0.75 L Bordeaux BVS 13.4 77.9 3.5 5.2 32.8 109.8 05/31/2021 2 

WW48 white wine Spain 2019 Gewürztraminer  0.75 L Burgundy BVS 12.3 77.2 3.4 6.1 28.8 111.3 05/31/2021 2 

WW49 white wine Germany 2019 Gewürztraminer  0.75 L Alsace BVS 11.6 53.5 3.5 6.1 27.5 126.7 05/31/2021 2 

WW50 white wine Italy 2019 Gewürztraminer  0.75 L Alsace BVS 13.7 3.7 3.3 5.6 25.6 72.7 05/31/2021 2 

WW51 white wine Italy 2019 Gewürztraminer  0.75 L Burgundy BVS 12.6 4.3 3.2 6.7 44.4 62.5 05/31/2021 2 

WW52 white wine Spain 2018 Gewürztraminer  0.75 L Bordeaux Natural cork 11.5 1.4 3.4 6.5 27.5 96.2 05/31/2021 3 

WW53 white wine Germany 2019 Gewürztraminer  0.75 L Alsace BVS 11.6 4.7 3.1 5.9 23.1 93.0 05/31/2021 2 

WW54 white wine France 2018 Gewürztraminer  0.75 L Bordeaux BVS 11.0 2.5 3.2 5.8 33.5 87.5 05/31/2021 3 

WW55 white wine Germany 2019 Gewürztraminer  0.75 L Burgundy BVS 11.3 6.6 3.1 5.4 38.9 71.0 05/31/2021 2 

WW56 white wine Germany 2020 Gewürztraminer  0.75 L Alsace BVS 13.1 7.2 3.1 6.3 29.7 77.1 05/31/2021 1 

RW1 Rose Germany 2022 Pinot Noir 0.75 L Alsace BVS 12.4 4.1 3.3 6.6 29.4 95.7 05/10/2023 1 

RW2 Rose Germany 2018 Muskattrollinger 0.75 L Burgundy BVS 12.2 5.3 3.1 6.0 16.5 58.3 05/10/2023 5 

RW3 Rose France 2020 Cabernet Franc 0.75 L Bordeaux BVS 12.0 7.3 3.5 5.2 22.1 61.2 05/10/2023 3 

RW4 Rose Germany 2018 Dornfelder 0.75 L Bordeaux Natural cork 13.3 6.9 3.2 5.9 21.7 66.9 05/10/2023 5 

RW5 Rose France 2019 Cabernet Franc 0.75 L Alsace Natural cork 13.1 1.7 3.2 5.1 29.9 75.2 05/10/2023 4 

RW6 Rose Germany 2019 Dornfelder 0.75 L Burgundy Natural cork 12.9 7.3 3.5 5.1 18.9 79.6 05/10/2023 4 

RW7 Rose Germany 2022 Tempranillo 0.75 L Burgundy Agglomerated 
cork 

12.9 6.0 3.5 6.3 31.1 91.6 05/10/2023 1 

RW8 Rose Germany 2021 Pinot Noir 0.75 L Alsace Synthetic cork 13.3 1.7 3.4 6.3 24.9 86.9 05/26/2023 2 

RW9 Rose Germany 2020 Pinot Noir 0.75 L Alsace Synthetic cork 12.0 5.7 3.2 6.5 36.2 93.3 05/26/2023 3 
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RW10 Rose Germany 2022 Pinot Noir 0.75 L Burgundy Agglomerated 
cork 

13.1 6.0 3.2 5.8 41.4 79.9 05/26/2023 1 

RW11 Rose Germany 2021 Blauer Zweigelt 0.75 L Bordeaux Natural cork 12.7 3.1 3.1 6.4 41.1 92.6 05/26/2023 2 

RW12 Rose Germany 2022 Cabernet 
Sauvignon 

0.75 L Bordeaux BVS 11.8 6.0 3.3 5.7 24.5 95.0 05/26/2023 1 

RW13 Rose Germany 2022 Lemberger 0.75 L Bordeaux Agglomerated 
cork 

12.5 6.9 3.1 6.5 20.3 97.7 05/26/2023 1 

RW14 Rose Spain 2020 Syrah 0.75 L Burgundy Natural cork 13.8 3.3 3.5 5.4 39.6 85.6 05/26/2023 3 

RW15 Rose France 2021 Cabernet Franc 0.75 L Bordeaux Synthetic cork 11.2 1.0 3.2 5.2 24.6 87.0 05/26/2023 2 

RW16 Rose France 2022 Merlot 0.75 L Burgundy Agglomerated 
cork 

11.4 7.0 3.1 5.7 27.8 97.1 05/26/2023 1 

RW17 Rose Turkey 2021 Sangiovese 0.75 L Burgundy BVS 13.9 5.0 3.5 5.0 39.9 64.9 05/26/2023 2 

RW18 Rose Belgium 2022 Cabernet Cortis 0.75 L Burgundy BVS 12.5 3.5 3.3 5.7 40.2 96.2 05/30/2023 1 

RW19 Rose Germany 2022 Pinot Noir 0.75 L Burgundy BVS 12.0 4.0 3.4 6.1 32.9 86.4 05/30/2023 1 

RW20 Rose Germany 2021 Pinot Noir 0.75 L Bordeaux Agglomerated 
cork 

12.9 5.8 3.3 6.2 43.6 88.5 05/30/2023 2 

RW21 Rose Germany 2020 Cabernet Cortis 0.75 L Alsace BVS 13.1 6.5 3.1 5.2 33.4 63.1 05/30/2023 3 

RW22 Rose Germany 2021 Lemberger 0.75 L Alsace Natural cork 13.6 6.6 3.5 6.7 45.0 69.5 05/30/2023 2 

RW23 Rose Spain 2020 Bobal 0.75 L Burgundy Agglomerated 
cork 

13.3 6.0 3.1 5.3 31.1 78.7 05/30/2023 3 

RW24 Rose Spain 2021 Grenache 0.75 L Bordeaux Natural cork 13.3 7.6 3.2 5.6 34.3 93.8 05/30/2023 2 

RW25 Rose France 2022 Cabernet Franc 0.75 L Bordeaux Agglomerated 
cork 

13.1 6.4 3.3 6.4 25.4 71.7 05/30/2023 1 

RW26 Rose France 2022 Cabernet 
Sauvignon 

0.75 L Bordeaux Agglomerated 
cork 

13.4 2.0 3.3 5.6 21.9 61.8 05/30/2023 1 

RW27 Rose Germany 2022 Muskatrollinger 0.75 L Bordeaux BVS 12.3 1.1 3.4 6.4 26.8 86.9 05/30/2023 1 

RW28 Rose Chile 2021 Pinot Noir 0.75 L Burgundy Natural cork 12.9 7.9 3.3 5.2 37.0 72.5 08/16/2023 2 

RW29 Rose Spain 2021 Grenache 0.75 L Burgundy Synthetic cork 12.9 1.9 3.3 5.7 22.5 70.4 08/16/2023 2 

RW30 Rose France 2021 Grenache 0.75 L Bordeaux Natural cork 12.4 4.8 3.4 6.0 39.4 62.6 08/16/2023 2 

RW31 Rose Italy 2021 Montepulciano 0.75 L Bordeaux BVS 12.6 5.5 3.4 6.1 27.8 77.0 08/16/2023 2 

RW32 Rose Italy 2021 Montepulciano 0.75 L Burgundy BVS 11.9 5.7 3.3 5.7 33.7 60.3 08/18/2023 2 

RW33 Rose Germany 2020 Pinot Noir 0.75 L Bordeaux Agglomerated 
cork 

11.6 3.6 3.2 6.6 28.0 89.7 08/18/2023 3 

RW34 Rose France 2021 Pinot Noir 0.75 L Bordeaux Natural cork 13.7 4.8 3.1 6.5 36.0 92.6 08/18/2023 2 

RW35 Rose France 2021 Cabernet Franc 0.75 L Burgundy Synthetic cork 11.9 1.3 3.3 5.9 29.7 76.2 08/18/2023 2 

RW36 Rose Italy 2021 Pinot Noir 0.75 L Burgundy BVS 11.5 2.1 3.2 6.3 21.6 72.1 08/18/2023 2 

RW37 Rose France 2021 Grenache 0.75 L Bordeaux Agglomerated 
cork 

11.3 1.6 3.5 6.3 36.3 67.8 08/18/2023 2 

Bdn1 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy Agglomerated 
cork 

12.5 8.6 3.1 5.8 20.5 92.8 04/08/2022 1 

Bdn2 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.5 7.9 3.2 5.1 29.2 67.1 04/08/2022 1 

Bdn3 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.0 7.7 3.4 6.3 22.9 87.3 04/08/2022 1 
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Bdn4 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.5 7.5 3.2 5.9 22.2 88.2 04/08/2022 1 

Bdn5 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.5 7.3 3.3 6.1 42.8 72.8 04/08/2022 1 

Bdn6 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.5 6.8 3.2 6.7 29.2 75.1 04/08/2022 1 

Bdn7 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.5 6.4 3.3 6.4 32.9 62.6 04/08/2022 1 

Bdn8 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 11.5 5.6 3.3 7.1 44.7 71.8 04/08/2022 1 

Bdn9 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 12.0 4.9 3.4 6.6 29.9 91.9 04/08/2022 1 

RW38 Rose Germany 2021 Pinot Noir 0.75 L Alsace Agglomerated 
cork 

11.5 0.0 3.3 7.5 22.6 80.6 04/08/2022 1 

Bdn11 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 10.0 44.0 3.3 7.4 40.7 130.1 04/08/2022 1 

Bdn12 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.0 8.1 3.5 6.9 22.4 63.1 04/08/2022 1 

Bdn13 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.0 7.9 3.3 6.4 26.6 93.4 04/08/2022 1 

Bdn14 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.0 6.3 3.4 6.1 38.7 87.5 04/08/2022 1 

Bdn15 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 12.5 6.0 3.3 6.1 25.5 78.5 04/08/2022 1 

Bdn16 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 11.0 6.0 3.2 6.3 29.8 96.3 04/08/2022 1 

Bdn17 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 13.0 6.0 3.4 7.3 34.6 66.0 04/08/2022 1 

Bdn18 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.5 5.9 3.4 7.4 40.4 67.9 04/08/2022 1 

Bdn19 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 13.0 5.8 3.3 5.3 23.9 66.0 04/08/2022 1 

Bdn20 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 11.5 5.3 3.3 7.5 43.5 60.1 04/08/2022 1 

Bdn21 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux Natural cork 12.0 1.8 3.5 6.6 25.3 70.1 04/08/2022 1 

Bdn22 Blanc de 
Noir 

Germany 2020 Pinot Noir 0.75 L Bordeaux BVS 12.0 8.3 3.5 6.5 39.4 71.9 04/08/2022 2 

Bdn23 Blanc de 
Noir 

Germany 2020 Pinot Noir 0.75 L Burgundy BVS 12.5 0.6 3.4 5.3 21.1 65.0 05/03/2022 2 

Bdn24 Blanc de 
Noir 

Germany 2019 Pinot Noir 0.75 L Alsace BVS 12.5 2.3 3.3 5.9 25.1 78.1 05/03/2022 3 

Bdn25 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Alsace BVS 12.0 7.5 3.2 7.4 42.6 98.9 05/03/2022 1 

Bdn26 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Bordeaux BVS 12.5 6.6 3.3 7.1 33.4 93.0 05/03/2022 1 

Bdn27 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Burgundy BVS 12.0 5.6 3.1 5.8 31.0 80.8 05/03/2022 1 

Bdn28 Blanc de 
Noir 

Germany 2020 Pinot Meunier 0.75 L Bordeaux BVS 12.0 6.1 3.2 7.1 32.7 94.6 05/03/2022 2 

Bdn29 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.2 4.8 3.3 5.2 34.7 87.7 05/03/2022 1 

Bdn30 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 12.4 6.7 3.3 5.2 34.3 69.1 05/03/2022 1 
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Bdn31 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 12.0 5.3 3.2 6.5 38.4 89.4 05/03/2022 1 

Bdn32 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux Agglomerated 
cork 

13.8 4.3 3.1 6.1 34.3 70.9 05/03/2022 1 

Bdn33 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 11.5 4.5 3.4 5.2 32.1 69.4 05/03/2022 1 

Bdn34 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 11.2 5.3 3.4 5.2 28.2 70.4 05/03/2022 1 

Bdn35 Blanc de 
Noir 

Germany 2021 Portugieser 0.75 L Burgundy BVS 12.2 2.2 3.5 6.4 38.8 94.2 05/03/2022 1 

Bdn36 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 13.4 1.4 3.2 5.3 33.3 77.5 05/03/2022 1 

Bdn37 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.5 3.6 3.2 6.9 36.9 68.8 05/03/2022 1 

Bdn38 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.6 5.9 3.2 6.8 31.7 99.3 05/03/2022 1 

Bdn39 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 11.3 6.9 3.4 6.5 23.3 62.1 05/03/2022 1 

Bdn40 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.7 3.8 3.3 6.8 40.1 85.8 05/03/2022 1 

Bdn41 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy Synthetic cork 12.6 4.8 3.2 6.8 35.3 73.7 05/03/2022 1 

Bdn42 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.1 7.3 3.3 5.1 43.6 95.1 05/03/2022 1 

Bdn43 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.3 1.8 3.3 5.3 23.4 88.7 05/03/2022 1 

Bdn44 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 13.3 8.0 3.2 6.5 42.7 73.5 05/03/2022 1 

Bdn45 Blanc de 
Noir 

Germany 2021 Dolcetto 0.75 L Bordeaux Natural cork 12.8 3.3 3.1 6.9 29.6 97.4 05/03/2022 1 

Bdn46 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 12.6 5.3 3.3 5.6 23.2 91.4 05/03/2022 1 

Bdn47 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux Agglomerated 
cork 

12.8 4.9 3.1 6.8 39.4 70.8 05/03/2022 1 

Bdn48 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy Natural cork 13.5 6.4 3.3 5.2 36.3 88.2 05/03/2022 1 

Bdn49 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 11.3 3.8 3.2 6.5 42.5 65.3 05/03/2022 1 

Bdn50 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.4 5.0 3.2 6.1 25.0 72.4 05/03/2022 1 

Bdn51 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 11.4 6.4 3.1 5.3 35.1 83.5 05/03/2022 1 

Bdn52 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.6 3.1 3.2 6.5 41.0 67.1 05/03/2022 1 

Bdn53 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Bordeaux Synthetic cork 13.4 3.1 3.1 6.5 41.8 63.3 05/03/2022 1 

Bdn54 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Bordeaux  13.0 1.3 3.3 5.8 42.0 95.1 05/03/2022 1 

Bdn55 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Bordeaux BVS 13.2 6.1 3.3 5.0 38.1 81.2 05/03/2022 1 

Bdn56 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Burgundy Natural cork 12.0 5.7 3.5 5.6 43.3 93.3 05/03/2022 1 

Bdn57 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Alsace Synthetic cork 11.4 7.4 3.5 6.5 34.8 90.9 05/03/2022 1 
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Bdn58 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Burgundy BVS 11.3 6.7 3.3 5.2 34.6 94.8 05/03/2022 1 

Bdn59 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Bordeaux BVS 12.0 1.9 3.3 6.0 23.7 74.8 11/10/2022 1 

Bdn60 Blanc de 
Noir 

Germany 2021 Pinot Meunier 0.75 L Burgundy BVS 12.5 2.8 3.3 5.8 27.6 84.6 11/10/2022 1 

Bdn61 Blanc de 
Noir 

Germany 2021 Cabernet 
Sauvignon 

0.75 L Bordeaux BVS 11.0 7.0 3.3 6.3 42.8 64.1 11/10/2022 1 

Bdn62 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux Synthetic cork 11.2 1.2 3.5 6.3 39.8 82.1 11/10/2022 1 

Bdn63 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 13.5 5.0 3.5 6.2 43.4 64.4 11/10/2022 1 

Bdn64 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.5 4.3 3.1 5.1 21.3 60.5 11/10/2022 1 

Bdn65 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.7 1.2 3.1 6.2 39.7 97.1 11/10/2022 1 

Bdn66 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy Agglomerated 
cork 

12.4 4.1 3.1 5.6 30.5 84.1 11/10/2022 1 

Bdn67 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 13.6 2.3 3.2 5.5 24.4 75.0 11/10/2022 1 

Bdn68 Blanc de 
Noir 

Germany 2021 St. Laurent 0.75 L Alsace BVS 11.0 7.4 3.2 5.5 30.7 70.3 11/10/2022 1 

Bdn69 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Alsace BVS 11.0 4.0 3.2 6.2 34.3 75.3 11/10/2022 1 

Bdn70 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy Synthetic cork 12.3 2.9 3.1 6.5 26.5 71.1 11/10/2022 1 

Bdn71 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.5 3.7 3.4 5.3 36.3 60.7 11/10/2022 1 

Bdn72 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 11.8 3.5 3.3 5.0 21.5 95.9 11/10/2022 1 

Bdn73 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.2 4.1 3.4 5.9 40.3 70.2 11/10/2022 1 

Bdn74 Blanc de 
Noir 

Germany 2021 Pinot Madeleine 0.75 L Burgundy BVS 13.9 3.2 3.2 6.6 20.6 80.4 11/10/2022 1 

Bdn75 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 11.2 4.9 3.3 6.4 36.3 61.5 11/10/2022 1 

Bdn76 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 13.0 1.9 3.5 6.3 42.4 90.5 11/10/2022 1 

Bdn77 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux Natural cork 12.9 7.0 3.1 7.0 29.1 61.5 11/10/2022 1 

Bdn78 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy Synthetic cork 11.1 3.0 3.3 5.2 36.1 72.6 11/10/2022 1 

Bdn79 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 11.9 3.6 3.5 6.7 42.8 70.1 11/10/2022 1 

Bdn80 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Burgundy BVS 12.5 4.0 3.3 6.9 28.4 70.5 11/10/2022 1 

Bdn81 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.4 4.8 3.4 6.9 21.2 94.4 11/10/2022 1 

Bdn82 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 13.5 2.8 3.1 5.8 22.3 78.9 11/10/2022 1 

Bdn83 Blanc de 
Noir 

Germany 2021 Pinot Noir 0.75 L Bordeaux BVS 12.9 5.9 3.2 5.5 34.4 96.0 11/10/2022 1 

 

5.4
Evaluation

ofdifferentm
achine

learning
algorithm

sto
build

an
application

classifying
Blanc

de
noir

wine
with

spectrophotom
etric

data

151



6 Additional relevant unpublished results

6 Additional relevant unpublished results

6.1 Blanc de Noir Check Web Application

In section 5.4 a web application was introduced to actually make the results from this study useful to
a broader audience. This section focuses on the built and the functions of the app. By accessing the
aforementioned website, the application starts by loading the dependencies of the app from the internet.
An open source CSS stylesheet (Parmer 2024) controls the shape and appearance of the buttons and
the needed Python packages are loaded from a virtual environment, running on an external server.
The training dataset and a plotting reference dataset is stored in a GitHub repository (Hensel 2024).
While the training dataset only contains the target id (0: Not Blanc de Noir, 1: Blanc de Noir), the
plotting reference dataset subdivides the target to rosé, white wine, and Blanc de Noir. This is necessary
as the reference data points of rosé wines and white wines are depicted in the two-dimensional and
three-dimensional projections. The app proceeds to plot boxplots from the training dataset to show
the general distribution of the two classes. From there, both datasets are scaled by the aforementioned
RobustScaler and split into training and test data. The in section 5.4 described hyperparameters
were used to fit the SVM to achieve the same output as described. After fitting, the two-dimensional
projections (L*a*-, L*b*-, and a*b*-projection) are plotted. The App has loaded completely and is now
ready for user interaction.

Figure 37: Flowchart that describes the workflow of the web application.

The user has three input boxes at the top of the app. By inputting the measured CIE L*a*b* coordinates
and clicking the "Submit" button, the app checks if the input boxes are filled with valid data. If not, the
app raises an error, stating that the boxes are empty or not readable (Figure 37, Figure 38a). If the
condition is met, the new data points are added to the boxplots. The data is now scaled under the same
conditions as the dataset prior and also added as red dots to the two dimensional and three dimensional
projections. Afterwards the trained model is used to predict the wine style of the new wine. Depending
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6.2 The Classification of Red wines

on the result, the algorithm raises an output message stating whether the new wine is considered a Blanc
de Noir (Figure 37, Figure 38b, Figure 38c). A complete frame-work is shown in Appendix I. Due to the
Dash API (Plotly Technologies Inc. 2015), it is possible to interact with the graphs. It is possible to
zoom into certain areas of interest, change the labels of the legend and titles, and scale the axis to a
desired outcome. By hovering the cursor of the mouse over a data point, the app provides additional
info about the data point. The data points can be isolated, filtered, and the graphs can be exported as
picture files for quality control documentation.

(a) Error message if no input boxes are empty or not properly filled.

(b) Output message if the prediction of the new wine is positive.

(c) Output message if the prediction of the mew wine is negative.

Figure 38: Output messages of the web application depending on the user interaction and the prediction
result of the SVM

6.2 The Classification of Red wines

Differentiating Blanc de Noir wines from other visually similar wine styles is a rather simple target, since
the difference is visible to some extend. The developed application is also very niche and specifically
developed for the German wine industry. To evaluate the limitations of spectrophotometric data combined
with machine learning, a study was carried out investigating if it is possible to classify barrel aged red
wines. Due to barrel aging, the oxygen uptake of the wine is increased in comparison to steel tank
fermentation and therefore oxidation occurs more often and more intense, leading to changes of the
anthocyanin profile, the spectrophotometric properties and more precise a difference in the b*-coordinate
(Jackson 2008; Ribéreau-Gayon 2006; Pfahl et al. 2021; Durner et al. 2010). Thus, it was hypothesized
that the alteration of the spectrophotometric properties are sufficient to classify the wines accordingly.
Possible application for users could be quality control to investigate if a new barrel aged wine is coherent
with the typical appearance of barrel-aged wine. Another application would be for food control entities
as an early detection system that provides a cost-effective evaluation of a wine. To investigate this, the
algorithm presented in section 5.4 is used to classify red wines. Since the spectra differ so much between
Blanc de Noir, rosé wine, white wine and red wine, transmission spectra, absorption spectra, and CIE
L*a*b* coordinates were used to as input in order to evaluate, which of the data types were most suited
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6 Additional relevant unpublished results

for red wine classification. In order to improve classification, absorption spectra were used to train a
neural network.

6.2.1 Samples and photometric measurement

For this study a total of 366 wines from the grape varieties Cabernet Sauvignon (112), Tempranillo
(86), Merlot (62), Primitivo (53), and Sangiovese (53). The wines were measured on-site during the
Mundus Vini Summer Tasting 2022 in Neustadt a.d.W. Transmission spectra were recorded with a
StellarRadT M (StellarNet Inc, FA, USA) handheld colorimeter with a dip probe. The dip probe was
equipped with a 2 mm pathlength tip. The transmission spectra were recorded between 200 and 1100
nm. Afterwards the spectra were referred to a 10 mm pathlength and the CIE L*a*b* coordinates were
calculated between 360 and 830 nm. Furthermore, the recorded transmission spectra were transformed
into absorption spectra. The wines were separated into two classes: barrel aged (Wood), and Not barrel
aged (INOX). The barrel aged class consisted of wines from all different kinds of barrels like barrique,
tonneau, Halbstück etc. The other class consisted of wines aged in steel tanks (INOX). A complete
breakdown of the used wines is shown in Appendix II.

6.2.2 Support Vector Machine Modeling

Figure 39 depicts the computation of the initial transmission spectra. The transmission spectra were
transformed to absorption spectra and CIE L*a*b* coordinates, using the D65 standard illuminant and
the 10° standard observer. All datasets were preprocessed with the RobustScaler, where the median
and the interquantile range was used to scale the data. The dataset was split into 70% training and
30% test data. The training data was used to optimize the SVM by randomized search and the test
data was used to validate the optimized model. The following hyper parameters were optimized in 150
iterations: Penalty of misclassification (C) between 1 and 50 and the parameter γ between 10−5 and 1
on a log-scale. The used kernel is the radial basis function (RBF) since this was the best suited kernel in
section 5.4. The performance of the parameter optimized model was evaluated with the accuracy, recall,
precision as well as the ROC curves.
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6.2 The Classification of Red wines

Figure 39: Data pipeline starting form the transmission spectra as raw data through the different
computation steps. Color indicates different spectrophotometric input data. All input datasets were used
to fit and optimize an SVM. The optimized models were then evaluated with performance parameters.

6.2.3 Neural Network architecture

Figure 40 shows the transformation of the dataset and the following deep learning process. CIE L*a*b*
coordinates are not suited for this type of model, because of their limited amount of features. The initial
spectrophotometric data is preprocessed using the RobustScaler (Pedregosa F et al. 2011). To counter
co-linearity and the risk of overfitting, dimensionality reduction with principle component analysis (PCA)
was used. The initial scaled dataset with 471 dimensions is reduced to 100 principle components, which
then were used to feed the neural network or multilayer perceptron model (MLP) using Keras(Chollet
et al. 2015) SciKeras(Badaracco 2024), as well as TensorFlow (TensorFlow Developers 2024). An initial
input layer with corresponding dimensions was equipped with an L2 regularization term. Both input and
hidden layer contain dropout nodes to furthermore prevent overfitting. For the input and hidden layer
the ReLU activation function was used, whereas the output layer was activated with a sigmoidal function.
The model was compiled with the binary crossentropy loss function and the Adam optimizer Kingma and
Ba 2014. Accuracy was the used metric for monitoring the performance of the model during training.
The model was fitted with 200 epochs, where 10% of the data was used for validation and an early
stopping callback that monitors the validation loss. To measure the performance of the model the ROC
curves were evaluated as well as the typical performance parameters recall, precision, and F1-score.
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Figure 40: Depiction of the data processing starting by scaling the data and using PCA for dimensionality
reduction. The principle components of the PCA are then used as input for the MLP model with one
hidden layer.

6.2.4 Results and Discussion

To evaluate the the performance of the models and the input datatype, the ROC curves were used
(Figure 41). This tool plots the false positive rate (FPR), or false alarm rate, against the true positive
rate (TPR), or sensitivity. The diagonal line represents the random classifier (AUC=0.5). Figure41A
shows the test dataset. SVM on transmission spectra yields the lowest performance of the models
with AUC = 0.60. SVM on absorption spectra (AUC = 0.71) and SVM on CIE L*a*b* coordinates
(AUC = 0.71)show similar performance. The best performance in the test dataset is achieved by MLP
on absorption spectra.
Evaluating the training data, the performance is generally higher. Here, the lowest performance is
achieved by MLP on absorption spectra (AUC = 0.85) . SVM on CIE L*a*b* coordinates (AUC = 0.89)
and SVM on absorption spectra (AUC = 0.90) yield similar performance. SVM on transmission spectra
yields a perfect classification model in the training dataset. However, comparing the results of the
training datasets with the results of the test dataset, severe overfitting is visible in this model. All SVM
models indicate signs of overfitting, but not with the severity as SVM on transmission spectra. The
best suited model to classify barrel aged red wine is MLP on absorption spectra, where the difference
between training dataset and test dataset is under 10%.
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6.2 The Classification of Red wines

Figure 41: Depiction of the ROC and for the test dataset (A) and training dataset (B).

Table 6 shows the performance parameter precision, recall, and F1-score for the training and test
dataset for the SVM and MLP models. Precision represents a parameter that measures the accuracy of
positive prediction. A high precision model is making few false positive predictions. Recall measures the
performance of a model to find all positive instances. A model with high recall is good at finding all
relevant positive cases. The harmonic mean between precision and recall is the F1-score. A high F1-score
corresponds to a model with high precision and recall. Table 6 shows that in general the performance
parameters are on the same scale of different magnitude. In the training dataset SVM on transmission
spectra shows the highest performance, which plummets during model validation, substantiating the
conclusion that severe overfitting occurs. SVM on absorption spectra also shows overfitting, because
precision, recall, and F1-score in the training dataset are over 20% higher than in the test dataset.
The difference between training and test dataset is not as severe with SVM on CIE L*a*b*, where the
precision parameters are just 10% higher in the training dataset. MLP on absorption spectra show the
lowest amount of overfitting, with under 10% difference between training and test dataset.

Table 6: Performance parameters precision, recall, and F1-score of SVM on absorption spectra,
transmission spectra, and CIE L*a*b* coordinates as well as MLP on absorption spectra for training and
test dataset.

Model Data input Training data Test data
Precision Recall F1-score Precision Recall F1-score

SVM
Absorption spectra 0.84 0.82 0.82 0.69 0.66 0.67

Transmission spectra 1 1 1 0.48 0.49 0.38
CIE L*a*b* 0.81 0.81 0.81 0.70 0.71 0.70

MLP Absorption spectra 0.77 0.77 0.77 0.75 0.74 0.74

The reason for the inferior performance of SVM on transmission spectra is of chemical nature. In
Figure 42 the scaled mean absorption spectra (A) and the scaled mean transmission spectra (B) are
shown withe their respective standard deviation. These are the spectra on which the models are trained.
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The area of greatest variance is between 400 and 550 nm in Figure 42A and between 650 to 800 nm
in Figure 42B. The absorbance maxima of the coloring agents in wine are between 400 and 550 nm.
Therefore the area of highest variance in transmission spectra is in an area were limited molecular
information is available in wine. In general, areas of high variance have a much higher impact than areas
of low variance. Since transmission values are on a relative scale, the differences in certain wavelength
areas can be skewed. By transforming the transmission spectra to absorption spectra the relative scale is
transformed to absolute values and therefore to a more precise depiction of the variance. By transforming
the transmission spectra to absorption spectra the areas of high variance shift to different wavelength
area leading the models to weight the input data differently. high variance in transmission spectra is
caused by lack of molecular information and therefore SVM on transmission spectra is rather trained
on noise than molecular information. SVM on absorption spectra on the other hand is trained on the
molecular information stored in the spectra, so the logic the SVM follows also aligns with the chemical
logic behind absorption spectra.

Figure 42: Depiction of the mean absorption spectra (A) and the mean transmission spectra (B) in the
dataset (n=366). The unsaturated areas are the standard deviation.

To summarize this study, the algorithm presented in section 5.4 can be used for red wine classification as
well with moderate success. CIE L*a*b* coordinates as input dataset is better suited than absorption
and transmission spectra. However, using absorption spectra to train an MLP outperforms SVM on CIE
L*a*b*. Still, the performance of the used models are not good enough yet to build an application that
can be used by wineries, food control entities etc. More work has to be done, expanding the dataset or
combine different parameters like FTIR and UV/Vis spectra.
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7 Concluding remarks

7 Concluding remarks

Wine is one the most consummated alcoholic beverages and it is not only seen as a consumer good, but
also has a cultural component. Quality wine is celebrated all over the world and the sensory impressions
when drinking wine are manifold. Not only the taste and the smell are decisive, but also the appearance,
color, texture, and viscosity play a decisive role, contributing to the wine experience. The color of a wine
in particular is known to create expectations about the aroma and the taste of a wine. It is furthermore
known to influence purchase decisions, typicality and quality ratings. In wineries, the wine color is used
as an internal quality assessment parameter. In wine research it is also a control parameter to enhance
the quality of sensory color evaluation ratings.
The first part was to elaborate the two different methods to measure the wine color. For this, it was
demonstrated that the photometer settings data interval and scan speed have an significant impact
on the reproducibility of the CIE L*a*b* color space. The photometer settings of 1 nm data interval
and 1000 nm/min yielded the most reliable results. In a next step the color measurement according
to Glories and the CIE L*a*b* color space were compared. The results showed a strong correlation
between the two methods in dark red wine with L∗ ≤ 20. In light red wines however, the correlation of
the CIE hue parameters (a∗ and b∗) and Glories’ color tint parameters hue and Brillance was very weak.
The same applies to the correlation in white wine. Furthermore, the results of the color measurement
according to Glories in white wine indicate that a violation of the first Grassmann law as one of the
three parameters (OD620) could not be obtained from white wine. Grassmann’s law states here, that in
order to measure the color, three independent variables are needed. Furthermore, Glories absorbance
values correlated with themselves in all three wine categories, which indicates a dependency between the
parameters in violation of Grassmann’s first law. The CIE L*a*b* color space is potentially more reliable
for color calculation in wine. However, the parameters also correlate with each other in dark red wine,
indicating a dependence and a violation of Grassman’s law. Initially, a dataset of 56 red wines and 56
white wines was used. However, to verify the results of the experiments a more thorough evaluation with
617 dark red wines and 308 light red wines was performed. The results of this validation experiment
were coherent with the previous performed work.

Since both methods cannot be interchangeably used for wine color, it was imperative to evaluate,
which of the methods depicts the "correct" color. For this, the results of the photometric color
measurement was compared to the results of a descriptive sensory evaluation. The study extends
knowledge from previous publications using a wide range of commercial wines from dark red to light red
color as well as from yellow to orange hue. The premise of the CIE color spaces is that it approximates
the human color vision. This study showed, that not every CIE coordinate is able to depict the perceived
color and not every Glories parameter is unable to do it. Glories’ CI and the L* coordinate show a similar
performance regarding the comparison with the perceived color. However, the hue parameters according
to Glories do not resemble the perceived color of a wine. Contrarily to the definition, the a* coordinate
(red component) is also not very well suited to depict the perceived color, leading to the conclusion that
humans distinguish between red wines of different hues regardless of the a* value. Accordingly, it is
searched for deviations apart from the red color. The best alignment with the perceived color had the b*
coordinate, followed by C* and h0. The CIE L*a*b* color space in total had a higher alignment with
the perceived color for red wines. However, there are some discrepancies in the high saturated light red
color area. There, the CIE L*a*b* color space has problems to represent the perceived color. There are
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7 Concluding remarks

similarities between red and white wines, because Glories’ CI and L* could both represent the perceived
lightness. Also, b* was the CIE coordinate that approximated the perceived hue best. However, the h0

coordinate had no resolution for white wine as it had for red wine. In this evaluation, the performance
of these parameters was evaluated by their ability to differentiate grape varieties. In another approach
a wine to wine comparison was evaluated using a regression analysis in the different CIE color planes.
Here, the experiment yielded similar results. While the regression of CI, L*, and the perceived lightness
were similar, this was not the case for the hue parameters. The discrepancies visible in the original
approach can be substantiated here. On a wine to wine comparison level, the hue parameters of the
CIE L*a*b* color space follow the general linear appearance of the regression of the perceived color.
However, in the light red area, the analytical color and perceived color disperse, leading to an irregularity
in the high saturated light red color area. Despite this, the fit of the CIE L*a*b* coordinates show a
better coherence with the perceived color than the fit of the Glories parameters, which were unable to
match the perceived color.
In order to make future assumptions about the visual difference between two wines of different colors,
the JND’s for wine color were re-evaluated with the currently recommended CIEDE2000 standard.
With the CIEDE2000 color distance formula the uniformity is increased, but the color space is still
not completely equidistant and further studies should investigate the smallest visible color threshold
throughout the complete color space. However, until further work has been carried out, it is advised to
use the CIEDE2000 color distance formula and the presented visible color thresholds as guidelines for
future studies.
The results of the two studies have led to the conclusion that the most suited color measurement method
is the CIE L*a*b* color space. The next step was to find new applications for color measurement. For this,
the applicability of logistic regression, SVM, and XGBoost were assessed based on spectrophotometric
data. The results show that the CIE L*a*b* coordinates can be used for ML classification via SVM
or logistic regression. The performance of the algorithm trained with CIE L*a*b* was similar to the
algorithm trained with the conventional spectrophotometric data. The classification of Blanc de Noir
wines proved not only that ML assisted classification is possible with wine color data, the transfer to a
browser based application shows that wine color data can be possibly used to build powerful applications
that are still easy to understand and operate for untrained personnel.
The classification of barrel-aged red wine is possible to a certain extend. The performance of the ML
algorithms is not as good as in the classification of Blanc de noir. Future studies should use additional
parameters to obtain better results.

To summarize this work, the protocols regarding the photometric color measurement of the CIE color
spaces could be optimized. Furthermore, the method according to Glories and the CIE L*a*b* color space
were compared to each other and a few discrepancies were discovered, mainly in the light red and white
wine color area. Both methods were compared to the human color perception and the JND regarding
wine color was re-evaluated with the CIEDE2000 color difference formula. The CIE L*a*b* color space
was most suited for further investigation and was used to establish a new application for wine color:
Wine classification. An algorithm was utilized that incorporated wine color data to differentiate Blanc de
Noir from rosé and white wine and in order to make this algorithm accessible a browser application was
developed. This enables untrained personnel like lab technicians, winemakers etc. to use the algorithm.
In future studies these results can be utilized for other new targets for example red wine classification.
Furthermore, future studies should also evaluate the applicability of wine color data in combination
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with ML-assisted regression analysis like Support Vector Regression and XGBoost with the squared loss
function approach.
There are still some open questions about the wine color measurement. For example, "data interval",
and "scan speed" are not the only parameters that can be set by the user in photometers. There are
others like "response time" or "bandwidth". It is still unknown if these parameters influence the wine
color measurement. Regarding the correlation between the CIE L*a*b* color space and Glories’ color
measurement, in dark red wine both methods correlate with the other parameters of the same system,
like L* with a*, and b* as well as CI and T. This can be explained by the regression approach with the
wine-to-wine comparison. Here, the analytical color indicates a dependence between lightness and hue
in low lightness areas as the regression between L* and b*, and L* and a* is roughly linear in those
areas, leading to this visible dependence in the correlation. This leads to another problem, CIE L*a*b*
is designed to comply to Grassman’s law, where the color must be described by three independent
parameters, which is not the case in this study. The reason for this dependence when there should be
independence cannot yet be explained. Future studies could evaluate if this depencence derives from the
wine making process or the color measurement.
One recurring pattern was that light red wine stood out throughout this work. Glories color measurement
and CIE L*a*b* correlate well in dark red wine, but the worst correlation could be observed in light red
wine. In light red wine, the perceived color and the measured color deviate from each other, and the
JND is the highest in light red wine. It is unknown why light red wine appears to be the odd one, which
can be addressed in future studies.
Regarding the use of ML with spectrophotometric data. Another approach that could be part of future
studies is the reasoning of these algorithms. What leads them to their results and how does this differ
from the human evaluation process. Do human and algorithm depend the result on the same reasons or
are they completely different?
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Figure 43: Basic framework of the web application after completely loading.
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ID Origin Style Vintage Cuvee Variety 1
RR1 Österreich Holzfass 2020 nein Merlot
RR2 Österreich Barrique 2019 nein Merlot
RR3 Österreich Barrique 2019 nein Merlot
RR4 Österreich Holzfass 2018 nein Merlot
RR5 Italien INOX 2020 ja Sangiovese
RR6 Italien Holzfass 2019 nein Sangiovese
RR7 Italien Holzfass 2018 nein Sangiovese
RR8 Italien Barrique 2017 ja Sangiovese
RR9 Italien Barrique 2017 nein Sangiovese
RR10 Italien INOX 2021 nein Sangiovese
RR11 Italien INOX 2021 ja Sangiovese
RR12 Italien Barrique 2021 nein Sangiovese
RR13 Italien INOX 2020 ja Sangiovese
RR14 Italien INOX 2020 ja Sangiovese
RR15 Italien Holzfass 2020 ja Sangiovese
RR16 Italien Holzfass 2019 ja Sangiovese
RR17 Italien Barrique 2019 ja Sangiovese
RR18 Italien Holzfass 2018 ja Sangiovese
RR19 Italien INOX 2021 nein Sangiovese
RR20 Italien Holzfass 2020 ja Sangiovese
RR21 Italien Barrique 2020 ja Sangiovese
RR22 Italien INOX 2020 ja Sangiovese
RR23 Italien INOX 2020 ja Sangiovese
RR24 Italien INOX 2020 ja Sangiovese
RR25 Italien Barrique 2018 ja Sangiovese
RR26 Italien Holzfass 2016 nein Sangiovese
RR27 Italien Barrique 2013 ja Sangiovese
RR28 Spanien INOX 2019 ja Tempranillo
RR29 Spanien Barrique 2019 nein Tempranillo
RR30 Spanien Barrique 2017 ja Tempranillo
RR31 Spanien Barrique 2017 ja Tempranillo
RR32 Spanien INOX 2021 nein Tempranillo
RR33 Spanien INOX 2021 nein Tempranillo
RR34 Spanien Barrique 2020 ja Tempranillo
RR35 Spanien INOX 2020 nein Tempranillo
RR36 Spanien INOX 2020 nein Tempranillo
RR37 Spanien INOX 2021 ja Tempranillo
RR38 Spanien INOX 2021 ja Tempranillo
RR39 Chile Barrique 2021 nein Cabernet Sauvignon
RR40 Chile Barrique 2021 ja Cabernet Sauvignon
RR41 Chile Barrique 2021 ja Cabernet Sauvignon
RR42 Chile INOX 2020 nein Cabernet Sauvignon
RR43 Chile Barrique 2020 nein Cabernet Sauvignon
RR44 Chile INOX 2020 nein Cabernet Sauvignon
RR45 Italien INOX 2021 nein Cabernet Sauvignon
RR46 Italien INOX 2020 nein Sangiovese
RR47 Italien Barrique 2020 nein Sangiovese
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RR48 Italien Barrique 2021 ja Cabernet Sauvignon
RR49 Spanien Barrique 2019 nein Tempranillo
RR50 Spanien INOX 2019 ja Tempranillo
RR51 Spanien Holzfass 2019 nein Tempranillo
RR52 Italien INOX 2018 ja Sangiovese
RR53 Spanien INOX 2019 nein Tempranillo
RR54 Spanien INOX 2019 nein Tempranillo
RR55 Spanien Holzfass 2018 nein Tempranillo
RR56 Spanien INOX 2018 nein Tempranillo
RR57 Italien INOX 2021 nein Merlot
RR58 Italien INOX 2021 nein Merlot
RR59 Italien INOX 2021 ja Merlot
RR60 Italien INOX 2021 ja Merlot
RR61 Italien INOX 2021 ja Merlot
RR62 Italien INOX o.A. ja Merlot
RR63 Spanien Barrique 2018 nein Tempranillo
RR64 Spanien INOX 2018 ja Tempranillo
RR65 Spanien Holzfass 2018 nein Tempranillo
RR66 Spanien Holzfass 2020 nein Tempranillo
RR67 Spanien Holzfass 2020 nein Tempranillo
RR68 Spanien INOX 2019 nein Tempranillo
RR69 Spanien Holzfass 2019 nein Tempranillo
RR70 Italien Barrique o.A. ja Primitivo
RR71 Italien INOX o.A. ja Primitivo
RR72 Italien Barrique 2021 ja Primitivo
RR73 Italien INOX 2021 ja Primitivo
RR74 Italien INOX 2021 ja Primitivo
RR75 Italien INOX 2020 nein Primitivo
RR76 Italien INOX 2020 nein Primitivo
RR77 Italien Barrique 2020 nein Primitivo
RR78 Italien Barrique 2019 nein Primitivo
RR79 Italien Barrique 2018 nein Primitivo
RR80 Italien INOX 2017 nein Primitivo
RR81 Spanien Barrique 2017 nein Tempranillo
RR82 Spanien Barrique 2017 nein Tempranillo
RR83 Spanien INOX 2017 ja Tempranillo
RR84 Spanien INOX 2017 nein Tempranillo
RR85 Italien INOX 2021 nein Primitivo
RR86 Italien INOX 2021 nein Primitivo
RR87 Italien INOX 2021 nein Primitivo
RR88 Italien INOX 2021 nein Primitivo
RR89 Italien INOX 2021 nein Primitivo
RR90 Italien INOX 2021 nein Primitivo
RR91 Italien INOX 2021 nein Primitivo
RR92 Italien INOX 2021 nein Primitivo
RR93 Spanien INOX 2019 nein Tempranillo
RR94 Spanien INOX 2019 nein Tempranillo
RR95 Spanien Holzfass 2019 nein Tempranillo
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RR96 Spanien INOX 2018 nein Tempranillo
RR97 Spanien INOX 2018 nein Tempranillo
RR98 Frankreich Barrique 2018 ja Cabernet Sauvignon
RR99 Libanon INOX 2016 ja Cabernet Sauvignon
RR100 Spanien INOX 2021 ja Tempranillo
RR101 Spanien INOX 2021 ja Tempranillo
RR102 Spanien INOX 2020 ja Tempranillo
RR103 Spanien INOX 2020 nein Tempranillo
RR104 Spanien INOX 2019 ja Tempranillo
RR105 Spanien Barrique 2018 ja Tempranillo
RR106 Spanien Barrique 2016 nein Tempranillo
RR107 Portugal INOX 2020 ja Sangiovese
RR108 Australien INOX 2021 nein Cabernet Sauvignon
RR109 Australien INOX 2021 nein Cabernet Sauvignon
RR110 Australien Barrique 2020 nein Cabernet Sauvignon
RR111 Australien Barrique 2020 nein Cabernet Sauvignon
RR112 Australien Barrique 2020 nein Cabernet Sauvignon
RR113 Australien INOX 2020 ja Cabernet Sauvignon
RR114 Australien Holzfass 2020 ja Cabernet Sauvignon
RR115 Australien Holzfass 2020 ja Cabernet Sauvignon
RR116 Australien Holzfass 2020 ja Cabernet Sauvignon
RR117 Rumänien INOX 2021 nein Merlot
RR118 Rumänien INOX 2020 nein Merlot
RR119 Bosnien-Herzegowina INOX 2016 nein Merlot
RR120 Slowenien Barrique 2016 nein Merlot
RR121 Rumänien Barrique 2016 ja Merlot
RR122 Ungarn Barrique 2015 ja Merlot
RR123 Spanien INOX 2021 nein Tempranillo
RR124 Spanien INOX 2021 ja Tempranillo
RR125 Spanien INOX 2020 nein Tempranillo
RR126 Spanien INOX 2021 nein Tempranillo
RR127 Spanien INOX 2021 nein Tempranillo
RR128 Spanien Barrique 2020 ja Tempranillo
RR129 Spanien Barrique 2020 nein Tempranillo
RR130 Portugal Barrique 2020 ja Merlot
RR131 Rumänien INOX 2021 nein Cabernet Sauvignon
RR132 Kroatien Barrique 2018 nein Cabernet Sauvignon
RR133 Moldawien Barrique 2016 ja Cabernet Sauvignon
RR134 Moldawien Barrique 2015 ja Cabernet Sauvignon
RR135 Kroatien Barrique 2013 ja Cabernet Sauvignon
RR136 Spanien INOX 2021 ja Tempranillo
RR137 Spanien INOX 2021 nein Tempranillo
RR138 Spanien INOX 2021 ja Tempranillo
RR139 Spanien INOX 2021 nein Tempranillo
RR140 Spanien INOX 2021 nein Tempranillo
RR141 Spanien INOX 2021 nein Tempranillo
RR142 Spanien INOX 2019 nein Tempranillo
RR143 Spanien Barrique 2018 nein Tempranillo
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RR144 Spanien Barrique 2015 ja Tempranillo
RR145 Chile Barrique 2021 ja Cabernet Sauvignon
RR146 Chile Holzfass 2021 ja Cabernet Sauvignon
RR147 Chile INOX 2021 nein Cabernet Sauvignon
RR148 Chile INOX 2020 ja Cabernet Sauvignon
RR149 Türkei Barrique 2020 nein Tempranillo
RR150 Italien Barrique 2020 nein Tempranillo
RR151 Deutschland INOX 2020 nein Tempranillo
RR152 Moldawien Barrique 2019 nein Tempranillo
RR153 Spanien Barrique 2018 ja Tempranillo
RR154 Spanien Barrique 2018 ja Tempranillo
RR155 Spanien Barrique 2017 ja Tempranillo
RR156 Spanien Barrique 2017 ja Tempranillo
RR157 Italien INOX 2021 nein Primitivo
RR158 Italien Barrique 2021 ja Primitivo
RR159 Spanien INOX 2016 nein Tempranillo
RR160 Spanien Barrique 2015 ja Tempranillo
RR161 Spanien Barrique 2015 ja Tempranillo
RR162 Spanien INOX 2015 ja Tempranillo
RR163 Spanien Barrique 2014 nein Tempranillo
RR164 Spanien INOX 2011 ja Tempranillo
RR165 Australien INOX 2019 ja Cabernet Sauvignon
RR166 Australien Holzfass 2018 ja Cabernet Sauvignon
RR167 Australien Holzfass 2018 ja Cabernet Sauvignon
RR168 Australien Holzfass 2017 ja Cabernet Sauvignon
RR169 Australien Barrique 2016 nein Cabernet Sauvignon
RR170 Frankreich Barrique 2019 ja Cabernet Sauvignon
RR171 Frankreich Barrique 2019 ja Merlot
RR172 Frankreich Barrique 2018 ja Merlot
RR173 Frankreich Barrique 2018 ja Merlot
RR174 Frankreich Barrique 2017 ja Merlot
RR175 Frankreich INOX 2017 ja Merlot
RR176 Frankreich Holzfass 2016 ja Merlot
RR177 Italien INOX 2021 nein Primitivo
RR178 Italien INOX 2021 nein Primitivo
RR179 Italien INOX 2021 nein Primitivo
RR180 Italien INOX 2020 ja Primitivo
RR181 Italien INOX 2020 ja Primitivo
RR182 Italien INOX 2018 nein Primitivo
RR183 Nordmazedonien Holzfass 2019 nein Cabernet Sauvignon
RR184 Australien Barrique 2021 nein Merlot
RR185 Chile Barrique 2021 ja Merlot
RR186 Chile Barrique 2021 ja Merlot
RR187 Südafrika INOX 2021 nein Merlot
RR188 Chile INOX 2021 nein Merlot
RR189 Südafrika Barrique 2020 ja Merlot
RR190 United States of America Barrique 2020 ja Merlot
RR191 Australien INOX 2019 nein Merlot

II Appendix – Used Red Wines for section 6.2

174



RR192 Libanon INOX 2016 ja Merlot
RR193 Spanien Barrique 2021 ja Merlot
RR194 Spanien INOX 2021 ja Merlot
RR195 Spanien Barrique 2020 nein Merlot
RR196 Spanien Barrique 2019 ja Merlot
RR197 Spanien Holzfass 2019 ja Merlot
RR198 Spanien Holzfass 2016 ja Merlot
RR199 Spanien Barrique 2014 ja Merlot
RR200 Südafrika INOX 2021 nein Cabernet Sauvignon
RR201 Südafrika Barrique 2020 ja Cabernet Sauvignon
RR202 Südafrika Holzfass 2020 nein Cabernet Sauvignon
RR203 Südafrika INOX 2020 ja Cabernet Sauvignon
RR204 Südafrika Barrique 2020 nein Cabernet Sauvignon
RR205 Südafrika Holzfass 2019 ja Cabernet Sauvignon
RR206 Südafrika Barrique 2019 ja Cabernet Sauvignon
RR207 Südafrika Holzfass 2018 ja Cabernet Sauvignon
RR208 Südafrika Holzfass 2018 nein Cabernet Sauvignon
RR209 Südafrika Barrique 2018 ja Cabernet Sauvignon
RR210 Italien Holzfass 2019 nein Sangiovese
RR211 Italien INOX 2019 nein Sangiovese
RR212 Italien Barrique 2019 ja Sangiovese
RR213 Italien INOX 2018 ja Sangiovese
RR214 Türkei Barrique 2020 nein Merlot
RR215 Bulgarien Barrique 2020 ja Merlot
RR216 Bulgarien Barrique 2020 nein Merlot
RR217 Türkei Barrique 2019 ja Merlot
RR218 Türkei Barrique 2019 ja Merlot
RR219 Rumänien Barrique 2019 ja Merlot
RR220 Tschechische Republik Holzfass 2018 nein Merlot
RR221 Rumänien Barrique 2018 ja Merlot
RR222 Kroatien Barrique 2018 nein Merlot
RR223 Italien Barrique 2021 ja Cabernet Sauvignon
RR224 Italien Holzfass 2020 ja Cabernet Sauvignon
RR225 Italien Barrique 2019 nein Cabernet Sauvignon
RR226 Italien Barrique 2019 ja Cabernet Sauvignon
RR227 Italien Barrique 2019 ja Cabernet Sauvignon
RR228 Ukraine INOX o.A. nein Cabernet Sauvignon
RR229 Türkei Barrique 2020 nein Cabernet Sauvignon
RR230 Türkei Barrique 2019 ja Cabernet Sauvignon
RR231 Türkei Barrique 2019 ja Cabernet Sauvignon
RR232 Türkei Barrique 2019 nein Cabernet Sauvignon
RR233 Türkei Barrique 2019 ja Cabernet Sauvignon
RR234 Rumänien Barrique 2019 ja Cabernet Sauvignon
RR235 Tschechische Republik Holzfass 2018 nein Cabernet Sauvignon
RR236 Ungarn Barrique 2018 nein Cabernet Sauvignon
RR237 Rumänien Barrique 2017 nein Cabernet Sauvignon
RR238 Ungarn Barrique 2016 ja Cabernet Sauvignon
RR239 Italien INOX 2020 ja Merlot
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RR240 Italien INOX 2020 ja Merlot
RR241 Italien Barrique 2019 nein Merlot
RR242 Italien INOX 2019 ja Merlot
RR243 Italien Barrique 2013 ja Merlot
RR244 Armenien Barrique 2019 ja Cabernet Sauvignon
RR245 Moldawien Barrique 2019 ja Cabernet Sauvignon
RR246 Kroatien Holzfass 2019 ja Cabernet Sauvignon
RR247 Bosnien-Herzegowina Barrique 2017 ja Cabernet Sauvignon
RR248 Kroatien Barrique 2017 ja Cabernet Sauvignon
RR249 Bulgarien Barrique 2017 ja Cabernet Sauvignon
RR250 China, Volksrepublik Holzfass o.A. nein Cabernet Sauvignon
RR251 China, Volksrepublik Barrique o.A. ja Cabernet Sauvignon
RR252 China, Volksrepublik Barrique o.A. nein Cabernet Sauvignon
RR253 Chile Holzfass 2022 ja Cabernet Sauvignon
RR254 Chile Holzfass 2022 ja Cabernet Sauvignon
RR255 China, Volksrepublik INOX 2018 ja Cabernet Sauvignon
RR256 China, Volksrepublik Barrique 2017 nein Cabernet Sauvignon
RR257 Spanien INOX 2021 nein Cabernet Sauvignon
RR258 Spanien INOX 2021 ja Cabernet Sauvignon
RR259 Spanien Barrique 2021 nein Cabernet Sauvignon
RR260 Spanien INOX 2021 nein Cabernet Sauvignon
RR261 Spanien INOX 2021 nein Cabernet Sauvignon
RR262 Spanien Barrique 2020 nein Cabernet Sauvignon
RR263 Spanien Barrique 2019 ja Cabernet Sauvignon
RR264 Spanien INOX 2019 ja Cabernet Sauvignon
RR265 Spanien Barrique 2018 ja Cabernet Sauvignon
RR266 Spanien INOX 2017 nein Cabernet Sauvignon
RR267 Spanien Barrique 2013 ja Cabernet Sauvignon
RR268 Italien Holzfass 2020 ja Sangiovese
RR269 Italien INOX 2020 nein Sangiovese
RR270 Italien Holzfass 2019 nein Sangiovese
RR271 Spanien INOX 2021 nein Tempranillo
RR272 Spanien INOX 2021 nein Tempranillo
RR273 Spanien INOX 2019 nein Tempranillo
RR274 Spanien Barrique 2018 nein Tempranillo
RR275 Spanien Holzfass 2018 nein Tempranillo
RR276 Spanien Holzfass 2018 nein Tempranillo
RR277 Spanien Holzfass 2017 nein Tempranillo
RR278 Spanien Holzfass 2017 nein Tempranillo
RR279 Spanien Holzfass 2015 nein Tempranillo
RR280 Italien Holzfass 2021 nein Primitivo
RR281 Italien INOX 2021 nein Primitivo
RR282 Italien INOX 2021 nein Primitivo
RR283 Italien Barrique 2021 nein Primitivo
RR284 Italien Holzfass 2020 nein Primitivo
RR285 Italien Barrique 2020 nein Primitivo
RR286 Italien INOX 2020 ja Primitivo
RR287 Italien Holzfass 2019 nein Primitivo
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RR288 Italien Barrique 2021 nein Merlot
RR289 Italien INOX 2021 nein Merlot
RR290 Italien INOX 2015 ja Merlot
RR291 Portugal Barrique 2021 ja Cabernet Sauvignon
RR292 Portugal Barrique 2021 ja Cabernet Sauvignon
RR293 Portugal Barrique 2020 ja Cabernet Sauvignon
RR294 Portugal Barrique 2020 ja Cabernet Sauvignon
RR295 Portugal INOX 2020 ja Cabernet Sauvignon
RR296 Portugal Barrique 2019 nein Cabernet Sauvignon
RR297 Italien INOX 2020 nein Sangiovese
RR298 Italien INOX 2020 nein Sangiovese
RR299 Italien INOX 2017 nein Sangiovese
RR300 Italien INOX 2016 nein Sangiovese
RR301 Italien INOX 2021 nein Primitivo
RR302 Italien Barrique 2021 nein Primitivo
RR303 Italien INOX 2021 nein Primitivo
RR304 Italien Barrique 2021 nein Primitivo
RR305 Italien Barrique 2021 nein Primitivo
RR306 Italien Barrique 2021 nein Primitivo
RR307 Italien Barrique 2021 nein Primitivo
RR308 Italien INOX 2021 nein Primitivo
RR309 Frankreich INOX 2021 nein Cabernet Sauvignon
RR310 Frankreich INOX 2021 nein Cabernet Sauvignon
RR311 Frankreich INOX 2021 nein Cabernet Sauvignon
RR312 Frankreich INOX 2020 nein Cabernet Sauvignon
RR313 Frankreich INOX 2020 nein Cabernet Sauvignon
RR314 Frankreich INOX 2020 nein Cabernet Sauvignon
RR315 Frankreich INOX 2020 ja Cabernet Sauvignon
RR316 Spanien Holzfass 2021 nein Tempranillo
RR317 Spanien Barrique 2020 nein Tempranillo
RR318 Spanien Barrique 2020 nein Tempranillo
RR319 Spanien INOX 2020 nein Tempranillo
RR320 Spanien INOX 2020 nein Tempranillo
RR321 Italien INOX 2021 nein Primitivo
RR322 Italien INOX 2021 nein Primitivo
RR323 Italien INOX 2021 nein Primitivo
RR324 Italien INOX 2020 nein Primitivo
RR325 Italien Barrique 2020 nein Primitivo
RR326 Italien INOX 2019 nein Primitivo
RR327 Italien INOX 2019 nein Primitivo
RR328 Italien Barrique 2018 nein Primitivo
RR329 Spanien INOX 2021 nein Tempranillo
RR330 Chile INOX 2021 nein Cabernet Sauvignon
RR331 Chile INOX 2021 nein Cabernet Sauvignon
RR332 Chile Barrique 2021 nein Cabernet Sauvignon
RR333 Chile INOX 2021 nein Cabernet Sauvignon
RR334 Chile INOX 2021 nein Cabernet Sauvignon
RR335 Chile INOX 2021 nein Cabernet Sauvignon
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RR336 Chile INOX 2021 nein Cabernet Sauvignon
RR337 Italien INOX 2020 nein Sangiovese
RR338 Italien INOX 2020 ja Sangiovese
RR339 Italien Holzfass 2020 ja Sangiovese
RR340 Italien Holzfass 2020 nein Sangiovese
RR341 Italien Holzfass 2019 nein Sangiovese
RR342 Italien Barrique 2019 nein Sangiovese
RR343 Frankreich INOX 2021 nein Merlot
RR344 Frankreich INOX 2021 nein Merlot
RR345 Frankreich INOX 2021 nein Merlot
RR346 Frankreich INOX 2020 nein Merlot
RR347 Italien Barrique 2019 nein Sangiovese
RR348 Italien INOX 2019 nein Sangiovese
RR349 Italien Holzfass 2019 nein Sangiovese
RR350 Italien Holzfass 2018 ja Sangiovese
RR351 Italien Holzfass 2018 nein Sangiovese
RR352 Italien INOX 2018 ja Sangiovese
RR353 Griechenland Barrique 2019 nein Cabernet Sauvignon
RR354 Italien INOX 2021 nein Primitivo
RR355 Italien Holzfass 2020 nein Primitivo
RR356 Frankreich Barrique 2019 ja Cabernet Sauvignon
RR357 Frankreich Barrique 2019 ja Merlot
RR358 Frankreich INOX 2019 ja Cabernet Sauvignon
RR359 Frankreich Holzfass 2019 ja Merlot
RR360 Frankreich INOX 2019 ja Cabernet Sauvignon
RR361 Frankreich Holzfass 2018 ja Cabernet Sauvignon
RR362 Italien Barrique 2018 nein Sangiovese
RR363 Italien Holzfass 2017 ja Sangiovese
RR364 Italien Holzfass 2016 nein Sangiovese
RR365 United States of America Barrique 2019 ja Cabernet Sauvignon
RR366 United States of America Barrique 2019 ja Cabernet Sauvignon
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