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Abstract  

As suggested by recent findings, light affects humans non-visually by impacting alertness, 

cognitive performance and various physiological responses. While the research about non-

visual photoreception is still ongoing, architects and designers have begun to conceive ways 

of integrating provisional recommendations into lighting design practices to enable healthy 

lighting in living and working spaces. Consequently, there has been a growing demand for 

annual lighting simulation tools that consider spectral properties of light for prediction and 

decision-making purposes.  

This thesis presents the annual spectral matrix simulation (ASMS) method. ASMS is based 

on integrating a precomputed annual spectral sky profile into the daylight coefficient 

approach to predict the spectral distribution of daylight. ASMS serves as the basis for 

evaluating annual lighting energy demand using spectral simulation of electric light. ASMS 

and point-in-time simulation with three-, nine-, 27- and 81-channel discretization are 

presented and discussed. The main aim is to examine the extent of increased accuracy of 

illuminance and annual lighting energy demand predictions that finer spectral discretization 

provides in comparison to the simulations with low spectral resolution. This investigation 

considers photopic as well as melanopic daylight equivalent illuminance.  

Finer discretization was found to be particularly beneficial for light sources with 

discontinuous spectral power distribution. When simulating a prototypical office room with 

fluorescent luminaires, annual lighting energy demand was underpredicted by 32.2 % or 

16.9 kWh/m²a in a three-channel simulation in comparison to finer discretization with 81 

channels. For LED luminaires with relatively continuous spectra, the difference ranged 

between 2.1 % and 7.8 % or 0.2 kWh/m²a and 0.7 kWh/m²a.  

As of today, the provision of an adequate level of melanopic equivalent daylight 

illuminance indoors is not required. The assessment showed that annual lighting energy 

demand was significantly lower when only photopic illuminance was regarded, but the 

minimum threshold of melanopic equivalent daylight illuminance was not met for most of 

the occupied hours. This finding highlights that additional consideration of melanopic 

equivalent daylight illuminance will lead to higher lighting energy demand. For the 

implementation of spectrum-based metrics in building and lighting design, high-resolution 

spectral simulation is therefore highly recommended.  
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1. Introduction 

Section 1 

Introduction 

1.1 Problem statement  

Light affects humans in visual and non-visual ways. In recent years, a growing body of 

research has continuously presented new information about the non-visual effect of light 

on well-being of humans. The new discoveries suggest a strong need to incorporate non-

visual aspects of light in the evaluation of illumination in spaces to be able to maintain 

healthy lighting in living and working environments that align with physiological processes 

of humans. 

Currently, lighting simulations primarily focus on the visual aspects of light to maintain 

thresholds prescribed by standards and guidelines. Since the discoveries regarding the non-

visual effect of light are relatively new and ongoing, only a few recommendations regarding 

the appropriate levels of light that account for the latest findings exist [1, 2]. Nevertheless, 

there is a growing demand for lighting tools that consider the spectral properties of light, 

which is essential for calculating non-visual metrics. Several tools that produce non-visual 

metrics based on the spectral properties of light have been previously proposed. However, 

a few ambiguities are associated with their use. The appropriate number of channels in a 

spectral simulation and whether it significantly impacts the outcome remains to be 

determined. Furthermore, a framework that produces matrix-based annual simulations has 

not been previously proposed.  

Spectral simulations may also potentially influence the evaluation of lighting energy 

demand. Lighting makes up a significant part of the end-use energy in non-residential 

buildings in Germany, approximately 17  % or 55 TWh [3], although higher percentages 

have also been reported in the literature, presumably before the universal shift to LED 

lighting. Provided a reasonable framework for annual simulations is proposed, the effect of 

spectral simulations on the annual lighting energy demand must be investigated. Since 

multichannel spectral simulations depict the spectrum of light with higher accuracy than 

what is commonly granted by the non-spectral simulation tools, the findings may be 

relevant for more accurate predictions of lighting energy demand, especially for light 
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sources with discontinuous spectra, such as fluorescent luminaires. However, finer spectral 

discretization of the commonly used LED lights that do not have a perfectly even spectral 

power distribution in the visible spectrum between 380 nm and 780 nm can potentially 

influence the annual lighting energy demand evaluation. 

1.2 Research objectives 

The objective of this dissertation is twofold. The main goal is to develop a matrix-based 

method for annual multichannel daylight simulations that includes the possibility of 

spectral modeling of the sky for each timestep. A point-in-time multichannel simulation of 

electric light should complete the framework for determining the annual lighting energy 

demand for the luminaires needed to maintain acceptable illuminance levels in the 

reference office room.  

Figure 1. Aspects that need to be considered in the development of the annual multichannel lighting 

simulation. 

The second objective is to compare the influence of discretization on the accuracy of the 

results. This work considered discretization of the visible spectrum into three, nine, 27 and 

81 channels. Here, metrics that describe visual and non-visual effects of light, namely 

photopic illuminance and melanopic equivalent daylight illuminance, are evaluated. 

Melanopic equivalent daylight illuminance 
at 1.20 m on the vertical plane (eye level)

Spectral power distribution of daylight 
(via ASMS; see Section 3) 
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Additionally, the annual lighting energy demand of the supplementary electric light needed 

to maintain an appropriate light level is compared between the simulations with fine and 

coarse discretization for luminaires with continuous and discontinuous spectra.  

1.3 Research question 

Provided that a matrix-based annual spectral simulation of daylight is feasible, the research 

questions are as follows: 

1. How does the spectral discretization of daylight and electric light influence photopic 

and melanopic equivalent daylight illuminance? 

2. How does spectral discretization of daylight and electric light influence electric 

lighting demand? 

1.4 Research outline 

This section provides an overview of the dissertation:  

Section 2: State of the art of non-visual effects of light in simulation tools 

This section provides a background about the non-visual effects of light to inform the reader 

about the state-of-the-art discoveries in the field. Here, a review of studies investigating the 

effect of illuminance, correlated color temperature (CCT) and monochromatic light on 

alertness is summarized. Additionally, this section presents various quantities previously 

proposed in the literature that consider the spectrum of light. In terms of simulation-based 

evaluations, simplified methods that generate non-photopic metrics via various post-

processing workarounds in conventional lighting simulations are reported here. Lastly, this 

section discusses state-of-the-art spectral simulation tools, including the previously 

developed and validated point-in-time multichannel simulation tool by the author of this 

thesis. 

Section 3: Annual spectral matrix simulation (ASMS) method  

This section presents the ASMS method, starting with a description of the tools necessary 

for its generation. The framework of ASMS, based on the daylight coefficient approach, is 

broken down into two main parts. The first part is the precomputation of the spectral sky 

patch matrix, where each of the 145 sky patches is assigned an individual spectral power 

distribution based on luminance-to-CCT correlation. Discretization of the spectral power 

distribution into three, nine, 27 and 81 channels is also introduced here. The second part 

describes the setup of the ASMS and post-processing steps needed to convert the output 
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into the metrics considered in this thesis, namely the photopic illuminance and the 

melanopic equivalent daylight illuminance. 

Section 4: ASMS for daylighting 

This section presents the results of the ASMS for daylighting. Firstly, the properties of the 

office room and the climate are elaborated here. Then, the variability associated with 

hemispherical sampling was investigated by running ten ASMS with N-channels and 

analyzing the standard deviation of the hourly integral irradiance in the visible spectrum. 

Further, this section presents the annual hourly results of photopic and melanopic 

equivalent daylight illuminance obtained via ASMS with three, nine, 27 and 81 channels. 

The results of the ASMS serve as a basis for spectral simulations for electric lighting in 

Section 5. Finally, this section ends with a short discussion about the reason behind the 

difference between photopic and melanopic equivalent daylight illuminance results. 

Section 5: ASMS and point-in-time spectral simulation with electric light  

Here, the framework for generating spectrally resolved electric light via point-in-time 

simulation needed to supplement daylighting is described. Two LED and one fluorescent 

luminaires are selected for the comparative analysis. The section presents the spectral 

power distribution, luminous intensity distribution and the respective maintenance factors 

of the luminaires, along with their positions in the office room. The simulation framework 

needed to set up a multichannel spectral simulation in Radiance is elaborated here. The 

variability and illuminance of the simulations with electric light with three, nine, 27 and 81 

channels are examined. Additionally, this section explains the group-dependent dimming 

of the luminaries needed to supplement daylight and maintain an appropriate level of 

illuminance indoors. Lastly, the section ends with a short discussion of the spectral 

simulation with electric light 

Section 6: Lighting energy demand and dimming factor 

This section discusses the annual lighting energy demand of the three types of luminaires 

in a multichannel spectral simulation. First, the results generated based on photopic- and 

melanopic-based dimming in the simulation with three, nine, 27 and 81 channels were 

investigated. Then, conventional photopic-only dimming was discussed. This section also 

examines the triggering of the dimming factor in different zones of the office room based 

on photopic-melanopic dimming and the photopic-only dimming strategy. The section ends 
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with a discussion of the lighting energy demand regarding different channels and dimming 

possibilities.  

Section 7: Discussion 

This section contains the summary of the thesis and the recommendations that resulted from 

this work for architects and lighting designers. 

Section 8: Conclusion 

The last section contains the conclusion of the thesis, limitations and outlook for future 

work.  
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2. State of the art of non-visual effects of light in simulation tools 

Section 2 

State of the art of non-visual effects of light in 

simulation tools  

2.1 Background and significance of non-visual effects of light on 

humans 

Recent discoveries suggest that light impacts humans in a non-visual manner by affecting 

alertness, cognitive performance, and physiological responses such as circadian clock, 

hormone production, and temperature regulation in humans [4–10]. These findings are 

attributed to the newly discovered type of photoreceptor, intrinsically photosensitive retinal 

ganglion cells (ipRGCs) that contain the melanopsin photopigment with a peak spectral 

sensitivity in the short-wavelength range (~ 490 nm) [11–14].  Light is, therefore, converted 

by photoreceptors into signals that stimulate various biological processes in humans. 

The ipRGCs transmit light information to the mammalian internal clock, the 

suprachiasmatic nuclei in the hypothalamus. Light information allows the suprachiasmatic 

nuclei to synchronize physiological processes that influence the mechanisms responsible 

for sleepiness, alertness, vigilant attention, psychomotor and perceptual-cognitive speed 

and working memory to fit a near-24-hour circadian cycle [15–17]. It was found that even 

some blind individuals with preserved ipRGCs can experience melatonin suppression [16], 

reset of the circadian pacemaker, and improvement in alertness when exposed to cool-white 

or short-wavelength light despite non-functioning cones and rods [18].  

The link between light and circadian rhythm is complex, with several factors such as 

timing, intensity, duration, pattern, wavelength and previous history of light exposure 

having a resetting effect, thereby playing an essential role in mediating alertness [19]. 

However, ipRGCs are not the sole photoreceptors that non-visually affect humans. Rods 

and cones, with their respective photopigments rhodopsin, cyanopsin, chloropsin and 

erythropsin, also contribute to non-image-forming (NIF) responses [20, 21]. In well-sighted 

mammals, NIF responses to light are partially sustained by signals from cones in addition 

to the dominant inputs from melanopsin-expressing photoreceptors [22, 23]. Figure 2 
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shows the relative spectral sensitivity curves of the five photoreceptors with their respective 

photopigments.  

 

Figure 2. Relative spectral sensitivity in the visible spectrum (from 380 nm to 780 nm) of the five 

photoreceptors and their photopigments: ipRGCs (melanopsin), rods (rhodopsin), S-cone 

(cyanopsin), M-cone (chloropsin) and L-cone (erythropsin).  

Previous studies have indicated that light can increase morning vitality and counter daytime 

mental fatigue [24, 25]. Understanding the properties of light that enhance alertness through 

sustained attention and increased productivity during daytime can improve the illumination 

of workspaces as well as living spaces. The following sections present studies that 

investigated alerting effects of light induced by illuminance, CCT and monochromatic light 

during daytime.  

A total of 142 studies were retrieved from Science Direct (n = 40), PubMed (n = 62) and 

Scopus (n = 40) based on the keywords “alertness” and “light”. Only original research 

papers were considered (n = 109). The duplicates that occurred across different databases 

were removed (n = 65). Only papers that looked at the effect of light during daytime were 

retained (n = 26). After screening the papers, 20 papers were left for review. The studies 

investigated the effect of the illuminance (n = 10), CCT (n = 6) of polychromatic light and 

monochromatic light (n = 4) on alertness during daytime. Figure 3 shows the summary of 

the selection process of the studies that were retrieved for the review. The full review has 

been previously presented in [26].   
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Figure 3. Summary of the selection process of the studies for the review that investigated the 

alerting effect of light during daytime. 

2.1.1 Effect of the illuminance on alertness during daytime 

Three of the studies recorded no increase in alertness when illuminance was increased 

compared to the control conditions in the respective studies [8, 27, 28]. One study reported 

a very modest linear relationship between the log-transformed illuminance and subjective 

correlates of alertness [29]. Another study reported a modest reduction in subjective 

sleepiness after exposure to bright light [30]. Another work found that the immediate 

alerting effect, which increased subjective vitality and decreased subjective sleepiness, was 

attributed to the abrupt increase of illuminance [31].  

Elsewhere, it was found that the increase in illuminance increased vitality and reduced 

subjective sleepiness [25]. One of the investigated studies recorded that an increase in 

illuminance affected the electric activity of the human brain more than subjective and 

objective markers of alertness [32]. Two further studies found an altering effect of bright 

light [33, 34]. However, the effects were analyzed in comparison to dim lighting conditions. 

Figure 4 shows the main outcomes of the studies that isolated the effect of illuminance on 

alertness during daytime in the review. 
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Figure 4. The main conclusions of the studies that investigated the alerting effect of illuminance 

during daytime. 

2.1.2 Effect of the CCT on alertness during daytime 

All studies in this category showed at least a minor effect of CCT on alertness. One study 

found that exposure to light with 12000 K and 2700 K at 500 lx improved the physiological 

indicators in comparison to neutral white and dim light but did not affect subjective 

alertness or performance [35]. Another study reported an improvement in physiological 

indicators due to exposure to blue and green LED pulses combined with dim background 

illumination [36]. The study did not investigate the effects of LED pulses on performative 

and subjective markers of alertness 

In another work that examined the impact of light transitions on measures of alertness, it 

was found that study participants felt significantly more vital and alert after switching from 

warm white light to cool white light [37]. A different study looked at seasonal aspects of 

light by investigating the effect of CCT on alertness in autumn and spring [38]. The authors 

found that exposure to daylight with CCT of 12370 K fostered higher levels of alertness in 

students in the afternoon in autumn when compared to daylight with CCT of 3870 K.  

Further investigation found that red monochromatic light reduced reaction time in the 

performance tests compared to the polychromatic white light of the same irradiance and 

dim light [39]. Another study found that the light with 7717 K slightly improved the 

response speed on a performance test in sleep-restricted individuals [40]. The summary of 

the studies that isolated the effect of CCT on indicators of alertness during daytime is shown 

in Figure 5. 
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Figure 5. The main conclusions of the studies investigated the alerting effect of CCT during 

daytime. 

2.1.3 Effect of the monochromatic light on alertness during daytime 

Out of the four articles in this category, only one study has not recorded any alerting effect 

in relation to the exposure to blue, green or red monochromatic light [41]. One study 

concluded that the alerting effect to red (625 nm) or blue monochromatic light (465 nm) 

was minimal and did not translate into performative or subjective improvements in 

alertness [42].  

Another study compared the alerting effects of monochromatic light at identical levels of 

irradiance against dim light. The authors concluded that the subjects of their study felt less 

sleepy under monochromatic light with 455 nm than under 508 nm, 629 nm or dim light 

[43]. Another work found physiological changes using electroencephalographic 

registration that signified increased alertness after exposure to blue light (465 nm). The 

impact of red light (630 nm) was not apparent, but the tendency of increased alertness was 

evident. Figure 6 shows the primary outcomes of the studies that isolated the effect of 

different monochromatic light sources on alertness during daytime in the review. 

Figure 6. The main conclusions of the studies that investigated the alerting effect of monochromatic 

light during daytime. 
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2.2 Non-photopically weighted quantities 

Current regulations primarily focus on controlling the visual effect of light in the built 

environment due to a lack of consensus about the exact relationship between light and NIF 

responses. The following section presents non-photometric quantities that 

weigh spectral power distribution of light by different spectral functions, as this is an 

essential step toward addressing the non-visual effects of light.  

The circadian action factor, acv, describes the circadian efficiency of a light source through 

a relative ratio between spectral irradiance weighted by the circadian and the photopic 

spectral sensitivity functions [44, 45]. Circadian spectral sensitivity function was 

established based on the trial in which the suppression of nocturnal melatonin production 

as a response to light at different wavelengths was investigated [46, 47]. No optimal 

threshold for acv ratio has been previously proposed in the literature. The acv metric is 

expressed through Equation 1: 

𝑎𝑐𝑣  =  
∫ 𝐸𝑒,𝜆(𝜆) 𝐶(𝜆) 𝑑𝜆

∫𝐸𝑒,𝜆(𝜆) 𝑉(𝜆) 𝑑𝜆
 (1) 

where: 

acv:  circadian action factor 

𝐸𝑒,𝜆(𝜆): spectral irradiance (W/m²/nm) 

𝐶(𝜆):   circadian spectral sensitivity function 

𝑉(𝜆):   photopic spectral sensitivity function 

Another quantity entitled circadian ratio, 𝜂𝑐, was previously introduced in [48]. Here, the 

ratio is between the integral of the spectrally circadian-weighted irradiance and integrated 

spectral irradiance. The calculation takes place according to Equation 2: 

𝜂𝑐  =  
∫𝐸𝑒,𝜆(𝜆) 𝐶(𝜆) 𝑑𝜆

∫𝐸𝑒,𝜆 (𝜆) 𝑑𝜆
 (2) 

where: 

𝜂𝑐:   circadian ratio 

𝐸𝑒,𝜆(𝜆): spectral irradiance (W/m²/nm) 

𝐶(𝜆):   circadian spectral sensitivity function 
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Previously, melanopic illuminance, a metric that weights the spectral power distribution of 

light with the spectral sensitivity function of ipRGCs, was proposed in [49]. The 

calculations are done according to Equation 3, where constant 4,557 ensures one melanopic 

lux to one photopic lux scaling at 555 nm: 

𝐸𝑚𝑒𝑙 =  4,557∫𝐸𝑒,𝜆 (𝜆) 𝑠𝑚𝑒𝑙(𝜆) 𝑑𝜆 (3) 

where: 

𝐸𝑚𝑒𝑙:  melanopic illuminance (melanopic-lx) 

𝐸𝑒,𝜆(𝜆): spectral irradiance (W/cm²/nm) 

𝑠𝑚𝑒𝑙(𝜆): melanopic spectral sensitivity function  

The emergence of equivalent melanopic lux (EML) replaced melanopic illuminance, in 

which the scaling of the melanopic sensitivity function was adjusted [50]. In doing so, the 

melanopic illuminance became equivalent to photopic illuminance for the equal-energy 

radiator. Equation 4 presents the calculation for equivalent melanopic lux: 

𝐸𝑀𝐿 =  72,983.25∫𝐸𝑒,𝜆(𝜆) 𝑠𝑚𝑒𝑙(𝜆) 𝑑𝜆 (4) 

where: 

𝐸𝑀𝐿:  equivalent melanopic lux (EML) 

𝐸𝑒,𝜆(𝜆): spectral irradiance (µW/cm²/nm) 

𝑠𝑚𝑒𝑙(𝜆): melanopic spectral sensitivity function  

WELL Building Standard provides recommendations for the equivalent melanopic lux 

levels that should be maintained in various spaces [2]. For example, it recommends at least 

150 EML at the vertical eye level for all workstations, where at least 75 % of workstations 

maintain 200 EML. In breakrooms, the standard suggests maintaining 250 EML at the 

vertical eye level. In living spaces, WELL prescribes 200 EML at the vertical eye level 

during daytime and not more than 50 EML at the horizontal level during nighttime. 

Equivalent melanopic lux of 125 at the vertical eye level for at least 4 hours per day is 

suggested for learning areas for students under 25 years of age. However, the particular 

sources of the selected thresholds are not referenced in the WELL Building Standard. 
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The most recent version of melanopically weighted illuminance was proposed by the 

International Commission on Illumination (CIE). CIE has previously published standard 

CIE S 026:2018 entitled “CIE System for Metrology of Optical Radiation for ipRGC-

Influenced Responses to Light.” The standard presented the spectral sensitivity functions 

and metrics of five (α-opic) photoreceptors (refer to Figure 1) that contribute to evoking 

non-visual effects in humans [51]. The standard does not provide recommendations or 

predictions regarding ipRGC-influenced responses but presents the steps to calculate α-

opically weighted metrics from spectral radiance or irradiance. A derivative metric of 

melanopic irradiance is the melanopic equivalent daylight (D65) illuminance (mEDI), 

which represents the illuminance of the D65 illuminant needed to achieve the same 

melanopic irradiance. MEDI can be calculated according to Equation 5: 

𝐸𝑣,𝑚𝑒𝑙
𝐷65 = 

∫ 𝐸𝑒,𝜆(𝜆) 𝑠𝑚𝑒𝑙(𝜆)𝑑𝜆

𝐾𝑚𝑒𝑙,𝑣
𝐷65  (5) 

where: 

𝐸𝑣,𝑚𝑒𝑙
𝐷65 :  melanopic equivalent daylight (D65) illuminance (lx)  

𝐸𝑒,𝜆(𝜆): spectral irradiance (mW/m²/nm) 

𝑠𝑚𝑒𝑙(𝜆): melanopic spectral weighting function 

𝐾𝑚𝑒𝑙,𝑣
𝐷65 :  melanopic daylight (D65) efficacy ratio (1.3263 mW/lm) 

Recently, a publication entitled “Recommendations for daytime, evening, and nighttime 

indoor light exposure to best support physiology, sleep, and wakefulness in healthy adults” 

was published by a group of researchers in the respective field [1]. The publication provides 

recommendations for healthy daytime, evening and nighttime light exposure for humans. 

The authors of the publication reached a consensus that melanopic equivalent daylight 

illuminance of at least 250 lux at the eye level should be reached during daytime through 

daylight but also deemed polychromatic white light an acceptable option. The publication 

suggests a maximum melanopic equivalent daylight illuminance of 10 lux at eye level in 

the evening. For unavoidable nighttime activities, maximum melanopic equivalent daylight 

illuminance of 1 lx at the eye level was deemed an acceptable degree of exposure in the 

publication. A newer version of the WELL Standard (WELL v2) adopted the suggestion 

for daytime exposure [52].  
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The Circadian Stimulus (CS) metric was previously introduced to quantify how circadian-

effective light (CLA 2.0, referring to the updated definition in [53, 54]) stimulates the neural 

signal that reaches the biological clock in suprachiasmatic nuclei in terms of melatonin 

suppression. CS model is based on the concept that circadian phototransduction is evoked 

by the receptor signals determined by the opponent process theory. This means that if the 

blue channel (S-cone response) has a weaker signal than the yellow channel (sum of M-

cone and L-cone responses), which typically occurs with “warm” light sources, the 

circadian phototransduction is evoked solely by the ipRGC signals. Otherwise, the model 

considers that the signal is evoked by the combination of ipRGC, cones and rods, which 

occurs with “cool” light sources [53].  

The above-described model has been previously introduced in the form of the CS 

Calculator [55]. The CS calculator quantifies light in terms of CLA 2.0. based on the power 

distribution and photopic illuminance. Based on CLA 2.0., the CS is then calculated 

alongside other metrics such as correlated color temperature, color rendering index and 

gamut area index. For example, a CS of 0.7 indicates 70 % of melatonin suppression. A 

recommended circadian-effective light dose (CSd) of 0.43 was previously proposed in [56]. 

The CS calculator proposes the exposure duration based on the provided spectral power 

distribution and photopic illuminance needed to reach the functionally recommended CSd. 

However, it is unclear whether exceeding this threshold at a later time in the workday may 

affect the circadian rhythm in a counterproductive way.  

While many quantities have been previously proposed for evaluation of the non-visual 

spectral effectiveness of light, usually, the suggestion for the appropriate threshold is not 

provided. Such quantities are usually helpful in comparative assessments rather than in 

actual lighting design, for which references are necessary to consider an appropriate level 

of illumination with respect to non-visual aspects in spaces. This is the case with most of 

the quantities described in this section except for CS and melanopic equivalent daylight 

illuminance, for which appropriate levels were indicated by the respective research groups. 

2.3 Background of generation of non-photometric quantities in post-

processing  

Prior to the invention of spectral simulation tools, many studies proposed simplified 

frameworks to generate non-photometric quantities via various post-processing steps in 
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conventional lighting simulations. The following section presents studies that have 

employed such an approach. 

One study assessed circadian efficacy in a hospital room [57]. The unit was defined as 

circadian-weighted irradiance with certain assumptions. The relative spectral power 

distribution of known illuminants was weighted by the circadian sensitivity function with 

respect to photopic illuminance that was obtained through DAYSIM and RELUX 

simulations. Another study extended the approach to examining the effects of architectural 

decisions in row housing on available daylight necessary for synchronizing the circadian 

system [58].  

A more complex human-light response model that is based on a non-linear function of light 

intensity and non-visual relative response and is also dependent on light spectrum, timing 

of exposure, prior light history and age was implemented in post-processing of DAYSIM 

daylight simulation [59, 60]. The same model was used to evaluate light exposure 

wholistically in a Radiance-based lighting simulation tool [61, 62]. Another study proposed 

a framework that uses Radiance calculation engine to generate an illuminance profile to 

investigate how lighting conditions affect health and delight by additionally considering 

the spectral component as well as other relevant factors in post-processing steps [63]. 

A climate-based simulation framework that investigates potential non-visual effects of 

daylight in buildings was previously proposed in [64]. The framework relies on the 

Radiance-based simulation tool for the annual prediction of illuminance at the eye level. 

The post-processing steps included integrating a photobiology-based model that considers 

the effect of spectrum, intensity and timing of the daylight exposure to evaluate the 

cumulative annual non-visual effect. Another climate-based study used melanopic ratio 

conversion to obtain equivalent melanopic lux for each hour of the year and compare it to 

the requirements prescribed by the WELL Building Standard [65].  

One study proposed a framework to expand the traditional lighting simulation approach to 

obtain equivalent melanopic lux and CLA via post-processing steps based on theoretical 

conversions [66]. In another work, CS was post-processed based on the illuminance 

obtained from Honeybee simulation and the assumption that the spectral power distribution 

of daylight corresponds to the D65 CIE illuminant [67]. Elsewhere simplified approach to 

obtain equivalent melanopic lux, melanopic equivalent daylight illuminance, CLA  and CS 
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was presented in [68], where the quantities were obtained by applying various conversions 

to vertical illuminance simulated via DIALux lighting simulation software. 

The following two studies utilize a similar idea of applying additional post-processing steps 

to the photometric quantities to obtain non-visual ones. However, the spectral reflectance 

and spectral properties of the materials in the room are regarded in addition to the spectral 

power distribution of the illuminants in the below-mentioned studies. Both studies present 

steps to derive CS and the Circadian Stimulus Autonomy (CSA) from photopic illuminance 

obtained via DAYSIM simulation and manually calculated resultant spectral reflectance of 

the considered surfaces and illuminants [69, 70]. 

Some studies have proposed workflows to obtain non-photopic metrics using Radiance 

lighting simulation tool by intervening in the conventional post-processing steps of the Red, 

Green and Blue (RGB) triplets [71, 72]. One study converted the Radiance RGB triplets to 

obtain circadian-weighted irradiance [73]. Another study applied post-processing steps to 

convert the RGB triplets to melanopic illuminance [74]. However, neither study specified 

whether surfaces and illuminants were considered spectrally in three channels in their 

workflows. Another work proposed rough approximations to obtain the circadian action 

factor, acv, from RGB-rendered images [75]. 

The studies in this section have presented multiple frameworks to obtain non-photometric 

quantities by proposing various post-processing steps to conventional lighting simulation 

tools. However, these methods should be regarded as limited workarounds to obtain 

approximate non-photometric quantities since actual values must be derived based on the 

spectral information of the entire environment to ensure complete accuracy. For example, 

most of the methods in the studies presented in this section considered only the spectral 

power distribution of illuminants without considering the spectral properties of the other 

materials, which significantly undermines the actual spectrum perceived by the observer, 

as previously reported in [69, 76]. Two studies included information about the spectral 

reflectance of the surfaces. However, this was done in a simplified manner by 

multiplication of spectral power distribution and spectral reflectance of selected surfaces 

without considering the spectral properties of the reflected and inter-reflected light. [69, 

70].  
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2.4 State-of-the-art spectral simulation tools 

Since the spectrum of light is one of the main components that affect various biological 

processes, spectral simulation at a detailed resolution that accounts for the full spectral 

characteristics of illuminants and materials must be utilized to quantify the non-photometric 

effect. Eventually, spectral simulation tools will be used to predict precise non-visual 

effects of light in spaces once the exact link between photoreceptor contribution and NIF 

responses is established in the respective field of research. 

Previously a tool entitled Color Quality Assessment Tool (CQAT), otherwise known as 

Spectral Color Property Assessment Tool (SCPAT), which incorporates spectral input for 

surfaces and illuminants, has been developed and compared against real-life measurements 

to ensure accurate evaluation [76, 77]. The tool generates total luminous flux and spectral 

power distribution of light from the viewpoint of the observer based on the calculation of 

direct and indirect reflection of light across finite meshes that are determined by the room 

grid. The spectral output enables the generation of metrics such as CCT, color coordinates 

and acv. Unfortunately, the tool is not available for public access and the methodology that 

processes spectral information has not been published elsewhere. 

A commonly used framework to achieve physical accuracy for spectral modeling in 

Radiance lighting simulation tool, the N-step algorithm, was previously introduced in the 

field of psychophysics [78–80]. The N-step algorithm discretizes the visible spectrum from 

380 nm to 780 nm into N channels. If the visible spectrum is to be discretized into nine 

channels (N = 9), three separate Radiance simulations for a discrete spectral band must be 

performed. This approach is unlike a single simulation in the conventional RGB method, 

where three channels can be used to represent the visible spectrum. The number of channels 

in the N-step algorithm is not restricted to nine. It is an arbitrary number that can be defined 

based on the needed fineness of discretization.  

A similar stepwise approach has been previously used in color computation, in which the 

spectral curve is reduced to several spectral values [81]. The N-step algorithm was 

previously used in spectral rendering with nine channels and validated for luminance and 

color accuracy in a room with electric lighting [78]. Many studies in the field of built 

environment have adopted the N-step algorithm to predict metrics weighted by the 

circadian and melanopic spectral sensitivity functions  [71, 82].  
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Currently, a few relatively new Radiance-based tools implement the N-step algorithm for 

the same purpose. The following sections present studies that either utilized or invented N-

step algorithm tools. Sections 2.4.1, 2.4.2 and 2.4.3 present spectral simulation tools that 

are based on N-step approach: ALFA, LARK and OWL. Finally, Section 2.4.4 summarizes 

the point-in-time N-channel spectral simulation framework that was previously proposed 

by the author of this thesis in [83].  

2.4.1 Adaptive Lighting for Alertness (ALFA) 

ALFA is a licensed plug-in for Rhinoceros 3D software that uses Radiance as a lighting 

engine renderer to perform 81-channel spectral simulations for daylight and electric light 

[84, 85]. The sun and sky are both regarded spectrally and are generated with the help of a 

radiative transfer library (libRadtran) for every location that provides atmospheric inputs 

such as oxygen, water vapor, pressure and other information necessary for the calculation 

[86, 87]. There is a possibility of selecting sky conditions, spectral properties of ground and 

materials in ALFA [86]. 

Several studies have explored the spectral simulation tool. One study investigated the effect 

of daylighting, various luminaires and several glazing types in a theoretical office room 

[88]. The spectral functionality of the tool enabled the evaluation of equivalent melanopic 

lux in a room. A threshold of 200 EML was adopted in the analysis. The investigation was 

done for a total of eleven hours on March 21st. Since ALFA does not support annual 

simulations, analysis is only possible for a limited number of hours at a time. 

Another study investigated the increase in lighting energy when equivalent melanopic lux 

was considered according to recommendations of the WELL standard in a classroom and 

an office room [89]. ALFA tool was used to calculate equivalent melanopic lux for the 

relevant positions in the room. The study compared the energy demand for different 

luminaires, assuming that the luminaires operated a total of 4000 hours in an office room 

and 1500 hours in a classroom annually. While this study uses a very simplified approach 

without involving findings of daylighting simulation as the basis for the calculation of 

electric lighting demand, it is one of the very few studies that considered the aspect of 

lighting energy in combination with non-photopic metrics. 

ALFA was used in another study to simulate equivalent melanopic lux during the summer 

solstice, winter solstice and fall equinox at 11 am in a simplified office room [90]. The 

study evaluated the impact of various architectural parameters via Useful Daylight 
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Illuminance and melanopic equivalent daylight illuminance according to the 

recommendations of the WELL Building Standard in point-in-time simulation.   

Enhancement of the environment to promote well-being and cognitive health in individuals 

with vulnerabilities via simulation of non-visual effects of daylighting was investigated 

in [91]. Using ALFA, the study analyzed how many hours between 7 am and 6 pm on June 

21st, September 21st, and December 21st reached 450 -500 EML in a north-facing bedroom 

in a nursing home. This threshold of equivalent melanopic lux was regarded as adequate to 

entrain the circadian system of elders or individuals with cognitive health vulnerabilities. 

Another work examined the influence of various preferred wall colors on CS between 7:00 

and 17:00 on December 21st and March 21st in a simulated work environment for four view 

directions (north, south, west and east) [92]. Since ALFA does not report CS, the tool was 

used to obtain the resultant spectral power distribution at the eye level, which was later 

used for manual calculations of CS. In a later study, the authors investigated the impact of 

seven glazing systems and six wall color hues (at three reflectance levels) on CS and 

equivalent melanopic lux in a simulated office room [93]. 

Only a few studies have investigated the accuracy of ALFA in comparison to actual 

measurements to understand the possible accuracy. One study has compared ALFA and 

another spectral simulation tool against real-life spectral measurements of three luminaires. 

The study found that ALFA had the most accurate prediction of spectral irradiance between 

the two tools. However, the discrepancy between the ALFA simulation and the 

measurements ranged from -28.6 % to 33.4 % [94]. 

Another study compared the accuracy of spectral simulation tools, including ALFA, in a 

scenario with daylighting conditions. The authors found that the average fluctuation from 

the measured spectra was rather significant, where the difference between measurements 

and the ALFA tool reached up to 37 % [95]. In a later study, the authors investigated the 

accuracy of ALFA and another spectral tool in relation to ipRGC-influenced light 

responses. They found that at least 26 % of the daylight exposures simulated for six hours 

using ALFA tool led to a significant error [96]. 

2.4.2 LARK Spectral Lighting 

LARK is an open-source plug-in for Grasshopper that predicts photopic illuminance, 

circadian-weighted illuminance and equivalent melanopic lux [97, 98]. The tool is operated 

through Rhinoceros 3D software and relies on Radiance simulation engine. The tool allows 
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users to assign custom spectral compositions for the sky, spectral transmittance of glazing 

and spectral reflectance of surfaces. LARK implements the N-step algorithm, thereby 

representing the visible spectrum with nine channels, where each channel accounts for a 

discrete wavelength band. Nevertheless, spectral simulations with three channels are 

possible too. Recently, two improved versions of the tool were released: LARK 2.0 and 3.0. 

LARK 2.0 includes the possibility of simulating electric lighting [99]. LARK 3.0 improves 

on the 2.0 version by considering the spectrum of the sun [100]. 

The learning curve to use the tool is relatively steep since LARK requires the knowledge 

of Grasshopper. Thereby, fewer studies have investigated the functionalities of this tool in 

literature. However, a relatively recent study has integrated a component from LARK tool 

into a Climate Based Daylight Modelling (CBDM) tool entitled Design Assist Tool in order 

to predict annual circadian lighting requirements. However, the study has not specified how 

the dynamic spectral nature of daylight was considered for each timestep in annual 

calculations [101]. 

A study used LARK simulation tool to evaluate equivalent melanopic lux in the office room 

and analyze whether it complies with the WELL building standard [102]. LARK was used 

as part of a broader framework in the study to ensure that a daily minimum threshold of 

200 EML is achieved in the early part of the day in order to entrain circadian rhythm of the 

office room occupants. 

Other studies have compared LARK and other spectral simulation tools with actual 

measurements in order to evaluate the accuracy of the programs. One study found that 

LARK had the most accurate prediction when investigating indoor daylight. The accuracy 

of LARK tool is comparable to the typical Radiance daylight simulation (i.e., errors in 

±20 % range) despite being more time-consuming than the other tools [95]. Another study 

found that only 9 % of the daylight exposures simulated for a six-hour period using LARK 

led to a significant error, which significantly outperformed ALFA [96].  

2.4.3 Occupant Wellbeing through Lighting (OWL) 

OWL is a Grasshopper plug-in tool originally scripted to generate spatially and spectrally 

resolved sky models using luminance-to-CCT correlation (see Section 3.3 for elaboration 

of the correlation) [103, 104]. This development overcomes the limitation of LARK tool, 

where spectral power distribution or CCT of the sky must be assigned by the user. The 

luminance-to-CCT conversion is based on the generation of false color images, from which 
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luminance information for each respective sky patch is obtained and converted to CCT and, 

consequently, spectral power distribution according to the CIE reconstruction procedure 

[105]. The tool uses Radiance as its simulation engine and N-step algorithm. However, only 

three-channel simulations are possible in OWL. 

The other output of the OWL tool is the resultant spectral power distribution at any point 

of view inside a room. The spectral power distribution at the viewpoint is then post-

processed in the tool to derive photopic, circadian and melanopically weighted metrics. As 

of today, the tool has not been compared to other spectral simulation tools nor validated by 

measurements. Therefore, the accuracy of the results that are yielded by OWL is still to be 

determined. 

2.4.4 Point-in-time spectral simulation 

In another publication, the author of this thesis developed a multichannel spectral 

simulation tool and experimentally validated it for different lighting scenarios [83]. The 

tool adapted and extended the N-step algorithm by implementing several changes to the 

source code of LARK 1.0. The main changes included extending the spectral channels 

beyond three and nine to 27 and 81 and adding the possibility to perform spectral 

simulations with electric light and combined light (electric + daylight). The paper aimed to 

investigate the effect of low and high spectral resolution of different lighting scenarios on 

the prediction accuracy.  

The N-step algorithm was validated for the calculation of integral irradiance (between 

380 nm and 780 nm) in a physical model with three lighting scenarios: diffuse daylight, 

LED electric light and a combination of diffuse daylight and LED electric light. The 

“shoebox” model, which was elevated from the ground by 0.09 m, had the following 

dimensions: 1.00 m × 1.01 m × 0.91 m. The interior surfaces were painted with pure white 

paint (RAL 9010) with an average reflectance of 85 %. The model had a removable wall, 

which was used in the scenario with LED electric light and replaced by electrochromic 

glazing for the scenario with daylight or combined light. Irradiance measurements were 

conducted on 14 (daylight or combined light scenario) or 17 points (electric light scenario) 

in the physical and theoretical models for validation purposes. Figure 7 shows the model 

and grid of points used in validation.  
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Figure 7. (a) Dimensions of the model with a removed wall positioned against a glazed façade. (b) 

Grid of the sensors points. Points 1-5 recorded horizontal illuminance on the floor of the model. 

Points 6-14 recorded vertical illuminance; the sensors were placed flat against the wall 0.20 m 

above the floor level. Points 15-17 were included additionally to measure vertical illuminance in 

the scenario with electric light. 

All three lighting scenarios were simulated with three, nine, 27 and 81 channels. For 

scenarios with LED electric light and a combination of daylight and LED electric light, the 

nine-channel simulation improved the mean absolute percentage error (MAPE) between 

13.9 % and 33.9 % compared to the three-channel simulation. For continuous diffuse 

daylight, there was only a small improvement of 0.4 % when increasing from three to 27 

channels. Compared to nine channels, 27 channels slightly improved MAPE in all the 

scenarios but substantially increased the simulation time. It is noteworthy that the 

simulation time was affected by the fact that the N-intervals were not simulated in parallel. 

Additionally, all simulations considered continuous sky.  

Increasing the number of channels to 81 is more likely to contribute to more complex 

scenarios, for example, in spaces where surfaces and luminaires in the room display 

discontinuous spectral properties. Nevertheless, the study shows that increasing the number 

of channels from three to nine significantly reduced integral irradiance even for sources 

with relatively continuous spectrum, such as LED electric light. This finding implies that 

an increase in the number of channels can potentially influence the photopic and non-

photopic output of the luminaires, thereby affecting the lighting energy, too. Since the 
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developed tool was originally designed for point-in-time simulations, annual multichannel 

spectral evaluations, which would be necessary to investigate annual lighting energy 

demand, are not feasible here. Section 3 describes the annual spectral matrix simulation 

(ASMS) method developed to make such evaluations possible.  
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3. Annual spectral matrix simulation (ASMS) method  

Section 3 

Annual spectral matrix simulation (ASMS) 

method 

3.1 Tools for ASMS 

The following section describes the tools needed to set up the ASMS. The simulation relies 

on the use of Radiance, a validated suite of command-line programs for lighting simulation 

[62, 106]. Radiance uses backward ray tracing, meaning that light rays are traced from a 

measurement point (a viewpoint) back to the sources (emitters). Input files that specify the 

space geometry, surface materials, time, date and sky conditions (for daylight calculations) 

and luminaires (for calculations featuring electric lighting) are required in order to set up 

Radiance simulation. The simulation output can be presented as rendered images, diagrams 

or values representing different metrics.   

Radiance employs a hybrid method that combines deterministic ray tracing with Monte 

Carlo sampling to provide a relatively accurate result rather quickly. Deterministic 

sampling is intended for sources with a direct contribution of light, such as the sun or 

luminaires. This type of sampling assumes that the emitter of light is known and sends the 

rays towards it. Deterministic sampling applies to the material type “light” that emits light 

in Radiance. 

Monte Carlo ray tracing is a type of stochastic simulation method that relies on random 

sampling to generate outcomes. It is influenced by simulation parameters such as ambient 

bounces and ambient divisions. Ambient bounces describe how many diffuse inter-

reflections will occur before discarding a ray path. To ensure that the ray is reflected enough 

times, this parameter needs to be chosen while taking the complexity of the geometry into 

account. The number of sample rays that are sent from a point during an ambient calculation 

is determined by ambient divisions. This parameter must be assigned considering the 

brightness gradient in the geometry. More sample rays need to be sent out from the points 

with low brightness. 
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The stochastic simulation method assumes that light can be traced in many directions. This 

is the case with skylight, where many directions must be “sampled” to determine where 

light comes from. This is known as hemispherical sampling, which applies to self-luminous 

surfaces described by material type “glow” in Radiance. 

Many building simulation tools have integrated Radiance as the underlying lighting 

simulation engine. For example, Evalglare [107], OpenStudio [108], Groundhog [109] and 

Honeybee[+] [110] are Radiance-based tools. Furthermore, other tools rely on Radiance-

based implementation of daylight coefficient [111] through Daysim such as DIVA4Rhino 

[112] and Ladybug-Honeybee [113] for the generation of various climate-based daylight 

metrics.   

However, using Radiance programs via the command line grants users a lot more flexibility 

for the development of new and customized workflows. For this reason, the command-line 

use of Radiance in combination with Python is adopted in this thesis. Python is a 

programming language used for a multitude of purposes. In this work, Python 

(version 3.8.5) is used as an interface for calling various Radiance command-line tools 

[114]. This approach is common among users of Microsoft Windows, as Radiance was 

originally developed for Unix operating system. 

3.2 ASMS framework 

This section presents the basic workflow of the ASMS method, which consists of the two 

main steps:  

1) precomputation of the spectral sky patch matrix (refer to Section 3.3); and  

2) the main ASMS followed by the post-processing steps to obtain required metrics 

(refer to Section 3.4).  

ASMS aims to facilitate the spectral component in the commonly used two-phase method. 

The fundamental idea behind the two-phase method is the establishment of relationship 

coefficients (also known as the daylight coefficient) between sky luminance and geometry. 

The daylight coefficient is affected by the room geometry, geometry of the surroundings, 

transmittance and reflectance of the materials. The sky is divided into 145 (or more) patches 

using Reinhart discretization with the purpose of multiplying the luminance of each sky 

patch by the daylight coefficient. The resultant 145 (or more) values are summed up to 

derive the illuminance at a point in the geometry. Figure 8 shows the graphical 
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representation of daylight coefficient approach. The illuminance is calculated according to 

Equation 6:  

∆𝐸𝑣 = 𝐷𝜃𝜑 𝐿𝑣𝜃𝜑 ∆𝑆𝜃𝜑 (6) 

 

Figure 8. Graphical representation of daylight coefficient shows luminance contribution from a 

discrete sky patch on arbitrary point in the room. Contributions from all patches make up the total 

photopic illuminance at any point in the room. Picture source: Christoph Reinhart, 2001 [115]. 

where: 

∆𝐸𝑣   : Illuminance at a point in the room produced by a sky patch (lx) 

𝐷𝜃𝜑  : Daylight coefficient 

𝐿𝑣𝜃𝜑 : Luminance of the sky patch (cd/m²) 

𝑆𝜃𝜑   : Projected solid angle of the sky patch at an altitude of θ and azimuth of Φ (sr) 

As a first step to set up an annual simulation using the two-phase method, a matrix of 145 

sky patches (or more) with radiance values is created according to the Perez All-Weather 

Sky Model using the annual irradiance values from the weather files [116, 117]. An 

additional patch is created for the ground plane in the model. In Radiance simulation 

software, this step is accomplished using gendaymtx program. Figure 9 shows a matrix of 

RGB triplet radiance values that is produced as the output of this step. In total, the matrix 

produces 1,278,960 RGB triplets (8760 x 146). The matrix presents radiance triplet values 

for 8760 hours and 146 patches (i.e., 145 sky patches and one ground patch).  
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In the gendaymtx program, the -c option can be used to assign color to the sky in the annual 

matrix simulation. Selection of RGB weightings must maintain the energy balance in the 

Radiance simulation, which is satisfied by the Equation 7 [118]. The specific coefficients 

(0.265, 0.670 and 0.065) in the equation are derived from the photopic sensitivity function. 

0.265𝑅 + 0.670𝐺 + 0.065𝐵 = 1 (7) 

 

Figure 9. The output file of the gendaymtx program. The second line shows the sky color inputs (- c 

option) that are used to represent the default sky in Radiance. The triplets represent the RGB 

radiance values. The first 8760 RGB values show that the ground patch is not affected by the color 

option, as seen in the top screenshot for the first sixteen timesteps (i.e., R = G = B). The -c option 

affects the rest of the sky patches differently, as seen in the lower image, where R ≠ G ≠ B. 

Considering the example with the default sky color in Radiance from Figure 9, the energy 

balance is maintained through the following calculation: 

(0.265 × 0.960) + (0.670 × 1.004) + (0.065 × 1.118) = 1 

However, it is noteworthy that the steps described above assign the same RGB triplets to 

the entire sky dome for all hours assessed in the simulation. This assumption is incorrect 

when the goal is to perform annual spectral simulation because:  

1. in real life, spectral properties of the sky are not constant throughout the entire 

dome; and  

Color inputs for default sky 

RGB radiance values for the first 16 timesteps of the 

ground patch 

RGB radiance values for the last 16 timesteps of the 

145th sky patch 
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2. the spectral properties of the sky fluctuate constantly and cannot be constant 

throughout the year.  

For this reason, this thesis proposes a framework for generating the spectral sky patch 

matrix. It also proposes discretizing spectral information into N-channels. Figure 10 

schematically presents the workflow discussed in the next sections.  

Figure 10 Schematic framework of precomputation of the sky patch matrix and steps for the ASMS 

based on the daylight coefficient. 

3.3 Precomputation of the spectral sky patch matrix 

The following subsections present the steps necessary to create a spectral sky patch matrix 

that is “feedable” to the main ASMS. Broadly, the main principle consists of generating a 

relative spectral radiance matrix and multiplying it by the matrix of absolute radiance 

patch values. To be able to “feed” the spectral data into ASMS, the resultant absolute 

spectral radiance of each patch at each timestep must be arranged into N channels. In this 

work, three, nine, 27 and 81 channels are regarded. Thereby, the following subsections 

describe the below-mentioned points that must be accomplished in greater detail: 

1. the matrix of absolute radiance patch values;  

2. the matrix of relative spectral radiance from 380 nm to 780 nm; and 

3. the discretization of resultant absolute spectral radiance into N-channels 
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3.3.1 Generation of absolute radiance patch values 

A matrix of absolute radiance patch values is generated by running the gendaymtx program 

in Radiance with equal coefficients in the color option (-c 1 1 1 i.e. grey sky) that produces 

a matrix of absolute RGB radiance patch values. Figure 11 shows the output of running the 

program with the above-described settings. In comparison to Figure 9, RGB triplets are 

equal beyond the ground patch. 

Figure 11. The output file of the gendaymtx program when the color option is set to grey (-c 1 1 1). 

The triplets represent the RGB radiance values. Each patch shows that the radiance at any time of 

the year equals to (R + G + B) / 3. 

Through the above-mentioned steps, it is possible to determine the hourly radiance of each 

sky patch, which is necessary for the following: 

1. scaling of relative spectral radiance from 380 nm to 780 nm for each sky patch and 

hour; and 

2. generation of the relative spectral radiance for each sky patch (see Section 3.3.2). 

3.3.2 Generation of relative spectral radiance profile for the sky  

According to validated findings, there is a correlation between sky luminance and sky CCT 

[103, 119]. Therefore, this section describes the needed steps to apply the correlation to the 

sky-patch-radiance from Section 3.3.1 in order to convert it into sky-patch-spectral-

radiance. Firstly, the radiance-based matrix must be converted to a luminance-based matrix. 

Color inputs for gray sky 

RGB radiance values for the first 16 timesteps of the 

ground patch 

RGB radiance values for the last 16 timesteps of the 

145th sky patch 
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Equation 8 presents the conversion, where 179 lm/W is the luminous efficacy of equal-

energy light [118]: 

𝐿𝑣 = 179 ∙ (0.265𝑅 + 0.670𝐺 + 0.065𝐵) (8) 

where: 

𝐿𝑣: Luminance of the sky patch (cd/m²) 

The conversions in Table 1 are applied to the luminance-based matrix in order to convert 

it to the CCT-based matrix. The conversion depends on the sky type and the luminance 

range. 

Table 1. Validated luminance-to-CCT correlations for clear and overcast sky types. Correlations 

for clear sky are based on the luminance range of each patch. CCT of the overcast sky is constant. 

Lv = Luminance (cd/m²); LCF = Luminance Color Factor. 

First author Luminance range Luminance and CCT correlation 

Clear sky 

Chain (1999) 

[120] 
Lv < 3172 cd/m² 𝐶𝐶𝑇 =

106

−132.1 + 59.77 ∙ 𝑙𝑜𝑔10𝐿𝑣
 

Rusnak (2012) 

[121] Lv < 5200 cd/m² 

& 

Lv > 3172 cd/m² 

𝐶𝐶𝑇 =
106

𝑝 ∙ 𝐿𝑣
𝑞   

 

where: 

p and q are the mean values of the empirical 

measurements per sky type in Rusnak (p. 81). 

Chain (2004) 

[122] 

Lv > 5200 cd/m² 

𝐶𝐶𝑇 =
106

181.35233 + 𝐿𝐶𝐹 (−4.22630 + 𝑙𝑜𝑔10𝐿𝑣)  
 

where: 

𝐿𝐶𝐹 = 21.56308 + (82.33165 − 0.77050 ∙  𝛾𝑠)

∙ (1.10439 + 𝑙𝑜𝑔10(𝜀 − 0.9)) 

𝛾𝑠 is solar altitude and 𝜀 is the sky clearness  

Overcast 

Chain (1999) 

[120] 

All CCT = 6415 (± 133) K 
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Whether the sky type is clear or overcast is determined according to the epsilon value, 

which represents the clearness of the sky and is identified for each hour of the year from 

direct and global irradiance as specified in [116]. The following gradation for sky type were 

considered [123]: 

- Overcast sky if epsilon < 1.065 

- Intermediate sky if epsilon ≥ 1.065 and ≤ 4.5 

- Clear sky if epsilon > 4.5 

Since luminance-to-CCT correlation does not exist for the intermediate sky condition, this 

type of sky is preliminarily treated as an overcast sky with a constant CCT of 6415 K. 

However, this can easily be adjusted in the simulation once new, validated correlations for 

intermediate sky emerge. The luminance-to-CCT correlation for clear sky condition is 

determined individually based on the luminance range of each patch. Notably, the 

correlations are only valid for the diffuse component of radiation, so the direct component 

is removed from the sky matrix by applying the -s option in gendaymtx program (see 

Figure 9 and Figure 11).  

The above-described conversions achieve 1,270,200 CCT values for each of the patches of 

the sky dome for each hour of the year. In the post-processing steps, only working hours 

between 8:30 and 18:30 when the solar altitude exceeded 10° were regarded. The solar 

altitude is relevant because the correlations have not been validated for extremely low 

altitudes. Solar altitude is deduced (by running gendaylit program) for each hour of interest. 

As a result, 3,265 hours were left for analysis after post-processing.  

The CCT of each sky patch is converted to relative spectral radiance from 380 nm to 

780 nm. In this method, the CCT is converted to xy coordinates on the CIE 1931 color space 

chromaticity diagram. Once the xy coordinates are known, spectral power distribution of 

illuminant D can be characterized mathematically [124]. The conversion is valid when the 

CCT is between 4000 K and 25000 K.  

3.3.3 Discretization of the sky SPD into N-bins 

Several steps are necessary to convert the relative spectral radiance of each sky patch into 

a readable format for ASMS. Firstly, the relative spectral radiance of each patch must be 

interpolated at 0.1 nm interval to allow precise division between RGB bands. These bands 

are determined according to RGB coefficients in Equation 7 (0.265, 0.670 and 0.065) that 

represent the area under the curve of the area-normalized photopic V(λ) function: 



32 

 

∫ 𝑉(𝜆) 𝑑𝜆 = 1
780

380

 (9) 

According to this, the coefficients R, G and B correspond to the area under the photopic 

curve between 586.5 - 780.0 nm, 499.0 - 586.5 nm and 380 - 499.0 nm. These boundaries 

were determined by applying trapezoidal integration to the area-normalized V(λ) curve in 

Equation 9. Therefore, to discretize the spectral radiance of any sky patch into three 

channels, it is averaged in the red, green and blue wavelength boundaries following the 

Equations 10 to 12: 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐿̅e,Red
 =

(∑ 𝐿e,λ 𝑖
780
𝑖=586.5 )

780.0 − 586.5
⁄  (10) 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐿̅e,Green
 =

(∑ 𝐿e,λ 𝑖
586.5
𝑖=499.0 )

586.5 − 499.0
⁄  (11) 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐿̅e,Blue
  =

(∑ 𝐿e,λ 𝑖
499.0
𝑖=380 )

499.0 − 380.0
⁄  (12) 

where: 

𝐿̅e,wavelength band
   :  relative average radiance in the respective wavelength band 

 (W/m²/sr per wavelength band) 

𝐿e,λ 𝑖: relative spectral radiance at wavelength i (W/m²/sr/nm) 

However, it is noteworthy that the relative average radiance values from Equations 10 to 

12 do not satisfy the energy balance in Equation 7. The relative average radiance 

(𝐿̅e,wavelength band
 )  in each channel must be divided by the following scaling factor to preserve 

the energy balance in Radiance simulation:   

𝑆𝑐𝑎𝑙𝑖𝑛𝑔 𝑓𝑎𝑐𝑡𝑜𝑟

= (𝑅𝑒𝑙. 𝐿̅e,Red
  × 0.265)  + (𝑅𝑒𝑙. 𝐿̅e,Green

 ×  0.670)

+ (𝑅𝑒𝑙. 𝐿̅e,Blue
  × 0.065) 

(13) 

Finally, assuming that the spectral radiance in the discretized wavelength bands is constant 

(i.e., flat), the scaled relative average radiance of R, G and B bins is multiplied by the 

absolute radiance value of the sky patch (see Section 3.3.1) to obtain the absolute average 

spectral radiance for each channel (i.e., wavelength band). Therefore, if a three-channel 

spectral simulation is performed, one sky matrix with 1,278,960 triplets will be produced, 

similar to that presented in Figure 9 and Figure 11. However, each line will contain the 
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following three values: absolute average spectral radiance for wavelength intervals 

586.5 - 780.0 nm (R), 499.0 - 586.5 nm (G) and 380 - 499.0 nm (B). This information is 

then “fed” to the ASMS (Section 3.4). 

If nine channels are considered, then relative spectral radiance must be derived for three 

blue, three green and three red bins. The bands for the finer bins are obtained by dividing 

the main wavelength boundaries equidistantly, which results in the following intervals: 

380.0 - 419.6 nm, 419.6 - 459.3 nm, 459.3 – 499.0 nm, 499.0 - 528.1 nm, 528.1 - 557.3 nm, 

557.3 - 586.5 nm, 586.5 – 651.0 nm, 651.0 - 715.5 nm and 715.5 – 780.0. The same logic 

applies to simulations with 27 and 81 channels, where nine and 27 bins, respectively, must 

be created within the original RBG wavelength intervals. Thereby, Equations 10 to 12 

should be adjusted and expanded accordingly.  

Figure 12. Measured (black line) and discretized (colored lines) relative spectral radiance of the 

D65 illuminant with 6504 K. 

Considering that the scaling factor in Equation 13 is valid for a three-channel simulation, 

the relative average spectral radiance values for the nine, 27 and 81-channel simulations 

are multiplied by finer coefficients instead. These coefficients are deduced by applying 

trapezoidal integration to the nine, 27 or 81 intervals of the area-normalized V(λ) curve. 

The coefficients and intervals for the three, nine, 27 and 81 channels are presented in 

Appendix A. Figure 12 shows the example of the discretization into N-channels of the 

relative spectral radiance of the D65 illuminant with 6504 K. 
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In the case of nine-channel simulation, three separate spectral sky files are written for 

wavelength intervals 380 - 499.0 nm, 499.0 - 586.5 nm and 586.5 - 780.0 nm. Each of the 

sky files has 1,278,960 triplets that describe the respective wavelength interval. “Blue” sky 

matrix file represents the absolute average spectral radiance of the intervals 380.0 - 419.6 

nm, 419.6 - 459.3 nm and 459.3 – 499.0 nm with a set of triplets. “Green” sky matrix file 

refers to the intervals 499.0 - 528.1 nm, 528.1 - 557.3 nm and 557.3 - 586.5 nm. “Red” sky 

matrix file described intervals 586.5 - 651.0 nm, 651.0 - 715.5 nm and 715.5 - 780.0. The 

spectral sky files are then “fed” to the ASMS. 

Regarding the simulation with 27 channels, the original boundaries are divided into nine 

finer intervals. Nine spectral sky files with absolute average spectral radiance in the 

respective wavelength bands are produced. Similar steps are done in the simulation with 81 

channels, except the original boundaries are divided into 27 channels and produce 27 

spectral sky files for the respective parts of the spectrum. The spectral sky files are then 

“fed” to the ASMS. The ASMS is run one time for three channels, three times for nine 

channels, nine times for 27 channels and 27 times for 81 channels.  

3.4 ASMS and post-processing steps 

The ASMS is based on the daylight coefficient method to accommodate the spectral 

component in the annual simulations. The daylight coefficient method supports the 

execution of annual daylight simulations without the need to run an individual simulation 

for each hour of the year, eliminating redundant calculations. The ASMS method extends 

the daylight coefficient method by enabling spectral simulation with N-channels. 

In a two-phase simulation that relies on the daylight coefficient, the sky matrix is multiplied 

by the matrix of daylight coefficients. Here, steps that produce a daylight coefficient matrix 

that considers the spectral properties of the geometry are elaborated. In a conventional 

three-channel simulation, the first step is creating an octree file from a scene description in 

Radiance. This is done with the help of the oconv program, which combines the geometry 

of the model with the material description file. In a spectral simulation, the material 

description file must be edited to contain the spectral information of the surfaces before 

combining it with geometry via oconv program. The spectral reflectance and transmittance 

values of the materials for wavelength intervals 586.5 - 780.0 nm, 499.0 - 586.5 nm and 

380 - 499.0 nm are averaged into three (RGB) bins and written into one material file. If the 

simulation has more than three channels, the average spectral information is split into 
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multiple material files for several oconv runs. As a result, multiple octree files are generated 

that represent the reflectance and transmittance values of the surfaces in the respective parts 

of the visible spectrum.  

Once the octree file is obtained, the daylight coefficient matrix can be computed (via 

rfluxmtx program with 10 ambient bounces (-ab), 10000 ambient divisions (-ad) and 0.0001 

as limit weight (-lw)). If the simulation with three channels is to be performed, one octree 

file is “fed” to the rfluxmtx program as is. If the simulation is with nine, 27 or 81 channels, 

then rfluxmtx program will be performed three, nine or 27 times with the respective octree 

file that represents the particular spectral intervals. 

In the last step of the ASMS, the generated spectral daylight coefficient matrix is multiplied 

by the spectral sky files (presented in Section 3.3.1 to Section 3.3.3). The output of the 

simulation is the Radiance RGB values. If more than three channels are simulated, then the 

spectral daylight coefficient matrix and the spectral sky files are multiplied, producing 

multiple output files. Regardless of the number of channels, the simulation output requires 

post-processing steps. Equations 14 to 16 convert Radiance RGB values to average spectral 

irradiance in the respective wavelength interval [99]. The equations are expanded to 

consider more intervals when more than three channels are considered.  

𝐸 𝑒,𝜆
[586.5,   780.0]

= 179 × 
1

683
 ×  

1

107
 × 𝑅 (14) 

𝐸 𝑒,𝜆
[499.0,   586.5]

= 179 ×
1

683
 ×  

1

107
 × 𝐺 (15) 

𝐸 𝑒,𝜆
[380,   499.0]

= 179 ×
1

683
 × 

1

107
 × 𝐵 (16) 

where:      

179: luminous efficacy factor for equal-energy white light in Radiance (lm/W) 

683:  photopic luminous efficacy at 555 nm (lm/W) 

107: area under the curve of the normalized V(λ) function 

𝐸 𝑒,𝜆
[𝑎,𝑏]

:  spectral irradiance for the a-b wavelength interval (W/m²) 

The conversion above yields average spectral irradiance of the discrete wavelength interval 

from which various quantities can be generated. In this thesis, photopic illuminance and 

melanopic equivalent daylight illuminance are evaluated. To convert spectral irradiance to 
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photopic illuminance (Ev) and melanopic equivalent daylight illuminance (𝐸𝑣,𝑚𝑒𝑙
𝐷65 ) 

Equations 17 and 18 were applied respectively: 

𝐸𝑣 = 683 × ( ∫ 𝐸𝑒,𝜆

780.0

586.5

(𝜆) 𝑉(𝜆) 𝑑(𝜆) + ∫ 𝐸𝑒,

586.5

499.0

(𝜆) 𝑉(𝜆) 𝑑(𝜆)

+ ∫ 𝐸𝑒,𝜆

499.0

380.0

(𝜆) 𝑉(𝜆) 𝑑(𝜆)) 

(17) 

𝐸𝑣,𝑚𝑒𝑙
𝐷65 =

(

 
 
 
 ∫ 𝐸𝑒,𝜆

780.0

586.5

(𝜆) 𝑠𝑚𝑒𝑙  𝑉(𝜆) 𝑑(𝜆) + ∫ 𝐸𝑒,𝜆

586.5

499.0

(𝜆) 𝑠𝑚𝑒𝑙  𝑉(𝜆) 𝑑(𝜆)

+ ∫ 𝐸𝑒,𝜆

499.0

380.0

(𝜆) 𝑠𝑚𝑒𝑙  𝑉(𝜆) 𝑑(𝜆)
)

 
 
 
 

1.326⁄  

 

(18) 

where: 

𝐸𝑒,𝜆(𝜆) : spectral irradiance in (W/m²/nm or mW/m²/nm) 

𝑉(𝜆)  : photopic spectral sensitivity function 

𝑠𝑚𝑒𝑙(𝜆): melanopic spectral sensitivity function 

In the three-channel simulation, the RGB bins 586.5-780 nm, 499.0-586.5 nm and 380-

499.0 nm have constant spectral irradiance obtained from Equations 14 to 16. In the 

simulation with nine channels, the above-mentioned bins were equidistantly subdivided 

into three further channels, thereby resulting in new bins with constant spectral irradiance 

in the following wavelength bands: 380.0 - 419.6 nm, 419.6 - 459.3 nm, 459.3 - 499.0 nm, 

499.0 – 528.1 nm, 528.1 - 557.3 nm, 557.3 - 586.5 nm, 586.5 - 651.0 nm, 651.0 - 715.5 nm, 

715.5 - 780.0 nm. The same concept applies to the simulations with 27 and 81 channels. 
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4. ASMS for daylighting  

Section 4 

ASMS for daylighting  

4.1 Reference room  

The reference office room previously proposed in [125] is selected as a baseline geometry 

for comparative analysis. The room represents a typical shoebox model designed for six 

employees. The room dimensions are as follows: 3.6 m (width), 8.2 m (length) and 2.8 m 

(height). The total floor area is 29.5 m². The room has a deep floor plan and a south-facing 

window with 3.0 m width and 1.5 m height. The window-to-wall ratio (WWR) is 40 %. Six 

work positions are distributed into three groups based on their proximity to the window. 

Venetian blinds were removed from the original model. The diagram below shows the 

dimensions of the office room.  

Figure 13. Reference office room and the dimensions. The room is divided into three groups based 

on the proximity to the window. The room has six positions in total. Each group has two positions.  

The spectral information for the materials in the office room is selected from an online 

database [126, 127]. The spectral reflectance of each material was selected according to the 

typical reflectance values of the surfaces in the office spaces. Double-pane glazing, 

common for this location and climate, was assembled via Optics software and replaced the 

original glazing in the reference office room [128]. Table 2 shows the selected materials as 

well as the reflectance and transmittance values of the surfaces.  
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Table 2. Materials selected for the reference office room with the reflectance and transmittance 

values presented in percentages. 

Surface Material Reflectance Transmittance 

Ceiling White paint 80 %  

Walls Yellow paint 50 %  

Floor Wooden parquet 20 %  

Glazing Double pane low-E  65 % 

Ground Concrete 20 %  

 

 

Figure 14. a) Spectral reflectance of the white paint (ceiling), yellow paint (walls), wooden parquet 

(floor) and concrete (ground) from 380 nm to 780 nm. b) Spectral reflectance of the double pane 

low-E glazing from 380 nm to 780 nm.  

4.2  Weather data for the ASMS 

The weather data of Mannheim, Germany is selected for the analysis. The EPW file 

(EnergyPlus Weather Format), which is used in the simulations, is based on the weather 

data from 1982, 1985, 1987, 1988, 1989, 1990. The points on the scatter plots in Figure 15, 

show hourly values of direct normal radiation on all days of the month [129]. The hourly 

direct normal radiation exceeds 800 Wh/m² in many instances in March, April, May, June, 

July, August and September. The orange line shows the daily trend for each particular 

month based on the scattered values. On average, direct normal radiation is the highest in 

August when it exceeds 400 Wh/m². Figure 16 shows the hourly values of direct normal 

radiation on the heatmap throughout the year.   
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Figure 15. The x-axis represents 24 hours of the day. The y-axis shows the magnitude of direct 

normal radiation in Wh/m². Orange points indicate hourly values of direct normal radiation for 

each month extracted from the weather data. The orange line is the trend line based on the hourly 

values. Source: CBE Clima Tool [129]. 

Figure 16. Hourly values of direct normal radiation represented as heatmap. The x-axis represents 

months. The y-axis shows hours of the day. The magnitude of direct normal radiation is color-coded 

and presented in Wh/m². Source: CBE Clima Tool [129]. 

Figure 17 and Figure 18 represent diffuse horizontal radiation in Mannheim. Figure 17 

shows that hourly diffuse horizontal radiation exceeds 400 Wh/m² in April, May, June, July 

and August. The maximum daily average diffuse horizontal radiation is beyond 300 Wh/m² 

in April, May, June and July. In order to run the daylighting simulation, the hourly direct 

normal and diffuse horizontal radiation values are extracted from the EPW weather file via 

the epw2wea program in Radiance. The program produces a WEA file, which can be passed 

directly to other Radiance programs, such as gendaymtx, for the generation of the 

discretized sky (as elaborated in Section 3.3). Figure 19 presents the annual profile of 

diffuse horizontal and direct normal radiation that is used as the input in the ASMS. 
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Figure 17. The x-axis represents 24 hours of the day. The y-axis shows the magnitude of diffuse 

horizontal radiation in Wh/m². The orange points indicate hourly values of diffuse horizontal 

radiation for each month extracted from the weather data. The orange line is the trend line based 

on the hourly value. Source: CBE Clima Tool [129]. 

Figure 18. Hourly values of diffuse horizontal radiation represented as heatmap. The x-axis 

represents months. The y-axis shows hours of the day. The magnitude of diffuse horizontal radiation 

is color-coded and presented in Wh/m². Source: CBE Clima Tool [129]. 

 

Figure 19. The annual profile of the diffuse horizontal and direct normal radiation in Mannheim 

as the output of epw2wea Radiance program and input for the ASMS. The x-axis represents hours. 

The y-axis shows the magnitude of radiation in Wh/m².  
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4.3  Variability in the simulation of daylight 

Based on the random nature of hemispherical sampling in Radiance, illuminance 

predictions can vary even between identical simulation runs (refer to Section 3.1). 

Therefore, the effect of random sampling on the variability of the results is investigated in 

this section. The variability between simulations is analyzed via the standard deviation of 

the hourly integral irradiance in the visible spectrum between 380 nm and 780 nm (further 

denoted by 𝐸𝑒
380−780). This analysis is done for all six positions in the room and all the 

channels considered in this thesis. Equation 19 is used to derive the standard deviation of 

one hourly value, here referred to as y: 

𝑦 =  √
∑(𝐸𝑒

380−780
𝑖
− 𝐸̅𝑒

380−780 )2

𝑁 − 1
 (19) 

where: 

y : the standard deviation of 𝐸𝑒
380−780 for one hourly value based on ten 

simulation runs 

𝐸̅𝑒
380−780 : the mean 𝐸𝑒

380−780 of ten simulation runs for one hourly value 

𝐸𝑒
380−780

𝑖
 : individual 𝐸𝑒

380−780 values in ten simulation runs for one hourly value (i = 

1…10) 

N :  the size of the sample i.e., ten simulation runs (N = 10) 

The coefficient of determination, also known as R², represents the proportion of variance 

of the dependent variable, the standard deviation of ten simulation runs. In other words, R² 

describes how close the values of standard deviation are to the gradient line of the 

regression model. This value is calculated assuming the origin at zero and presented in 

scatterplot in Figure 20 and Figure 21 according to Equation 20: 

𝑅2 = 1 − 
∑(𝑦𝑗 − 𝑦̂𝑗)

2

∑(𝑦𝑗)
2

 (20) 

where: 

𝑦𝑗 ∶  actual standard deviation of ten simulation runs for hourly 𝐸𝑒
380−780 (j = 

1…3265) 
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𝑦̂𝑗 ∶  predicted standard deviation according to the linear regression model of ten 

simulation runs for hourly 𝐸𝑒
380−780 (j = 1…3265) 

Figure 20. Scatterplots show standard deviation (y-axis) plotted against the average 𝐸𝑒
380−780 (x-

axis) for positions 1. Row (a) presents the results at the horizontal desk level (0.80 m) and row (b) 

at the vertical eye level (1.20 m) for simulations with three, nine, 27 and 81 channels. Average 

𝐸𝑒
380−780 refers to ten simulation runs. The red dashed line represents the maximum standard 

deviation at the respective 𝐸𝑒
380−780 in each scatter plot. 

a) b) 
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Figure 20 (a) shows scatterplots of position 1 with three-, nine-, 27- and 81-channel 

discretization at the horizontal desk level (0.80 m). Figure 20 (b) shows the same 

information recorded at the vertical eye level at 1.20 m. The scatterplots represent the 

relationship between the standard deviation (y-axis) and the average 𝐸𝑒
380−780of ten 

simulation runs (x-axis). The dotted blue line represents the regression line that passes 

through the origin of each plot. The gradient of the regression line provides information on 

the strength of the relationship and indicates how fast the dependent variable (standard 

deviation) increases as a function of the independent variable (average 𝐸𝑒
380−780). All 

scatterplots show moderate to strong, positive, linear relationship between the standard 

deviation and 𝐸𝑒
380−780 of ten simulation runs. The scatterplots for positions 3 to 6 are 

presented in Appendix B. 

It is noteworthy that the maximum standard deviation is consistently lower in the 

simulations that have a higher number of channels. Figure 20 (a) shows that the maximum 

standard deviation at the horizontal desk level is +/- 0.23 W/m² (at 43.4 W/m²) in the 

simulations with three channels, +/- 0.18 W/m² (at 37.0 W/m²) in the simulations with nine 

channels, +/- 0.10 W/m² (at 38.7 W/m²) in the simulations with 27 channels and 

+/- 0.06 W/m² (at 38.6 W/m²) in the simulations with 81 channels 

The maximum standard deviation at the vertical eye level is shown in Figure 20 (b). The 

maximum standard deviation is +/- 0.25 W/m² (at 11.3 W/m²) in the simulations with three 

channels, +/- 0.21 W/m² (at 9.8 W/m²) in the simulations with nine channels, +/- 0.09 W/m² 

(at 9.4 W/m²) in the simulations with 27 channels and +/- 0.07 W/m² (at 9.6 W/m²) in the 

simulations with 81 channels.  

Figure 21 (a) shows that the maximum standard deviation at the horizontal desk level is 

+/- 0.27 W/m² (at 39.3 W/m²) in the simulations with three channels, +/- 0.18 W/m² (at 

36.9 W/m²) in the simulations with nine channels, +/- 0.15 W/m² (at 35.0 W/m²) in the 

simulations with 27 channels and +/- 0.08 W/m² (at 32.3 W/m²) in the simulations with 81 

channels for position 2.  

The maximum standard deviation at the vertical eye level is shown in Figure 21 (b). The 

maximum standard deviation is +/- 0.27 W/m² (at 9.2 W/m²) in the simulations with three 

channels, +/- 0.19 W/m² (at 10.2 W/m²) in the simulations with nine channels, +/- 0.11 

W/m² (at 10.3 W/m²) in the simulations with 27 channels and +/- 0.06 W/m² (at 8.7 W/m²) 

in the simulations with 81 channels.  
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Figure 21. Scatterplots show standard deviation (y-axis) plotted against the average 𝐸𝑒
380−780 (x-

axis) for positions 2. Row (a) presents the results at the horizontal desk level (0.80 m) and row (b) 

at the vertical eye level (1.20 m) for simulations with three, nine, 27 and 81 channels. Average 

𝐸𝑒
380−780 refers to ten simulation runs. The red dashed line represents the maximum standard 

deviation at the respective 𝐸𝑒
380−780 in each scatter plot. 

The initial hypothesis that increasing the number of channels would consistently decrease 

the gradient of the linear regression model, thereby reducing the standard deviation, is 

confirmed. A short analysis is done for the horizontal and vertical 𝐸𝑒
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based on the linear regression models for positions 1 to 6. Tables 3 and 4 show the standard 

deviation in W/m² based on the average of ten simulation runs for the simulation with three, 

nine-, 27- and 81-channels. 

Table 3. Standard deviation that occurs on positions 1-3 on the vertical and horizontal planes for 

the simulation with three, nine, 27 and 81 channels. The regression model is based on ten Radiance 

simulation runs with three, nine, 27 and 81 channel discretization.  

Number of channels 

Standard deviation (W/m²) 

Position 1 Position 2 Position 3 

Horiz. Vert. Horiz. Vert. Horiz. Vert. 

3 0.06 0.13 0.06 0.15 0.21 0.34 

9 0.04 0.11 0.04 0.10 0.17 0.31 

27 0.02 0.05 0.03 0.06 0.09 0.14 

81 0.01 0.04 0.02 0.03 0.05 0.09 

 

Table 4. Standard deviation that occurs on positions 4-6 on the vertical and horizontal planes for 

the simulation with three, nine, 27 and 81 channels. The regression model is based on ten Radiance 

simulation runs with three, nine, 27 and 81 channel discretization.  

Number of channels 

Standard deviation (W/m²) 

Position 4 Position 5 Position 6 

Horiz. Vert. Horiz. Vert. Horiz. Vert. 

3 0.20 0.32 0.47 0.88 0.34 0.62 

9 0.13 0.32 0.23 0.33 0.33 0.51 

27 0.10 0.17 0.21 0.23 0.14 0.25 

81 0.07 0.01 0.07 0.14 0.07 0.14 

 

4.4  Results of ASMS for daylighting 

The following section presents the results of the ASMS for daylighting. The results 

presented for each N-channel are based on the average of five simulation runs. Figure 22 

and Figure 23 present scatter plots for positions 1 to 6. The x-axis represents the average 

photopic or melanopic equivalent daylight illuminance of the 81-channel simulation 

obtained by performing five simulation runs. The y-axis represents the absolute difference 

of the photopic or melanopic equivalent daylight illuminance in lx. Each point in the scatter 

plot represents the absolute difference in photopic or melanopic equivalent daylight 

illuminance of three-, nine- or 27-channel simulation compared to 81 channels, 

representing the baseline. 
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4.4.1 Results of photopic illuminance 

Figure 22 shows the difference in photopic illuminance in relation to the baseline 

simulation with 81 channels for positions 1 to 6. Figures show that the simulation with three 

channels has the highest absolute difference in photopic illuminance compared to the 

baseline. The difference increases with the increase of the magnitude of the photopic 

illuminance. For example, the highest baseline photopic illuminance is approximately 

9797 lx (SD = +/- 25.5 lx) for position 1. This means that an identical analysis with a three-

channel simulation would produce a result of approximately 9372 lx (SD = +/- 66.5 lx). 

Figure 22. The absolute difference in photopic illuminance for the simulations with three, nine and 

27 channels in comparison to the baseline illuminance with 81 channels for positions 1 (a) to 6 (f). 

The x-axis represents the baseline illuminance in the simulation with 81 channels. The y-axis 

represents the absolute difference from the baseline simulation for the rest of the N-channel 

simulations in lx. 
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Table 5 presents the difference in percent for the maximum baseline photopic illuminance 

on positions 1 to 6 for the simulations with three, nine and 27 channels. 

Table 5. The difference in photopic illuminance presented in percent for the simulations with three, 

nine, 27 and 81 channels compared to the maximum baseline illuminance for positions 1 to 6.  

Number of 

channels 

∆ in photopic illuminance for maximum baseline illuminance in percent 

Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 4.3 4.6 4.4 4.5 4.3 4.4 

9 0.4 0.7 0.8 0.9 1.1 1.0 

27 0.1 0.1 0.2 0.8 0.7 0.6 

 

4.4.2 Results of melanopic equivalent daylight illuminance 

The same analysis is performed for melanopic equivalent daylight illuminance. According 

to Figure 23, the simulations with three channels have the highest absolute difference in 

melanopic equivalent daylight illuminance in comparison to the baseline with 81 channels. 

As established previously, the absolute difference increases with the increase of the 

magnitude. The highest baseline melanopic equivalent daylight illuminance is 

approximately 3216 lx (SD = +/- 16.1 lx) for position 1. Whereas the highest melanopic 

equivalent daylight illuminance in the three-channel simulation is 2937 lx (SD = 

+/ 17.0 lx). The difference in melanopic equivalent daylight illuminance compared to the 

maximum baseline for positions 1 to 6 is presented in Table 6.  

Table 6. The difference in melanopic equivalent daylight illuminance presented in percent for the 

simulations with three, nine, 27 and 81 channels compared to the maximum baseline illuminance 

for positions 1 to 6.  

Number of 

channels 

∆ in melanopic equivalent daylight illuminance for maximum baseline 

illuminance in percent 

Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 8.7 8.8 5.5 6.0 5.6 4.9 

9 1.3 1.1 3.4 2.7 3.5 3.5 

27 0.7 0.3 1.0 1.4 1.2 1.1 
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Figure 23. The absolute difference in melanopic equivalent daylight illuminance for the simulations 

with three, nine and 27 channels in comparison to the baseline illuminance with 81 channels for 

positions 1 (a) to 6 (f). The x-axis represents the baseline illuminance in the simulation with 81 

channels. The y-axis represents the absolute difference from the baseline simulation for the rest of 

the N-channel simulations in lx. 

4.5  Discussion of the ASMS results  

The following section discusses the results of photopic and melanopic equivalent daylight 

illuminance produced by the ASMS. Notably, the difference between the three-channel 

simulation and the rest of the multichannel simulations is slightly more pronounced with 

the melanopic equivalent daylight. For example, the absolute difference between the 

baseline and three-channel simulation is approximately 150 lx for photopic illuminance 

with 3000 lx. In contrast, the absolute difference is about 250 lx for melanopic equivalent 

daylight illuminance of the same magnitude (refer to Figures 22 and 23).  
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Figures 24 and 25 show all hours when the photopic and melanopic equivalent daylight 

illuminance in positions 1 and 2 are below the respective thresholds (500 lx for photopic 

illuminance and 250 lx for melanopic equivalent daylight illuminance). These hours serve 

as the basis for evaluating electric lighting demand. Therefore, accurate prediction of 

illuminance is especially critical for these hours. The comparison for all hours of the year, 

irrespective of the illuminance threshold, is presented in Appendix C. 

Figure 24. Hours when the photopic illuminance is below the 500-lx threshold on the horizontal 

desk level for position 1 (a) and position 2 (b). The x-axis represents hours. The y-axis presents the 

illuminance range. The red dashed lines represent hours when photopic illuminance is between 

zero and 500 lx, corresponding to the threshold of photopic illuminance. PI = photopic illuminance 

in lx. 

Figure 25. Hours when the melanopic equivalent daylight illuminance is below the 250-lx threshold 

on the vertical eye level for position 1 (a) and position 2 (b). The x-axis represents hours. The y-

axis presents the illuminance range. The red dashed lines represent hours when melanopic 

equivalent daylight illuminance is between zero and 250 lx, corresponding to the threshold of 

melanopic equivalent daylight illuminance. MEDI = melanopic equivalent daylight illuminance 

in lx. 
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Figure 26 elaborates on the previously-mentioned finding by depicting the spectral 

irradiance at the desk (a) and the eye level (b) on 01.01 at 15:30 in relation to the respective 

sensitivity curves. To calculate photopic or melanopic equivalent daylight illuminance, the 

photopic or melanopic sensitivity curve is multiplied by the spectral irradiance at the desk 

or the eye level. The area under the resultant curve is then scaled by the corresponding 

factor (see exact steps in Section 3.4) 

Figure 26. Photopic (a) and melanopic (b) sensitivity curves along with the spectral irradiance for 

the three-channel and 81-channel simulation for position 1 on the horizontal desk level (a) and 

vertical eye level (b) on 01.01 at 15:30. The x-axis represents the visible spectrum from 380 nm to 

780 nm. The left y-axis shows the spectral irradiance in W/m²/nm. The right y-axis refers to the 

relative spectral sensitivity of photopic and melanopic curves. 

To explain the larger deviation in the melanopic equivalent daylight illuminance, one 

should refer to the peaks of the sensitivity curves. The peak of the melanopic sensitivity 

curve occurs at approximately 490 nm, very close to the boundary between blue and green 

spectral bins at 499 nm, contributing to the higher underestimation of melanopic equivalent 

daylight illuminance. On the other hand, the peak of the photopic sensitivity curve occurs 

at 555 nm, far from the abrupt bin boundaries at 499.0 nm and 586.5 nm.  

The photopic illuminance on 01.01 at 15:30 is 238.3 lx (SD = +/- 1.7) in the simulation 

with three channels and 248.6 lx (SD = +/- 0.6) in the baseline simulation with 81 channels 

for position 1. This difference corresponds to approximately 4 %. The melanopic equivalent 

daylight illuminance is 72.0 lx (SD = +/- 0.4) in the simulation with three channels and 

77.8 lx (SD = +/- 0.4) in the baseline simulation for position 1. This results in a 7 % 

difference. These findings are relevant for the evaluation of lighting energy demand since 
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they propose that a simulation with three channels will predict daylight illuminance, 

especially melanopic equivalent daylight illuminance, with lower accuracy in comparison 

to the simulations with higher resolution. 
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5. ASMS and point-in-time spectral simulation with electric light 

Section 5 

ASMS and point-in-time spectral simulation with 

electric light 

5.1  Photopic and spectral properties of the luminaires 

Since daylight is not always sufficient to maintain the required lighting for office activities, 

electric light is predicted via spectral point-in-time simulation. The following section 

presents the framework and the results of the spectral simulations. Two LED and one 

fluorescent luminaires are selected for the analysis: 

1. LED luminaire with 4000 K (64 W) 

2. LED luminaire with 6500 K (64 W) 

3. Fluorescent luminaire with 3500 K (216 W) 

Figure 27 shows polar luminous intensity graphs of the three luminaires. The distribution 

of luminous intensity is plotted in candelas for two planes: the frontal plane (C0/180) and 

the side plane (C90/270). The graph helps determine the expected distribution from the 

luminaire in addition to intensity. Figures 27 (a) and (b) show symmetrical luminous 

intensity distribution for LED downlight. Figure 27 (c) shows slightly asymmetrical 

distribution of fluorescent downlight between the frontal and side planes. 

Figure 27. Polar luminous intensity graphs of LED with 4000 K (a), LED with 6500 K (b) and 

fluorescent luminaire with 3500 K (c). The distribution of luminous intensity is in candelas for 

frontal plane (C0/180) and the side plane (C90/270). 

(a) (b) (c) 
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Figure 28. Relative spectral power distribution of LED with 4000 K (a), LED with 6500 K (b) and 

fluorescent luminaire with 3500 K (c). The x-axis represents the visible spectrum from 380 nm to 

780 nm. The y-axis shows the spectral power distribution normalized to one. 

LEDs with 4000 K and 6500 K represent luminaires with a relatively continuous spectrum. 

However, the LED luminaire with 6500 K presents a sharper peak in the blue wavelength 

region of the visible spectrum. The fluorescent luminaire depicts a discontinuous spectrum 

with several peaks and extreme fluctuations (see Figure 28 (c)). 

5.2  Maintenance factors of the luminaires 

To account for the decrease in illuminance over the entirety of the service life of the 

luminaire, the maintenance factor (MF) must be considered in the electric simulation 

according to DIN EN 12464-1 [130]. The maintenance factor is calculated according to the 

Equation 21: 

𝑀𝐹 =  𝐿𝑆𝐹 ×  𝐿𝐿𝑀𝐹 ×  𝐿𝑀𝐹 ×  𝑅𝑆𝑀𝐹 (21) 

where: 

LSF: Lamp survival factor. It describes the probability of lamp failure over its 

service life. Considering that the replacement of faulty systems takes place 

directly in order to maintain the appropriate light levels, this factor is 

assumed to be 1.0.  

LLMF: Lamp luminous flux maintenance factor. This factor represents the 

depreciation in luminous flux of a lamp over its service life. According to 

the specifications of the manufacturers, this factor is 0.90 for the selected 

LED luminaires and 0.70 for the fluorescent luminaire. 

LMF: Luminaire maintenance factor. It expresses the influence of dirt on optical 

properties of the luminaires. This value is typically 0.93 for direct-

distribution luminaires [131]. 
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RSMF:  Room surface maintenance factor. This factor refers to the depreciation of 

the reflectance of surfaces that occurs over time. Considering a clean room 

with a yearly cleaning schedule, the factor is 0.97 for direct-distribution 

luminaires [131]. 

The illuminance of the analyzed luminaires is multiplied by the respective maintenance 

factor to account for the loss that occurs over time. Following Equation 21, the maintenance 

factors are listed below: 

Table 7. Factors needed to calculate luminaire-specific maintenance factors according to 

Equation 21. The resulting maintenance factor is presented in bold font. FL = fluorescent. 

Luminaire LSF LLMF LMF RSMF MF 

LED 4000 K 1.00 0.90 0.93 0.97 0.81 

LED 6500 K 1.00 0.90 0.93 0.97 0.81 

FL 3500 K 1.00 0.70 0.93 0.97 0.63 

 

5.3  Luminaire groups in the office room 

Since the office room is relatively deep (8.2 m), positions 1 to 6 get a different amount of 

natural light. Positions 1 and 2 get the most daylight hours throughout the year and require 

the least amount of electric lighting. However, even these positions cannot entirely rely on 

daylight to maintain an appropriate level of illuminance in the room. On the other hand, 

positions 5 and 6 receive the least amount of daylight and rely on electric lighting the most. 

Therefore, electric light has to be used for most of the working hours to maintain photopic 

illuminance and melanopic equivalent daylight illuminance beyond 500 lx and 250 lx 

respectively, for the positions that are located the farthest from the window. Accordingly, 

the positions are categorized into three groups to enable independent lighting control: 

- Group 1: positions adjacent to the window 

- Group 2: positions in the middle of the office room 

- Group 3: positions the farthest away from the window 

In Figure 29, green and blue dots represent imaginary sensors that record illuminance. The 

green dots denote the photopic illuminance sensor, which records illuminance at the desk 

level (0.80 m) on the horizontal plane. The blue dots represent imaginary sensors that 
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record melanopic equivalent daylight illuminance at eye level (1.20 m) on the vertical 

plane. The yellow glow lines show that there are two luminaires in each zone.  

Figure 29. Three groups for independent lighting control in the office room. Group 1 represents 

the positions near the window that receive the most daylight, group 2 depicts the middle positions 

that receive less daylight and group 3 shows the positions that are located the farthest from the 

window and have the least amount of daylight. Photopic illuminance, shown by the green dot, is a 

theoretical sensor for illuminance at the desk level on the horizontal plane (0.80 m). The blue dots 

represent theoretical sensors that record melanopic equivalent daylight illuminance at eye level on 

a vertical plane (1.20 m). Pos. = position. 

5.4  Simulation framework of electric lighting in Radiance 

The point-in-time spectral simulation with the electric light is done separately from the 

ASMS, as commonly done in Radiance simulations when supplementary electric light is 

required. The sky is generated using gendaylit program that utilizes Perez model to generate 

daylight description in Radiance. To ensure that the sky has no impact on the simulation, 

the direct-normal-irradiance and diffuse-horizontal-irradiance are assigned zero, creating a 

dark sky. 

As described previously, the transmittance and reflectance of the materials are discretized 

into three bins where Red, Green, Blue corresponded to wavelength-bands 586.5-780 nm, 

499.0-586.5 nm and 380-499.0 nm respectively. Each bin is subsequently divided into finer 

bins depending on the necessary number of channels. A similar procedure is described in 

Section 3.3.3 that serves as a pre-processing step for ASMS. 

A photometric (IES) file that describes the luminous intensity of luminaires is necessary to 

simulate electric light. In order to be able to use IES file in Radiance, the file must be 

converted to Radiance format using ies2rad program. To include the previously described 

Pos. 1 

Pos. 2 

Group 1 Group 2 Group 3 

Pos. 3 

Pos. 4 

Pos. 5 

Pos. 6 
N 
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maintenance factor (see Section 5.2), the -m option in the ies2rad program is used to scale 

the brightness of the LED and fluorescent luminaires. The color of the luminaire can be 

specified according to its actual spectral power distribution using the -c option in 

the ies2rad program. It is noteworthy that energy balance must be preserved when 

assigning the color of the luminaire, as is done with the sky in Section 3.3.3. As described 

in that section, several simulations defined by the total number of channels are needed to 

depict the visible spectrum of light from 380 nm to 780 nm.  

An array of six luminaires is created on top of respective positions (using - xform program 

in Radiance). Dark sky, room geometry, material descriptions and the array of luminaires 

are combined into one octree file (using -oconv program) that represents the 3D room. 

Finally, a spectral point-in-time simulation is performed (via -rtrace command). Post-

processing steps are necessary to obtain photopic and melanopic equivalent daylight 

illuminance from the spectral irradiance on the imaginary sensors at the desk and eye level 

for each position. These steps are described in Section 3.4. Figure 30 shows the relative 

spectral irradiance at the eye level from position 1 in a room with LED with 4000 K (a), 

LED with 6500 K (b) and fluorescent with 3500 K (c) luminaires in a three, nine, 27- and 

81-channel simulation.  

Figure 30. Relative spectral irradiance of LED with 4000 K (a), LED with 6500 K (b) and 

fluorescent luminaire with 3500 K (c) in a three, nine, 27, and 81-channel simulation at the eye 

level from position 1. CH = channels. 

5.5  Variability in the simulation of electric light  

The variability of the daylight simulation results is highlighted due to the random sampling 

in the Monte-Carlo raytracing method in Section 4.3. Since electric light relies on 

deterministic sampling in Radiance, a lower standard deviation is expected between 
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multiple simulation runs than that presented in the scatter plots in Section 4.3. Tables 8 and 

9 show the standard deviation of irradiance based on five simulation runs with LED 

luminaire with 4000 K. The results represent positions 1 to 6.  

Table 8. Standard deviation for irradiance at the desk level (horizontal plane at 0.80 m) for three-

channel, nine-channel, 27-channel, and 81-channel discretization based on five simulation runs. 

The results are presented for each position in the office room with LED luminaire with 4000 K. 

Number of 

channels 

Standard deviation (W/m²) 

Pos. 1 Pos. 2 Pos. 3 Pos. 4 Pos. 5 Pos. 6 

3 1.74 × 10-3 1.66 × 10-3 6.67 × 10-4 6.22 × 10-4 1.44 × 10-3 1.03 × 10-3 

9 5.49 × 10-4 4.83 × 10-4 5.21 × 10-4 1.90 × 10-4 7.45 × 10-4 5.36 × 10-4 

27 2.88 × 10-4 3.81 × 10-4 2.32 × 10-4 1.85 × 10-4 1.99 × 10-4 2.82 × 10-4 

81 1.45 × 10-4 2.10 × 10-4 1.13 × 10-4 1.82 × 10-4 1.70 × 10-4 1.25 × 10-4 

 

Table 9. Standard deviation for irradiance at the eye level (vertical plane at 1.20 m) for three-

channel, nine-channel, 27-channel, and 81-channel discretization based on five simulation runs. 

The results are presented for each position in the office room with LED luminaire with 4000 K.  

Number of 

channels 

Standard deviation (W/m²) 

Pos. 1 Pos. 2 Pos. 3 Pos. 4 Pos. 5 Pos. 6 

3 2.14 × 10-3 1.24 × 10-3 1.15 × 10-4 8.25 × 10-4 3.76 × 10-4 6.00 × 10-4 

9 6.82 × 10-4 6.51 × 10-4 3.08 × 10-4 4.14 × 10-4 2.67 × 10-4 5.09 × 10-4 

27 2.35 × 10-4 2.32 × 10-4 2.17 × 10-4 4.01 × 10-4 2.63 × 10-4 3.02 × 10-4 

81 1.76 × 10-4 8.26 × 10-5 1.92 × 10-4 2.86 × 10-4 1.11 × 10-4 2.04 × 10-4 

 

The maximum standard deviation occurs in the three-channel simulation and equals to 

1.74 × 10-3 W/m² for horizontal irradiance and 2.14 × 10-3 W/m² for vertical irradiance. The 

standard deviation for the vertical irradiance, which makes up only 8.3 × 10-4 % of the 

irradiance magnitude on position 1, is slightly higher than the horizontal irradiance, 

although both deviations are relatively insignificant. 

5.6  Illuminance in the prototypical room provided by luminaires  

The following section investigates the illuminance in the office room before group-

dependent dimming is applied to the luminaires. The purpose of the section is to illustrate 

the impact of spectral discretization of the luminaires on illuminance. Figure 31 shows 



58 

 

absolute spectral irradiance at the desk and eye level simulated for position 1 with LED 

with 4000 K, LED with 6500 K and fluorescent luminaire with 3500 K. The spectral 

irradiance is plotted alongside photopic (a) and melanopic (b) sensitivity curves. 

Appendix D presents the photopic and melanopic equivalent daylight illuminance produced 

by the luminaires when they are discretized into three, nine, 27 and 81 channels for 

positions 1 to 6 based on one simulation run.  

Table 10. Deviation of photopic and melanopic equivalent daylight illuminance from the baseline 

simulation with 81 channels for the three-, nine- and 27-channel discretization in percent for 

position 1. Negative values present overestimation. Lumin. = Luminaires; Chann. = Channels; 

4000 K = LED with 4000 K; 6500 K = LED with 6500 K; 3500 K = Fluorescent with 3500 K. 

Analysis Photopic illuminance (%) 
Melanopic equivalent daylight 

illuminance (%) 

Lumin. 

Chann. 
4000 K 6500 K 3500 K 4000 K 6500 K 3500 K 

3 0.6 0.7 1.6 -5.8 -12.2 -52.6 

9 0.1 0.0 0.9 -3.0 -0.9 -7.4 

27 0.0 0.0 0.5 -0.6 -0.7 -2.4 

 

According to Table 10, the difference in photopic illuminance when three-channel 

simulation is compared to the baseline is 7 lx (0.6 %), 8 lx (0.7 %) and 18 lx (1.6 %) for 

both LED luminaires and the fluorescent luminaire respectively. When comparing the nine-

channel simulation to the baseline, the difference in photopic illuminance is 1 lx (0.1 %) 

and 11 lx (0.9 %) for LED with 4000 K and fluorescent luminaire, respectively. There is a 

difference of 5 lx (0.5 %) when comparing the photopic illuminance of the simulation with 

fluorescent light at 27-channel to the baseline with 81 channels. 

When melanopic equivalent daylight illuminance is regarded, the three-channel simulation 

overestimates the illuminance by 23 lx (- 5.8 %) for the LED with 4000 K, 52 lx (- 12.2 %) 

for the LED with 6500 K and by 131 lx (- 52.6 %) for the fluorescent luminaire in 

comparison to the baseline with 81 channels. The overestimation is 12 lx (- 3.0 %) for the 

LED with 4000 K, 4 lx (- 0.9 %) for the LED with 6500 K, and 18 lx (-7.4 %) for the 

fluorescent luminaire in the simulation with nine channels in comparison to the baseline.  
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Figure 31. Absolute spectral irradiance in a three, nine, 27 and 81-channel simulation with LED 

with 4000 K (1), LED with 6500 K (2) and fluorescent light with 3500 K on position 1 at the desk 

level alongside the photopic sensitivity curve (a) and at the eye level alongside the melanopic 

sensitivity curve (b). CH = channels. 
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The overestimation is 2 lx (- 0.6 %) for LED with 4000 K, 3 lx (- 0.7 %) for LED with 

6500 K and 6 lx (- 2.4 %) for the fluorescent luminaire in comparison to the baseline with 

81 channels.  

The number of channels affects prediction accuracy more significantly in the case of 

melanopic equivalent daylight illuminance than photopic illuminance. The improvement in 

prediction is especially noteworthy when comparing the result of the three-channel 

simulation to the baseline with 81 channels. The deviation is the highest for fluorescent 

light, which has many peaks in the visible spectrum. It is followed by the LED with 6500 K, 

which has a sharper peak in the blue wavelength region and then by the LED with 4000 K, 

which has the most continuous spectrum among the presented luminaries. 

5.7  Group-dependent dimming of the luminaires 

Photopic and melanopic equivalent daylight illuminance obtained from a point-in-time 

simulation represents the output of the luminaires when no dimming is applied. However, 

during many hours, only a fraction of the luminaire output is necessary to reach the 

prescribed threshold for illuminance. For this reason, a linear dimming function is applied 

to the luminaires.  

The lighting control or the final dimming is determined based on the four imaginary sensors 

within each group in Figure 29 in Section 5.3. During post-processing steps, the 

supplementary illuminance, provided by the electric light source to maintain the required 

level of illuminance, is calculated by subtracting the daylight readings of imaginary sensors 

from the photopic and melanopic thresholds. Equations 22 and 23 define dimming when 

photopic and melanopic equivalent daylight illuminance are considered independently. 

Equation 24 presents the resultant dimming. 

 𝐷𝐹 𝑝ℎ𝑜𝑡𝑜 =
500 − 𝐷𝑎𝑦𝑙𝑖𝑔ℎ𝑡 𝑝ℎ𝑜𝑡𝑜 

𝐿𝑢𝑚𝑖𝑛𝑎𝑖𝑟𝑒 𝑝ℎ𝑜𝑡𝑜
 (22) 

 

𝐷𝐹 𝑚𝑒𝑙 =
250 − 𝐷𝑎𝑦𝑙𝑖𝑔ℎ𝑡 𝑚𝑒𝑙 

𝐿𝑢𝑚𝑖𝑛𝑎𝑖𝑟𝑒 𝑚𝑒𝑙
 

 

(23) 

where: 

DFx: Dimming factor based on photopic or melanopic equivalent daylight 

illuminance 
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Daylight:  Photopic or melanopic equivalent daylight illuminance provided by daylight 

(lx) 

Luminairex: Maximum photopic or melanopic equivalent daylight illuminance provided 

by luminaire before dimming (lx) 

The resultant dimming factor is derived through the following calculation: 

𝐷𝐹 𝑟𝑒𝑠𝑢𝑙𝑡𝑎𝑛𝑡 = 𝐷𝐹 𝑝ℎ𝑜𝑡𝑜 𝑖𝑓 𝐷𝐹 𝑝ℎ𝑜𝑡𝑜 > 𝐷𝐹 𝑚𝑒𝑙
 𝒐𝒓 𝐷𝐹 𝑚𝑒𝑙 𝑖𝑓 𝐷𝐹 𝑚𝑒𝑙 > 𝐷𝐹 𝑝ℎ𝑜𝑡𝑜

   (24) 

where: 

DFresultant: Resultant dimming factor based the dominant dimming factor value 

The total output of the luminaire occurs when the dimming factor is 1. For example, during 

a hypothetical hour X the required supplementary illuminance for positions 1 and 2 within 

Group 1 are presented in Table 11: 

Table 11.  A hypothetical example of supplementary electric illuminance during hour X for 

Group 1 in a three-channel simulation. PI = photopic illuminance; MEDI = melanopic equivalent 

daylight illuminance. 

Illuminance Position 1 Position 2 

PI 107.0 102.9 

MEDI 51.4 47.5 

 

Highlighted photopic and melanopic values show that position 1 requires more 

supplementary light than position 2 during hypothetical hour X. Table 12 shows the 

maximum illuminance output of the LED luminaire with 4000 K in Group 1 at the desk 

and eye level in a three-channel simulation prior to dimming. These values are the average 

photopic and melanopic equivalent daylight illuminance for positions 1 and 2 produced by 

the respective luminaire, which can be found in Appendix D.  

Table 13 shows two dimming factors that vary based on the unit of interest. The highest 

dimming factor in Table 13 will be selected. In this case, the dimming factor of 0.12 is 

selected and applied to the luminaires in Group 1 as the dimming factor 0.10 would not be 

sufficient to reach the threshold of melanopic equivalent daylight illuminance. Similar steps 

are executed for Groups 2 and 3.  
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Table 12. Maximum illuminance output of the LED luminaire with 4000 K for Group 1. The values 

are an average of illuminance on positions 1 and 2. PI = photopic illuminance; MEDI = melanopic 

equivalent daylight illuminance. 

Illuminance Group 1 

PI 1121 

MEDI 412 

 

Table 13. Maximum dimming factor during hour X for Group 1 in a three-channel simulation. PI 

= photopic illuminance; MEDI = melanopic equivalent daylight illuminance. 

Illuminance Group 1 

PI-based dimming factor 0.10 

MEDI-based dimming factor 0.12 

 

5.8  Discussion of the spectral simulation with electric light 

It is noteworthy that the standard deviation is significantly higher when daylighting is 

considered compared to the electric luminaires due to the Monte Carlo sampling. In 

Section 5.5, the maximum standard deviation of the electric luminaire is only +/- 2.14 × 10-

3 W/m² when irradiance is approximately 2.6 W/m² at the vertical plane. Considering the 

linear regression model for the same position (position 1) and discretization (three 

channels), the standard deviation for daylight is +/- 0.04 W/m² at the same irradiance 

magnitude. The standard deviation of daylighting is over 18 times higher than that of 

electric lighting. This finding is consistent with the explanation provided in Section 3.1 that 

the random nature of the Monte Carlo approach yields a higher standard deviation than the 

deterministic approach. 

Furthermore, according to Section 5.6, spectral discretization significantly affects the 

prediction accuracy of melanopic equivalent daylight illuminance. This finding is the most 

evident in the example with fluorescent luminaire with discontinuous spectrum, where 

melanopic equivalent daylight illuminance is overpredicted by 131 lx (up to - 52.6 %) in 

the simulation with three channels compared to the simulation with 81 channels. The 

prediction is overestimated by 52 lx (- 12.2) % and 23 lx (- 5.8 %) for the LED with 6500 K 

and 4000 K respectively when a spectral three-channel simulation is compared to the 

simulation with 81 channels. The reason behind lower accuracy in the prediction of 
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melanopic equivalent daylight illuminance is attributed to the peak of the melanopic 

sensitivity curve that occurs at 490 nm, very close to the boundary between blue (380.0 nm 

- 499.0 nm) and green spectral bins (499.0 nm - 586.5 nm), which contributes to the lower 

prediction accuracy of melanopic equivalent daylight illuminance, as previously described 

in Section 4.5. Finer discretization has also improved the accuracy of the prediction of 

photopic illuminance. However, it is noteworthy that the underestimation of photopic 

illuminance in the simulation with three channels is comparatively less significant. Namely, 

7 lx (0.6 %) for LED with 4000 K, 8 lx (0.7 %) for LED with 6500 K and 18 lx (1.6 %) for 

the fluorescent luminaire when compared to the baseline simulation. 
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6. Lighting energy demand and dimming factor 

Section 6 

Lighting energy demand and dimming factor 

6.1  Lighting energy demand with photopic- and melanopic-based 

dimming 

The following section presents the annual lighting energy demand of the three different 

luminaire types in the office room based on the following: 

1. photopic and melanopic dimming: dimming of the luminaire based on maintaining 

illuminance according to the photopic and melanopic equivalent daylight 

illuminance thresholds; and  

2. photopic dimming: dimming of the luminaire based on maintaining illuminance 

according to the photopic illuminance threshold. 

The power of the luminaire is multiplied by the dimming factor for each hour of the year, 

which requires supplementary electric lighting. The resultant hourly values are then added 

to calculate the annual lighting demand of the reference room.  

𝐿𝐸 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑜𝑢𝑝 = ∑ 𝐷𝐹𝑖 ∙ 𝑃𝑜𝑤𝑒𝑟 ∙  ∆𝑡 ∙ 𝑁 

3265

𝑖=1

 (25) 

where: 

LE:   lighting energy (Wh) 

DF:  dimming factor calculated according to the steps described in Section 5.7  

Power:  power of the luminaire (W) 

Δ𝑡:  time increment in the simulation (h) 

N:   total number of luminaires per group 

The annual lighting energy demand kWh/m²a is obtained by: 

𝐿𝑖𝑔ℎ𝑡𝑖𝑛𝑔 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 

=  
(𝐿𝐸 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑜𝑢𝑝 1 + 𝐿𝐸 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑜𝑢𝑝 2 + 𝐿𝐸 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑜𝑢𝑝 3) 1000⁄

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑜𝑓𝑓𝑖𝑐𝑒 𝑟𝑜𝑜𝑚
 

(26) 



65 

 

Figure 32 presents the dimming factor in a simulation with 81 channels based on triggering 

caused by photopic (a), melanopic equivalent daylight illuminance (b) or both (c). For the 

latter, the resultant signal is determined based on the higher dimming factor, as elaborated 

in Section 5.7. The dimming behavior in the simulations with the rest of the N-channels is 

presented in Appendix E.  

Since a higher dimming signal is mostly frequently triggered by melanopic equivalent 

daylight illuminance, the resultant dimming adopted signals from Figure 32 (b). This 

finding is highlighted by the significant resemblance of Figures 32 (b) and (c).  

Figure 32. Dimming behavior based on photopic illuminance (a), melanopic equivalent daylight 

illuminance (b) and both (c). The dimming factor is presented for the three groups in the office 

room for the simulations 81 channels. Luminaire = LED with 4000 K. The lower x-axis represents 

the hours of the year; the upper x-axis shows the months of the year; the y-axis is the dimming 

magnitude. 
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Furthermore, Figure 33 (a) shows annual absolute dimming for photopic and melanopic 

equivalent daylight illuminance. It highlights that dimming occurs more frequently for 

melanopic equivalent daylight illuminance than for photopic illuminance. This leads to the 

conclusion that insufficient levels of melanopic equivalent daylight illuminance are more 

prevalent in the office room.  

Figure 33. (a) Annual absolute dimming triggering based on the thresholds for photopic 

illuminance and melanopic equivalent daylight illuminance in Groups 1, 2 and 3 in the office room 

with LED with 4000 K. (b) Pie chart of the photopic and melanopic dimming factor distribution 

among the three groups in the office room. The results are presented as percentages. Luminaire = 

LED with 4000 K. 

Figure 33 (b) presents a pie chart of the photopic and melanopic dimming factor distribution 

among the three groups in the office room for a simulation with 81 channels. The 

percentages are calculated according to Equation 27: 

𝐷𝑖𝑚𝑚𝑖𝑛𝑔 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐺𝑟𝑜𝑢𝑝 𝑥

=
∑ 𝐷𝐹 𝑖 𝐺𝑟𝑜𝑢𝑝 𝑥
3265
𝑖=1

∑ 𝐷𝐹 𝑖 𝐺𝑟𝑜𝑢𝑝 1
3265
𝑖=1 + ∑ 𝐷𝐹 𝑖 𝐺𝑟𝑜𝑢𝑝 2

3265
𝑖=1 + ∑ 𝐷𝐹 𝑖 𝐺𝑟𝑜𝑢𝑝 3

3265
𝑖=1

   

 

(27) 

𝐷𝐹 𝑖 𝐺𝑟𝑜𝑢𝑝 𝑥: resultant dimming factor during hour i in arbitrary Group x 

The dimming factor distribution is consistent with the layout of the office room. The pie 

chart shows that the dimming in Group 1, which is located near the window, is equivalent 

to only 4.7 % of the overall dimming in the office room. Dimming in Group 2, the center 

of the room is equivalent to 29.7 % of the total dimming. Finally, the highest dimming 

signal occurs in Group 3, located the furthest away from the window. Here, the dimming 
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ratio is 65.5 %. These percentages correspond to the distribution of the lighting energy 

demand in the room. 

Figures 34 to 36 show the annual lighting demand in the office room with LED and 

fluorescent luminaires. The figures show variations in lighting demand depending on the 

number of channels that are considered in the daylight and electric light simulations. The 

group of the first four bars presents annual lighting demand in the office room considering 

three-channel simulation for daylighting and three-, nine-, 27- and 81-channel simulation 

for electric lighting. The following three groups of four bars present the results when 

daylight is simulated with nine, 27 and 81 channels, serving as the basis for the evaluation 

of electric lighting demand.  

Figure 34. Annual lighting energy demand in the office room with LED luminaires with 4000 K 

with respect to number of channels in the simulations. The results are presented for the simulations 

with three, nine, 27 and 81 channels to one decimal place.  

Figure 35. Annual lighting energy demand in the office room with LED luminaires with 6500 K 

with respect to number of channels in the simulations. The results are presented for the simulations 

with three, nine, 27 and 81 channels to one decimal place.  
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Figure 36. Annual lighting energy demand in the office room with fluorescent luminaires with 

3500 K with respect to number of channels in the simulations. The results are presented for the 

simulations with three, nine, 27 and 81 channels to one decimal place. 

6.1.1 Impact of the number of channels in daylight simulation 

This section investigates the effect of daylight discretization on the annual lighting energy 

demand in isolation. Since the complexity of the simulation framework is predominantly 

attributed to the ASMS framework that is developed to consider spectral skies for each 

timestep, this analysis strives to reflect the impact of discretization in the ASMS on the 

evaluation of electric lighting demand.  

The lighting energy demand of the simulations where only the channels of the daylight 

simulation are increasing is investigated. The same colored bars within Figures 34, 35, and 

36 are compared. Considering the daylight simulation with 81 channels as the baseline, 

Table 14 shows the deviation in percent for the simulations with three, nine, and 27 

channels. Negative values represent overprediction of electric lighting demand.  

According to the table, a daylight simulation with three channels underpredicts the photopic 

and melanopic equivalent daylight illuminance (also shown in Appendix C). Therefore, the 

supplementary electric light is overpredicted by 3.4 %, irrespective of the number of 

channels in the electric simulation to reach the required illuminance thresholds. 

The absolute difference in electric lighting demand differs according to the luminaire of 

selection. However, the overprediction of lighting energy demand can reach up to 

1.1 kWh/m²a in a three-channel simulation. This value is deduced by subtracting the 

electric lighting energy demand of the three-channel simulation with daylight and 

fluorescent light from the electric lighting demand of daylight and fluorescent light 

simulated with 81 channels and three channels, respectively. The difference is 0.3 kWh/m²a 
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when LED luminaires are considered. Below are the calculations of the maximum 

improvement in lighting energy demand. Negative values represent overprediction. 

- LED 4000 K: 9.4 kWh/m²a - 9.7 kWh/m²a = - 0.3 kWh/m²a   

- LED 6500 K: 8.1 kWh/m²a - 8.4 kWh/m²a = - 0.3 kWh/m²a   

- Fluorescent 3500 K: 34.3 kWh/m²a - 35.4 kWh/m²a = - 1.1 kWh/m²a   

Table 14. Difference in electric lighting demand of both LED and fluorescent luminaires in percent 

considering a baseline with 81 channels. Negative values represent overprediction. CH = channels. 

Luminaire  Daylight 3CH Daylight 9CH Daylight 27CH 

3CH  

-3.4 % 0.2 % 0.1 % 
9CH  

27CH  

81CH 

 

6.1.2 Impact of the number of channels in electric light simulation 

This section discusses the effect of discretization of electric light simulation on lighting 

energy demand. It addresses the question of whether increasing the number of channels 

only in the simulation with electric light would significantly affect the lighting energy 

demand. Considering the electric light with 81-channel simulation as the baseline for 

assessment, Tables 15 to 17 present the difference in electric lighting demand in percent 

for the simulations with three, nine and 27 channels.  

The difference from the baseline simulation with 81 channels reaches up to 5.3 % with 

LED with 4000 K, 10.8% with LED with 6500 K and 34.4% with fluorescent luminaire 

with 3500 K when simulation with only three channels is considered. This finding is similar 

irrespective of the number of channels in the daylight simulations. The difference between 

the simulation with three channels and the baseline is significantly more pronounced for 

the fluorescent luminaire due to the nature of the discontinuous spectrum of this type of 

illuminant.  

The absolute difference in electric lighting demand for fluorescent luminaire is 

18.7 kWh/m²a (54.1 kWh/m²a - 35.4 kWh/m²a) when comparing a simulation with 81 

channels (electric light) and a three-channel (daylight) with a three-channel simulation 

(daylight + electric light). The absolute difference is 0.6 kWh/m² for LED with 4000 K 

(10.3 kWh/m²a - 9.7 kWh/m²a) and 1.0 kWh/m²a for LED with 6500 K (9.4 kWh/m²a - 
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8.4 kWh/m²a) when a three-channel (daylight) and 81-channel (electric light) simulation is 

compared to a three-channel simulation (daylight + electric light). 

Table 15. The difference in electric lighting demand of LED luminaires with 4000 K in percent 

considering the 81-channel simulation of electric light to be the baseline. Negative values represent 

overprediction. CH = channels. 

LED 4000 K  Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH  5.3 % 

9CH  2.9 % 

27CH  0.5 % 

 

Table 16. The difference in electric lighting demand of LED luminaires with 6500 K in percent 

considering the 81-channel simulation of electric light to be the baseline. Negative values represent 

overprediction. CH = channels. 

LED 6500 K  Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH  10.8 %  
9CH  0.8 %  

27CH  0.7 % 

 

Table 17. The difference in electric lighting demand of fluorescent luminaires with 3500 K in 

percent considering the 81-channel simulation of electric light to be the baseline. Negative values 

represent overprediction. CH = channel, FL = fluorescent. 

FL 3500 K  Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH  34.4 %  
9CH  6.9 % 

27CH  2.3 % 

 

6.1.3 Impact of the number of channels in electric and daylight simulation 

In the following section, the combined effect of the discretization of daylight and electric 

light on lighting energy is presented. Table 18 shows the difference in the prediction of 

lighting energy demand compared to the reference baseline, a simulation with 81 channels 

for daylight and electric light. A counterintuitive finding shows a smaller deviation in a 

three-channel simulation than in a nine-channel simulation. This finding is elaborated next. 
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Table 18. The difference in lighting energy demand in comparison to the baseline, a simulation 

with 81 channels for daylighting and electric lighting. In italic bold font: counterintuitive finding 

that shows lower deviation from the baseline in a three-channel simulation in comparison to a nine-

channel simulation. Negative values show an overprediction of the electric lighting demand. 

Electric light = LED with 4000 K. 

LED 4000 K  Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH  2.1 % 5.5 % 5.4 % 5.3 % 

9CH  -0.4 % 3.0 % 2.9 % 2.9 % 

27CH -2.8 % 0.7 % 0.6 % 0.5 % 

81CH  -3.4 % 0.2 % 0.1 % Baseline 

 

As presented in Section 4.5 (also refer to Appendix C), photopic and melanopic equivalent 

daylight illuminance are more significantly underpredicted in the daylight simulation with 

three channels compared to the rest of the N-channel simulations. Since the illuminance of 

the daylight is consistently underpredicted in a three-channel simulation, the amount of 

lighting energy needed to reach the necessary threshold of illuminance is overestimated.  

At the same time, melanopic equivalent daylight illuminance, which governs the dimming 

of the luminaires, is consistently and more significantly overpredicted in the electric 

simulation with three channels. The overprediction depends on the spectrum of the 

luminaire, as elaborated in Section 5.6 (also refer to Appendix D). For this reason, the 

annual lighting energy demand is underpredicted in the three-channel simulation compared 

to the nine-channel simulation for the LED with 4000 K.  

Since the three-channel simulation simultaneously overpredicts (due to daylight 

simulation) and underpredicts (due to electric light simulation) electric lighting demand, 

the resultant underprediction of only 2.1 % occurs due to the compensation. Compared to 

the nine-channel simulation (3.0 %), the lower value (2.1 %) is a coincidental result of 

underestimation and overestimation that occurs in the simulation and is not an indicator of 

better accuracy.  

Because the results are spectrum-dependent, the deviation is different with the LED 

luminaire with 6500 K. Given that coarse spectral discretization with three channels has a 

more significant overprediction of melanopic equivalent illuminance with this type of LED 

luminaire (refer to Table 10 in Section 5.6), which leads to a higher underprediction of the 

needed lighting energy in a three-channel simulation. This results in the underestimation of 
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lighting energy demand by 7.8 % in a simulation with three channels in comparison to the 

baseline simulation, as shown in Table 19. 

Table 19. The difference in lighting energy demand in comparison to the baseline, which is a 

simulation with 81 channels for daylighting and electric lighting. Negative values show an 

overprediction of the electric lighting demand. Electric light = LED with 6500 K. 

LED 6500 K  Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH  7.8 % 10.9 % 10.9 % 10.8 % 

9CH  -2.5 % 1.0 % 0.9 % 0.8 % 

27CH -2.6  % 0.9 % 0.8 % 0.7 % 

81CH  -3.4 % 0.2 % 0.1 % Baseline 

 

Considering that spectral discretization has the biggest impact on fluorescent light due to 

its discontinuous spectrum (refer to Table 10 in Section 5.6), the underprediction of lighting 

energy is the highest in comparison to the rest of the luminaires. Table 20 shows that the 

underprediction of electric light energy is 32.2 % with three channels compared to the 

baseline. 

Table 20. The difference in lighting energy demand in comparison to the baseline, which is a 

simulation with 81 channels for daylighting and electric lighting. Negative values show 

overprediction of the electric lighting demand. Electric light = fluorescent with 3500 K. 

FL 3500 K  Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH  32.2 % 34.6 % 34.5 % 34.4 % 

9CH  3.7 % 7.0 % 7.0 % 6.9 %  

27CH -1.0  % 2.5 % 2.4 % 2.3 % 

81CH  -3.4 % 0.2 % 0.1 % Baseline 

 

6.2  Lighting energy demand with photopic-based dimming  

Currently, maintaining an appropriate level of menalopic equivalent daylight illuminance 

is not prescribed for either simulation-based analysis or real spaces. For this reason, the 

following section assesses the annual lighting energy demand where only a photopic 

illuminance threshold of 500 lx at the desk level is maintained. This analysis aims to 

investigate the lighting energy demand needed for photopic-based simulation only. The 

purpose is to compare the results to those obtained in Section 6.1, where electric lighting is 

intended to satisfy photopic (500 lx at the horizontal desk level) and melanopic equivalent 

daylight illuminance (250 lx at the vertical eye level) requirements. 
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Figures 37 to 39 show the annual lighting energy demand for the office room with LED 

and fluorescent luminaires when the electric light is dimmed according to the photopic 

threshold for illuminance only. As in Section 6.1, the first four bars show the annual 

lighting demand in a three-channel daylighting simulation and an N-channel simulation for 

electric lighting. The other three groups of four bars show when daylight with nine, 27 and 

81 channels served as the basis. 

Figure 37. Variations in the annual lighting energy demand in the office room with LED luminaires 

with 4000 K that is controlled based on the threshold for photopic illuminance (500 lx at the 

horizontal desk level) with three, nine, 27 and 81-channel simulations of daylight and electric light 

The results are presented to one decimal place. 

Figure 38. Variations in the annual lighting energy demand in the office room with LED luminaires 

with 6500 K that is controlled based on the threshold for photopic illuminance (500 lx at the 

horizontal desk level) with three, nine, 27 and 81-channel simulations of daylight and electric light. 

The results are presented to one decimal place.  
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Figure 39. Variations in the annual lighting energy demand in the office room with fluorescent 

luminaires with 3500 K that is controlled based on the threshold for photopic illuminance (500 lx 

at the horizontal desk level) with three, nine, 27 and 81-channel simulations of daylight and electric 

light. The results are presented to one decimal place. 

Tables 21 to 23 show the difference in the prediction of lighting energy demand with three, 

nine or 27 channels in comparison to the baseline, which is the simulation with 81 channels 

for daylighting and electric lighting. According to the tables, the spectral simulation with 

three channels overestimates the annual lighting energy demand by 8.6 % for LED 

luminaires with 4000 K, by 8.8 % for LED luminaires with 6500 K, and by 9.7 % for 

fluorescent luminaires in comparison to the baseline. 

Tables 24 to 26 show the difference in annual lighting energy demand in percent between 

the values presented in Figures 34-36 and Figures 37-39 for LED and fluorescent 

luminaires. On average, when only photopic illuminance is considered, the annual lighting 

energy demand is only 48.6 % (LED 4000 K), 43.3% (LED 6500 K) and 63.6 % 

(fluorescent 3500 K) of the demand where melanopic equivalent daylight illuminance 

threshold is also maintained. 

The figures and tables in this section show that consideration of only photopic illuminance 

leads to significantly lower annual lighting energy demand in comparison to the values 

presented in Section 6.1. Furthermore, the effect of discretization on annual lighting energy 

demand is less evident when only photopic illuminance is considered, as already indicated 

in Table 10 in Section 5.6, which presents the luminaire output for N-channels. 
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Table 21. Difference in lighting energy demand in comparison to the baseline, which is a simulation 

with 81 channels for daylighting and electric lighting. Negative values show an overprediction of 

the electric lighting demand. Electric light = LED with 4000 K. 

 Difference in percent (%) 

 LED 4000 K Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH -8.6 -1.9 -0.7 -0.6 

9CH -8.1 -1.4 -0.2 -0.1 

27CH -8.0 -1.3 -0.1 0.0 

81CH -7.9 -1.2 -0.1 Baseline 
 

Table 22. Difference in lighting energy demand in comparison to the baseline, which is a simulation 

with 81 channels for daylighting and electric lighting. Negative values show an overprediction of 

the electric lighting demand. Electric light = LED with 6500 K. 

 Difference in percent (%) 

  LED 6500 K Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH -8.8 -2.1 -0.9 -0.8 

9CH -8.0 -1.3 -0.1 0.0 

27CH -7.9 -1.2 -0.1 0.0 

81CH -7.9 -1.2 -0.1 Baseline 

 

Table 23. Difference in lighting energy demand in comparison to the baseline, which is a simulation 

with 81 channels for daylighting and electric lighting.  Negative values show an overprediction of 

the electric lighting demand. Electric light = fluorescent light with 3500 K. 

 Difference in percent (%) 

 FL 3500 K Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH -9.7 -2.9 -1.8 -1.7 

9CH -9.0 -2.2 -1.0 -1.0 

27CH -8.5 -1.8 -0.6 -0.6 

81CH -7.9 -1.2 -0.1 Baseline 

 

Table 24. Underestimation of lighting energy demand in percent when only photopic illuminance 

is maintained in comparison to the light energy demand when both photopic and melanopic 

equivalent daylight illuminance thresholds are maintained. Electric light = LED with 4000 K. 

 Difference in percent (%) 

  LED 4000 K Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH 45.2 46.7 47.4 47.5 

9CH 46.8 48.3 49.0 49.1 

27CH 48.1 49.6 50.2 50.3 

81CH 48.4 49.9 50.5 50.6 
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Table 25. Underestimation of lighting energy demand in percent when only photopic illuminance 

is maintained in comparison to the light energy demand when both photopic and melanopic 

equivalent daylight illuminance thresholds are maintained. Electric light = LED with 6500 K. 

 Difference in percent (%) 

 LED 6500 K Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH 36.4 38.2 39.0 39.1 

9CH 43.2 44.8 45.5 45.6 

27CH 43.3 44.9 45.6 45.7 

81CH 43.7 45.3 46.0 46.1 

 

Table 26. Underestimation of lighting energy demand in percent when only photopic illuminance 

is maintained in comparison to the light energy demand when both photopic and melanopic 

equivalent daylight illuminance thresholds are maintained. Electric light = fluorescent (FL) with 

3500 K. 

 Difference in percent (%) 

 FL 3500 K Daylight 3CH Daylight 9CH Daylight 27CH Daylight 81CH 

3CH 50.2 51.6 52.2 52.3 

9CH 65.2 66.2 66.6 66.6 

27CH 66.9 67.9 68.3 68.3 

81CH 67.9 68.8 69.2 69.2 

 

6.3  Analysis of the dimming factor 

The dimming of the luminaire is triggered for each hour separately, depending on the 

required photopic and melanopic equivalent daylight illuminance. Here, dimming based on 

photopic and melanopic equivalent daylight illuminance and photopic-only dimming is 

discussed. The following sections present the dimming of the LED luminaire with 6500 K, 

which is simulated with 81 channels, in groups 1, 2 and 3.  

6.3.1 Photopic- and melanopic-based dimming 

Figures 40 to 45 show the carpet plots for the dimming for each hour of the year between 

8:30 and 18:30. The depth of color represents the dimming of the luminaire. White 

represents the hours when the luminaire is off and the dimming factor is 0; the most 

saturated orange color means that the luminaire is on with the full output, i.e., the dimming 

factor is 1. The light blue shading represents the hours when spectral simulation is not 

possible due to constrictions in the sky generation (refer to Section 3.3.2). Those hours are 

left out of the overall analysis.  
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Figure 40. Hourly dimming behavior in Group 1, Group 2 and Group 3 in January and February. 

Pale blue color represents hours of the year for which spectral simulation is not possible due to 

limitation of spectral sky generation. White color represents no electric light. Shades of orange 

represent the use of luminaires, where pale color represents a low dimming factor (i.e., luminaire 

on but with a low intensity) and the saturated orange color represents luminaire on with full output. 

 

 

Figure 41.  Hourly dimming behavior in Group 1, Group 2 and Group 3 in March and April. Pale 

blue color represents hours of the year for which spectral simulation is not possible due to limitation 

of spectral sky generation. White color represents no electric light. Shades of orange represent the 

use of luminaires, where pale color represents a low dimming factor (i.e., luminaire on but with a 

low intensity) and the saturated orange color represents luminaire on with full output. 
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Figure 42.  Hourly dimming behavior in Group 1, Group 2 and Group 3 in May and June. Pale 

blue color represents hours of the year for which spectral simulation is not possible due to limitation 

of spectral sky generation. White color represents no electric light. Shades of orange represent the 

use of luminaires, where pale color represents a low dimming factor (i.e., luminaire on but with a 

low intensity) and the saturated orange color represents luminaire on with full output. 

 

 

Figure 43. Hourly dimming behavior in Group 1, Group 2 and Group 3 in July and August. Pale 

blue color represents hours of the year for which spectral simulation is not possible due to limitation 

of spectral sky generation. White color represents no electric light. Shades of orange represent the 

use of luminaires, where pale color represents a low dimming factor (i.e., luminaire on but with a 

low intensity) and the saturated orange color represents luminaire on with full output. 
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Figure 44. Hourly dimming behavior in Group 1, Group 2 and Group 3 in September and October. 

Pale blue color represents hours of the year for which spectral simulation is not possible due to 

limitation of spectral sky generation. White color represents no electric light. Shades of orange 

represent the use of luminaires, where pale color represents a low dimming factor (i.e., luminaire 

on but with a low intensity) and the saturated orange color represents luminaire on with full output 

 

 

Figure 45. Hourly dimming in Group 1, Group 2 and Group 3 in November and December. Pale 

blue color represents hours of the year for which spectral simulation is not possible due to limitation 

of spectral sky generation. White color represents no electric light. Shades of orange represent the 

use of luminaires, where pale color represents a low dimming factor (i.e., luminaire on but with a 

low intensity) and the saturated orange color represents luminaire on with full output 
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According to Figures 40 to 45, luminaires in Group 3 activate more frequently than those 

in Group 1 and Group 2. This is previously mentioned in Section 6.1 and is an expected 

outcome due to the proximity of the workplaces to the window in Group 1. While months 

such as March, April, May, June, July, August, September and October display more 

frequent use of luminaires (due to the ability to generate more spectral skies for more hours 

for those months), the dimming factor of the luminaires is higher for winter months, such 

as November, December, January and February, when lower levels of photopic and 

melanopic equivalent daylight illuminance are expected from daylight. 

Figure 46. Average hourly dimming factor from January to June for group 1, group 2 and group 3 

based on the 81-channel simulation and LED luminaire with 6500 K.  
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Figure 47. Average hourly dimming factor from July to December for Group 1, group 2 and 

group 3 based on the 81-channel simulation and LED luminaire with 6500 K.  

Figure 46 and Figure 47 show the average hourly dimming factor for Group 1, Group 2 and 

Group 3 from January to December. In this analysis, the dimming factor is based on the 81-

channel simulation of the LED luminaire with 6500 K. The luminaires are frequently 

activated in Group 2 and Group 3 to maintain melanopic equivalent daylight illuminance 

for positions 3 to 6.  

In Group 1, the luminaires are activated less frequently due to the proximity of the work 
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winter months, starting at 14:30 in November, December and January and at 15:30 in 

February and October. 

The dimming factor generally does not exceed 0.6 since this scaling is equivalent to 250 lx 

of melanopically equivalent daylight illuminance that satisfies the non-visual threshold. It 

is noteworthy that the average dimming factor is at least 0.3 for Group 3 at all times, which 

is equivalent to approximately 125 lx.  

The above-presented finding highlights the disadvantage of room geometry that on average 

provides only 50 % of the required lighting on positions 5 and 6 to maintain visual and non-

visual requirements through daylighting.    

 

6.3.2 Photopic-based dimming 

This section presents photopic-only dimming. The luminaires are dimmed independently 

within each group to supplement daylight and maintain the appropriate level of photopic 

illuminance at the horizontal level for positions 1 to 6.  

Figures 48 to 53 show the carpet plots from January to December for Group 1, Group 2 and 

Group 3. As shown in Section 6.3.1, Group 3 receives the least daylight and requires more 

electric light to maintain an appropriate level of illuminance. However, the carpet plots for 

November, December, January, and February show that the luminaires are not continuously 

on in Group 3 as they were in Section 6.3.1. This is because the solar altitude angle is lower 

in winter months, so daylight can be provided deep into the office and meet the 

requirements for illuminance at the desk level.  

Figures 54 and 55 show the average hourly photopic-based dimming factor during working 

hours. The average dimming factor is never significantly less than 0.1 in Group 3 (except 

in October at 12:30), equating to approximately 50 lx. Provided that the dimming factor is 

at least 0.3 in Group 3 when melanopic threshold of illuminance is considered (refer to 

Section 6.3.1), this finding suggests that it is more challenging to maintain an appropriate 

level of melanopic equivalent daylight illuminance than photopic illuminance in the office 

room when relying on daylight exclusively.  
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Figure 48. Hourly photopic-based dimming in Group 1, Group 2 and Group 3 in January and 

February. Pale blue color represents hours of the year for which spectral simulation is not possible 

due to limitation of spectral sky generation. White color represents no electric light. Shades of 

orange represent the use of luminaires, where pale color represents a low dimming factor (i.e., 

luminaire on but with a low intensity) and the saturated orange color represents luminaire on with 

full output. 
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Figure 49. Hourly photopic-based dimming in Group 1, Group 2 and Group 3 in March and April. 

Pale blue color represents hours of the year for which spectral simulation is not possible due to 

limitation of spectral sky generation. White color represents no electric light. Shades of orange 

represent the use of luminaires, where pale color represents a low dimming factor (i.e., luminaire 

on but with a low intensity) and the saturated orange color represents luminaire on with full output. 
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Figure 50. Hourly photopic-based dimming in Group 1, Group 2 and Group 3 in May and June. 

Pale blue color represents hours of the year for which spectral simulation is not possible due to 

limitation of spectral sky generation. White color represents no electric light. Shades of orange 

represent the use of luminaires, where pale color represents a low dimming factor (i.e., luminaire 

on but with a low intensity) and the saturated orange color represents luminaire on with full output. 
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Figure 51. Hourly photopic-based dimming in Group 1, Group 2 and Group 3 in July and August. 

Pale blue color represents hours of the year for which spectral simulation is not possible due to 

limitation of spectral sky generation. White color represents no electric light. Shades of orange 

represent the use of luminaires, where pale color represents a low dimming factor (i.e., luminaire 

on but with a low intensity) and the saturated orange color represents luminaire on with full output. 
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Figure 52. Hourly photopic-based dimming in Group 1, Group 2 and Group 3 in September and 

October. Pale blue color represents hours of the year for which spectral simulation is not possible 

due to limitation of spectral sky generation. White color represents no electric light. Shades of 

orange represent the use of luminaires, where pale color represents a low dimming factor (i.e., 

luminaire on but with a low intensity) and the saturated orange color represents luminaire on with 

full output. 

 

F 

Figure 53. Hourly photopic-based dimming in Group 1, Group 2 and Group 3 in November and 

December. Pale blue color represents hours of the year for which spectral simulation is not possible 

due to limitation of spectral sky generation. White color represents no electric light. Shades of 

orange represent the use of luminaires, where pale color represents a low dimming factor (i.e., 

luminaire on but with a low intensity) and the saturated orange color represents luminaire on with 

full output. 
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Figure 54. Average hourly photopic-based dimming factor from January to June for Group 1, 

Group 2 and Group 3 based on the 81-channel simulation and LED luminaire with 6500 K.  
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Figure 55. Average hourly photopic-based dimming factor from July t o December for Group 1, 

Group 2 and Group 3 based on the 81-channel simulation and LED luminaire with 6500 K. 
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6.4  Discussion of the electric lighting energy 

According to the results presented in Section 6, several conclusions can be made regarding 

the effect of spectral discretization on annual lighting energy demand, depending on 

analysis criteria. For example, when the number of channels is increased to 81 only in the 

daylighting part of the simulation, the prediction improvement of annual lighting energy 

demand reaches up to 3.4 % in comparison to the three-channel simulation. In terms of 

absolute values, increasing the number of channels to 81 in the daylight simulation prevents 

the overprediction of lighting energy demand by 1.1 kWh/m²a or 0.3 kWh/m²a that 

otherwise occurs in a three-channel simulation with daylighting and fluorescent luminaire 

or with daylighting and LED luminaires, respectively. 

When focusing on the discretization of the electric light exclusively and considering the 

daylighting part of the simulation with three channels constantly, the improvement in the 

prediction of the annual lighting energy demand is more considerable. Namely, the three-

channel simulation underpredicts the annual lighting energy demand between 5.3 % and 

34.4 %. These percentages translate to the following absolute annual lighting energy 

demand:  

- 0.6 kWh/m²a with LED with 4000 K 

- 1.0 kWh/m²a with LED with 6500 K 

- 18.7 kWh/m²a with fluorescent luminaire with 3500 K 

When discretization of daylight and electric light is considered, the three-channel 

simulation underpredicts the annual lighting energy demand in comparison to fine 

discretization with 81 channels between 2.1 % and 32.2 %, by: 

- 0.2 kWh/m²a with LED luminaires with 4000 K 

- 0.7 kWh/m²a with LED luminaires with 6500 K 

- 16.9 kWh/m²a with fluorescent luminaires with 3500 K 

It is noteworthy that nine-channel discretization maintained the underprediction of the 

electric lighting demand between 1.0 % and 7.0% compared to the simulation with 81 

channels. The simulation with 27 channels retained the underprediction between 0.6 % and 

2.4 % in comparison to the baseline.  

The activation of the luminaires is governed by the non-visual threshold (250 lx of 

melanopic equivalent daylight illuminance) since the photopic illuminance threshold 
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appears to be maintained within the acceptable levels by lower luminaire output. Especially 

noteworthy is that the average hourly melanopic equivalent daylight illuminance on the 

work positions 5 and 6 in Group 3 of the office room is, at best, 125 lx when daylight is the 

only means of illumination. Therefore, those positions needed a lot more electric lighting, 

which points out the disadvantages of deep floor plans in office spaces, especially in terms 

of provision of sufficient melanopic equivalent daylight illuminance.  

Currently, maintaining melanopic equivalent daylight illuminance in spaces is not a 

requirement. Instead, various standards and recommendations focus on maintaining the 

photopic properties of light. For this reason, a separate analysis of annual lighting energy 

demand is done in Section 6.3.2. On the one hand, the results showed that the impact of 

discretization on the accuracy of the prediction of annual lighting energy demand is less 

spectrum-dependent when only photopic illuminance is considered; this has been 

previously highlighted in Section 5.6. In comparison to the conclusions summarised in 

Section 6.3.1, increasing the number of channels to 81 in the daylight and electric 

component corrects the overprediction of photopic illuminance that occurs in a three-

channel simulation beween 8.6 % and 9.7 %, or by: 

- 0.4 kWh/m²a with LED luminaires with 4000 K 

- 0.4 kWh/m²a with LED luminaires with 6500 K 

- 1.6 kWh/m²a with fluorescent luminaires with 3500 K 

The annual lighting energy demand overprediction is between 1.3 % and 2.2 % in the 

simulation with nine channels and between 0.1 % and 0.6 % in the simulation with 27 

channels compared to the baseline, depending on the spectral properties of the luminaire.  

On the other hand, it was found that the annual lighting energy demand is significantly 

lower in comparison to the analysis that additionally considered maintaining the required 

threshold of melanopic equivalent daylight illuminance. When comparing simulations with 

81 channels, the underestimation of annual lighting energy demand in the analysis that only 

regarded photopic illuminance is between 4.2 kWh/m²a and 36.2 kWh/m²a, depending on 

the luminaire considered in the office room. 
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7. Discussion 

Section 7 

Discussion  

7.1  Summary 

Light affects humans in a non-visual way. This relatively new discovery has been the focus 

of multiple disciplines over the past couple of decades. Even though research on the 

relationship between light and non-image-forming effects is ongoing, architects and light 

designers have recently been more proactive in considering non-visual aspects of light in 

buildings. While there is no concrete consensus about the effect of light on humans today, 

there are some suggestions in the literature regarding the level of light that should be 

maintained throughout the day to support physiology, sleep and wakefulness. What is 

certain is that the spectral composition of light, which is the main component of the non-

visual metrics, must be regarded in real spaces and in simulations. 

With a few exceptions, most lighting simulation tools do not account for the spectral 

component of light. Furthermore, a tool that can produce matrix-based annual spectrally 

resolved simulations is yet to be proposed. Conventional lighting simulation tools present 

the visible spectrum in one, or at best, three channels: red, green and blue. However, even 

if the reflectance and transmittance of surfaces from 380 nm to 480 nm are averaged into 

three channels, much information is lost due to the coarse resolution. The resolution of the 

discretization in a spectral simulation and in which cases more channels significantly 

impact the prediction remain to be determined. Presumably, increasing the number of 

channels can affect the accuracy of illuminance and energy assessment. Especially in rooms 

with light sources with discontinuous spectral power distribution or surfaces with 

discontinuous spectral reflectance and transmittance. 

This thesis proposes an ASMS framework combined with point-in-time electric light 

simulation for annual spectral simulation with various levels of discretization for a more 

accurate assessment of photopic and melanopic equivalent daylight illuminance and, 

consequently, lighting energy demand. The developed framework proposes the steps to 

perform annual matrix simulations, which consider the spectral properties of the model and 

the distinct spectral composition of the sky for each simulated timestep. This framework is 

based on the daylight coefficient approach. The sky matrix in ASMS is adjusted to include 
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the spectral component for each individual sky patch, while the geometrical model contains 

the spectral description of the surfaces. The ASMS method is presented with the possibility 

of running simulations with three, nine, 27, and 81 channels. The post-processing steps to 

obtain spectral irradiance, photopic and melanopic equivalent daylight illuminance are 

described in Section 3.4. 

Based on the random nature of hemispherical sampling in the Radiance-based ASMS 

framework, illuminance predictions can vary even between identical simulation runs (refer 

to Section 3.1). To investigate the impact of variability, the standard deviation of ten 

simulation runs is derived based on the irradiance (in the visible spectrum) for each time 

step. This information produced linear regression models for the simulations with three, 

nine, 27 and 81 channels for different positions on vertical and horizontal planes. It is found 

that increasing the number of channels reduces the standard deviation for irradiance. 

Section 4.3 presented standard deviation that occurs on positions 1 to 6 when only daylight 

is simulated. Nevertheless, the annual photopic and melanopic equivalent daylight 

illuminance results are presented based on the average of five simulation runs to reduce the 

relatively low impact of variability in daylight simulations. 

The annual results of photopic and melanopic equivalent daylight illuminance serve as the 

basis for the simulation of electric light to establish the necessary activation of the 

luminaires to maintain appropriate illumination in the office space. A point-in-time 

simulation with a dark sky and electric luminaires is run to establish the output of three 

luminaires: LED with 4000 K, LED with 6500 K and fluorescent light with 3500 K. The 

output of the luminaires is scaled using a dimming factor for each hour of the year, 

according to the needed electric lighting at the desk and eye levels. 

The output of the luminaires is controlled differently by adjusting the dimming for each 

group in the office room based on the theoretical sensors at the desk and eye level. The 

luminaires are conditioned to supplement the sensor with the lowest photopic or melanopic 

equivalent daylight illuminance in each group. This ensures that the minimum threshold of 

photopic and melanopic equivalent daylight illuminance is maintained in the entire group. 

Group 1, which is closest to the glazing, requires the lowest percentage of electric lighting, 

namely, 4.7 %, as shown in Figure 33 in Section 6.1. However, during some of the hours 

of the winter months, the luminaires in Group 1 are on as early as 14:30 or 15:30. Groups 

2 and 3 required 29.7 % and 65.5 % of the lighting energy, respectively. 
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When the simulation was performed with 81 channels, the prediction of annual lighting 

energy demand in comparison to the spectral simulation with three channels is increased 

by: 

- 2.1 % or 0.2 kWh/m²a for 4000 K LED luminaires 

- 7.8 % or 0.7 kWh/m²a for 6500 K LED luminaires 

- 32.2 % or 16.9 kWh/m²a for 3500 K fluorescent luminaires  

Depending on the luminaire, increasing the channels to nine or 27 maintained the 

underprediction of the electric lighting demand between 1.0 % and 7.0 % or 0.6 % and 

2.4 %, respectively, compared to the baseline simulation. This finding highlights that 

increasing the number of channels impacts the annual lighting energy demand prediction 

and is especially significant in the case of luminaires with a discontinuous spectrum. 

Further analysis focused on evaluating annual lighting energy demand when the luminaire 

dimming is only based on maintaining the photopic illuminance threshold (500 lx at the 

horizontal desk level) in the office room. The simulation with three channels overestimated 

annual lighting energy demand in comparison to the simulations with higher discretization. 

It was found that increasing the number of channels from three to 81 reduces the prediction 

of annual lighting energy demand by: 

- 8.6 % or 0.4 kWh/m²a for 4000 K LED luminaires 

- 8.8 % or 0.4 kWh/m²a for 6500 K LED luminaires 

- 9.7 % or 1.6 kWh/m²a for 3500 K fluorescent luminaires  

The simulation with nine or 27 channels overpredicts the annual lighting energy demand 

between 1.3 % and 2.2 % or 0.1 % and 0.6 %, respectively, compared to the baseline 

simulation with 81 channels. The exact percentage depends on the spectral properties of 

the luminaire in the office room.  

Notably, the total annual energy demand is significantly lower when only photopic-based 

dimming is applied to the luminaires. Additionally, the effect of finer discretization on the 

annual lighting energy demand prediction is less evident when only photopic-based 

dimming is used to control the luminaires. 

7.2 Recommendations  

This thesis investigates the effect of spectral discretization of daylight and electric light on 

annual lighting energy demand in a shoebox model that presents typical features of an 
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office room. The room has a deep floor plan designed for six occupants executing sedentary 

tasks, presenting a problematic yet ordinary office layout. The room has six luminaires 

arranged by pairs into three groups that differ based on their proximity to the window. 

Three luminaire types were investigated: neutral-white LED light with 4000 K, cool-white 

LED light with 6500 K, and warm-white fluorescent light with 3500 K. While the results 

of the analysis are not universally transferrable to other office scenarios, general 

recommendations for architects and light designers can be derived based on the work 

presented in this thesis. The following section presents three recommendations: 

Recommendation 1:  

Appropriate level of melanopic equivalent daylight illuminance must be maintained in 

spaces and considered for the assessment of annual lighting energy demand. 

According to the results presented in this thesis, considering only photopic illuminance 

leads to a significant deficiency of melanopic equivalent daylight illuminance that is 

otherwise necessary for people to receive throughout the daytime to sustain healthy 

physiology, sleep and wakefulness. Accordingly, when only the photopic threshold of 

illuminance is maintained, the prediction of annual lighting energy demand is significantly 

lower. This leads to the false assumption that less energy is required to sustain illumination 

in office spaces. This recommendation is valid irrespective of the channel discretization 

since there is a significant difference in the predicted annual lighting energy demand even 

in simulations with low resolution. 

Recommendation 2:  

Finer spectral discretization leads to more accurate prediction of illuminance and annual 

lighting energy demand.  

In general, photopic and melanopic equivalent daylight illuminance are underpredicted in 

the three-channel daylight simulation compared to higher-resolution simulations. On the 

other hand, photopic illuminance is underestimated, while melanopic equivalent daylight 

illuminance is overestimated in the three-channel electric light simulation. The magnitude 

of overestimation and underestimation is related to the spectrum of the light source. For the 

reasons mentioned above, a finer discretization ensures a more accurate assessment of 

illuminance and annual lighting energy demand. 

a) Luminaires with continuous spectrum 
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This work examined two nearly identical LED luminaires that only differed in their spectral 

power distribution. At the highest resolution, the annual lighting energy demand was 

0.8 kWh/m²a higher for the 4000 K LED luminaire because it delivered lower levels of 

melanopic equivalent daylight illuminance than the 6500 K LED luminaire with the same 

amount of energy. This difference constitutes 8.8% percent of the annual lighting energy 

demand of the 6500 K LED luminaire. The difference in photopic illuminance between the 

two LED luminaires was nearly non-perceivable, which highlights the importance of 

Recommendation 1. While the numerical findings are specific to the investigated case, it is 

recommended to consider the spectral power distribution even in subtly different LED 

luminaires for the highest prediction accuracy. 

b) Luminaires with discontinuous spectrum 

It has been demonstrated that the spectral characteristics and the level of spectral 

discretization in the model determine the potential accuracy improvement. Thus, a 

simulation of the model with non-neutral spectral illuminant and surface properties is more 

likely to profit from fine spectral discretization. This work has confirmed that the finer 

spectral resolution of luminaires with discontinuous spectral power distribution 

significantly affects the prediction of illuminance and annual lighting energy demand. The 

high-resolution discretization of fluorescent luminaires improved the prediction of annual 

lighting energy demand by over 30 % compared to the spectral simulation with three 

channels. While this thesis focused on neutral surfaces in the office room, it can be assumed 

that finer discretization will be equally necessary for surfaces with discontinuous spectral 

transmittance or reflectance.  

Recommendation 3:  

The appropriate level of light must be provided for the entire space. Avoiding deep floor 

plans and including materials that foster light reflection can potentially reduce annual 

lighting energy demand. 

The analysis showed that providing an acceptable level of melanopic equivalent daylight 

illuminance is particularly complicated in rooms with deep floor plans where some 

workplaces locate far from the windows. In the investigated example, it was shown that 

workplaces in the back of the room, on average, received less than 50 % of the required 

melanopic equivalent daylight illuminance and needed steady supplementation with 

electric light to maintain an appropriate level of light. Avoiding deep floor plans at the 
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conceptual design stage can prevent the disadvantageous light distribution that leads to high 

lighting energy demand. If such an option is impossible, planning spaces with passive 

solutions such as light shelves or improving reflectance of the relevant surfaces may 

contribute to better-lit spaces to some degree. Annual matrix spectral simulation combined 

with point-in-time spectral simulation of electric light will help predict the potential 

improvement granted by the passive measures.   



96 

 

8. Conclusion 

Section 8 

Conclusion 

8.1  Conclusion 

This thesis proposes an annual spectral matrix simulation (ASMS) framework for 

multichannel daylight simulations with spectral sky modeling for each timestep. A point-

in-time multichannel simulation of electric light completes the framework for hours that 

require supplementary illumination, based on which the annual lighting energy demand of 

the luminaires is determined. This thesis investigates whether finer spectral discretization 

provides more accurate results of illuminance and annual lighting energy demand in a 

typical office room. The discretization with three, nine, 27 and 81 channels are examined.  

It is noteworthy that spectral simulation with three channels does not represent the current 

practices. Simulations are still often performed with just one channel, assuming a non-

spectral, grey environment. In this sense, comparing a one-channel simulation against an 

81-channel simulation would result in the most remarkable accuracy improvement. 

However, since one-channel simulation assumes a flat spectrum from 380 nm to 780 nm, 

annual illuminance and lighting energy demand predictions do not require the use of the 

developed ASMS method. For this reason, simulation with one channel is not a part of the 

analysis. Nevertheless, in the context of the lighting simulation practices, the three-channel 

spectral simulation does not represent the actual worst-case scenario. 

Reflecting on the research questions from Section 1.3, the improvement of the photopic 

and melanopic equivalent daylight illuminance depends on the spectral complexity of the 

model. Nevertheless, fine spectral discretization improves the prediction accuracy of 

photopic and melanopic equivalent daylight illuminance, even for daylight with a relatively 

continuous spectrum. The accuracy improvement is also significant in the simulation of 

electric light, especially for luminaires with a discontinuous spectrum, such as the 

fluorescent luminaire.  

It is noteworthy that including metrics that consider the non-visual aspect of light in the 

assessment shows that higher lighting energy demand is required to sustain the necessary 

threshold of illumination. Additionally, spectral discretization is especially relevant when 
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melanopic equivalent daylight illuminance is considered in the assessment. Finer spectral 

discretization prevents inaccuracies that otherwise occur due to coarse band resolution of 

the blue and green spectral bins right near the peak of the melanopic sensitivity curve. Finer 

spectral discretization also improves the accuracy of prediction of photopic illuminance but 

to a lesser degree.  

With regard to lighting energy, spectral simulation with three channels underestimates the 

actual demand compared to the rest of the N-channel simulations when the assessment 

involves photopic and melanopic equivalent daylight illuminance. In contrast, the annual 

lighting energy demand is slightly overestimated in a three-channel simulation compared 

to multichannel simulations when only the photopic illuminance is considered. However, 

the annual lighting energy demand is significantly lower when only photopic illuminance 

is maintained. In such cases, the minimum threshold of melanopic equivalent daylight 

illuminance is not met for most of the occupied hours. 

As with the illuminance predictions, the magnitude of over- and underestimation of annual 

lighting energy demand depends on the spectral complexity of the model. However, the 

underprediction of annual lighting energy demand in a three-channel simulation reaches 

16.9 kWh/m²a with fluorescent luminaires. For LED luminaires with correlated color 

temperature of 4000 K and 6500 K, the difference between three- and 81-channel 

simulations is 0.2 kWh/m²a and 0.7 kWh/m²a, respectively.  

The need for spectral discretization is highlighted when examining the absolute annual 

lighting energy demand of both LED luminaires. The annual lighting energy demand is 

0.8 kWh/m²a higher for the 4000 K luminaire at the highest resolution due to distinct 

spectral power distribution despite otherwise having similar properties. While this thesis 

presented a relatively typical office room, the results emphasize the importance of including 

the spectral component in the assessment of illuminance and lighting energy demand, even 

in spaces with neutral properties. 

Lastly, the geometry of the office room has a significant effect on the overall annual lighting 

energy demand. The disadvantage of the deep floor plan, where some areas heavily rely on 

the electric light to maintain the required level of illuminance, is an issue that can be 

addressed in the initial design phases. In already erected buildings, the problem can be 

improved through passive measures, such as intentional choice of wall paint or reduction 

of surfaces that obstruct daylight. For the above-mentioned endeavors, the framework 
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presented in this thesis can aid architects and light designers in making intentional and 

sustainable choices. 

8.2  Limitations 

Generation of the spectral sky  

It is plausible that the work presented a few limitations. Section 3.3.2 explains that the 

ASMS relies on the previously validated conversion of luminance to correlated color 

temperature. However, the conversions are validated for clear and overcast skies only. 

While the predominant sky type in Mannheim is intermediate, it is treated as overcast in 

this work because of the lack of validated conversions in the literature due to the complexity 

of this sky type. Presumably, the annual lighting energy demand would be different if such 

conversion existed for the intermediate sky. 

Furthermore, the conversion between the sky luminance and correlated color temperature 

is validated for the German climate and is unlikely to fit other, for example, tropical 

locations. Another limitation is that the conversion between luminance and correlated color 

temperature is not validated for hours when the solar altitude is below 10°. Therefore, these 

hours were not considered in the analysis of electric lighting energy demand, even though 

they occur in the morning and evening of the winter months. 

Visual and non-visual comfort assessment 

This work considered photopic and melanopic equivalent daylight illuminance for the 

assessment of annual lighting energy demand. The glare evaluation and prevention are 

currently not integrated into the ASMS. Since ASMS is based on the two-phase method 

(i.e., daylight coefficient), a matrix-based simulation of dynamic fenestration systems, such 

as Venetian blinds, is impossible in the current framework. However, the ASMS framework 

can be potentially extended for use with the three-phase method that includes flux transfer 

inside the fenestration.  

Potentially, it is possible to integrate glare prevention with electrochromic glazing in the 

current framework. During relevant hours, the most transparent electrochromic glazing 

state that counters the risk of glare should be selected. For this, a separate simulation for 

each electrochromic glazing state must be simulated in advance. Nonetheless, the use of 

electrochromic glazing often presents additional challenges regarding color quality indoors 

that can be potentially corrected by preserving non-tinted glazing sections and appropriate 



99 

 

spectral composition of electric light. The color quality can be monitored via a color 

rendering index. The exact implications of glare prevention and maintenance of indoor 

color quality on the annual lighting energy demand are yet to be explored. 

Non-neutral surfaces 

The results presented in this thesis show that the proposed framework is especially 

beneficial for luminaires with discontinuous spectral characteristics, such as fluorescent 

luminaires. While the neutral properties of the materials selected for the geometry are 

typical for an office room, the selection of relatively continuous spectral reflectance and 

transmittance of the surfaces did not fully challenge the potential of the developed tool. The 

inclusion of tinted glazing and accent walls could add complexity to the simulated scene to 

explore the capability of the multichannel spectral simulation tool. The addition of such 

surfaces to the scene would likely show a higher accuracy improvement when increasing 

the number of channels in the ASMS than that presented in Section 6.1.1. 

8.3  Outlook 

The discovery of the non-visual effect of light on humans is a relatively new and ongoing 

endeavor for researchers in the respective fields. In building science and lighting research, 

work is ongoing to implement discoveries that pertain to non-visual aspects of light in the 

evaluation of illumination in the form of recommendations, frameworks and spectral 

simulation tools for architects and light designers to implement in practice.  

Following the need, this thesis presented a novel method for the annual spectral simulation 

of daylight in combination with electric light. The results showed the benefit of using the 

developed spectral simulation method by improving the accuracy of illuminance and annual 

lighting energy demand. The next step would be to expand the method to be functional with 

the three-phase approach for matrix-based simulation of dynamic fenestration systems that 

prevent glare risk. Regarding evaluation metrics, the color rendering index will also be a 

valuable addition to the proposed simulation method, especially in scenarios with non-

neutral surfaces. 

Furthermore, in a broader context, it will be necessary to include heating and cooling 

systems along with thermal comfort metrics to evaluate the impact of providing (visually 

and non-visually) appropriate light levels on the overall annual energy demand. It remains 

to be determined whether the heat gain from elevated lighting needs will contribute to 
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reducing heating or increasing cooling in the spaces. In the future, similar investigations 

should be conducted for living spaces to holistically fulfill the requirements for illumination 

and thermal comfort while considering the annual energy demand.  

Future work should include the possibility of spectral sky generation for intermediate 

conditions by finding and validating the correlation between luminance and correlated color 

temperature. The applicability of spectral sky generation in climates with a different 

atmospheric composition should be explored. It is possible that other relationships between 

the sky luminance and spectral power distribution would need to be established for different 

climates. A validation-based study is highly recommended for all new correlations 

introduced to the spectral sky generation framework. 

This thesis showed that a matrix-based annual spectral simulation method is achievable 

through a customized workflow in a conventional lighting simulation tool. Despite the 

possible future enhancements, the proposed ASMS method, in combination with the 

spectral simulation of electric light, can serve as one of the decision-making tools to ensure 

an adequate level of light for visual tasks and healthy physiological functions while 

improving the prediction of the lighting energy demand. Designing a user-friendly alpha 

version of the tool would encourage its use by architects and light designers. 
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Abbreviations 

 

ALFA Adaptive Lighting for Alertness  

ASMS Annual Spectral Matrix Simulation 

CS Circadian Stimulus  

CSA Circadian Stimulus Autonomy  

CLA Circadian-effective Light  

CSd Circadian-effective Light Dose  

CBDM Climate Based Daylight Modelling  

CQAT Color Quality Assessment Tool  

CIE  Commission Internationale de l'Eclairage 

CCT Correlated Color Temperature 

DF Dimming Factor 

FL Fluorescent 

LLMF Lamp Luminous Flux Maintenance Factor 

LSF Lamp Survival Factor 

LED Light-emitting Diode 

LMF Luminaire Maintenance Factor 

LCF  Luminance Color Factor 

MF Maintainance Factor 

MAPE Mean Absolute Percentage Error  

MEDI Melanopic Equivalent Daylight Illuminance 

OWL Occupant Wellbeing through Lighting  

PI Photopic Illuminance 

libRadtran Radiative Transfer Library  

RGB Red, Green, Blue 

RSMF Room Surface Maintenance Factor 

SCPAT Spectral Color Property Assessment Tool  

SD  Standard Deviation (y) 
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Nomenclature 
 

Symbol  Description Unit 

acv circadian action factor [-] 

ηc circadian ratio [-] 

C(λ) circadian spectral sensitivity function [-] 

𝐷𝜃𝜑 daylight coefficient [-] 

EML equivalent melanopic lux [EML] 

Ee irradiance [W/m²] 

LE lighting energy [Wh] 

𝐾𝑚𝑒𝑙,𝑣
𝐷65  melanopic daylight (D65) efficacy ratio [mW/lm] 

𝐸𝑣,𝑚𝑒𝑙
𝐷65  

melanopic equivalent daylight (D65) 

illuminance 
[lx] 

Emel melanopic illuminance [melanopic-lx] 

smel (λ) melanopic spectral sensitivity function [-] 

Ev photopic illuminance [lx] 

Lv photopic luminance [cd/m²] 

V(λ) photopic spectral sensitivity function [-] 

𝑆𝜃𝜑  
 

projected solid angle of the sky element at 

an altitude of θ and azimuth of Φ 
[sr] 

Ee,λ spectral irradiance [W/m²/nm] 

Le,λ spectral radiance [W/m²/sr/nm] 

Δ𝑡 

 
 

time increment in the simulation [h] 

Greek Symbol  Description 

λ wavelength  

θ altitude 

Φ  azimuth 

Δ change in a variable 

ε  sky clearness  

γs solar altitude 
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Appendix A 

Table A.1. Wavelength bands and their respective coefficients in a three-channel simulation.  

Channels Lower boundary (nm) Upper boundary (nm) Coefficient 

1 380.0 499.0 0.065 

2 499.0 586.5 0.670 

3 586.5 780.0 0.265 

 

Table A.2. Wavelength bands and their respective coefficients in a nine-channel simulation.  

Channels Lower boundary (nm) Upper boundary (nm) Coefficient 

1 380.0 419.6 2.963 × 10 -4 

2 419.6 459.3 9.253 × 10 -3 

3 459.3 499.0 5.541 × 10 -2 

4 499.0 528.1 1.570 × 10 -1 

5 528.1 557.3 2.594 × 10 -1 

6 557.3 586.5 2.539 × 10 -1 

7 586.5 651.0 2.494 × 10 -1 

8 651.0 715.5 1.524 × 10 -2 

9 715.5 780.0 1.877 × 10 -4 

 

Table A.3. Wavelength bands and their respective coefficients in a 27-channel simulation. 

Channels Lower boundary (nm) Upper boundary (nm) Coefficient 

1 380.0 393.2 1.070 × 10 -5 

2 393.2 406.4 4.960 × 10 -5 

3 406.4 419.6 2.360 × 10 -4 

4 419.6 432.8 1.053 × 10 -3 

5 432.8 446.1 2.798 × 10 -3 

6 446.1 459.3 5.402 × 10 -3 

7 459.3 472.5 9.600 × 10 -3 

8 472.5 485.7 1.652 × 10 -2 

9 485.7 499.0 2.928 × 10 -2 

10 499.0 508.7 3.483 × 10 -2 

11 508.7 518.4 5.224 × 10 -2 

12 518.4 528.1 6.994 × 10 -2 

13 528.1 537.8 8.015 × 10 -2 

14 537.8 547.6 8.963 × 10 -2 

15 547.6 557.3 8.958 × 10 -2 

16 557.3 567.0 9.058 × 10 -2 

17 567.0 576.7 8.515 × 10 -2 

18 576.7 586.5 7.817 × 10 -2 

19 586.5 608.0 1.339 × 10 -1 

20 608.0 629.5 7.982 × 10 -2 

21 629.5 651.0 3.565 × 10 -2 

22 651.0 672.5 1.166 × 10 -2 

23 672.5 694.0 2.927 × 10 -3 
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24 694.0 715.5 6.523 × 10 -4 

25 715.5 737.0 1.492 × 10 -4 

26 737.0 758.5 3.150 × 10 -5 

27 758.5 780.0 7.000 × 10 -6 

 

Table A.4. Wavelength bands and their respective coefficients in an 81-channel simulation. 

Channels Lower boundary (nm) Upper boundary (nm) Coefficient 

1 380.0 384.4 1.900 × 10 -6 

2 384.4 388.8 3.300 × 10 -6 

3 388.8 393.2 5.500 × 10 -6 

4 393.2 397.6 9.700 × 10 -6 

5 397.6 402.0 1.600 × 10 -5 

6 402.0 406.4 2.390 × 10 -5 

7 406.4 410.8 4.300 × 10 -5 

8 410.8 415.2 6.970 × 10 -5 

9 415.2 419.6 1.233 × 10 -4 

10 419.6 424.0 2.093 × 10 -4 

11 424.0 428.4 3.315 × 10 -4 

12 428.4 432.8 5.123 × 10 -4 

13 432.8 437.2 6.768 × 10 -4 

14 437.2 441.7 9.341 × 10 -4 

15 441.7 446.1 1.187 × 10 -3 

16 446.1 450.5 1.445 × 10 -3 

17 450.5 454.9 1.735 × 10 -3 

18 454.9 459.3 2.222 × 10 -3 

19 459.3 463.7 2.570 × 10 -3 

20 463.7 468.1 3.229 × 10 -3 

21 468.1 472.5 3.801 × 10 -3 

22 472.5 476.9 4.471 × 10 -3 

23 476.9 481.3 5.636 × 10 -3 

24 481.3 485.7 6.418 × 10 -3 

25 485.7 490.1 8.022 × 10 -3 

26 490.1 494.5 9.478 × 10 -3 

27 494.5 499.0 1.178 × 10 -2 

28 499.0 502.2 9.626 × 10 -3 

29 502.2 505.4 1.151 × 10 -2 

30 505.4 508.7 1.370 × 10 -2 

31 508.7 511.9 1.519 × 10 -2 

32 511.9 515.2 1.834 × 10 -2 

33 515.2 518.4 1.871 × 10 -2 

34 518.4 521.6 2.188 × 10 -2 

35 521.6 524.9 2.291 × 10 -2 

36 524.9 528.1 2.515 × 10 -2 

37 528.1 531.4 2.569 × 10 -2 

38 531.4 534.6 2.763 × 10 -2 

39 534.6 537.8 2.683 × 10 -2 

40 537.8 541.1 3.022 × 10 -2 
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41 541.1 544.3 2.812 × 10 -2 

42 544.3 547.6 3.129 × 10 -2 

43 547.6 550.8 2.881 × 10 -2 

44 550.8 554.0 3.083 × 10 -2 

45 554.0 557.3 2.994 × 10 -2 

46 557.3 560.5 3.079 × 10 -2 

47 560.5 563.8 2.962 × 10 -2 

48 563.8 567.0 3.017 × 10 -2 

49 567.0 570.2 2.876 × 10 -2 

50 570.2 573.5 2.901 × 10 -2 

51 573.5 576.7 2.738 × 10 -2 

52 576.7 580.0 2.735 × 10 -2 

53 580.0 583.2 2.556 × 10 -2 

54 583.2 586.5 2.526 × 10 -2 

55 586.5 593.6 5.024 × 10 -2 

56 593.6 600.8 4.435 × 10 -2 

57 600.8 608.0 3.929 × 10 -2 

58 608.0 615.1 3.215 × 10 -2 

59 615.1 622.3 2.639 × 10 -2 

60 622.3 629.5 2.128 × 10 -2 

61 629.5 636.6 1.565 × 10 -2 

62 636.6 643.8 1.158 × 10 -2 

63 643.8 651.0 8.427 × 10 -3 

64 651.0 658.1 5.588 × 10 -3 

65 658.1 665.3 3.687 × 10 -3 

66 665.3 672.5 2.385 × 10 -3 

67 672.5 679.6 1.458 × 10 -3 

68 679.6 686.8 9.151 × 10 -4 

69 686.8 694.0 5.541 × 10 -4 

70 694.0 701.1 3.237 × 10 -4 

71 701.1 708.3 2.013 × 10 -4 

72 708.3 715.5 1.272 × 10 -4 

73 715.5 722.6 7.510 × 10 -5 

74 722.6 729.8 4.580 × 10 -5 

75 729.8 737.0 2.820 × 10 -5 

76 737.0 744.1 1.610 × 10 -5 

77 744.1 751.3 9.500 × 10 -6 

78 751.3 758.5 5.900 × 10 -6 

79 758.5 765.6 3.500 × 10 -6 

80 765.6 772.8 2.100 × 10 -6 

81 772.8 780.0 1.300 × 10 -6 
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Appendix B 

Figure A.1 (a) shows that the maximum standard deviation at the horizontal desk level is 

+/- 0.17 W/m² (at 9.0 W/m²) in the simulations with three channels, +/- 0.15 W/m² (at 

7.0 W/m²) in the simulations with nine channels, +/- 0.09 W/m² (at 7.0 W/m²) in the 

simulations with 27 channels and +/- 0.05 W/m² (at 8.7 W/m²) in the simulations with 81 

channels for position 3. The maximum standard deviation at the vertical eye level is shown 

in Figure A.2 (b) The maximum standard deviation is +/- 0.16 W/m² (at 4.4 W/m²) in the 

simulations with three channels, +/- 0.15 W/m² (at 4.4 W/m²) in the simulations with nine 

channels, +/- 0.06 W/m² (at 3.5 W/m²) in the simulations with 27 channels and +/- 

0.06 W/m² (at 4.3 W/m²) in the simulations with 81 channels.  

The maximum standard deviation at the horizontal desk level is +/- 0.15 W/m² (at 

7.4 W/m²) in the simulations with three channels, +/- 0.11 W/m² (at 7.8 W/m²) in the 

simulations with nine channels, +/- 0.08 W/m² (at 8.6 W/m²) in the simulations with 27 

channels and +/- 0.06 W/m² (at 7.3 W/m²) in the simulations with 81 channels for position 

4 as shown in Figure A.2 (a). The maximum standard deviation at the vertical eye level is 

shown in Figure A.2 (b). The maximum standard deviation is +/- 0.15 W/m² (at 3.8 W/m²) 

in the simulations with three channels, +/- 0.15 W/m² (at 3.6 W/m²) in the simulations with 

nine channels, +/- 0.06 W/m² (at 3.5 W/m²) in the simulations with 27 channels and +/- 0.04 

W/m² (at 3.7 W/m²) in the simulations with 81 channels. 

The maximum standard deviation at the horizontal desk level is +/- 0.16 W/m² (at 

3.2 W/m²) in the simulations with three channels, +/- 0.07 W/m² (at 3.1 W/m²) in the 

simulations with nine channels, +/- 0.07 W/m² (at 3.0 W/m²) in the simulations with 27 

channels and +/- 0.02 W/m² (at 3.0 W/m²) in the simulations with 81 channels for position 

5 as shown in Figure A.3 (a). The maximum standard deviation at the vertical eye level is 

shown in Figure A.3 (b). The maximum standard deviation is +/- 0.16 W/m² (at 1.9 W/m²) 

in the simulations with three channels, +/- 0.16 W/m² (at 0.06 W/m²) in the simulations 

with nine channels, +/- 0.06 W/m² (at 1.9 W/m²) in the simulations with 27 channels and 

+/- 0.03 W/m² (at 1.9 W/m²) in the simulations with 81 channels. 

Figure A.4 (a) shows that the maximum standard deviation at the horizontal desk level is 

+/- 0.13 W/m² (at 3.1 W/m²) in the simulations with three channels, +/- 0.10 W/m² (at 

2.7 W/m²) in the simulations with nine channels, +/- 0.05 W/m² (at 3.0 W/m²) in the 

simulations with 27 channels and +/- 0.03 W/m² (at 3.0 W/m²) in the simulations with 81 
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channels for position 6. The maximum standard deviation at the vertical eye level is shown 

in Figure A.4 (b). The maximum standard deviation is +/- 0.12 W/m² (at 1.7 W/m²) in the 

simulations with three channels, +/- 0.10 W/m² (at 1.5 W/m²) in the simulations with nine 

channels, +/- 0.05 W/m² (at 1.5 W/m²) in the simulations with 27 channels and 

+/- 0.04 W/m² (at 1.5 W/m²) in the simulations with 81 channels. 
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Figure A.1. Scatterplots show standard deviation (y-axis) plotted against the average 𝐸𝑒
380−780 

(x-axis) for positions 3. Row (a) presents the results at the horizontal desk level (0.80 m) and row 

(b) at the vertical eye level (1.20 m) for simulations with three, nine, 27 and 81 channels. Average 

𝐸𝑒
380−780 refers to ten simulation runs. The red dashed line represents the maximum standard 

deviation at the respective 𝐸𝑒
380−780 in each scatter plot. 
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Figure A.2. Scatter plots show standard deviation (axis y) plotted against the average 𝐸𝑒
380−780 

(axis x) for position 4. Row (a) presents the results for the horizontal desk level (0.80 m) and row 

(b) at the vertical eye level (1.20 m) for simulations with three, nine, 27 and 81 channels. Average 

𝐸𝑒
380−780 refers to ten simulation runs. The red dashed line represents the maximum standard 

deviation at the respective 𝐸𝑒
380−780 in each scatter plot. 
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Figure A.3. Scatter plots show standard deviation (axis y) plotted against the average 𝐸𝑒
380−780 

(axis x) for position 5. Row (a) presents the results for the horizontal desk level (0.80 m) and row 

(b) at the vertical eye level (1.20 m) for simulations with three, nine, 27 and 81 channels. Average 

𝐸𝑒
380−780 refers to ten simulation runs. The red dashed line represents the maximum standard 

deviation at the respective 𝐸𝑒
380−780 in each scatter plot. 
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Figure A.4. Scatter plots show standard deviation (axis y) plotted against the average 𝐸𝑒
380−780 

(axis x) for position 6. Row (a) presents the results for the horizontal desk level (0.80 m) and row 

(b) at the vertical eye level (1.20 m) for simulations with three, nine, 27 and 81 channels. Average 

𝐸𝑒
380−780 refers to ten simulation runs. The red dashed line represents the maximum standard 

deviation at the respective 𝐸𝑒
380−780 in each scatter plot. 
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Appendix C 

 

Figure A.5. Line chart of 3265 hours of photopic illuminance in a spectral simulation with three, 

nine 27 and 81channels recorded by horizontal desk-level sensors on position 1 (a) and position 

2 (b). 
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Figure A.6. Line chart of 3265 hours of melanopic equivalent daylight illuminance in a spectral 

simulation with three, nine 27 and 81channels recorded by vertical eye-level sensors on position 1 

(a) and position 2 (b). 
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The annual values of photopic and melanopic equivalent illuminance in the simulations 

with three, nine, 27 and 81 channels for positions 1 to 6 are presented here. The photopic 

illuminance on positions 1 to 6 that was computed via a simulation with three channels is 

lower in comparison to the simulations with the higher number of channels. The same trend 

is seen with melanopic equivalent daylight illuminance for positions 1 to 4. The deviation 

between baseline simulation with 81 channels and the rest of the multichannel simulation 

is minimal for melanopic equivalent illuminance on positions 5 and 6. 

 

Figure A.7. Line chart of 3265 hours of photopic illuminance in a spectral simulation with three, 

nine 27 and 81channels recorded by horizontal desk-level sensors on position 3 (a) and 4 (b). 

 

 

Figure A.8. Line chart of 3265 hours of melanopic equivalent daylight illuminance in a spectral 

simulation with three, nine 27 and 81channels recorded by vertical eye-level sensors on position 3 

(a) and position 4 (b). 
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Figure A.9. Line chart of 3265 hours of photopic illuminance in a spectral simulation with three, 

nine 27 and 81channels recorded by horizontal desk-level sensors on position 5 (a) and position 

6 (b). 

 

Figure A.10. Line chart of 3265 hours of melanopic equivalent daylight illuminance in a spectral 

simulation with three, nine 27 and 81channels recorded by vertical eye-level sensors on position 5 

(a) and position 6 (b). 
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Appendix D 
 

Photopic and melanopic equivalent illuminance produced by the 

luminaires 

 

Table A.5. Maximum photopic illuminance of the Philips LED luminaire (4000K) in a simulation 

with three, nine, 81 and 27 channel simulation on different positions.  

Channels Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 1120.8 1121.2 1121.3 1121.6 1129.4 1129.5 

9 1126.7 1126.8 1126.7 1126.6 1135.1 1135.0 

27 1127.8 1127.7 1127.1 1127.1 1136.2 1136.2 

81 1128.1 1128.1 1127.7 1127.6 1136.6 1136.6 

 

Table A.6. Maximum melanopic equivalent daylight illuminance of the Philips LED luminaire 

(4000 K) in a simulation with three, nine, 81 and 27 channel simulation on different positions.  

Channels Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 411.5 411.6 406.4 406.4 408.8 408.8 

9 400.5 400.5 396.6 396.6 398.2 398.2 

27 391.1 391.1 387.4 387.4 388.9 388.9 

81 388.9 389.0 385.3 385.3 386.8 386.8 

 

Table A.7. Maximum photopic illuminance of the Philips LED luminaire (6500K) in a simulation 

with three, nine, 81 and 27 channel simulation on different positions.  

Channels Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 1116.2 1115.9 1115.7 1115.8 1122.8 1122.4 

9 1123.7 1123.8 1123.4 1123.4 1132.1 1132.0 

27 1123.9 1124.0 1123.4 1123.5 1132.2 1132.1 

81 1124.4 1124.4 1123.7 1123.8 1132.3 1132.2 
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Table A.8. Maximum melanopic equivalent daylight illuminance of the Philips LED luminaire 

(6500 K) in a simulation with three, nine, 81 and 27 channel simulation on different positions.  

Channels Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 474.7 474.7 468.9 469.0 471.5 471.4 

9 426.5 426.6 422.2 422.3 424.1 424.1 

27 426.0 426.0 421.8 421.7 423.5 423.6 

81 422.9 422.9 418.7 418.7 420.5 420.5 

 

Table A.9. Maximum photopic illuminance of the Sylvania fluorescent luminaire (3500 K) in a 

simulation with three, nine, 81 and 27 channel simulation on different positions.  

Channels Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 1135.2 1135.7 1137.5 1137.4 1150.2 1150.2 

9 1142.4 1142.2 1144.2 1144.0 1158.9 1159.0 

27 1147.5 1147.7 1148.9 1148.9 1163.7 1163.3 

81 1153.2 1152.8 1155.2 1155.0 1170.2 1170.0 

 

Table A.10. Maximum melanopic equivalent daylight illuminance of the Sylvania fluorescent 

luminaire (3500 K) in a simulation with three, nine, 81 and 27 channel simulation on different 

positions.  

Channels Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 

3 379.7 379.8 374.3 374.3 378.5 378.4 

9 267.3 267.3 263.8 263.7 266.4 266.2 

27 254.8 254.8 251.5 251.4 253.9 253.9 

81 248.8 248.9 245.6 245.6 248.0 248.0 

 

 

. 
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Appendix E 
 

Figure A.11 in the Appendix shows the dimming of the groups one to three when only 

photopic illuminance is evaluated for N- channel simulations. Figure A.12 presents the 

dimming behavior when only melanopic equivalent daylight illuminance is regarded. 

Figure A.13 shows photopic- and melanopic-based dimming. 

 

Figure A.11. Dimming behavior based on the dimming factor of the photopic illuminance. The 

dimming factor is presented for each of the three groups in the office room for the simulations with 

three, nine, 27 and 81 channels. Simulated luminaire = LED with 4000 K. 
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Figure A.12. Dimming behavior based on the dimming factor of the melanopic equivalent daylight 

illuminance. The dimming factor is presented for each of the three groups in the office room for the 

simulations with three, nine, 27 and 81 channels. Simulated luminaire = LED with 4000 K. 
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Figure A.13. Dimming behavior based on the higher dimming factor of the photopic and melanopic 

equivalent daylight illuminance. The dimming factor is presented for each of the three groups in 

the office room for the simulations with three, nine, 27 and 81 channels. Simulated luminaire = 

LED with 4000 K. 
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