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Abstract

We analyze infinite dimensional Langevin dynamics with multiplicative noise. Such a dynamic is
described via a coupled system of an infinite dimensional differential equation with an infinite
dimensional non-linear stochastic differential equation with multiplicative noise. The coupled
system is defined on the Cartesian product of two real separable Hilbert spaces U and V. The
non-linearity of the equation is caused by considering external forces, induced by a potential function
®: U — (—00,00]. Moreover, we allow stochastic perturbations in terms of a multiplicative noise,
driven by an infinite dimensional cylindrical Wiener process in V.

First, the essential m-dissipativity of the associated Kolmogorov backwards operator L® on L?(u®)
defined on smooth finitely based functions is established. Moreover, we show that the strongly
continuous contraction semigroup (7;)¢>o generated by the closure of L® in L?(u?®) is sub-Markovian
and conservative. Here, % is the canonical invariant measure with density e~® with respect to an
infinite dimensional non-degenerate Gaussian measure on U x V. The main difficulty, besides the
non-sectorality of L®, is the coverage of a large class of potentials.

Second, we apply a refinement of the abstract Hilbert space hypocoercivity method, developed
by Dolbeault, Mouhot and Schmeiser, to derive the hypocoercivity of (T});>0. We take domain
issues into account and use the formulation in the Kolmogorov backwards setting worked out by
Grothaus and Stilgenbauer. The method enables us to explicitly compute the constants determining
the exponential convergence rate to equilibrium of (7});>¢. To utilize this method, we derive a
general Poincaré inequality for measures of type u®. We also derive the essential m-dissipativity
and a second order regularity estimate for a perturbed infinite dimensional Ornstein-Uhlenbeck
operator with possibly unbounded diffusion coefficient.

In the third part, we use abstract analytic potential theoretic results to construct a right process
that solves the martingale problem for the Kolmogorov backwards generator with respect to the
equilibrium measure. Under stronger assumptions, we construct a u(b—invariant Hunt process with
infinite life-time and weakly continuous paths, whose transition semigroup is associated with (7} )¢>o.
This process provides a stochastically and analytically weak solution to the infinite dimensional
Langevin dynamics with multiplicative noise. Hypocoercivity of (T3):>¢ and the identification of
(T)¢>0 with the transition semigroups of the processes yields exponential ergodicity of the processes.
Finally, we apply our results to degenerate second order in time stochastic reaction-diffusion and
Cahn-Hilliard-type equations with multiplicative noise. A discussion of the class of applicable
potentials and coefficients governing these equations completes our analysis.






Zusammenfassung

Wir analysieren unendlichdimensionale Langevin Dynamiken mit multiplikativem Rauschen. Eine
solche Dynamik wird durch ein gekoppeltes System beschrieben, welches durch eine unendlichdimen-
sionale Differentialgleichung und eine unendlichdimensionale nichtlineare stochastische Differential-
gleichung mit multiplikativem Rauschen gegeben ist. Das gekoppelte System ist auf dem kartesischen
Produkt zweier reeller separabler Hilbertrdume U und V' definiert. Die Nichtlinearitat der Gleichung
wird durch die Berticksichtigung externer Krafte hervorgerufen, die durch die Potentialfunktion
®: U — (—00,00] induziert werden. Zusétzlich erlauben wir stochastische Stérungen in Form eines
multiplikativen Rauschens, das von einem unendlichdimensionalen zylindrischen Wiener Process in
V getrieben wird.

Zunichst wird die essentielle m-Dissipativitit des zugehérigen Kolmogorov Riickwirtsoperators L,
welcher auf dem Raum der glatten Zylinderfunktionen definiert ist, in L2(u®) etabliert. Auierdem
zeigen wir, dass die stark stetige Kontraktionshalbgruppe (7});>0, die vom Abschluss von L% in
L?(u®) erzeugt wird, sub-Markovsch und konservativ ist. Hierbei bezeichnet u® das kanonische
invariante Maf# mit Dichte e~® beziiglich eines unendlichdimensionalen nicht-entarteten Gauf-
schen MaBes auf U x V. Die Herausforderung, neben der Nicht-Sektoralitdt von L?, ist dabei die
Betrachtung einer moglichst groffen Klasse von Potentialen.

Zweitens wenden wir eine Verfeinerung der von Dolbeault, Mouhot und Schmeiser entwickelten
abstrakten Hilbertraum Hypokoerzitivitdtsmethode an, um die Hypokoerzitivitdt von (73):>0
herzuleiten. Das heifit wir achten sorgfiltig auf Definitionsbereiche und verwenden die von Grothaus
und Stilgenbauer ausgearbeitete Formulierung im Kolmogorov Riickwértsrahmen. Die Methode
erlaubt die explizite Bestimmung der Konstanten, die die exponentielle Konvergenzgeschwindigkeit
ins Gleichgewicht von (T});> festlegen. Um diese Methode anzuwenden, beweisen wir eine allgemeine
Poincaré Ungleichung fiir Mae vom Typ u®. Wir stellen auch die wesentliche m-Dissipativitit
und eine Regularitdtsabschétzungen zweiter Ordnung fiir einen gestérten unendlichdimensionalen
Ornstein-Uhlenbeck Operator mit méglicherweise unbeschrianktem Diffusionskoeffizienten bereit.
Im dritten Teil benutzen wir Methoden der analytischen Potentialtheorie, um einen stochastischen
Prozess zu konstruieren, der das Martingalproblem fiir den Kolmogorov Riickwéartsoperator beziig-
lich des GleichgewichtsmaBes 16st. Unter stirkeren Annahmen konstruieren wir einen p®-invarianten
Hunt Prozess, mit schwach stetigen Pfaden und unendlicher Lebensdauer, dessen Ubergangshalb-
gruppe mit (T3);>0 assoziiert ist. Dieser Prozess 16st die unendlichdimensionale Langevin Dynamik
mit multiplikativem Rauschen im stochastisch und analytisch schwachen Sinne. Hypokoerzitivi-
tét von (Tt)i>0 und die Identifikation von (7});>0 mit den Ubergangshalbgruppen der Prozesse
resultieren in exponentieller Ergodizitét der Prozesse.

Schlielich wenden wir unsere Ergebnisse auf entartete stochastische Reaktions-Diffusions und
Cahn-Hilliard Gleichungen, zweiter Ordnung in der Zeitvariablen, mit multiplikativem Rauschen
an. Eine Diskussion der Klasse zulédssiger Potentiale und Koeffizienten, die diese Gleichungen
beschreiben, vervollstdndigt unsere Analyse.
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Introduction

The classical Langevin dynamics

dX; =Y dt

2 (1.1)

describes the evolution of a particle via its position X; € R? and its velocity Y; € R? in
the d-dimensional euclidean space, d € N. The velocity of the particle is subjected to
friction, whose magnitude is determined by v € (0,00) and to a stochastic force, induced
by a Wiener process (W;)i>o in R%. The parameter 3 € (0,00) is up to a constant, the
inverse temperature. External forces affecting the motion of the particle are described via
the gradient D® of a potential ® : R — R.

The It6 stochastic differential equation describing the dynamic can be examined through
its associated Kolmogorov backwards operator Lg), acting on C°(R% x R?) as follows

L2 f(z,y) = %tr [D2f(x,y)] — 1{y. Daf(2,)) — (DB, Daf(2,y)) + (y, D1 f(2,y)).

Here, (-,-) denotes the Euclidean inner product on R? and D; and D, the gradients
with respect to the first and second component, respectively. Establishing the essential
m-dissipativity of (LY, C2°(R? x R%)) on L2(R? x RY, 1), where

_d

pg = (2m) "2 P dr @ dy,

is the canonical invariant measure, provides an associated conservative strongly continuous
sub-Markovian semigroup (7})¢>0. Due to the non-sectorality of LY, this is highly non-
trivial. As the quadratic form associated to L(? is not coercive, classical spectral gap
methods to provide exponential convergence to equilibrium of (7});>0 are not available.
However, abstract hypocoercivity methods are applicable. Analytic potential theoretic
methods in the context of sub-Markovian resolvents ensure the existence of a stochastic
process solving (1.1).

The objective of this thesis is to examine an infinite dimensional version of Equation (1.1),
whereas we allow multiplicative noise. Let W := U x V be the Cartesian product of two
infinite dimensional real separable Hilbert spaces (U, (-, -)y) and (V, (-, -)y), respectively.
Then, the infinite dimensional Langevin equation with multiplicative noise is described



2 1 Introduction

on W, by the following infinite dimensional non-linear degenerate stochastic differential
equation with multiplicative noise

dX, = K21Q2 Y; dt

dy; = Z Oe, Koo (Yy)es dt — Koo (Y2)Q5 'Y, dt — K12Q7 ' Xy dt — K1oD®(Xy)dt  (1.2)
i=1

+ /2K9(Y:) dW;.

The action of the associated Kolmogorov backwards operator L® on the space of bounded
smooth cylinder functions, in the following denoted by FCp°(Byw ), is given as

L® f(u,v) = tr [Kas(v) 0 D3 f (u,v)] + > (Oe, Koo (v) Do f(u,v), €;)v
=1

— (v, Q5" Ka2(v)Da f (u,v))v — (u, Q7 Ko1 Do f (u,v))us
— (D®(u), K21 Do f (u,v))u + (v, Q5 K12D1 f(u,v))y

Above, Ko is a bounded linear operator from V to U and Kj9 its adjoint. The diffusion
part is determined by the variable coefficient K99, where Ko3(v) is a bounded symmetric
positive linear operator on V for every v € V. The stochastic force is governed by a
cylindrical Wiener process (W:):>0 with values in V. Moreover, D® is the gradient of a
potential ® : U — (—o00, 00| and @1, as well as @2, are the covariance operators of two
centered non-degenerate Gaussian measures 1 and pe on U and V, respectively. The
partial derivatives 0y, K22, © € N, are taken with respect to the orthonormal Basis (e;)ien,
diagonalizing the covariance operator Q2. Regularity assumptions for ® and suitable
invariance properties for the coefficients ensure that L? is well-defined on FC°(By).
The degeneracy of the Equation (1.2) corresponds to the degeneracy of L® in the sense
that the second order differential operator in the definition of L® only acts in the second
component. Hereafter, (L®, FC°(Bw)) is also referred to as the infinite dimensional
Langevin operator.

To analyze the equation (1.2), we focus on the infinite dimensional Langevin operator. The
following enumeration summarizes the major achievements of this thesis and outlines our
strategy.

« We establish the essential m-dissipativity of (L*, FC°(Bw)) on L?(W; u®), where

p®=e"® @ po.
Consequently, the closure (L®, D(L®)) of (L®, FC°(Bw)) generates a strongly
continuous contraction semigroup (73)¢>o.

e We apply abstract hypocoercivity methods to provide and quantify the exponential
convergence rate to equilibrium of (73)¢>o.

e We show the existence of a right process with infinite life-time, whose transition
semigroup is associated with (73):>0. The process solves the martingale problem
for (L®, D(L?®)) with respect to the equilibrium measure. Further, we give sufficient
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conditions, ensuring the existence of a pu®-invariant Hunt process with infinite life-
time and weakly continuous paths, providing a stochastically and analytically weak
solution to (1.2). Hypocoercivity of (T;)¢>0 translates into L?-exponential ergodicity
of the processes.

e We formulate degenerate second order in time stochastic reaction-diffusion and Cahn-
Hilliard equations in the context of infinite dimensional Langevin equations with
multiplicative noise. They are analyzed based on the previous results.

Essential m-dissipativity

Under mild regularity assumption on the potential ® and Ks2, as well as reasonable block
invariance properties of the coefficients, compare Section 5.1, we derive an integration
by parts formula with respect to measures of type u®. This results in the dissipativity
of (L®, FC°(Bw)) on L?(W; u?®). The essential m-dissipativity of (L®, FC£°(Bw)) then
follows, in view of the famous Lumer-Phillips theorem, if there is some A € (0, 00) such
that

(A — L®)(FC°(Bw)) is dense in  L2(W; u?®). (1.3)

The difficulty to establish this so-called dense range condition, is governed by the degeneracy
of the operator, the infinite dimensionality of the problem and the regularity properties of
the potential and the coefficients.
We use two different approaches to establish (1.3). In the first approach, we provide a first
order L? regularity estimate for the solution f of \f — Lf = g, g € FC°(Bw), where
L = L°. The existence of sufficient regular solutions to this equation is due to [Ale23].
Afterwards, we employ a perturbation argument to establish (1.3), where we assume
that the gradient of ® is bounded. Actually, we only need existence and boundedness of
the gradient in a weaker sense described in Assumption Bdy(®). These strong essential
m-dissipativity results have already been published in [EG22] and [BEG23], whereby the
second mentioned reference deals with multiplicative noise.
For the second approach, we assume that V' 3> v — Ko (v)e; € V is two times continuously
differentiable with bounded derivatives up to order two for all ¢ € N. The potential & comes
with an approximating double sequence (®}), men and a constant A € (0, co) independent
of m,n € N, such that for each g € FC°(Bw) there exists a function f,, , € FC(Bw)
with

Afn,m - L(I)xfn,m =g

By means of Assumption App(®), we then establish an L*(WW; u®") first order regularity
estimate for f, ,,, independent of m,n € N, which allows us to show (1.3). The strategy to
derive such L*(W; u®n") first order regularity estimates is inspired by the considerations
in [DLO5], where m-dissipativity for degenerate elliptic operators corresponding to finite
dimensional degenerate stochastic differential equations with additive noise has been
established.

Other results, concerning the essential m-dissipativity of such degenerate Kolmogorov
backwards operators, are, to our knowledge, only available in finite dimensional situations,
compare e.g. [DL05; GS16; BG23]. However, concerning the essential m-dissipativity and
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even the essential self-adjointness of (perturbed) infinite dimensional Ornstein-Uhlenbeck
operators, there are strong results, compare e.g. [DT00; DA14; LD15; LP20; BF22].
The essential m-dissipativity for generators associated to (singular) dissipative stochastic
equations in Hilbert space was derived in [DR02; Big22].

The essential m-dissipativity of the infinite dimensional Langevin operator yields the
existence of a strongly continuous contraction semigroup (73)¢>o generated by the closure
(L®, D(L?)) of (L*, FC°(Bw)). Consequently, for each ug € D(L?®), the function [0, 00) 2
t > u(t) == Tyup € D(L®) is the unique classical solution to the abstract Cauchy Problem

d
au(t) = L%u(t), u(0) = up,

compare [Are+01, Theorem 3.1.12]. We highlight that our approaches to establish essential
m-dissipativity of (L®, FCg°(Byw)) are applicable, if the variable diffusion coefficient Koo
and the potential & are not C*°-smooth. In this sense, our results complement those of
[Bog+15], where existence and uniqueness (for C*°-smooth coefficients) of solutions for
a large class of highly degenerate Fokker-Planck-Kolmogorov equations for probability
measures on infinite dimensional spaces has been established.

Essential m-dissipativity of (L®, FC2°(Bw)) not only ensures the existence and the unique-
ness of the solution to the abstract Cauchy problem but also plays a crucial role in the
context of the abstract hypocoercivity methods that we introduce next.

Hypocoercivity

In [Vil06], Villani developed hypocoercivity methods to provide and quantify convergence
rates to equilibrium of non-coercive and, in this sense, degenerate diffusive equations.
Inspired by the ideas of Villani and influenced by the methods from Hérau in [Hér05],
Dolbeault, Mouhot and Schmeiser developed an abstract hypocoercivity concept, compare
[DMS15]. They studied exponential convergence to equilibrium of non-coercive evolution
equations in a general Hilbert space setting, by means of entropy methods. The core of
their idea is the construction of an entropy functional, which is equivalent to the underlying
Hilbert space norm and for which the operator, governing the evolution equation, is coercive.
Although their results were fundamental and opened the door to studying a wide range of
degenerate evolution equations, the authors failed to address domain issues that commonly
arise when dealing with unbounded linear operators. Grothaus and Stilgenbauer’s significant
contribution, in [GS14] and [GS16], was to incorporate these concepts into a Kolmogorov
backwards setting while also taking domain issues into account.

It is the rigorous method of Grothaus and Stilgenbauer, in the following called the abstract
hypocoercivity method, we use to establish hypocoercivity, with explicitly computable
constants determining the exponential speed of convergence to equilibrium, for the infinite
dimensional Langevin operator.

We contribute by formulating assumptions on the coefficients and the potential, determining
L®, under which the abstract hypocoercivity method is applicable. To check the sufficiency
of these assumptions, we derive a general Poincaré inequality for measures of type u® and
a second order regularity estimate for infinite dimensional (perturbed) Ornstein-Uhlenbeck
operators with possibly unbounded diffusion coefficient. We cover situations in which &
is not convex and the gradient of ® merely exists in a suitable Sobolev space, compare
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Chapter 6. The results we present in this context are based on the already published articles
[EG23] and [BEG23], where hypocoercivity for infinite dimensional Langevin dynamics
with additive and multiplicative noise, respectively, has been established. We highlight
that the results from [EG23] were utilized to demonstrate exponential convergence to
equilibrium of the infinite dimensional Boomerang Sampler, compare [DB23].

Other approaches to provide explicit exponential convergence rates for infinite dimensional
degenerate dynamics can be found in [Zim17] and [Wan17]. Using coupling methods, the
author of [Zim17] derived explicit contraction rates for degenerate and infinite dimensional
diffusions in an L' Wasserstein distance. In [Wanl17], the author established L2-L*
hypercontractivity (stronger notion than hypocoercivity) for stochastic Hamiltonian systems.
The result is obtained by means of a dimension free Harnack inequality and coupling
methods. However, both dynamics considered in [Zim17] and [Wanl7] are less general
in terms of the allowed coeflicients describing the dynamic and are limited to additive
noise. Moreover, the assumptions on the non-linearity in [Zim17] and [Wanl17] translate to
Lipschitz continuity of D®, which we do not need for our approach.

In finite dimensions, the available literature is significantly more extensive. Using general-
ized Dirichlet forms and martingale techniques, the ergodicity and the rate of convergence
to equilibrium of finite dimensional Langevin dynamics with weakly differentiable and
singular potentials were studied in [GS15]. Singular but C*°-smooth potentials were treated
also by Lyapunov techniques, see [Cam+21a], [Cam+21b] and [BGH21]. To study finite
dimensional Langevin dynamics with multiplicative noise, a Lyapunov function approach
was used in [Lim01]. Hypocoercivity of Langevin dynamics on abstract smooth manifolds
was established in [GM22]. Probabilistic coupling methods were applied in [EGZ19],
to derive quantitative contraction rates for finite dimensional Langevin dynamics in L'
Wasserstein distance. In the context of sub-exponential convergence rates to equilibrium of
finite dimensional Langevin dynamics, the aforementioned results have been generalized in
[GW19] and with multiplicative noise in [BG23].

The associated process

We establish that (7});>0 is sub-Markovian and conservative. The analytic potential
theoretic results, described by Beznea, Boboc and Rockner in [BBROGD], guarantee existence
of a right process whose transition semigroup is associated with (7})¢>o. The process
provides a martingale solution for the infinite dimensional Langevin operator L® with
respect to the equilibrium measure. This approach is applicable without imposing any
further conditions on the potential and the coefficients. However, the state space of the
process is not necessarily W, instead a reasonable larger Lusin topological space. The
identification of (7});>0 and the transition semigroup enables us to derive L?-exponential
ergodicity of the process, provided (7});>0 is hypocoercive.

By equipping the state space W with the weak topology and in presence of the assumptions
described in Chapter 7, we are able to apply the abstract resolvent methods from [BBR06a]
to construct a u®-invariant Hunt process M with weakly continuous paths and whose
transition semigroup is associated with (73):>0. The existence of a suitable core and a
p®-nest of weakly compact sets is essential for this approach. By calculating the quadratic
covariation of an huge class of martingales, induced by M and L® by means of the martingale
problem, we construct a cylindrical Wiener process with values in V. Afterwards, we show
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that M provides a stochastically and analytically weak solution to (1.2). Parts of these
results have already been published in [BEG23] and [EG23].

For finite dimensional Langevin equations, similar approaches were used e.g. in [CGOS;
Conll; BG22], where the associated processes were constructed by using the theory of
generalized Dirichlet forms, compare [Sta99] and [Tru00; Tru03].

Applications

We apply the aforementioned results in the context of stochastic reaction-diffusion and Cahn-
Hilliard equations. Our analysis is based on [DA14], where Lunardi and Da Prato studied
maximal Sobolev regularity and m-dissipativity for second order elliptic partial differential
equations in infinite dimensions to analyze stochastic reaction-diffusion and Cahn-Hilliard
equations. In addition, we point out [[ES09], where the existence of invariant measures
and the m-dissipativity in an L'-setting for non-degenerate stochastic Cahn-Hilliard type
equations were discussed.

We translate the classic non-degenerate reaction-diffusion and Cahn-Hilliard type equations
into our framework of infinite-dimensional Langevin equations with multiplicative noise.
For both U and V/, in the context of equation (1.2), we choose L?((0, 1); d¢) for the reaction-
diffusion equation and the dual space of the Sobolev space {z € W12(0,1) | fol z(§)d¢ =0}
for the Cahn-Hilliard equation. In principle, we consider potentials of type

1
®:U — (—o0,00], with ®(u):= /0 o(u(€))dé, wel,

where we assume that ¢ is continuously differentiable with at most polynomial growth.
Perturbations of ®, by bounded functions with bounded first and second order derivatives,
are possible. Depending on the chosen approach to establish essential m-dissipativity
of the associated generators, we assume boundedness of ¢’, compare Section 8.1 and
Section 8.2 or more smoothness and structure of ¢, compare Section 8.3. Moreover, the
operators Koo, Ko1, Kio, Q1 and Q)2 are determined by suitable powers of minus the
second order derivative with Dirichlet boundary condition in the reaction-diffusion and
by powers of the fourth order derivative with zero boundary condition for the first and
third order derivative in the Cahn-Hilliard setting. The assumptions to obtain the essential
m-dissipativity of the corresponding Langevin operators, hypocoercivity of the semigroups
and associated martingale respectively stochastically and analytically weak solutions with
weakly continuous paths, are translated into inequalities in terms of the powers determining
the coefficient operators. These examples emphasize the strength of our results, as they
are more general than the degenerate semi-linear infinite dimensional stochastic differential
equations discussed in [Wanl7].

1.1 Outline

In Chapter 2, we discuss basic functional analytic and probabilistic notions and results,
including strongly continuous contraction semigroups and their generators. Further, we
consider strongly continuous sub-Markovian semigroups and resolvents, as well as their
stochastic counterparts. We include basic potential theoretic notions and state related
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process construction theorems. In Chapter 3, we construct Sobolev spaces with respect
to infinite dimensional Gaussian measures (with densities) by means of a corresponding
integration by parts formula. Classical (perturbed) infinite dimensional Ornstein-Uhlenbeck
semigroups are considered and an important Poincaré inequality for measures of type p®
is derived. Furthermore, we include a brief introduction into the theory of (cylindrical)
Wiener processes in Hilbert spaces and corresponding stochastic integration. Then, we
recall the abstract Hilbert space hypocoercivity method from Stilgenbauer and Grothaus in
Chapter 4. In Chapter 5, we show the essential m-dissipativity of the infinite dimensional
Langevin operator, using the different approaches presented above. Chapter 6 deals with
the application of the method from Chapter 4 and establishes the hypocoercivity of the
semigroup generated by the infinite dimensional Langevin operator. Therefore, Chapter 6
includes the analysis of infinite dimensional Ornstein Uhlenbeck operators (perturbed
by the gradient of a potential) in terms of essential self-adjointness results and second
order regularity estimates. Using the general process construction theorems stated in
Section 2.3.3, we first construct a right process solving the martingale problem for L® with
respect to the equilibrium measure. By imposing additional assumptions, we construct a
p®-invariant Hunt process M with weakly continuous paths and infinite life-time, providing
a stochastically and analytically weak solution to (1.2) in Chapter 7. Via the identification
of the semigroup generated by L® and the transition semigroups of the processes, we
derive an L?-exponential ergodicity result for the processes. Finally, in Chapter 8, we
focus on degenerate second order in time stochastic reaction-diffusion and Cahn-Hilliard
type equations with multiplicative noise. We emphasize how the results from above can be
applied.

1.2 Notation

The natural, rational, real and complex numbers are denoted by N = {1,2,3,...}, Q,
R and C, respectively. For each complex number z, ®(z) and 3(z) denote its real and
imaginary part, respectively. Moreover, we set Ny :== NU{0}. For each element z € R?,
d € N, we denote by |z| the euclidean norm of x, which is induced by the euclidean inner
product, in the following denoted by (-, -).

The set of all linear bounded operators, mapping from a normed space X to a normed
space Y, is denoted by £(X;Y). If X =Y, we simply write £(X) for £(X; X). The space
of bounded linear operators from X to Y is again a normed space, by equipping it with
the operator norm [|7']|z(x,y) = sup|z <1l|Tzlly, T € L(X;Y). If D is a linear subspace
of X and L : D — Y is linear, we say that (L, D) is a linear operator from X to Y. For
X =Y, we abbreviate and say (L, D) is a linear operator on X. The kernel of a linear
operator (L, D) is denoted by ker(L).

Assume X is K-vector space with K € {R,C} and £ C X. Then, span{E} denotes the
K-vector space of all linear combinations of elements from E. If X is equipped with an

inner product, E is defined as the set of all elements in X orthogonal to all elements
from F.

For a non-empty set F and a subset F' C {f : E — R}, we define F'™ := {f* | f € F},
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where fT :=max{f,0} and f~ := max{—f,0} denote the positive and negative part of a
real valued function f, respectively. Moreover, we set Fy := {f € F'| f bounded}. The
signum of a real valued function f : £ — R is defined by

flz)
signf(z) = 4 T 1T @) #0

0 else.
For each bounded function f : E — R, we set || f||c = sup,cg|f(x)|. This notation is
generalized to the case where R is replaced by a subset of a normed space (X, || - | x)-

Suppose (E,T) is a topological space, then the corresponding Borel o-algebra is denoted
by %7 (E). We omit the subscript T, if the topology considered on E is clear from the
context. If (E, ’7') is another topological space, we denote by C(E; E) the set of continuous
maps from (E,7T) to (E,T). If E = R, we sometimes use the abbreviation C(E). If not
explicitly stated otherwise, RY, d e N, is always equipped with the topology generated by
the open sets with respect to the euclidean norm.

Let E C R, d €N, be an open set and k € NU{oo}. Then, C*(E) denotes the spaces of
k-times differentiable real-valued functions on E with values in R. C¥(E) is defined as
the subset of those functions in C¥(E) having compact support in E. The support of a
function f: E — R is denoted by supp(f) and defined as the closure of {x € E | f(z) # 0}
in R%. For 1 <i,j < d and a sufficient regular function f : E — R, 8;f denotes the partial
derivative of f in the i-th component. Moreover, we set 9;;f = 0;0; f and 92 f = 0;; f. For
higher order derivatives, we make use of the multi-index notation and set 9% f = 97" ... 95 f
for each multiindex o € Ng.

Suppose (E, F, ) is a measure space and F' a collection of functions from F into another
measurable space (E,]:' ). Then, o(F) denotes the o-algebra generated by F. For a
measurable function f : (E, F) — (E,F), we denote by po f~! the image measure of p
under f. Typically, the Lebesgue measure on (R", Z(R")), n € N, is denoted by dz.

Let p € [1,00]. If p < oo, then LP(E;u) denotes the space of equivalence classes of real
valued p-integrable functions with respect to the measure u. For p = oo, L®(FE;u) is
defined as the space of equivalence classes of real valued p-essentially bounded functions.

The corresponding norms are denoted by || - [|1r(,). For 7 € (0,00), we set
o0
{7(N) = {(an)neN CR| Z\an!T < oo} )
n=1

1 .
We define [[(an)nen|ler == X peqlan|™)™ for all (an)nen € €7(N). Then, (7(N), | - [|¢r) is a
Banach space, if 7 € [1, 00).
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1.3 Publications

Parts of the work presented in this thesis have been published in the following articles.

[BEG23]

[EG22]

[EG23]

Alexander Bertram, Benedikt Eisenhuth, and Martin Grothaus. Hypocoer-
ctvity for infinite-dimensional non-linear degenerate stochastic differential
equations with multiplicative noise. 2023. eprint: https://arxiv.org/abs/
2306.13402.

Benedikt Eisenhuth and Martin Grothaus. “Essential m-dissipativity for
Possibly Degenerate Generators of Infinite-dimensional Diffusion Processes”.
In: Integral Equations and Operator Theory 94.3 (July 2022). 1SsN: 1420-8989.
DOI: 10.1007/s00020-022-02707-2.

Benedikt Eisenhuth and Martin Grothaus. “Hypocoercivity for non-linear
infinite-dimensional degenerate stochastic differential equations”. In: Stochas-
tics and Partial Differential Equations: Analysis and Computations 12.2 (June
2023), pp. 984-1020. 1SSN: 2194-041X. DOI: 10.1007/540072-023-00299-5.

To be precise, Section 5.1.1, Chapter 6, Chapter 7, Section 8.1 and Section 8.2 are based
on [EG22], [EG23] and [BEG23].
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Functional analytic and probabilistic
background

In this chapter we develop and describe the functional analytic and probabilistic background
needed in this thesis. The definitions and results are formulated in a way that allows to
apply them as easily as possible in the course of this thesis.

2.1 Basics

2.1.1 Linear operators

The definitions and results in this section are rather basic and well known, therefore stated
without proof. We refer the interested reader to the textbooks [RS81] and [Rud91].
Below, (X, (-,-)x) and (Y, (+,-)y) are two Hilbert spaces, both over the field K € {R, C}.
The norms induced by (-,-)x and (-, )y are denoted by || - ||x and || - ||y, respectively.

Definition 2.1. Let (L, D(L)) be a linear operator from (X, (+,-)x) to (Y, (-,")y).

(i) Assume that (L, D(L)) is densely defined, then the unique linear operator (L*, D(L*))

from (Y, (-,-)y) to (X, (-,-)x) is defined via
D(L*) :={y € Y | there is z, € X such that (Lz,y)y = (z, zy) x for allz € D(L)}
LYy = z,.

(L*, D(L*)) is called the adjoint of (L, D(L)).

(ii) Suppose X =Y and (L, D(L)) is densely defined. If (L*, D(L*)) is an extension of
(L,D(L)),i.e. D(L) C D(L*) with Lx = L*z for all x € D(L), we say that (L, D(L))

is symmetric. (L, D(L)) is called antisymmetric, if it is extended by (—L*, D(L*)).
A symmetric operator (L, D(L)) with D(L*) C D(L) is called self-adjoint.

(iii) Suppose X =Y. (L,D(L)) is said to be positive semidefinite if (Lz,z)x € R and
(Lz,x)x > 0 for all z € D(L). The operator is called positive, if (Lz,xz)x > 0
for all x € D(L) \ {0}. Moreover, (L, D(L)) is said to be negative (semidefinite) if
(—L,D(L)) is positive (semidefinite).

(iv) (L,D(L)) is called closed if for each sequence (zy)neny € X and z,y € D(L) with

limy, oo Tn = x and lim,_,o LT, = ¥, it follows y = Lz.

11
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(v) We say that (L, D(L)) is closable if it has a closed extension. Every closable operator
has a smallest closed extension, which we denote by (L, D(L)). Equivalently, (L, D(L))
is closable if for each sequence (x,)pen € X with limy, o0 z, = 0 and lim,, o, Lz, =
y for some y € Y, it follows y = 0.

Lemma 2.2. Suppose T € L(Y; X) and (L,D(L)) is a densely defined linear operator
from (X, (-,-)x) to (Y, (-,-)y). Then it holds

(i) (L*,D(L*)) is closed. If D(L*) is dense in Y, then (L,D(L)) is closable with
(L, D(L)) = (L™, D(L™)).
(i) T* € LIX;Y) with [T cvix) = T 2y
(#ii) If (L, D(L)) is closed, then D(L*) is dense in'Y and by (i) we directly get (L, D(L)) =
(L**7D(L**)).
(iv) If (L, D(L)) is closed, then also (LT, D(LT)) with domain
D(LT) ={yeY | Tye D(L)}.
(v) (TL,D(L)) is not necessarily closed, however
((TL)", D((TLY)) = (L'T*, D(L'T")).

In the following definition we introduce important subsets of £(X;Y"), where we additionally
assume that (X, (+,+)x) is a real separable Hilbert space.

Definition 2.3. Let (e;);en be an orthonormal basis of (X, (-,)x). Define

LYNX)={TeLX)| T=T* and (Tz,z)x >0 forall =€ X},
LI3,X)={TeLlX)| T=T" and (Tz,z)x >0 forall ze X\{0}},

LX) = {T e LY(X)| tx[T] = i(T@i,ei)X < oo} and
=1

Lo(X3Y) = {T € LOGY) | T2y xivy = D ITeslly < OO} :
i=1

Hence, £7(X) is the set of all bounded symmetric positive semidefinite operators on X
and L£3,(X) denotes the subset of all positive operators. £i(X) is the set of all trace
class operators on X and L9(X;Y) is the set of all Hilbert-Schmidt operators on X with
values in Y. It is easy to see that the definition of £ (X) and £2(X) is independent
of the chosen orthonormal basis. Moreover, L2(X;Y), equipped with the inner product
(', .)EQ(X;Y) defined by

o

(S, T)ﬁg(X;Y) = Z(Sei,Tei)Y, S, T e EQ(X;Y),
=1

is a real Hilbert space and || - ||z, (x;y) is induced by (-,-)z,(x;v)- In the following, we use
the abbreviation £2(X) for Lo(X; X). Finally, note that £ (X) and £5(X) are subsets of
the space of compact operators from X to X.
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Remark 2.4. Suppose T' € L(X) and that there is an orthonormal basis of eigenvectors
(€:)ien of T with corresponding eigenvalues (\;)ien. It is easy to see that (\;)ien € 2(N),
if and only if T € Lo(X).

Moreover, if T € L*(X), then T € LT (X) if and only if (\i)ien € £*(N) and \; > 0 for
alli € N.

Definition 2.5. Let T be an injective operator in £] (X). By the spectral theorem for
symmetric compact operators, we know that there exists an orthonormal basis (e;);en of
eigenvectors of T' with corresponding (positive) eigenvalues (\;)ien € £1(N). For 7 € R we
define

D(TT) = {:17 € X | Z)\?T(:n,ei)g( < oo} and T"x:= Z)\Z(m,ei)x, x € D(TT).
i=1 =1

Remark 2.6. In the setting of Definition 2.5, it is obvious that D(T7) = X for all
7 € [0,00). Moreover, D(T7) is closed for all T € R and

span{ey,e2,...} C D(T7) with TTe; = A e;, i1 €N.

For our further considerations, it is important to mention that (T7, D(T7)) is self-adjoint
for every 7 € R.

2.1.2 Derivatives

In this section (X, || - ||x) and (Y, - ||y) are real normed vector spaces. In addition, we fix
an open set U C X and a function f: U — Y. All the results, concerning Gateaux and
Fréchet differentiability are contained in [AP95, Chapter 1].

Definition 2.7. (i) We call f Gateaux differentiable at = € U, if there is a linear
operator T' € L(X;Y) such that

9y f(x) o= lim LET V) = (@)

h—0 h

=Tv forall velX. (2.1)

In this case we define the Gateaux derivative Df(x) € L(X;Y) of f in = by

Df(z)(v) = 0yf(x)=Tv, veX.

(ii) f is called Fréchet differentiable at = € U, if the convergence in (2.1) is uniform with
respect to v € X with ||v]|x < 1. This is equivalent to the existence of T' € L(X;Y),
such that

fle4+v)=f(z)+Tv+r(v), forall ve X with lim r(v) =0. (2.2
lvllx—0 [lvllx

In this case we define the Fréchet derivative df (z) € L(X;Y) of f in = by

df (z)(v) :=Tv, wveX.
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(iii) The function f is called Gateaux (Fréchet) differentiable on U, if f is Gateaux
(Fréchet) differentiable at every x € U. If f is Gateaux (Fréchet) differentiable on U,
we define the Gateaux and Fréchet derivative of f by

Df:U— L(X;Y), 2~ Df(x) and df :U — L(X;Y), z+— df(x).

In the following theorem we summarize some important results about Gateaux and Fréchet
differentiable functions.

Theorem 2.8. (i) Let f be Gateaux differentiable and xy,x1 € U be fized and assume
that I :={xo+ Az1 | A €[0,1]} CU. Then

If (zo +21) — f(z0)lly < S;elII)HDf(f)HL(X;Y)||551”X-

(it) If f is Gateaux differentiable and Df : U — L(X;Y) is continuous, then f is Fréchet
differentiable. In this case we call f continuously differentiable.

Of course the Gateaux and Fréchet derivative are linear objects and there is a natural
generalization of the classical chain rule for the composition for appropriate Fréchet
differentiable functions. Next, we introduce n-times Gateaux and Fréchet differentiable
functions.

Definition 2.9. Let f : U — Y be Gateaux (Fréchet) differentiable. If Df (df) :
U — L(X;Y) is Gateaux (Fréchet) differentiable, we call f two times Gateaux (Fréchet)
differentiable and denote the second order Gateaux (Fréchet) derivative by

D?f (d%f): U — L(X; L(X;Y)).

Inductively, this construction generalizes to higher order Gateaux (Fréchet) derivatives.
The space of (bounded) n-times Fréchet differentiable functions, n € N, from U to Y with
continuous (and bounded) derivatives up to order n, is denoted by C™(U;Y) (CJ'(U;Y)).
Since for f € C1(U;Y) the Gateaux and Fréchet derivative coincide, we sometimes just
call f continuously differentiable and D f its derivative.

Remark 2.10. Assume (X, (-,)x) is a real separable Hilbert space and f : U — R is
Gateaux differentiable. For w € U the Riesz representation theorem allows us to identify
Df(u) € L(X;R) with the gradient of V f(u) € X, i.e. with the unique element such that

Df(u)(v) = (Vf(u),v)x forall veX.

Analogously, for a two times Gateauz differentiable function f : U — R, we identify
D?f(u) € L(X; L(X;R)) with the unique element V2 f(u) € L(X) such that

D?f(u)(v)(w) = (V2f(u)(v),w)x forall v,w e X.

We end this section with the introduction of the Moreau-Yosida approximation, which
provides a useful approximation scheme. We quickly state some results about subdifferential
functions before. Suppose (X, (-, -)x) is a real separable Hilbert space and ® : X — RU {00}
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is convex, bounded from below, lower semi-continuous and not identically to oo, then for
each x € X, the set

0®(z) :={y € X | for all z € X it holds (z — z,y) x + ®(z) < ®(2)},

denotes the subdifferential of ® in z. For each z € X, where ®(x) = oo we set Dy®(z) := oc.
For all x € X with ®(x) # oo the set 9®(x) is closed and convex, compare [BC17,
Proposition 16.4]. In particular, for such x it is reasonable to define Dy®(x) as the element
in 0®(x) with minimal norm if 9®(x) # 0 and co otherwise.

Example 2.11. Let (X, (-,-)x) be a real separable Hilbert space and suppose ® : X —
R U{oo} is not identical to oo, convex, bounded from below and lower semicontinuous. For
such functions, the so-called Moreau-Yosida approximation ®;, t > 0, is defined by

d,: X 3R, O,(y) = inf {® ly = ll%
1 X 2R, t(y)—xng (w) + 57 :

One can show that for all t > 0, ®; is convex and Fréchet differentiable with

(i) —oo < infyex ®(y) < O4(x) < @(x) for all z € X.
(i) limyo @¢(x) = ®(z) for all x € X.

(iii) D®; is Lipschitz continuous and for all z € X with 0®(x) # 0, | DP;(x)||x converges
monotonically to || Do®(z)||x with

1D®,(2) — Do®(2)[[% < [|1Do® ()% — [ DPe(2)|%-

A proof of these statements, except the convergence result of in Item (iii), is given in
[BC17]. The statement in Item (iii), is shown in [Bré73, Chapter 2].

In Section 3.2, where we discuss weaker notions of differentiability, we come back to this
example.

2.2 Operator Semigroups

This section introduces the concepts and provides the results we need for our applications in
the context of strongly continuous (contraction) semigroups and their corresponding resol-
vents and generators. We state the famous semigroup generating theorems of Hille-Yosida
and Lumer-Phillips and focus on essential m-dissipative operators. These fundamental
results can be found in almost every introduction book into the topic of strongly continuous
semigroups, such as e.g. [EN00] and [Paz83].

Moreover, we introduce the concept of strongly continuous sub-Markovian semigroups,
as they are the link to the probabilistic interpretation of the dynamic described by the
semigroup. Unless stated otherwise, all the results are taken from [Ebe99].

The last subsection deals with basic potential theoretic notions and results in an LP(FE; u)
setting, which can be found e.g. in [MR92] (for p = 2) and the article [BBR06Ga]. These
notions and results are necessary to formulate Theorem 2.70, which is an applicable method
to construct a p-standard right process (compare Definition 2.66) associated to a generator
of a sub-Markovian strongly continuous contraction semigroup.

Throughout this section, (X, || - ||x) denotes a Banach space over the field K € {R,C} and
X' := L(X;K) its continuous dual space.
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2.2.1 Strongly continuous (contraction) semigroups and their generators
Definition 2.12. A family of linear operators (1;);>0 in £(X) satisfying the conditions
(S1) Tp =1d,

(S2) Ts4t = TsT; for s,t > 0 and

(S3) limyo||Tix — z||x =0 for all z € X,

is called a strongly continuous semigroup (s.c.s.) of bounded linear operators on X. If
additionally

(84) | Te|lzxy < 1forall t >0,
then (7})¢>0 is called a strongly continuous contraction semigroup (s.c.c.s.).

Example 2.13. For a linear operator L € L(X) it is easy to see that the mapping

[0,00) 2t T} =elt =373 % € L(X) defines a s.c.s. and that
Tox —
lim ~2 % — L.
t—0 t

One can even show that the limit above exists with respect to the operator topology
induced by || - || £(x)-
Inspired by this example we define the generator of a general s.c.s..

Definition 2.14. Let (7;);>0 be a s.c.s. on X. The linear operator (L, D(L)) defined by

Tix —x

Lz := lim

t—0 t—0

T —
, z€D(L):= {xeX\ lim txt xexistsinX},
is called the generator of (T}):>0. Moreover, we say that (7});>0 is generated by (L, D(L)).

The next lemma shows that a s.c.s. is uniquely determined by its generator. Furthermore,
we collect some important facts about s.c.s..

Lemma 2.15. Let (1})i>0 be a s.c.s. on X with generator (L, D(L)). Then the following
statements are valid.

(i) For allxz € X and t € (0,00) the Riemann integral fg Tsx ds is an element of D(L)
with L fg Tsx ds = Tyx — x. Moreover, D(L) is dense in X.

(ii) Forallz € D(L) andt € [0,00) it holds Ty Ax = ATz as well as Tyx—x = fg TsLx ds.
(7i7) If (St)t>0 is another s.c.s. with generator (L, D(L)), then Ty = Sy for all t € [0, 00).
() If (T¢)¢>0 is a s.c.c.s., then (0,00) C p(L) and for all o € (0,00)

(a— L)t = / e Ty dt and |ola— L)_1||£(X) <1 (2.3)
0

In particular, (L, D(L)) is a closed operator (p(L) #0).
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It is natural to ask under which condition a densely defined closed operator (L, D(L)) is
the generator of a s.c.s.. The answer is given in the famous Hille-Yosida theorem. As we
focus only on s.c.c.s. in the upcoming considerations we don’t state the theorem in its full
generality.

Theorem 2.16 (Hille-Yosida). A linear operator (L, D(L)) on X is the generator of a
s.c.c.s. (Ty)e>0 on X if and only if

(G1) (L,D(L)) is closed,
(G2) (L,D(L)) is densely defined and
(G3) (0,00) C p(L) and |Ja(e— L) zx) < 1 for all o € (0, 00).

Note that in this case, the bounded linear operator (o — L)~*

transform of (T;)i>0 defined in (2.3).

is given via the Laplace-

Next, we introduce the so-called strongly continuous contraction resolvents. They provide
a new approach to characterize s.c.c.s. and their generators.

Definition 2.17. A family (R,)a>0 of bounded linear operators on X is called a strongly
continuous contraction resolvent (s.c.c.r.), if

(R1) limy—yoo @Rqx =z for all x € X,
(R2) [laRallzxy <1 for all a € (0,00) and
(R3) Ry — Rg = (8 — a)RoRg for all o, 8 € (0,00).

Lemma 2.18. Let (Ry)a>0 be a s.c.c.r. on X, then there is a unique linear operator
(L, D(L)) on X such that (0,00) C p(L) and Ry = (a— L)™! for all a € (0,00). (L, D(L))
is closed, densely defined and is called the generator of (Ra)a>0-

On the other hand, let (L, D(L)) be a densely defined operator with (0,00) C p(L). Set
Ry = (a—L)7! for each a € (0,00). If [|[aRa | g(x) < 1 for all a € (0,00), then (Ra)as0

s @ S.c.C.T..

Corollary 2.19. A densely defined linear operator (L, D(L)) on X generates a s.c.c.s.
(Ti)t>0 on X if and only if it generates a s.c.c.r. (Ra)a>0 on X and in that case (2.3)
holds true.

2.2.2 Essential m-dissipativity

The Hille-Yosida theorem characterizes generators of s.c.c.s. completely, nevertheless, it is
rather difficult to apply in concrete situations. In this section we introduce the concept of
essential m-dissipativity and state the Lumer-Phillips theorem. Both are central tools for
our analysis of infinite dimensional degenerate Langevin operators.

Definition 2.20. Let € X. By the Hahn-Banach theorem the duality set F(z) C X’
defined by
F(z)={a"€ X'| 2'(z) = la|k = 2| x'}

is nonempty.
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Example 2.21. If (X, (-,-)x) is a Hilbert space and = € X, then F(z) = {(-,z)x}.
Indeed, for z = 0 this is trivial. So suppose z € X \ {0} and without loss of generality
assume ||z||x = 1. Obviously, (-,x)x € F(z). Now let ' € F(x), which can be uniquely
identified using the Riesz isomorphism, with some element z, via &’ = (-,Z)x. Then, by
the Cauchy-Schwarz inequality

1= (2,2)x < [lz]x[[Z]x <1

and thus equality in the Cauchy-Schwarz inequality holds. Therefore, x = AT for some
A € K. But since 1 = (z,Z)x = A\(Z,Z)x = A we get x = Z and the statement is shown.

Definition 2.22. A linear operator (L, D(L)) is called dissipative, if for each = € D(L)
there is some 2’ € F(z) with
R(2'(Lx)) <O0.

This is equivalent to
(o — L)z||x > alz]|x, forall xe€ D(L).

Remark 2.23. If X is a Hilbert space with inner product (-,-)x, we can use Example 2.21
to get an easy characterization of dissipative operators. Indeed, (L, D(L)) is dissipative if
and only if R((Lx,z)x) <0 for all x € D(L).

Lemma 2.24. Let (L,D(L)) be a dissipative linear operator on X .

(i) If (L,D(L)) is densely defined, then it is closable and the closure (L, D(L)) is
dissipative as well. Furthermore, (a — L)(D(L)) = (a — L)(D(L)) for all o € (0,00).

(ii) If (g — L)(D(L)) = X for some ag € (0,00), then (L,D(L)) does not posses a
proper dissipative extension. Moreover, (0,00) C p(L) and ||a(a — L)_1||L(X) < 1.
This implies that (L, D(L)) is closed and (a« — L)(D(L)) = X for all o € (0, 00).

The maximality described above is summarized in the next definition.
Definition 2.25. Let (L, D(L)) be a densely linear operator on X.

(i) (L,D(L)) is called m-dissipative, if it dissipative and (o — L)(D(L)) = X for one
(hence all) a € (0, 0).

(ii) (L, D(L)) is called essentially m-dissipative, if it is dissipative and (o — L)(D(L)) is
dense in X for one (hence all) a € (0, 0).

The tools and terminology we collected above is enough to state the Lumer-Phillips theorem.

Theorem 2.26 (Lumer-Phillips). Let (L, D(L)) be a linear operator on the Banach space
X. Then (L,D(L)) is the generator of a s.c.c.s. on X if and only if it is densely defined
and m-dissipative. In that case, it follows that R(x'(Lz)) < 0 for all x € D(L) and all
2’ € F(x).

Corollary 2.27. Let (L,D(L)) be an essentially m-dissipative operator on X, then its
closure generates a s.c.c.s. on X.
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Example 2.28. (i) Assume that (B, D(B)) is a dissipative and self-adjoint operator on
some Hilbert space (X, (+,+)x). It is well known, that for each a € (0, 00)

X = (a — BY(D(B)) @ ker(a — B*).

Using that (B, D(B)) = (B*, D(B*)), the fact that self-adjoint operators are closed
and that o — B is injective for dissipative (B, D(B)), as well as Item (i) from
Lemma 2.24, we obtain X = (o — B)(D(B)) = (a« — B)(D(B)).

(ii) Set D(A) := Wol’2(0, 1)NW22(0,1), where Wol’2(0, 1) € L%((0,1),d¢) is the first order
Sobolev space with Dirichlet boundary conditions and W?22(0,1) C L2((0,1),d¢) is
the second order Sobolev space on the unit interval (0, 1), respectively. The linear
operator (A, D(A)), defined by Af = f” € L?((0,1),d¢), f € D(A), is dissipative
by the integration by parts formula and self-adjoint. Consequently, (A, D(A)) is the
generator of a strongly continuous contraction semigroup.

(iii) In Section 3.2.3 we discuss the so-called infinite dimensional (perturbed) Ornstein
Uhlenbeck semigroups.

We end this section with two useful results, dealing with self-adjoint generators.

Lemma 2.29. Suppose that (T;)i>0 is a s.c.c.s. with generator (L, D(L)) on a Hilbert
space (X, (-,-)x). Then T is self-adjoint for all t € [0,00) if and only if (L, D(L)) is
self-adjoint.

Theorem 2.30. Let (L, D(L)) be a densely defined, symmetric and negative semidefinite
operator on a Hilbert space (X, (+,-)x). Then (L,D(L)) is self-adjoint if and only if it is
m-dissipative.

2.2.3 Sub-Markovian semigroups and resolvents

We fix a a measure space (E,F,u) and p € [1,00). For simplicity we assume that pu
is a probability measure, even though most of the results in this section are also valid
for o-finite measures. If we consider elements f,g € LP(E; ), i.e. equivalence classes of
functions, we write f < g if there are corresponding representatives fulfilling this inequality.
Analogously, we define the relations >, <,> and = on LP(F;pu). By fT, f~ and |f] we
denote the equivalence class of the positive part, negative part and the absolute value of a
representative of f, respectively.

Definition 2.31. Let (L, D(L)) be a closed densely defined linear operator on LP(E}; )
and (T, D) be a linear operator on LP(E; u).

(i) (L,D(L)) is called a Dirichlet operator if
[ Lrs - tde<o
E

for all f € D(L). Here we use the convention 0° = 0.

(ii) (T, D) is called positive preserving if for all f € D with 0 < f it holds 0 < T'f.
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(iii) (7, D) is called sub-Markovian if for all f € D with f <1 it holds T'f < 1.

(iv) A s.c.c.s. (T)e>0 (s.c.c.r. (Ra)a>0)) is called positive preserving or sub-Markovian
if T} (aRy) is positive preserving or sub-Markovian for all ¢ € [0,00) (a € (0,00)),
respectively.

Lemma 2.32. (i) If (T, LP(E;p)) is positive preserving, then T € L(LP(E;u)).
(ii) If (T, D) is sub-Markovian, then (T, D) is positive preserving.

For a positive preserving operator (T, L'(E; 1)), a Cauchy-Schwarz type inequality holds
true. Even though this is a well-known fact, we could not find a proof in the literature.
Therefore, it is included in the next lemma.

Lemma 2.33. Assume (T, L'(E; 1)) is positive preserving. Then for all f,g € L*(E; p) it
holds

1 1
T(fg) < (Tf*)2(Tg*)z.
In particular, if 71 = 1 we obtain
1
T(f) < (TIf1%)>.

Proof. For f,g € L?(E; 1) we get p-a.e. for each A € R (first for A € Q and then by density
for all A € R)
0 <T((f = Ag)*) = Tf* = 2AT(fg) + \*Tg’.

As this is a quadratic polynomial in A € R with at most one root, it holds p-a.e.
(—2T(fg))* — 4Tg*Tf* < 0.
This ends the proof. O

Lemma 2.34. Let (L,D(L)) be the generator of a s.c.c.s. (It)i>0 with corresponding
s.c.c.t. (Ro)a>0 on LP(E;p). Then the following statements are equivalent

(i) (T¥)t>0 is sub-Markovian.
(7i) (Ra)a>0 is sub-Markovian.
(iii) (L, D(L)) is a Dirichlet operator.

Next, we deal with p-invariance as well as conservative operators and semigroups. As
previously mentioned in the introduction of Section 2.2 these concepts have a translation
into the context of associated stochastic processes, compare Section 2.3.1.

Definition 2.35. We say that the measure y is invariant for the linear operator (L, D) on
LP(E; ), if

/ Lfdu=0 for all non-negative f € D, (2.4)
E

and sub-invariant if (2.4) holds with ”<”.
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Definition 2.36. Let (7;);>0 be a strongly continuous semigroup on LP(E; ).

(i) The measure p is called invariant for (7})s>o, if
/ Tifdp = / fdu forall fe LP(E;p).
E E

(ii) If 731 = 1 holds for all ¢ € [0,00), then (T}):>0 is said to be conservative.

Lemma 2.37. Let (1})¢>0 be a strongly continuous semigroup on LP(E; u) with generator
(L, D(L)).

(1) (Ty)i>0 is conservative/sub-Markovian if and only if (I} )t>0 is conservative/sub-
Markovian.

(i1) (Tt)i>0 is conservative if and only if 1 € D(L) with L1 = 0. In this case we also call
(L,D(L)) conservative.

(iii) Let D be a core for (L,D(L)). Then p is invariant for (L, D(L)) if and only if it is
invariant for (L, D).

(iv) Let (Ti)¢>0 be a s.c.c.s. and sub-Markovian. Then conservativity and p invariance
are equivalent.

Below we introduce the concept of abstract diffusion operators. Lemma 2.39 shows that
this is a useful concept to establish sub-Markovianity of s.c.c.s..

Definition 2.38. Let (L, D) be a densely defined linear operator on LP(E; ). The Carré
du champ operator of (L, D) is the bilinear operator I' : D x D — L°(E; 1) defined by

(L(fg9) — fL(g) — gL(f))

N |

I'(f,g9) =

Here L°(E; ) refers to the space of all p-classes of functions on E. (L, D) is called an
abstract diffusion operator, if and only if

(i) For any m € N, f1,..., fm € D and ¢ € C°(R™;R) with ¢(0) = 0, it holds that
Qo(fl)"'afm) EDa’nd

Lo(fry o fm) = Y Okp(fry oo ) LUR) + D 00kp(frs - fn)T (fi f1)-
k=1

k=1

(ii) I'(f, f) > 0 for all f € D.
Lemma 2.39. Let (L, D) be an abstract diffusion operator on LP(E; ).

(i) Suppose p is sub-invariant for (L—o, D), then (L, D) is dissipative. If additionally the
closure (L, D(L)) of (L, D) generates a s.c.c.s. (I¢)e>0, then (T})i>0 is sub-Markovian
and (L, D(L)) is a Dirichlet operator.
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(ii) Suppose (L, D) is a densely defined and essentially m-dissipative operator on LP(E; )
and such that p is sub-invariant for (L—a, D). Then (L, D) is essentially m-dissipative
on LY(E; ), for all q € [1,p].
Denote by (L®), D(L®))) and (L9, D(L9)) the closures of (L, D) in LP(E;pu) and
LY(E; ), respectively. Further, let (Tt(p))tzg and (Rgp))(pg, as well as (Tt(Q))tZQ
and (Ré(q>)a>0 be the corresponding strongly continuous contraction semigroups and
resolvents, then LW f = LW f for all f € D(LW) and Tt(p)f = Tt(Q)f, as well as
Rg(p)f = Rémf for all f € LP(E;u), t € [0,00) and o € (0,00).

Proof. (i) This is [Ebe99, Lemma 1.8] and [Ebe99, Lemma 1.9].

(ii) By the Holder inequality we have || f||ra(,) < |fllzr(y for all f € LP(E; ). Therefore,
D C Li(FE;u) as well as

)L” ()

LP(E:p) = (o~ L)(D )

cla-L)D

)

for each a € (0,00). Since mm(“)

follows.

= LY(E;p), the dense range condition

Similar we can show that D is dense in LY(E;u). Moreover, (L, D) is an abstract
diffusion operator on LY(E;u). By means of Item (i) we conclude that (L, D) is
dissipative on LY(E;pu). Hence, we know that (L, D) is essentially m-dissipative on
LI(E; p).
Since L®) f = L@§ for all f € D C LP(E;u), we obtain LW f = L@ f for all
f € D(L®) by the density of D in D(L®)) with respect to the L®) graph norm.
Using that semigroups and resolvents are uniquely determined by their generators,
the proof is finished.

0

2.2.4 Analytic potential theory of sub-Markovian resolvents

In this section (F,7T) denotes a Lusin space, i.e., (E,T) is a topological Hausdorff space
such that E carries a finer topology 77, such that (E,T’) is a polish space. We always
consider F with the Borel o-algebra A1 (FE) induced by 7. Further, let u be a probability
measure on (E, Z1(F)). We fix p € [1,00) and assume that (7});>¢ is a strongly continuous
sub-Markovian semigroup on LP(E; u) with generator (L, D(L)) and corresponding strongly
continuous sub-Markovian resolvent (Ry)a>0-

Definition 2.40. Let a € (0,00) be given. An element f € LP(E; ) is called a-excessive
(with respect to (Rqa)a>0) if BRayaf < f for all § > 0. By F, we denote the set of all
a-excessive elements.

The proof of the following properties can be found in [Non20, Proposition 2.33.]. Some of
them are also contained in [MR92, Chapter III] for the special case p = 2.

Proposition 2.41. Let f € LP(E; ) and o € (0,00). Then the following statements hold
true.
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(i) f is a-excessive if and only if e VT, f < f for all t € [0,00).

(ii) If f is a-excessive, then f > 0 and if additionally f > 0 also Rof > 0 for all
a € (0,00).

(iii) If f € D(L), then f is a-excessive if and only if (o« — L)f > 0. Moreover, for
f € D(L)N F, there exists g > 0 such that f = Rag.

(iv) If f and g are a-excessive, then also min{f,g}.
(v) If f >0, then Ry f is a-excessive.

(vi) If (fr)nen € Fo is an increasing sequence such that sup,cy fn € LP(E; 1), then also
Sup,en fn € Fa-

Definition 2.42. For an element f € LP(E;u) we define the level set L of f by

Li={gecLlP(E;n)| g>f}.

Lemma 2.43. Let f € LP(E;pn) and o € (0,00). Assume that L N Fo # 0. Then, there
exists an element B, € Ly N Fy such that Bof < g for all g € Ly N Fy. Bof is unique
and is called the a-reduced element of f (with respect to (Ra)a>0)-

Definition 2.44. Let (E,)nen be an increasing sequence of closed sets in (E,T).

(i) (En)nen is said to be a p-nest (with respect to (Ra)a>0) if limy, 00 Bi(1g: f) = 0 in
LP(E;p) for all f € D(L) N Fy.

(ii) A function f: E — R is said to be pu-quasi continuous, if there exists a p-nest such
that f |g, is 7T-continuous for all n € N.

(iii) A set F'is called p-exceptional if F' C (), .n(E \ Ey) for some p-nest (Ey)pen. A
property of points in F holds p-quasi everywhere (abbreviated p-q.e.) if it holds
outside some p-exceptional set.

The definitions above play a prominent role in Section 2.3.3. Moreover, note that every
p-exceptional set is clearly p-negligible.

To conclude the section we state a very useful result to verify that an increasing sequence
of closed sets in (E,7) is a p-nest. For its proof, we refer to the explanations in [BBROGD,
Section 3|, because the result is stated without proof in [BBR06Ga]. In the special case
p = 1 there is also a proof in [Non20, Proposition 2.38.], using techniques from the analytic
potential theory of generalized Dirichlet forms.

Proposition 2.45. [BBR06a, Remark 2.2] Suppose that (Ep)neN 18 an increasing sequence
of closed sets in (E,T) and fo € LP(E;p) with fo > 0. Then, (Ep)pen is a p-nest with
respect to (Ra)a>o0 if and only if limy, oo B1(1g: R1fo) = 0 in LP(E; ).

The proposition above is applied in Chapter 7.
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2.3 Stochastic processes

We start this section by introducing probability laws on the space of cadlag and continuous
paths with values in a Polish space F. Basic concepts such as (infinite) life-time, associated
sub-Markovian s.c.c.s., invariance of a measure y and martingale problems corresponding to
a linear operator (L, D) on LP(F; u) are discussed. All the results in this first subsection are
well-known, but sometimes reformulated to make them better accessible for our particular
applications. We refer to [EK&6] and [Conll] for a more detailed analysis of such laws.
Afterwards, different types of Markov processes (compare Definition 2.56 and Definition 2.66)
with a general topological Hausdorff space as state space are defined. Moreover, we
investigate connections to the probability laws considered before. Most of the presented
results can be found in any textbook about time continuous Markov processes, e.g. [MR92],
[Sha90], [EK86] and [KB6S].

In the last part of this section we state general process construction theorems. They are the
central tool to construct solutions for the infinite dimensional Langevin equation, compare
Chapter 7.

We assume that the reader is familiar with aspects of martingale theory as presented e.g. in
[KS98, Chapter 1].

Without further mentioning, we use the following construction for a topological space
(E,T). Let A ¢ E be an isolated point of E. In the context of stochastic processes, A is
also referred to as a cemetery.

Define Ex := EU{A} and Ta =T U{AU{A} | A€ T}, then (Ea,TaA) is a topological
space and A, (Ea) = B7(E)U{AU{A} | A € A7 (F)}. Moreover, every measure £ on
(E, #B71(E)) is extended to a measure on (Ea, A7, (Ea)) by setting p({A}) = 0. Similarly,
every function f : Ea — R is extended to Ea via f({A}) = 0. Finally, note that every
function f : F — R is Z7(FE)/%(R) measurable if and only if its extension to Ea is
B\ (Ea)/A(R) measurable.

2.3.1 Probability laws, path spaces and the martingale problem

In this section, we assume that F is a Polish space and that its Borel o-algebra is generated
by the continuous real-valued functions on E, i.e. Z(E) = o(C(E;R)). It is easy to see
that Fa is again a Polish space. Let F' € {E, Ea}, then the set D([0,00); F') denotes the
space of cadlag paths, i.e.

D([0,00); F) :={[0,00) 3 t — Z; € F is right cont. with left limits for all t € (0,00)} .

Generic paths in D([0,00); F) are denoted by (Z¢)i>0. In [EK86, Theorem 3.5.6] it is
explained that D([0,00); Ea), equipped with the Skorokhod topology, is again a Polish
space. We denote the corresponding Borel o-algebra by %#”. The set C([0,00); Ea) of
continuous paths is closed in D([0,000); Ea) with respect to Skorokhod topology. Even
though the topology of uniform convergence on compact sets on D([0,00); Ea) is weaker
than the Skorokhod topology, they coincide on C([0, 00); Ea). The corresponding o-algebra
on C(]0,00); EA) is denoted by Z°. Moreover, D([0,00); E) € AP (identified with the
subset of D(]0,00); Ea) of paths which stay away from A on compact intervals), as well
as C([0,00); E) € B (seen as the subset of C([0,00); Ea) that do not hit A). Therefore,
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every measure P on (D([0,00); Ea), #P) can be restricted to C([0,00); E), C([0,00); Ea)
or D([0,00); E).

Definition 2.46. The set of zombie paths is denoted by Z and is defined as the complement
of

{(Zt)t>0 € D([0,00); EA) | Z; = Afor any t € [0, 00) implies Z; = Afors > t}.

A probability measure P on (D([0, 00); Ea), Z%) or another path space is called a proba-
bility law if Z is a subset of a P-null set. Finally, the life-time ¢ : D([0,00); Ea) — [0, 0]
is defined via

C((Zt)ez0) = inf{t € [0,00) | Zy = A}.

Remark 2.47. (i) Suppose P is the image measure of a probability measure P, defined
on a measurable space (2, A), under a measurable map ® : @ — D([0,00); EA) with
Q)N Z =10, then P is probability law, compare [Conll, Remark 2.1.2].

(ii) Let P be a probability law on (D([0,00); Ea), #P). The expectation with respect to P
is denoted by E. For (Z;)i>0 € D([0,00); Ea) and s € [0,00) we identify Zs with the
projection of the path (Z;)i>o to its state at time s. Without further mentioning, we
use this identification also in the course of this chapter. In particular, we can write

E[f(Z,)] = / F(Z,) PA(Z)is0),

D([0,00);Ea)
for each sufficient regular f : En — R.

In the following p is a probability measure on (E, Z(F)). Moreover, if h is a probability
density function with respect to u, we denote by hu the associated probability measure on
(E, B(E)) defined by

hu(A) = /Ahd,u, Aec B(E).

At this point we want to mention, that in all statements below, it would be possible to
consider a o-finite measure p and a corresponding probability density function h. But
to avoid technical difficulties and since we only consider probability measures for our
applications, we limit ourselves to the case that u(E) = 1.

Definition 2.48. Let P be a probability law on (D([0,00); Ea), 7).
(i) The initial distribution of P is defined as the image measure of P under Zj.

(ii) Suppose hu is the initial distribution of P, where h € L'(E;u)" is a probability
density with respect to u. A sub-Markovian strongly continuous contraction semigroup
(Ti)e>0 is said to be associated with P, if for all f1,..., fr € L¥(E;u)t, 0 <t <
s <t < 00, k € N it holds

E Mi<i<k fi(Ze)] = (hy Ty ([1Teo—t, (f2 - - Ty —ty o (Fe—1Tt—t5y f2)))) L2 (B30 -
(2.5)
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Note that the right-hand side of (2.5) is indeed well defined, since the sub-Markovian
semigroup (T})i>0 leaves L°(E; u)™ invariant.

Definition 2.49. Let P be a probability law on (D([0, 00); Ea), #7) with initial distribu-
tion p. Further, let (L, D) be a linear operator on LP(E; ). Then P is said to solve the
martingale problem for (L, D) if

(i) for every f € D and t € [0,00) it holds [;°|Lf(Zs)| ds < oo P-a.s. and f(Z;), as
well as Lf(Z;) are P-a.s. well-defined on (D([0,00); EA), #P), i.e. independent of the
chosen p-version of f and Lf, respectively.

1,L

(ii) for all f € D and ¢t € [0,00), the random variable Mt[f defined by

I t
MYYE = §(Z0) — £(Zo) - /O Lf(Z,) ds

is P-integrable and the corresponding process (Mt[f ]’L)tz() is an (Fp)i>o-martingale,
where FP = o(Zs | s € [0,1]).

If f is continuous, we can replace F_ by .7-",5Jr = Ngnt F? and its P-completion, compare
[Conll, Remark 2.1.7].

Lemma 2.50. Suppose p € [1,00). Moreover, let h € Lﬁ(E; w)t be a probability density
with respect to i and P be a probability law on (D([0,00); EA), B) with initial distribution
hu. If P is associated with some sub-Markovian strongly continuous contraction semigroup
(T})e>0 with generator (L,D(L)) on LP(E;u), then P solves the martingale problem for
(L, D(L)). If additionally f € D(L) with f?> € D(L) and Lf € L?’(E;u), then

NI = (th’L>2 _ /OtL(f2)(Zs) — (2fLf)(Zs) ds t€[0,00),

also defines an (Fy)i>o-martingale.
_p
Proof. As L»=1(E;u)* C LY(E; )™ this is exactly [Conll, Lemma 2.1.8] for r = p. 0O

Since we assume that p is a probability measure, we can always choose h =1 (i.e. initial
distribution ) in the lemma above.

Next, we state a result, that establishes continuity properties of a process, which is
associated to the semigroup generated by the closure of an abstract diffusion operator on
L?(E; p). Tts proof is based on [DR02, Theorem 6.3] and worked out in [Conll, Lemma
2.1.10 and Corollary 2.1.11.].

Proposition 2.51. Let (L, D) be an abstract diffusion operator on L?(E; u) and assume that
D C Cy(E;R). Moreover, suppose (L, D) has an extension which generates a sub-Markovian
s.c.c.s. (Ty)i>0 for which p is invariant. Let P be a probability law on (D([0,00); Ea), %7)
associated with (13)¢>0 with initial distribution u, then (f(Z:))i>o is P-a.s. continuous for
every f € D.

If additionally there is a countable subset D C D separating the points of E, then (Zt)e0 is
P-a.s. continuous on [0,C) and if E is locally compact we further have P(C([0,00); Ea)) = 1.
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Definition 2.52. Let P be a probability law on (D([0, 00); Ea), #%) with initial distribu-
tion u.

(i) P is said to be conservative, if ( = oo holds P-a.s..

(ii) The measure p is called invariant for PP, if the image measure of P under Z; is equal
to u for all t € [0, 00).

The lemma below shows that there is a one to one correspondence between conservativity
and p-invariance of the law and its associated semigroup.

Lemma 2.53. Let P be a probability law on (D([0,00); Ea), BP) with initial distribution
w and assume it is associated with some sub-Markovian strongly continuous contraction
semigroup (T;)i>0 on LP(E;p). Then

(i) P is conservative if and only if (T;)e>0 is conservative.
(ii) p is invariant for P if and only if p is invariant for (Ty)e>o.
Proof. The proof of both items is almost the same as in [Conll, Lemma 2.1.14], we only

have to replace (C([0,00); EA), Z°) with (D([0,00); EA), #7). O

2.3.2 Markov processes and transition semigroups

Throughout this section, let E be a topological Hausdorff space and suppose its Borel
o-algebra is generated by the continuous real valued functions on E. Therefore,

B(E) = o(Cy(E;R)) = 0(Cy(E;R)T) and  B(Ea) = 0(Cy(Ea;R)) = o(Cy(Ea; R)T).

Definition 2.54. The collection M = (2, M, (My)i>0, (Z¢)1>0, (P:)2cE, ) is called a (time-
homogeneous) Markov process with state space E, life-time £ and corresponding filtration

(Mt)tzo if

(M1) Z; : Q — Ea is My/%B(FEa) measurable for all ¢ € [0,00) and Z;(w) = A if and only
if t > ¢(w) for all w € Q. Here, the life-time is defined via

£:Q—0,00], &(w):=inf{te0,00)]| Zi(w)=A}.

Moreover, for each w € € the map [0,00) 5 t — Z;(w) € Ea is called a path of M.
(M2) For all t € [0,00) there is a map 6, : © — Q such that Z;060;, = Zs4, for all s € [0, c0).

(M3) (P.).ck, is a family of probability measures on (2, M) such that z — P,(B) is
PB(Ea)*/A(R) measurable for all B € M and Z(Fa)/%(R) measurable for all
Beo(Z|te0,00)). In addition, Pa(Zy = A) = 1.

(M4) M fulfills the Markov property, i.e., for all B € B(Ea), s,t € [0,00) and z € Fx it
holds P,-almost surely

Pz(ZtJrs S B | Mt) == PZt(ZS S B)
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In (M3), Z(Ea)* is defined as the o-algebra of universally measurable sets, i.e.
BEn) = (] B(Ea),
I/E'P(EA)

where P(Ea) denotes the set of all probability measures on (Ea, Z(EA)) and B(EA)Y
the v-completion of ZB(En).
For a measure v € P(Ea), we define the measure P, on (2, M) via

PAB):= | P.(B)v(dz) BeM.

Above, v also denotes its unique extension to Z(FEa)*. In literature, P, is also called the
equilibrium measure.

Remark 2.55. Suppose M = (Q, M, (My)i>0, (Zt)t>0, (P:)zcE5) is a Markov process with
state space E and v € P(Ep).

(1) If the paths of M are regular, e.g. (Zi(w))i>0 € D([0,00); EA) for P,-a.e. w € Q then
A={we Q| (Zi(w))iz0 € D([0,00); Ea)} € M™
and for an arbitrary element z € F,

®: (2, M) = (D([0,00); En), BP), ®(w) = {(Zt(a)))po if weA

z else

is measurable. Therefore, the image measure of P, under ® defined on (Q, M) is a
probability law in the sense of Definition 2.46. Compare also Remark 2.47.
(ii) M can be equivalently defined by replacing (M4) with one of the two items below
(M4’) For all z € En, s,t € (0,00), f € B(Ea;R)T and every non-negative M-
measurable function G we have
Ez[f(Zt—l—s)G] = Ez[ptf(Zs)G]7 where ptf(g) = Ei[f(Zt”’ Z € En.
(M47) For all z € Ep, s,t € (0,00), f € B(Ea;R)T we have
E.f(Ziys) | Ms] = Ez,[f(Z4)].

Suppose M = (Q, M, (M4)t>0, (Zt)t>0, (P2)zcE,) is a Markov process. In the definition
of right processes below, we introduce the so-called strong Markov property. It is, as
the name suggests, a strengthened version of the Markov property considered in Item
(M4). To state the strong Markov property we introduce for any (M;)¢>o-stopping time 7
(ie. 7: Q2 — [0,00] and {7 <t} € M, for all t € [0,00)) the o-algebra of T past

My ={Ae M| AU{r <t} € M;for allt € [0,00)}.
Furthermore, we define

ZT(w) (w) if T(w) < 0

ZT 0 — EA, ZT(UJ) = {A i T(w) _
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Definition 2.56. A Markov process M = (Q, M, (M¢)i>0, (Zt)t>0, (P2)2cE,) With state
space E and life-time £ is called a right process if

(M5) P,(Zp=z)=1for all z € Ea.
(M6) [0,00) 3t + Zi(w) € Ea is right-continuous for all w € Q.

(M7) The filtration (My)¢>0 is right-continuous. Moreover, M fulfills the strong Markov
property, i.e. for all v € P(Ea) and any (M;)>o-stopping time 7, it holds P,-almost

surely
PZ(ZT+S €eB ‘ Mq—) = PZT(ZS € B)7

for all B € #(Fa) and s € [0, 00).

Remark 2.57. Let M = (Q, M, (My)i>0, (Zt)t>0, (P:)zcE,) be a Markov process. For
t € [0,00) we set FY = o(Zs | s € [0,t]) and FQ = o(Zs | s € [0,00)). The natural
filtration (Fi)e>o is defined by

F= U #EMR e
vEP(EA)

Further, we define F := ﬂuep(EA)(f&)P”‘F&' It can be checked that if M is a right process,
then also M’ := (0, F, (Ft)t>0, (Zt)1>0, (P:)zeE, ), where P, is identified with the unique
extension of P, |]_-go to F. Therefore it is no restriction to only consider right processes

such that M = F and M; = F;.

Convention 2.58. Every right process M = (2, M, (My)i>0, (Zt)1>0, (Pz)zcE,) 1S auto-
matically considered with respect to its natural filtration and denoted in the following by
M = (Q, F, (Ft)t=0, (Zt)t>0, (P:)zeE5)-

Definition 2.59. Let (F, %) be a measurable space.

(i) A mapping 7: Ex% — [0,00) is called a kernel on (F, %), if (-, B) is Z-measurable
for every B € 2 and 7(z,-) is a measure on (F, %) for every z € E. Such a kernel is
called sub-Markovian, if 7(z, E) <1 for all z € Z. For f € Z(E;R)" we define

M@%=Af@ﬂ%@)zeﬂ

This definition can easily be extended to Z-measurable functions f for which 7 f*
and 7 f~ exists.

(ii) A family (p¢)e>0 of sub-Markovian kernels on (E, %) is said to be a sub-Markovian
semigroup of kernels on (E, %), if for t,s > 0 it holds pi+sf = ppsf for all non-
negative Z-measurable functions f on E. The family (p;)+>0 is said to be measurable,
if (¢,2) — p¢f(2) is measurable for all bounded Z-measurable functions f.

(iii) A family (rq)a>0 of non-negative kernels on (FE, %) is said to be a sub-Markovian
resolvent of kernels on (E, B), if (ary)a>0 is a sub-Markovian family and for all
a, 3 > 0 and bounded #-measurable functions f it holds ro — 73 = (8 — a)rars.
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Example 2.60. Let (E, Z(E)) be as introduced in the beginning of this section and assume
M = (Q, F, (Ft)t>0, (Zt)t>0, (Ps)2cE, ) is a right process with state space E. Such processes
naturally induce a measurable sub-Markovian family of kernels (p;);>0 on (E, Z(E)) via

pe(z,B) == P,(Z; € B), te€0,00),z€ Eand B € A(E).
One can show that for each f € Z(F;R) it holds

nef(z) = E.[f(Z)], z€E, (2.6)

whenever the integral on the right-hand side in (2.6) exists. In analogy to Section 2.2.1,
we can define the corresponding sub-Markovian resolvent of kernels on (E, Z(E)) by

rof(z) = /000 e pif(2)dt z€ Eanda € (0,00). (2.7)

Note that the definition in (2.7) makes sense for f € Z(E;R)T or f € %y(E;R) as
t — p.f(2) is measurable for each z € E.

It is also possible to construct a corresponding measurable sub-Markovian family of kernels
(pP)i>0 on (Ea, B(EA)) such that pf1 =1 and pf |g= p;. In the following, we omit to
distinguish between these.

Definition 2.61. Let M = (Q, F, (F¢)t>0, (Zt)1>0, (P:).cE, ) be a right process with state
space E.

(i) The objects defined in (2.6) and (2.7) are called the transition semigroup and transition
resolvent of M, respectively.

(ii) Let (73)+>0 be a sub-Markovian s.c.c.s. on LP(E; i) with corresponding s.c.c.r. denoted
by (Ra)a>0, where p € [1,00) and p is a probability measure on (E, #(E)). Then M
is said to be associated with (7})i>0 ((Ra)a>0) if for all ¢ € [0, 00) (o € (0,00)) and
all f € LP(E; u) N L°°(E; p) with p-version f € %,(E;R), the function p,f (rof) is
a p-version of Ty f (G f).

(ii) f e B(E;R)T is called a-excessive (with respect to (74 )a>0) if frg4qu < u for all
8> 0.

Remark 2.62. Let o > 0 be given. By the same reasoning as in Proposition 2.41, we see
that v f is a-excessive with respect to (To)as0, if [ € B(E;R)T.

In [BBROGa] the transition semigroup is used to define when a Markov process M =
(Q,F, (Ft)t>0, (Zt)t>0, (P:) 2, ) is a right process. They replace item (M7) with

(M7’) The filtration (F;)s>o is right-continuous. Moreover, for all o > 0, for every function f,
which is a-excessive with respect to (rq)q>0 and each probability measure v € P(E),
the function ¢t — f(Z;) is right continuous on [0, 00) P,-a.s.

The next proposition shows that these two definitions coincide. The proof is a combination
and adaption of [K{B68, Section I Proposition 8.2] and [[KXB68, Section I Theorem 8.11]. We
make this effort since we want to apply results from [BBR0Ga] to construct right processes.
Hence, we have to be certain that we are dealing with the same objects.
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Proposition 2.63. Let M = (Q, F, (Ft)t>0, (Zt)1>0, (P:)zer,) be a Markov process with
state space E fulfilling Items (M5), (M6) and (M7°). Then M also fulfills (M7).

Proof. Let 7 be an (F)s>0 stopping time and define for n € N

. ._{k;nl, 2%§7<%forsomek€N
=

o0 T = Q.

One can easily check that (7,)nen is a sequence of (F;);>o stopping times converging
pointwisely from above to 7. Moreover, 7,, > 7 on {7 < oo} for all n € N. For z € Fa,
a € (0,00) and f € Cp(Ea;R)T we can calculate using (M7’)

o0

/OO e_atEZ [f(ZT-I-t)] dt = lim e_atEZ [f(ZTn+t)] dt
0

n—oo 0

= Jlim | e "B [f(Za-nyt) Limympo-ny) dt
k=1

n—oo

= lim e_o‘tZEZ [ptf(ZkQ—”)]l{Tn:k2_”}] dt

n—o0 Jo k=1
—tim [ B pf(Z,,)] dt
= lim E0 [raf(Z,)]
=E. [raf(Z:))
_ /O ety [y f(2,)] dt.

Above, we also used the theorem of dominated convergence and right continuity of t
f(Zr4+) and t +— ro f(Z;) on [0,00) Ps, -a.s., which follows by (M6) and by (MT7’) together
with Remark 2.62. Moreover, we used (M4’) to get from the third to fourth equality.
Further note, that by (M6) the functions ¢t — E, [f(Z;4+)] and t — E, [p:f(Z;)] are right
continuous. The equation above shows that they have the same Laplace transform, which
implies their equality. Using that f = f* — f~ we obtain for all f € Cy(Ea;R),

E.[f(Zrs1)] = E. [pif (Z,)], forall te[0,00). (2.8)

Define
H:={f € Bp(Ea;R) | (2.8) holds true} C %,(Fna;R).

Then, H is vector space of functions which is closed under bounded increasing limits and
containing the algebra Cy(Fa;R). Therefore, by a monotone class argument, compare
e.g. [Wil91, Theorem 3.14], we know that H contains all bounded o(Cy(Ea;R))/%A(R)
measurable functions. Recalling that we assume that %(Ea) is generated by Cy(Ea;R),
we obtain 1p € H for all B € 0(Cp(Ea;R)) = o(C(Ea;R)) = B(Ea). Thus,

PZ(ZT-H € B) =E; []lB(ZT-i-t)] =E; [ptﬂB(Z'r)] =E; [PZT (Zt € B)]
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for all B € B(EA).
Finally, we can show that this implies the strong Markov property in (M7). Indeed, let
A € F; be given and set
{7’ on A
TA =

oo on A¢

One can verify that 75 is again a stopping time. Moreover, for all z € E, s € [0,00) and
B € #(Ea) we calculate

Py(Zy,1s € B) = P.({Zrys € B} N A) + P.({A € BYN A9)
= P.({Zr4s € B} N A) + P.({A € BY)P,(A°) and

E, [PZTA(ZS € B)| = E. [Py (Z, € B)1a] + E. [Pa(Zs € B)1,]
= E. [Py, (Z, € B)1] + P.({A € B})P.(A%).

Since the left-hand sides of the equations above coincide by the considerations in the first
part we obtain

E.(1iz,..epyla) = P.({Zr1s € B} NA) = E, [Pz, (Zs € B)14]
and therefore the strong Markov property from (MT7). O

In the preceding section we considered solutions to the martingale problem in terms of a
probability law P defined on (D([0,00); En, %”). We generalize this concept by defining
solutions of the martingale problem for (L, D) on LP(E; ) in terms of a right process. For
a connection of the two solution concepts we refer to Lemma 2.67, below.

Definition 2.64. Let M = (Q, F, (Ft)t>0, (Zt)1>0, (P:):cE, ) be a right process with state
space F and p € P(E). Further, let (L, D) be a linear operator on LP(E;u), p € [1,00).
Then M is said to solve the martingale problem for (L, D) with respect to P,, if

(i) For every f € D and t € [0,00) it holds [;°|Lf(Zs)| ds < co Py-a.s. and f(Z;) as
well as Lf(Z;) are Py-a.s. well-defined, i.e. independent of the chosen p-version of f
and Lf, respectively.

(ii) For all f € D and t € [0, 00), the random variable Mt[f ML defined by

t
MUY = £(Z,) — (Z) - /0 LF(Z,) ds

]7L)

is P,-integrable and the corresponding process (Mt[f >0 is a (Ft)s>o-martingale.

Remark 2.65. Suppose € P(E) and M = (Q, F, (Ft)t>0, (Zt)1>0, (P:)zcE,) 5 a right
process with state space E which is associated with a conservative sub-Markovian strongly
continuous contraction semigroup (Ti)¢>0 on LP(E;p). Then the process M has infinite
life-time Py -a.s.. Indeed, using the right continuity of M we obtain for every z € En and
t €[0,00)

P.(t<&) =P, (Z € E) =plp(z).
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Since Tylp =1 is a p-version of ptlp we can derive

Pt < |

ER&Qemuma=LgﬂmaMwa=1ymm@uma=L

The claim follows as P,(§ = 00) = (,en Pu(t < ). The result we just derived can be
considered as a generalization of the statement from Lemma 2.53 Item (i).

Definition 2.66. Let M = (2, F, (Ft)t>0, (Zt)1>0, (P2):cE,) be a right process with state
space F and life-time &.

(i) Let p be a probability measure on (Ea, Z(Ea)). M is called p-standard if the
following two additional items hold

(M8) M possesses left limits in E P,-a.s., i.e.

Zy_ = h%l Zs exists in E for all t € (0,¢) Py-a.s..

(M9) If 7,7, are (F;)t>o0-stopping times for all n € N and such that 7, 1 7 as n — oo,
then (Zr, )nen converges to Z, Py-a.s. on {7 < £}.

(ii) M is called a Hunt process if (M8) and (M9) hold with £ replaced by oo and Ea by
L.

(iii) M is called a diffusion process if it is a Hunt process and its paths are P,-a.s. in
C([0,00); ).

Lemma 2.67. Let yp € P(E) and M = (, F, (Ft)t>0, (Zt)t>0, (P)2cE5) be a right process
with state space E, associated with a sub-Markovian s.c.c.s. (T;)i>0 with generator (L, D(L))
and assume (M8) holds. Moreover, let P, be the image measure of P, under the map,

Z j €A
@%@MﬂwﬂD@amam%%,¢ww=¥t@mﬂ v
z else
where A € MFr is defined in Remark 2.55 and z € E is arbitrary. Then,
(i) P, is associated with (T})i>0.

(1) M solves the Martingale problem for (L, D(L)) with respect to P, if and only if P,
does.

11) M has infinite life-time P,-a.e. if and only if P, has it in the sense of Definition 2.46.
[0 Iz

Proof. The proof of Item (i) is given in [Conl1, Remark 2.2.9], compare also [Ale23, Lemma
2.3.36]. Item (ii) and (iii) can be directly verified using the definitions of the involved
objects. O
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2.3.3 Process construction theorems

Before we state the first process construction theorem, we need to discuss different notions
of Lusin spaces which are used in literature. To start this discussion we assume that (E,T)
is a topological space and p is a probability measure on (E, Z7(FE)). Again, note that the
results below are also valid for o-finite measures.

Definition 2.68. The space (E,T) is called
(i) a Lusin space if there is a stronger topology 7T such that (E,7T) is a Polish space.

(ii) a Lusin topological space if it is homeomorphic to a Borel measurable subset of a
compact metric space.

(iii) a Lusin measurable space if there is some Lusin topological space (F, 7') such that
the measurable space (E, #7(F)) is measurably isomorphic to (F, Z4+(F)).

Clearly, every Lusin topological space is a Lusin space and every Lusin space is a Lusin
measurable space.

Starting with a sub-Markovian strongly continuous resolvent on some LP(E; i) space, where
(E,T) is merely a Lusin measurable space, we can enlarge E to ensure that there is an
associated right process. This statement is formulated in the next theorem.

Theorem 2.69. [BBRO6b, Theorem 2.2] Let p € [1,00) and (E,T) be a Lusin measurable
space. Assume that (Ry)a>0 s a sub-Markovian strongly continuous contraction resolvent on
LP(E;p). Then there exists a Lusin topological space (E1,Th) with E C Ey, E € B1,(E1),
PBr(E) = Br,(E1) |g and a right process with state space Ey such that its resolvent,
regarded on LP(E1; 1), coincides with (Ry)a>0, where i is the measure on (E1, B1,(E1))
extending p by zero on Ey \ E.

For the second process construction theorem, we assume that (E,7) is a Lusin space and
(Ra)a>0 is a sub-Markovian strongly continuous contraction resolvent on LP(E; u1). Under
additional assumption we see that there is an associate right process with state space E
equipped with a weaker (metrizable) topology, having cadlag paths in the original topology
T, Py-a.e.. To apply the theorem we need to check that the generator of (Ry)a>0 has a
nice core and we have access to a p-nest of compact sets in (E, 7).

Theorem 2.70. [BBR0Ga, Theorem 1.1] Let p € [1,00) and assume that (Ra)a>0 @S @
sub-Markovian strongly continuous contraction resolvent on LP(E;u) with corresponding
generator (L, D(L)). Further, suppose that the following statements hold true.

(I) There exists a p-nest of compact sets in (E,T).

(II) There exists a countable Q-algebra A C D(L) N Cy(E;R) such that A is a core for
(L,D(L)) separating the points of E.

Denote by Ty the (metrizable Lusin) topology on E generated by A. Then,

(i) there exists a p-standard right process with state space E (endowed with the topology
To) whose resolvent (rq)a>0 Tegarded on LP(E; ) coincides with (Ra)a>0-
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(1) the process is cddldg in the topology T, Py,-a.e..

(iii) every element from D(L) has a p-quasi continuous version (with respect to the topology

To)-

Remark 2.71. In Chapter 7 we apply Theorem 2.70 in the situation where E is a real
separable Hilbert space and T denotes the weak topology. This is indeed a Lusin space and
therefore also a Lusin measurable space, as the identity map from E equipped with the
strong topology to (E,T) is a continuous one to one map.

Note that the collection of compact sets in (E,T) is much bigger than the one in E with
the strong topology. In particular, by the famous Banach-Alaoglu theorem, the closed balls
with respect to the strong topology are weakly compact. Hence, a sequence of centered balls
with increasing radius are at least a potential candidate to check Item (II) of Theorem 2.70.
Indeed, in Proposition 7.3, we verify that this sequence is a nest of weakly compact sets for
the s.c.c.r. associated to the infinite dimensional Langevin operator. In the end, we obtain
an associated process with weakly cddldg and by further analysis weakly continuous paths,
compare Proposition 7.5.

Even though not used in this thesis, we want to mention the recent results from [BCR23].
In particular we want to highlight [BCR23, Theorem 3.6], which contains a sufficient
condition under which a right process with state space FE (equipped with a topology 7T
such that (E,7T) is a Lusin topological space) and cadldg paths, has T-continuous paths.
Moreover, [BCR23, Corollary 4.10] deals with a Lusin measurable space (E,7) and a sub-
Markovian s.c.c.r. on LP(E; ). There, the authors extend the results from Theorem 2.69.
They state an extra condition such that there exists a Lusin topological space (E1,71)
with £ C Ey, E € #7,(Ev), B7(E) = A7, (F1) |g and a right process with state space Ej,
which is a diffusion p-q.e. ([BCR23, Definition 2.6]) and such that its resolvent, regarded
on LP(E1; 1), coincides with (Ry)a>0. Again, 1 denotes the measure on (E1, B, (E1))
extending u by zero on Ej \ E.






Infinite dimensional stochastic analysis

This chapter includes a presentation of useful concepts and fundamental results from
(infinite dimensional) Stochastic analysis which are necessary for the applications we have
in mind. Following the textbooks [PR0O7; Da 06; DZ14], we first introduce Gaussian
measures on Hilbert spaces, (cylindrical) Wiener processes and corresponding stochastic
integrals. In addition, we study measure theoretic and topological properties of LP-spaces
with respect to Gaussian measures.

After the introduction of Sobolev spaces and a corresponding integration by parts formula
with respect to Gaussian measures on Hilbert spaces in Section 3.2, we summarize results
about infinite dimensional (perturbed) Ornstein-Uhlenbeck operators and corresponding
Poincaré inequalities, in Section 3.2.3 and Section 3.2.4, respectively. We also consider
measures having a density with respect to a Gaussian measure. The content presented is
based on the books [DT00; DZ02; Da 06; DZ14] and extended by results from the articles
[DA14; Big22; BF22].

Even though most of the results in this section are well known, we add, reformulate and
extend some results. We want to highlight Theorem 3.32, Proposition 3.51 and Lemma 3.61

3.1 Gaussian analysis

Let X be an infinite dimensional real separable Hilbert space with inner product (-,-)x.
Further, assume that m € X and @ is an injective linear operator in £ (X). By [Da 06,
Theorem 1.12] we know that there exists a unique probability measure denoted by N(m, Q)
on (X, #A(X)) such that its characteristic function is given via

X S — ei(mvx)X_%(vax)X c (C .

This measure is called the infinite dimensional non-degenerate Gaussian measure with
mean m € X and covariance operator Q € £ (X). Obviously, this also works if X is
finite dimensional. In this case we use the same notation and ) can be identified with
a symmetric positive matrix, which is then called the covariance matrix. For a detailed
introduction into the concept of infinite dimensional Gaussian measures, we refer to [Da
06, Chapter 1] or [PR0O7, Section 2.1 |.

For the rest of this section we fix a non-degenerate infinite dimensional Gaussian measure
= N(0,Q). Since @ is symmetric and of trace class, there is an orthonormal basis
Bx = (én)nen of X consisting of eigenvectors of @) with corresponding positive eigenvalues

37
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(An)nen € £1(N). Without loss of generality, we assume that the eigenvalues are decreasing
to zero. In this situation the following definition is useful.

Definition 3.1. For each n € N, define X,, := span{ey,...,e,} and denote the orthogonal
projection from X to X, by P:X, with the corresponding coordinate map p;X : X — R"™.
This means for all x € X

n

PXz = Z(:E,ek)xek €X, and pXz=((z,e1)x,...,(z,en)x) € R".
k=1

By pX : R" — X,, we denote the canonical embedding of R™ into X,,, i.e.

n
Py = Zykek € Xy, yeR".
k=1

If the underlying real separable Hilbert space and the corresponding orthonormal basis is
clear from the context, we also write P,, p, and p,, to avoid an overload of notation. Let
k € NU{oo} and C € {CF(R"),C¥(R")}. Then we define for each n € N

FC(Bx,n) = {popy : X - R| forsome p € C} and FC(By):= U FC(Bx,n).
neN

3.1.1 Gaussian measures on Hilbert spaces

For the sake of a better understanding, we start by stating a different characterization of
infinite dimensional non-degenerate Gaussian measures, which will be useful to construct
an infinite dimensional Wiener process. If not stated otherwise, the results are taken from
[Da 06, Chapter 1].

Proposition 3.2 ([PR0O7, Proposition 2.1.6]). Let Y be an X-valued random variable
on some probability space (2, F,P). Then the image measure PoY ! of Y under P on
(X, B(X)) is equal to N(m, Q) if and only if

Y = Z VkBrer +m  (as an object in L*(Q; F;P; X)),
keN

where (Br)ren 5 a sequence of independent real valued random variables with P o Bk_l =

N(0,1).
We continue with an easy to derive but central result for our further analysis.

Lemma 3.3. Givenn € N and l1,...,1, € X. Denote by u™ the image measure of u under
the map

Xs>2x— ((a;,ll)X, ...(l’,ln)X) e R"™.

Then, pu™ is a finite dimensional centered Gaussian measure on (R™, B(R™)) with covariance

matrix ((QliJj)X)ij:l,...,n'
In particular, if l; = e; for alli = 1,...,n, we have u™ = N(0,Q,) with covariance
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matriz Qn = diag(\1, ..., \n). Note that a finite dimensional centered Gaussian measure on
(R™, B(R"™)) with covariance matrix Qy, is uniquely determined by its density with respect
to the n-dimensional Lebesque measure dx. We then have

n 1 —1<Q;1$ $> n
p(A) = / e ? “/dx forall A€ BR").
(2m)" det(Qn) JA

Below we state Fernique’s theorem, which tells us that infinite dimensional Gaussian
measures have exponential tails. It also shows that Gaussian measures have moments of all
orders. The moments up to order four can be calculated by the last lemma in this section.

Proposition 3.4. Given s € R. It holds

/ sl py(da) = {(H?;l(l - 25)%))_% for s < 27}\1
X

00 else.

Lemma 3.5. Forly,l,l3,ls € X set ¢i;j = (Qli,lj)x, 4,5 € {1,2,3,4}. Then it holds
/ (2.1)x p(dz) = 0, / (1) x (. 1a) x u(dz) = ga,
X X
/ (x, ) x(x,l2)x(x,l3)x p(dz) =0 and
X
/ (w, 1) x (z,l2)x (2,13) x (2, la) x p(dx) = q12q34 + q13G24 + q14G23.
X

Moreover, for all s € [0,00), X 2 x — ||z||% € R is p-integrable and particularly
[ lalBedi= [ S @enidn= Y (Qensenly = 3 A < o
X X neN neN neN

due to monotone convergence and the fact that Q) is trace class.

3.1.2 The Wiener process and the stochastic integral

Fix a finite time horizon T" € (0, 00) and define

N if dim(X)

Q.

{N if dim(X)=N

Further, let @ € £{(X) be injective with corresponding orthonormal basis Bx = (€, )ner
of eigenvectors and positive eigenvalues (\,)ner € £1(Z). Without loss of generality we
assume that the eigenvalues are decreasing. Besides Lemma 3.15, which will be useful
to construct solutions to the infinite dimensional Langevin equation via corresponding
martingale solutions (compare Proposition 7.10), every result below is included in [PRO7,
Chapter 2]. This section should be understood as a summary of the tools we need for
further analysis.

Definition 3.6. An X-valued stochastic process W := (Wt)te[O,T]v on a probability space
(Q, F,P) is called a (standard) Q-Wiener process if
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(i) Wo =0,

(ii) W has P-a.s. continuous trajectories and the increments of B are independent, i.e. the
random variables

Wi Wiy =Wy o ; Wy, — W,
are independent for all 0 <t¢; < --- <t, <T,n €N.

(iii) For all 0 < s <t < T we have:

Po (W; —Wg)™t = N(0, (t — 5)Q).

Suppose (F)icio,r is a filtration on (€2, F,P). Then, a Q-Wiener process B is called
Q-Wiener process with respect to (F)ejo,r) if

(iii) W; is adapted to Fy, t € [0, T7.
(iv) Wi — Wy is independent of Fs for all 0 < s <t <T.

Proposition 3.7. An X-valued stochastic process (Wi)eo,r), defined on a probability
space (2, F,P), is a Q-Wiener process if and only if

Wt = Z \/Eﬁk(t)ekh le [O?T]a

kel

where (Bk)rez s a sequence of independent real valued (standard) Brownian motions on
(2, F,P). One can show that the series above converges in L?(£2; F;P; C°([0,T); X)) and
thus always has a P-a.s. continuous modification.

Moreover, (Wi)epo,r) is a Q-Wiener process with respect to the mnormal filtration F =
(Ft)iejo,r) (normal in the sense that it is right-continuous and Fo contains all A € A with
P(A) =0) defined by

Fo= ) oW |relo,s)F,
s€(t,T]

where a(W,. | r € [0,])F denotes the completion of (W, | r € [0,s]) w.r.t P.

Definition 3.8. Let (Y, (-, )y) be another real separable Hilbert space. In the following
we set Xp = Q%X and equip it with the inner product

1 1
(way)Xo = (Q_§$7Q_§y)X7 T,y € XO'

Then (Xo, (+,-)x,) is a real separable Hilbert space with orthonormal basis (Q%ei)iez. In
literature, the Hilbert space (Xo, (-,-)x,) is called the Cameron Martin space. Define
LY = L5(X0;Y) as the Hilbert space of Hilbert-Schmidt operators from X to Y.

Remark 3.9. If dim(X) < oo, Xo = X and LY = L(Xo;Y).

For the rest of this section we a fix probability space (2, F,,P). Additionally, we define
Qr = [0,7] x 2 and assume that (W),c(o.1] is @-Wiener process with respect to the
normal filtration (F)yec[o,7] introduced in Proposition 3.7.

For the sake of completeness, we give a quick summary on how to construct the stochastic
integral with respect to an infinite dimensional Q)-Wiener process.
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Definition 3.10. An £(X;Y)-valued process (&)¢co,) is said to be elementary if there
exist 0 < tg--- <t =T, k€N, such that

Zﬁ Liim (), £ €[0,T],

where
(1) &my : Q= LIX;Y) is F,,-B(L(X;Y)) measurable, 0 <m < k — 1.
(ii) &(m) takes only a finite number of values in £(X;Y),0<m <k —1.

The space of all £L(X;Y)-valued elementary processes is denoted by £. Moreover, we denote
by MQT the space of all Y-valued square integrable continuous martingales M = (M;);c(0,1)-
One can show that the normed space (MZ, || - || M2 ) is a Banach space, where

1
M| e = sup (E(||M]|3))2 forall M e M3.
M| vz, te[O,T]( (IM5)) T

Definition 3.11. Define the o-algebra
Ar = o({§: Qr — R | £ is left-continuous and (F3)e(o,rj-adapted}),

and suppose (Z, (+,-)z) is another real separable Hilbert space. A random variable ¢ :
Qp — Z is called predictable if it is Ap/%B(Z)-measurable.
For a predictable process ¢ : Qp — L9, we define

_— :
lellr = (E ( [ s Qzu%ﬂx;mds)) € [0, 00].

N7 = {&: Qp — L3 | € is predictable and ||¢]|r < oo} = L*(Qp; Ap; dt ® P; £3).

Finally, we set

Remark 3.12. Note that || - |7 is not a norm on £. Indeed, || —n|lr = 0 for two

elementary processes & and n, merely implies that £ = n dt ® P-a.e. on Q%(X). So in the
considerations below we work with equivalence classes with respect to || - |7, but without
changing the notation.

With these definitions at hand we can show that the map
It : (&, ) = (ME, |- pe), €= Int(€),  where

k—1
Int(€); - _/ Ee dWe =D &y (Whyiine — Wen), € [0,7],
m=0

is well-defined and linear. Furthermore, it is isometric, i.e. fulfilling the so-called It6-
Isometrie

Mt (€) | aez, = lEll-
We call Int the stochastic integral on &.
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Remark 3.13. (i) One can show that the abstract completion of € with respect to || - ||
can be identified with ./\/'% and that the space of elementary functions with values in
L(X;Y )= {T|X0 | T € L(X;Y)} C LY is dense in NF with respect to | - ||

Hence, we can extend the stochastic integral on £ to an isometric transformation
from (N2, || - |7) to (M2, || - lpm2.)- We again denote this extension by Int.

(ii) Using a localization argument one can extend the definition of the stochastic integral
for processes in

T
{f :Qp — LY | € is predictable and P (/ I€s © Qéui(x;y)dS) < oo} .
0

Since this is not necessary for our further considerations, we omit this extension.

Lemma 3.14. Let £ € N? and L € L(X;Y). Then the process (L(&))eepo,r) s in N2 and

for allt € 10,7
t t
L (/0 ¢, dW5> :/0 L(&) AW, P-a.s.

Before we move on and generalize the results to the case, where @) is not trace class, we
derive a result which allows us to reduce certain infinite dimensional stochastic integrals to
finite dimensional ones. As already mentioned, we use this result in Chapter 7.

Lemma 3.15. Fiz N € N. Suppose dim(X) = oo and & : Qp — Lo(Xo; R) is an element
of N2 and such that &(w)(z) = 0 for all (s,w) € Qr and all x € span{ey,...,en}+. Then
it holds

t t
/ EodW, = / N aw N for all t e 0,77,
0 0

where &N = (&d(VArer), ..., &(VAnen)) and WIN = (By,..., Bx)T.

Proof. Let (€M), ey be an approximating sequence of elementary functions with values in
L(X;Y)g of € in N with respect to || - ||7. In formulas,

k() —1

where

(1) 5((:1)) 1 Q= L(X;R)o is Fm)-Z(L(X;R)) measurable, 0 < m < k) 1.

(ii) E((Z;,)) takes only a finite number of values in £(X;R)g, 0 < m < k(™ — 1.

Now define £(™ by

k(M) —1
Fn) _ (n) X
gt — Z (g(m) © PN )l(t%l)’tgs) 1](t)7 te [Oa T]

m=0 -
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Since &(w)(x) = 0 for all (s,w) € Qr and = € span{ey,...,en}", it is easy to see that
(& (n))neN is approximating ¢ in NV with respect to || - ||z and again a sequence of elementary
functions with values in £(X; Y) Moreover, by definition it holds for each ¢ € [0, T]

k(m)—1

/én) dWs = Z g(n) W) At ~ Wi )

m+1

k<") 1 N

Z Z \/>ey (51 m+1/\t) 5((n)/\t)>

/ (V]
where §£N] ) = ( (\ﬁel) ..,§5 (\/ ~en)). Obviously, VL™ is an elementary

process with values in £(R";R), where R" is equipped with the classical inner product
(+,+). Then we calculate, denoting by a; the canonical i-th unit vector of R"

€ - g~ / I = 602y g g 05
—E (/ 3 (égN] _ %NL(n)ai)2 ds)
0 =1
:E(/OTiV:( \/7@ ”)(\/);ei))Q dS)
=1

I
=
~//
= S
I(]s I
—

€(Qze;) — é§"><cﬁei>)2 ds)
= ||& = M2,

Hence, fo ) AW, converges to fo £dW, and fo f[N] ) gV o fo §SN] AWM as n — oo
This finishes the proof. O

For the rest of this section we consider the case where () is not necessarily a trace class
operator. Hence, we only consider the case when dim(X) = oo. We fix another real
separable Hilbert space (X1, (+,)x,) and a Hilbert-Schmidt embedding

J: (X(), (', ')XO) — (le ('> ')X1)'

Note that such a Hilbert space with corresponding embedding always exists. Now we are
able to generalize our construction from above.

Proposition 3.16. Let (Q%ek)keN be the canonical orthonormal basis of the Hilbert space

(Xo, (+,)x,) and (Br)ken be a sequence of independent real valued (standard) Brownian
motions on (Q, F,P). Set Q := JJ*. Then Q € LT (X1) and the series

Wy = Zﬁk(t)t]@%‘fka te[0,77,

keN
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_ 1
converges in M2 and defines a Q-Wiener process on X1. Moreover, it holds Q*(X1) =
J(Xo) and J : Xo — Q(X1) is isometric, i.e.

on||XO = ||Jx0|| 1 fOT all o € XO.

Q2 (X1)
We call this process a Q-cylindrical Wiener process.
Remark 3.17. Basically, a Q-cylindrical Wiener process is a Q- Wiener process on X .

For a given @Q-cylindrical Wiener process W = (Wt)te[o,T] as constructed above, one can
show that .
1 —_—
€€ Ly=L(QF(X)Y) & &0t € L@ (X1);Y),
Therefore, it is reasonable to define the stochastic integral on ./\/’% with respect to the
@-cylindrical Wiener process by

t t
/ £ AWy == / EsoJ Ldw,, telo,T]. (3.1)
0 0
Remark 3.18.

(i) The stochastic integral with respect to a Q-cylindrical Wiener process does not depend
on (X1,(-,")x,) and J.

(i) If Q is already in L] (X), then it can also be considered as a Q-cylindrical Wiener
process by choosing X1 = X and

J=1d: (XO); ('7 ')Xo) — (X7 ('7 )X)

3.2 Sobolev spaces with respect to Gaussian measures on
Hilbert spaces

Again, we fix a real separable Hilbert space (X, (+,+)x) and on it a non-degenerate infinite
dimensional Gaussian measure p := N (0, Q), with corresponding orthonormal basis Bx =
(en)nen of eigenvectors of Q. The positive eigenvalues are denoted by (Ap)nen € £1(N),
where we assume w.l.o.g., that the eigenvalues are decreasing to zero.

3.2.1 Dense subsets of LP

In the next chapter, we introduce and investigate the infinite dimensional Langevin operator.
As its domain, we consider a space closely related to FCp°(Bx). In order to verify that
this domain is dense in L?(X; ) and can be modified to a core fulfilling Item (II) from
Theorem 2.70, the considerations in this section are necessary. Note that the first part
deals merely with finite dimensional results, which can be found in [Ale23, Section 2.4] and
most textbooks containing results about convolutions and smoothing, compare e.g. [Eval0].
We fix d € N and set B,.(0) := {z € R? | |z| < 7} for each r € (0, 00).
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Definition 3.19. A sequence (¢.).»0 € L'(R% dz) is said to be an approximate identity,
if e >0, |l¢ellpi(az) = 1 for all € € (0,00) and

lim we(x)de =0 forall r e (0,00).

n— o0 ]Rd \BT(O)

If additionally (p:)es0 € C(R?) and supp(¢.) € B(0) then (p.)eso € L' (R dx) is
called a standard approximate identity.

Remark 3.20. There exists a standard approximate identity. Indeed, define ¢ € C(?O(Rd)
via
- exp (—ﬁ) if x| < %,
p(x) =
0 else.

Denote by ¢ the normalization of ¢, i.e. ¢ = H<,5||le(dx)g5 and set p(x) = e %p(L) for

all z € RY and e € (0,00). Then it is easy to check that (p:)->0 € C(R?) is a standard
approximate identity. In literature, @ is called a mollifier.

Lemma 3.21. Let p € [1,00] and f € LP(R% dx) be given. The convolution of f with
¢ € LY(R? dx) is defined via

(@)= [ elo—niwdy, zere.
The following statements hold true

(i) ¢ * f € LP(R%: dx) with [lo* f]l o) < 100 L1 1l 2o (a0) -

(ii) Let k € N and s € N¢ with |s| < k be given. If o € C¥(R?), then ¢ x f € C*(RY) and
O*( * f) = (%) * f. Moreover, suppose f € CF(R?) and 9°f € LP(RY, dx), then
F(p*[f)=¢*(0°f).

(iii) supp(p * f) C{z +y |z € supp(f), y € supp(p)}. In particular, ¢ * f € CP(RY) if
© € C°(RY) and f has compact support.

(iv) If p < oo and (¢:)e>0 is a standard approzimate identity, then ¢. x f € C®(R?),
supp(pe * ) C Be(supp(f)) and

lim [l * f = fllLr(az) = O-

Lemma 3.22. Let U C R? be an open set and K C R? be compact. Then, for all e € (0,00)
with B-(K) C U, there is a smooth, so-called cut-off function n € C°(RY) for K with

0<n<1l, n=1 on K and |0°n(z)| <Cuyse® forall scN?* and zcR?.

Indeed, the function n := pe * 1. (0), where (pe)e>0 is a standard approximate identity,
2

has the required properties.
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Corollary 3.23. Let n € N. There is some ¢ € CSO(Rd) such that 0 < p <1, ¢p=1 on
B1(0) = {z € R? | |z| < 1} and ¢ = 0 outside Bs(0), a constant ¢ € (0,00), independent
of n, such that

|8190n(x)‘ <

. 0i05pn ()] < % forall zeRY 1<i,j<n,

c
n
where we define

on(z) = 90(%) for each z € R?.

In particular, 0 < ¢, < 1 and ¢, = 1 on B,(0) for all n € N. Moreover, ¢, — 1
pointwisely on R and D,,, D*¢ — 0 as n — oo, with respect to ||-|oo-

Corollary 3.24. Let either (vc)e>0 be a standard approzimate identity and ¥ € C(R) or
let (pe)eso be an approzimate identity and 1 € Cy(R). Then for each K C RY with K
compact it holds

lim sup| (- * ¥)(z) — ()| = 0.

e=0cK

Although the following result is well-known, we give a proof, as we are not able to find a
reference. In addition, its proof is the basis for an analogue result in infinite dimensions.

Proposition 3.25. Let p € [1,00) be given. Then there is a countable set Cza C C(RY),
which, is dense in (Co(RY), || |loo) and (LP(R%; dz), || - | zp(dz))- In particular (Co(RY), || llso)

and (LP(R%; dz), || - | zr(dz)) are separable.

Proof. For each n € N, define
Cen(®?) = {f € Co(R%) | supp(f) € Ba(0)} -

Obviously, Co(R?) = |, ey Cen(RY). Hence, if for each n € N there is a countable set
Cra,, © C°(R?), which is dense in (Cepn(R?), || - ||oo), the first part of the claim is shown.
Consequently, we fix n € N. By the Stone-Weierstrafl theorem we know that the Banach
space (C(B(0)), |- |lso) is separable. By identifying C.. ,(R?) with a subspace of C(B,(0)),
the existence of a countable set Cﬂogd’n C C..n(RY), which is dense in (Cp,(RY), || - [|oo), is

clear. Let (¢¢)e>0 be a standard approximate identity and define

CRd,n = {@L * w | meN and w € Cﬂ%d n} N Cc,n(Rd)-

By Lemma 3.21 and Corollary 3.24, we can conclude that Cge, € CZ° (R?) is dense in
(Cen(R?), || - |loo)- Therefore, the countable set Cpa =, cxy Cra,, € C°(R?) is dense in
(ClB). -1 ).

Now we show that the closure of Cga is dense in (LP(R% dz), || - | Lr(dz))- It is easy to see
that every f € LP(R% dz) can be approximated in (LP(R%; dz), || - | zr(dz)) Dy a function
f with compact support. Moreover, by Item (iii) and (iv) from Lemma 3.21, we see that

f can be approximated by a function f € C>(R%) with respect to || - || z» de)- Therefore,
c (d=)
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there is some n € N such that f € C’C,n(]Rd). Using the first part of the proof, we find a
sequence (fi)ken C Cga,, converging to f as k — oo with respect to || - ||oo. This yields,

[ G- pydo= [ (757 do < aeBal)f - £l 50 as koo,
R? n (0)

Consequently the proof is finish. O

Corollary 3.26. Given k € N. Then, there exists a countable set in C°(R?) which is
dense in C*(R?) equipped with the norm

lllorgsy = 3. 10%ller  ® € C(RY).

seNY |s|<k

Proof. Use the arguments from Proposition 3.25 together with Item (ii) from Lemma 3.21.
O

For the rest of this section, we go back to an infinite dimensional setting. First, we explain
that various well-known function spaces generate the Borel o-algebra on X.

Lemma 3.27. Let k € NU{oco}. Denote by T the weak topology on (X, (-,-)x) and by
Cr(X;R) the space of weakly continuous functions from X to R. Then,

0(X') = B(X) = o(FCy(Bx)) = o(CT(X;R)) = 0(C(X;R)).

Proof. Since every weakly open set is open w.r.t norm topology, we obtain o(X’) C Z(X).
The other inclusion follows as #(X) is generated by the closed balls in (X, || - ||x) and

{zeX||z—alx <r}=) {xeX 1) (@ —a,e)% gﬂ} € o(X'),
=1

neN

for each a € X and 7 € [0,00). As FCF(Bx) C C7(X;R) C C(X;R) and preimages of
open sets under continuous maps are open we get

o(FCF(Bx)) C o(Cr(X;R)) C 0(C(X;R)) C B(X) = o(X).

To conclude the statement it is enough to show that o(X’) C o(FCF(Bx)). Therefore,
let (-,a)x € X' be given. It is easy to see that there is a sequence (¢m)men € CF(R)
converging pointwise to R 3 z — x € R, e.g. use Corollary 3.23. Hence, for each i € N we
have

(z,ei)x = lim @n,((x,e;)x) forall ze X.

m—r00

As o ((,e))x) € FCF(Bx) and the limit of measurable functions is measurable, we
see that (-,e;)x is o(FCF(Bx)) measurable for every i € N. Since also (v,a)x =
S (@, ei)x(a,e;)x for every x € X, we obtain o(FCF(Bx)) measurability of (-,a)x. O

We proof the infinite dimensional version of Proposition 3.25, below.
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Lemma 3.28. Suppose p € [1,00), then there is a countable set in FC°(Bx), which is
dense in (LP(X; ), ||- HLp(H)). In particular, (LP(X; ), ||- HLp(“)) is separable and FCf(BX)
is dense in (LP(X;p), || - ”LP(H)).

Proof. Tt is well known that Cy(X) is dense in (LP(X;du), || - [|Lr(u)), compare [DA14,
Exercise 9.1] or [DZ02, Proposition 1.2.5]. In view of the theorem of dominated convergence,
each f € Cy(X) can be approximated by (f o X o pX Jnen C FCy(By), with respect to
|-l ()~ So we need to find a countable set in FCX(RY) which is dense in

{gopf € FCy(Bx) |n€eN, ge Cb(Rn)},

with respect to |- || (). Recall Cgr from Proposition 3.25, then we claim that the countable
set
{op) € FCZ(Bx) [n €N, ¢ € Can},

has the required properties. Let £ € (0,00) be given. By means of Proposition 3.25, for
every g € Cp(R™), there is some ¢ € Cgn C C2°(R"™) such that

llg — wHLP(dx <ecp, with ¢ = /(2m) I\

By Lemma 3.3 we can conclude

908 =605 g = g = gy =i [ (ota) = (e O o

1”9 ¢HLp d:v)
O

Remark 3.29. Denote by A the smallest countable Q-algebra containing the countable
subset of FCZ°(Bx) constructed in Lemma 3.28. A is dense in (LP(X;p), || - [|r(n)) and
o(A) C o(FCy°(Bx)). Using the density of A in (LP(X;p), | - zr(m)) and a similar
argument as in Lemma 3.27, we obtain also the converse inclusion and therefore o(A) =
o(FC(Bx)) = #(X). Choosing A for the application of Theorem 2.70 we consequently
get LP(E; B(X); ) = LP(E;0(A); ). Consequently, we do not have to deal with different
L? spaces.

3.2.2 Weak derivatives and the integration by parts formula

As explained in the beginning of this chapter, the results below are closely related to [DZ02,
Chapter 9 and 10], [Da 06, Chapter 10 and 11], as well as [DA 14, Section 2] and [LLD15,
Section 2]. Note that the last mentioned reference also deals with (Gaussian) Sobolev
spaces on convex subsets of real separable Hilbert spaces. [DZ02; PRO7] work with

E(X) = span{{R(c"")x) I('")x) | h e X}}

instead of FC;°(Bx). For the applications we have in mind, we need to extend the
definitions and results from the above references. We highlight the differences and explain
where the extensions take place.

We start with a remark, telling us how the Géteaux derivative of a sufficient regular
function looks like.
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Remark 3.30. It holds that Df(x) = . .nOe, f(x)e; for all Gateaux differentiable
functions f: X = R and x € X. Let n € N be given. If f = p o py, for some ¢ € CL(R"),
then the chain rule implies Df(xz) =3 i | Oip(pn(x))e; € Xy, for all x € X.

Lemma 3.31. For f,g € bel(BX) and i € N, it holds the integration by parts formula

/Xaeifgﬂz—/Xfc?eigdwr/X(%Qflei)xfgdu-

Proof. This follows by Lemma 3.3 and the classical integration by parts formula in R™. [

Theorem 3.32. Let p € (1,00) be given. Moreover, let (A, D(A)) with span{ey,ea, ...} C
D(A) and span{ei,ea,...} € D(A*) be a linear operators on X. Assume that for each
n € N there is some m € N with

A*(span{ey, ...,e,}) C span{eq, ..., e }.
Then the operators

AD : FC}(Bx) — LP(X; ;3 X)  and
(AD, AD?) : FC?(Bx) — LP(X;u; X) x LP(X; p; L2(X))

are closable in LP(X;u). Here and in the following, LP(X; p; X) and LP(X; u; Lo( X)) are
defined in the Bochner-Lebesgue sense.

Proof. Suppose (f;)jen is a sequence in FCJ(Bx) converging to 0 in LP(X; u) and such
that ADf; — F in LP(X;p; X) as j — oo. Our goal is to show that F' = 0. Let £ € N be
given. Using the invariance properties of (A*, D(A*)) we know that there is some m € N
only depending on k such that

m

(ADfj,er)x = (Dfj, A%er)x = Z(Aeivek)Xaeiij

=1

For an arbitrary g € FC}(Bx) we obtain by the integration by parts formula 3.31
/X(ADfm@k)ngu == (Aeien)x /X fi (8e,9 — (2,Q7 Yei)xg) du.
i=1

Observe that g and 0,,9 — (z, Q7 'e;)xg are in Lﬁ(X; i), by Lemma 3.5. Therefore, by
taking the limit j — oo

/ (Fyer)xgdp = 0.
X

By the density of FC}(Bx) in LP(X; i), we conclude (F,e)x = 0 for all k € N. Conse-
quently F' = 0, as desired.

To show that the second operator is closable, we proceed similarly. Indeed, let (f;)jen C
FC}(Bx) converge to 0 in LP(X;u) and be such that ADf; — F in LP(X;u; X) and
AD?f; — G in LP(X; u; L£2(X)), as j — oo. As above, F' = 0. Now for k,l € N, using the
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invariance property of (A*, D(A*)), there is some m € N only dependent on [ € N such
that

m

(AD?fier, e)x = Y (A%er, €i) x0e,0c, 1.

i=1
For arbitrary g € F Cg(B x), we obtain by the integration by parts formula

m

/X(ADijek, e)xgdp = — Z(A*Gh €i)x /X e, fi(Derg — (2,Q7 "ex) xg) dp

i=1

__ /X (e, ADf;)x (Derg — (. Q7 Lex) x ) d.

Arguing as in the first part, we observe (Geg,e;)x = 0in LP(X; ) for all k,! € N, implying
G =0in LP(X; pu; Lo X)). O

Theorem 3.32 is an extension of [DA14, Lemma 2.3], where only the case A = Q? for

0 € {—1,0,3} is considered. Moreover, note that for A = Q% the corresponding Sobolev
space coincides with the usual Sobolev space of Malliavin calculus.

Definition 3.33. For an operator (A, D(A)), as in Theorem 3.32 and p € (1,00), we
denote by Wi (X; ) and W3P(X; 1) the domain of the closure of

AD : FC}(Bx) — LP(X;p; X) and
(AD, AD?) : FCJ(Bx) — LP(X; 1; X) x LP(X; 15 La2( X))

in LP(X;pu), respectively. If A = Id, we simply write WP(X; ) and W2P(X; ). We
equip these spaces with the corresponding Graph norms.

Definition 3.34. Let 6 € R, p € (1, 00) and a linear operator (C, D(C)) be given. Assume,
further that span{ej, ez, ...} C D(C) and span{ey, ez, ...} C D(C*) and that for each n € N
there is some m € N with

C*(span{eq, ...,en}) C span{eq, ..., em }.

By Theorem 3.32, it is reasonable to consider the infinite dimensional Gaussian Sobolev

spaces Wé’fc(X; w) and Wé’gp(X; u). Moreover, for f € Wé’ep(X; 1) and n € N we set

1 n
De,f = (Q°DY, ei)XF € LP(X;u) and P,Df = 0 fe; € LP(X;p).
e i=1

Note that O, fm converges to O, f in LP(X;pu) if (fm)men € FC}(Bx) is a sequence
converging to f in Wclggp (X; ).

The natural question: "When do weak and classical derivatives coincide?” is discussed in
the next proposition, which is taken from [Da 06, Section 10.1.1].
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Proposition 3.35. Assume f € C'(X;R) and that there are constants k € (0,00) and

1
O<e< Dinfren ] such that

|f(z)] +[[Df(x)|x < rell#ll forall z e X.

Then, f € WY2(X; 1) and the classical and the weak derivative coincide for p-a.e. v € X.

The following lemmas extend the chain and product rule from [Da 06, Proposition 10.8]
and [Da 06, Proposition 10.9], where only A = Id is considered.

Lemma 3.36. Let p € (1,00) and (A, D(A)) be as in Theorem 3.32 and suppose f,g €
W}l’p(X;u). If g and ADg are bounded, then fg € Wj"p(X;u) with

AD(fg) = AD(f)g + fAD(g).

Proof. Suppose that f € FCL(Bx). Since g is in Wj"p(X; ), there is a sequence (g, )nen C
.FC;(B)() with

lim g, =¢g in LP(X;u) and lim ADg, = ADg in LP(X;u;X).
n—oo n—oo
By the classical product rule we have

AD(fgn) = AD(f)gn + fAD(gn).

Since f and AD f are bounded, we obtain
1fgn = fallLen) < 1 fllscllgn — gllrgy =0 as n— oo and
IAD(fgn) — AD(f)g + fFAD(g)llLr(u) < IAD fllocllgn — gllLr(u)

+ [ fllclAD(gn) — AD(g)|l r ()
—0 as n — oo.

By definition we get the desired product rule for f € FC}(Bx).
For general f € Wi’p (X; ) we choose an approximating sequence (fy)nen € FCL(Bx)
with

lim f,=f in LP(X;u) and lim ADf, =ADf in LP(X;pu;X).
n— oo n—oo
By the previous result we know

AD(fgn) = AD(fn)g + anD(g)

Using the boundedness of g and ADg and a similar reasoning as above, we conclude this
proof. O

Lemma 3.37. Let p € (1,00) and (A, D(A)) be as in Theorem 3.32 and suppose f €
WP (X;p). If U e CLR), then Wo f € WiP(X;p) with

AD(Uo f) = (Vo f)AD{.
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Proof. Choose an approximating sequence (fy)nen € FCJ(Bx) with
lim f,=f in LP(X;u) and lim ADf, =ADf in LP(X;pu;X).

Dropping to a subsubsequence (without changing the notation) the above convergence
results hold pointwisely p-a.e.. Note that

AD(¥ o f,) = (V' o f,) AD,.

Therefore, using the continuity of ¥, we obtain u-a.e. pointwise convergence of ¥ o f,, and
AD(¥o f,) to o f and (V' o f)ADS, respectively. In view of the boundedness of ¥ and
¥’ we conclude by the theorem of dominated convergence that

lim Vo f,=Vof in LP(X;p)
n—oo
and also
J 1w e ) ADg, — (0 1) ADSP du < 2|V, [ 14DS, — ADSP d
X X

+ 21’/ U o f, — W o fIP|ADfIP du
X
—0 asn — oo,
the final result. O

The subsequent lemma is a tool to define Sobolev spaces for measures having exponential
type densities with respect to an infinite dimensional Gaussian measure.

Lemma 3.38. Let p € (1,00) and 0 € R. Then the following statements are true
(i) For each f € Wé’f(X;,u) it holds |f] € W(}?’g)(X;u) with Q°|f| = QD fsign(f) and
Il{f:()}QeDf =0, p-a.e..
(ii) Suppose ® : X — (—o0,00] is bounded from below and such that ® € Wé’gp(X;,u).
Then e~® € Wé’gp(X; W) with
Q°D(e ?) = —e*Q'Dd.
Proof.

(i) Approximate |f| by the functions f, :=/f? + %, n € N. By means of the chain rule
from Lemma 3.37, we get Q°Df, = — \/fgilQeDf. An application of the theorem
tn

of dominated convergence finishes the proof.

For the second part, let f € FC}(Bx). It is enough to show that for each i € N and

g € FC}(Bx) we have
/ e, fg dp=0.
{r=0}
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(i)

This implies 1700, f = 0, p-a.e., by the density of FCY(Bx) in LP(X;u) and
therefore Il{fzo}QeDf =32 /\fei]l{fzo}aeif =0, p-a.e..

By Lemma 3.22, there is a function n € C°(R) with n(0) = 1, support in [—1, 1]
and values in [0, 1]. Define the sequence (1, )neny € C°(R) by 1, () := n(nz), x € R.
Then, the function 7, o f converges pointwise to 1;r_g) as n — oo and we have
Nn o f € FCH(Bx) with O, (n, o f) = (1), o f)0e, f. By means of the integration by
parts formula from Lemma 3.31, we calculate

/%fg Mo f)d / f(Oe;g)(nm o f) dp — / fa(ny o £)Oe, f dp
+ [ fotno D@ e)x dn
Note that 7, o f is bounded by 1 and |f7/, o f| = |[nf7' (nf)| < |||, by the support

property of 7. Moreover, nfn'(nf) converges pointwisely to 0 as n — oco. Hence, by
the theorem of dominated convergence

/ Oc; fg dpu = —/ f(0e;9) dp+ / fo(z,Q " ei)x dp = 0.
{/=0} {f=0} {r=0}

For general f € Wé’g) (X; ), recall the definition of J,, f from Definition 3.34 and

note that ]l{fzo}QeDf =>4 )\feill{fzo}aeif, p-a.e.. Since there exists a sequence
(fn)nen C FC}(Bx) such that f, and &, f, converges pointwisely y-a.e. to f and
Oe, [, respectively, the claim follows.

Without loss of generality we assume that ® > 0. Define the function ¥,, € C}(R) by

1
Up(z) =€ “+% for z€R.

One can calculate for every z € R

1
U (x) = T VT —sign(z)e !, as n— oo
[ 2 + 1
n
By Lemma 3.37, we know that ¥, o ® € W P(X; p) with
Q'D(¥,, 0 ®) = (¥}, 0 2)QDY.

It is easy to see that the functions ¥,, and ¥/ are bounded independent of n € N.
Hence, ¥,, 0o ® — e~ ® as n — oo in Lp(X‘ p) and W o & — —sign(®)e~® as n — oo
in Lﬁ(X; 1). This yields e=® € W P(X; ) with

Q°D(e™?®) = —e ®sign(®)Q’Dd = - *Q D,

where we used ® > 0 and Item (i) for the last equality.
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The lemma below, provides a useful connection between Lipschitz continuous functions,
functions in W12(X; i) and Gateaux differentiable functions.

Lemma 3.39. Denote by Lip(X) the space of Lipschitz continuous function from X to R.
It holds Lip(X) C WY2(X; ). Moreover, every Lipschitz continuous function is Gateaux
differentiable p-a.e..

Proof. The first statement is [Da 06, Proposition 10.11], while the second is a consequence
of [Phe78, Theorem 6]. O

Next, we extend the integration by parts formula for infinite dimensional Gaussian measures
to a bigger class of functions. For 0 € {—%, 0, %} the statement was already mentioned in
[DA14], but without giving a detailed proof. This is done for general § € R, below.
Proposition 3.40. Let 0§ € R, p,q € (1,00) with % + % <1and f € Wé’ep(X;,u),
g e Wé’gq(X;u). Then

/X Do, fgdu = — /X [0+ /X (.Q Yex)x fg du.

Proof. First suppose g € FC}(Bx). Since 9,9 and (z,Q 'e;)xg are in L¥(X; ) for all
s € [1,00), the claim is valid for all f € Wé’f(X; u) with p € (1,00) by an approximation
argument.

For p,q € (1,00) with ]lg + % < 1, either p or ¢ has to be bigger or equal than two. Without

loss of generality we assume, p > 2 and f € Wé’f(X ;u). For g € Wéeq (X; ) we find a
corresponding approximating sequence (g, )neny € FCL(Bx) in Wég (X;p). Then, it holds
foralln € N

/&zifgndu:—/ ft?eigndwr/ (2, Q" 'e;) x fgn dpu.
X X X

Therefore, it is enough to show that ., f, f, (v, Q te;)x f € LP(X; u). For 9, f and f this
is obviously valid, while for (z, Q@ 'e;)x f we argue as follows.

First, let p > 2. We start by deriving an auxiliary result. A direct calculation shows
that R 3 z — (z) = |z} *z is in CY(R) with ¢/(z) = (p — 1)|z["~2. Consider a
sequence of cut-off functions (¢p)nen on R provided by Corollary 3.23 and set ¢, (z) :=
on((z,Q7te)) x)¥((x, Q7 te;)x). Then v, € FCL(Bx). In view of the arguments in the
first part, we get for each h € FC}(Bx)

[ bPen(e.Q el Qe dn = [ (2.Q e sl dn
X X
= [ PP () b+ [P0 d
X
= / p|h|P~ sign(h)Oe, haby,
X
1P (@ e x (. @ er) )

1

+ [h|Pon((z, Q_lei)x)y@b/((l‘, Q tei)x) du.
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By means of the properties of (¢p,)nen and the theorem of dominated convergence, we can
conclude for n — oo

/X 1P| (2, Qs x P dya = / (@, Q@ e) x P2, @ ex) xpl P~ sign(h) o,

(3.2)
+ |hP(p - 1)y|(37= Q te))x|P 2 dp.

Using Equation (3.2) and Youngs inequality for products, we see that for each h € F Cg (Bx)
and t € (0, 00)

[ Ihe.@ el
- [ #le.@ ei>x|p—2<x,Q—lei>x|h|p—1sign<h>aeih+ (0= 151G, Qe P2
< [ @ e xl ™ 0uhl+ - lhe @ e sl
—1tp1/|th X\pd,u+tp/|8 h|Pdu
=27 [ @ te)xPapr2 e [ b d
‘ X Ai X

So by choosing t small enough, we find a constant C' € (0, 00) only depending on p, ¢ and
t € N such that

[ @t an < (/ BlP + |aelh|pdu> (3.3)

Now we can extend (3.3) to functions h € Wé’f(X ; i) by using a FC}l(Bx) approximation

of h in Wé’f(X; w). For p =2, we refer to [DZ02, Proposition 9.2.8]. This completes our
proof. O

Below, we provide a useful criterion to determine if the pointwise limit of a p-a.e. convergent
sequence in Wé’@p(X; w), 0 € [0,00) and p € (1,00), is again in Wé’f(X; [).

Remark 3.41. A Banach space (Y,| - ||y) has the so-called Banach-Saks property, if
every bounded sequence (Yn)nen C Y has a subsequence (Yn, )ken such that its Cesaro mean
converges in 'Y, i.e. impy_oo % Zgzl Yn, €Tists.

Let 0 € [0,00) and p € (1,00) be given. Similar to [Bog98, Lemma 5.4.4], we can establish
that Wé’g)(X; w) has the Banach-Saks property and for each bounded sequence (fp)nen in

Wé’f(XW) with imy, 00 fn = f, p-a.e., it holds f € Wé’f(X;M)-

We continue the analysis of Sobolev spaces with respect to infinite dimensional Gaussian
measures with a very useful approximation result. Recall the Moreau-Yosida approximation
&y, t >0 for &: X — (—o0,00] and Dy from Example 2.11.

Lemma 3.42. [LD15, Lemma 2.2] Suppose & : X — (—o0,00] is as in Example 2.11,
i.e. conver, bounded from below, lower-semicontinuous and not identically to co. If
x> ||Do®||x € LPY(X; u) for some p1 € (1,00), then for each 1 < py < p1
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(i) D® = Dy®, p-a.e..
(ii) ® € WP (X; 1) and limy_o @y = ® in Wé’g’o (X; ) for all 6 € [0,00).

Note that similar results hold for the Moreau-Yosida approximation along the Cameron-
Martin space, studied in [G'F16, Section 3] and [GF18, Section 4]. We omit its introduction,
since we don’t need it for our further applications.

Even though Lemma 3.42 is only applicable if ® is convex, it is very useful, as D®; is
Lipschitz continuous. This allows us to construct even more regular approximations in
order to derive the Poincaré inequality from Corollary 3.60.

In the last part of this section, we generalize some of the above constructions and results
to the case where the infinite dimensional Gaussian measure is additionally equipped with
a density. Without further mentioning we consider potential functions ® : X — (—o0, o0],
as described in the subsequent definition.

Definition 3.43. Suppose ® : X — (—o00, 0] is measurable, bounded from below and

such that fX e~®dp > 0. For such ®, we consider the measure u® = —25—e %y and

o xetdu
set 10 == 1, as well as

W)= [ Fant tor fe LX),
X

Lemma 3.44. Suppose p € [1,00). Then, LP(X;u) C LP(X; u®) and the space of smooth
cylinder functions FC°(Bx) is dense in LP(X; u?®).

Proof. The inclusion of spaces follow, as for each f € LP(X;u) it holds

p einf;vEX —®(z) P
iy < g gy (3.9
The density of FC°(Bx) in LP(X; u®) follows by [DA14, Lemma 2.2]. O

Definition 3.45. Let p € (1,00) and ® as in Definition 3.43 be given. Moreover, let
(A, D(A)) with span{ey,ea,...} C D(A) be a linear operator on X. If the operator

AD : FC}(Bx) — LP(X; u®; X)
is closable in LP(X; u?®), we set Wj"p (X;u®) == D(AD). If additionally, the operator
(AD,AD?): FC?(Bx) — LP(X; u®; X) x LP(X; u; L2(X))

is closable in L2(X; u®), we set WiP(X; u®) .= D((AD, AD?)). Both, WyP(X;u®) and
Wf"p (X; u®), are Banach spaces, if we equip them with the corresponding graph norms.

Lemma 3.46. Let p € (1,00) and (A,D(A)) be as in Definition 3.45 and suppose
fr9 € WiP(X;p®).

(i) If g and ADg are bounded, then fg € Wj"p(X;,uq’) with

AD(fg) = AD(f)g + fAD(g).
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i) If U € CL(R), then Vo f € WEP(X; u®) with
b A

AD(Wo f) = (¥ o f)ADY.

Proof. Use the same arguments as in Lemma 3.36 and Lemma 3.37. O

As in [DA14, Chapter 2.2, we can extend the integration by parts formula for measures of
type ,ufb.

Lemma 3.47. Let 0 € R and ® € Wé’f(X;u). Then, for f,g € FC}(Bx) and i € N, it
holds the integration by parts formula

/ Do fgu® = — / FOegdu® + / (2,07 o) x fg du® + / De®fgdu®.  (3.5)
X X X X

Proof. Since ¢ € Wé’z(X;u), we obtain by Lemma 3.38 that e=® € Wé},z(X;u) with
Q’°D(e™®) = —e ®Q’D®. By Lemma 3.36 we know that ge~® € Wé}?(X;,u) for each
g€ ]'—Cl}(Bx), with

Q'D(ge™) = e7Q"D(g) +9Q"D(e™") = e7*Q"D(g) — g Q" DO.
Hence, the claim follows by Proposition 3.40. O

Proposition 3.48. Let § € R and p € [2,00) be given. Further, assume that ® €
Wé}?(X;,u). Then the following statements hold.

(i) The operators

QD : FOM(Bx) —» LP(X;u®: X)  and
(Q°D,Q°D?) : FC2(Bx) — LP(X; u®; X) x LP(X; p; L2(X))
are closable in LP(X; ,u,q’). Therefore, it is reasonable to consider the Sobolev spaces
Wclzyg)(X;uq)) and Wczgyg)(X;u‘b). Again we use the abbreviations WYP(X; u®) =
W (X3 5®) and W2P(X; u®) o= WP (X5 u®).

(ii) It holds Wé}f(X; w) C Wé’gp(X; u®). Moreover, for each 6 € R with § < § we have
Wob (X %) € Wor (X u®).
(iii) For each q € [2,00) with % +% < § the integration by parts formula (3.5) is valid for
fe Wé’g’(X;uq’) and g € Wé’eq(X;u‘b)'

Proof. (i) This follows as in [DA14, Lemma 2.3], where only the case 6 € {—%, 0, %}
was considered. For the sake of completeness, we give the proof here. Compare also
Theorem 3.32. Let (fn)nen C FC}(Bx) converge to 0 in LP(X; u®) and be such that
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Q’Df, — Fin LP(X; u®; X) as n — oo. Let k € N be given. Since (e;);ey is a basis
of eigenvectors of (), we see

(QeDan ek)X = )\gaekfn

For an arbitrary g € FC}(Bx), we obtain by the integration by parts formula 3.31
@ Dfeyxgdi® = <N [ fal0ug ~ (@.Q7 en)xg - 20, 29) dn®
b's X

_p_ _p_
Observe that L?(X;u®) C L»—1(X;u®), since p > 2. Therefore, g € L7—1(X; u®)
and O, g — (-, Ql_lek)xg — 0, Pg € Lﬁ(X; ©®). This implies, by taking the limit
n — oo, that

/ (F,er)xgdp® =0.
X

By the density of FC}(Bx) in LP(X;u®), we conclude (F,ex)x = 0 for all k €
N. Hence, ' = 0. The proof for the second order Sobolev space follows as in
Theorem 3.32.

(ii) Wé’f(X i) C Wéf (X; u®) follows directly, using Inequality (3.4) from Lemma 3.44.
Suppose 6 € R with § < 0. Since @ € L] (X) is non-degenerate, we know that A; — 0

for i — oo with A\; > 0. In particular, there is some k € N such that A\; € (0,1) for
all i € N with i > k. Since 27 < 2% for all z € (0,1), we obtain for all f € FC}(Bx)

2(6—0
and 097§ = MaX) <<k A,L( ) + 1:

— k — OO —
IQPDFI% =D (0 PN+ D (0e,£)° N
=1 i=k+1
_ k 00
< max )\?(979) Z(aeif)2)‘?0 + Z (aeif)2)\Z20

=1 i=ht1
0
< g3l Q"DfI[%-

The claim follows by definition of the involved Sobolev spaces.

(iii) Since (-, Ql_lei)x and 0., ® are in L2(W; u®) for all i € N, this follows by an approxi-
mation argument, compare Proposition 3.40.
O

Before we consider (infinite dimensional) Ornstein-Uhlenbeck semigroups in the next
section, we introduce an important class of Potential functions ®. This class plays an
important role in Section 8.1 and Section 8.3. For that, assume

(X7 ('7 )X) = (LQ((Oa 1); df), ('a ')LQ(dg))y
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where d¢ denotes the classical Lebesgue measure on ((0,1), %(0,1)). In addition, we fix a
continuous differentiable function ¢ : R — R, which is bounded from below and such that
its derivative grows at most of order b € [0, 00), i.e. there exists a € (0, 00) such that

¢/ (z)] < a(l+ |z[®) forall zeR.

Using the mean value theorem, it is easy to check that there exists some a € (0, 00) such
that
lp(x)| < a(l+ |z®*t) forall zeR.

Therefore, ¢ grows at most of order b + 1. For such ¢ it is reasonable to define

Jy d(x(€))de it e LP((0,1); de)

(ID:X—>(—oo,oo],:Ur—>(I>(x)::{ |
else.

Remark 3.49. Suppose (zn)nen is a sequence in X converging to some element x € X.
Since ¢ is bounded from below, the same applies to ®. Hence, inf ey P(x,,) € (—00, 00] and
there exists a subsequence (Ty, )ren, such that limg_,oo ®(zy,) = infpey ®(z,). We also
find a subsubsequence (xy, )ien converging to x pointwisely d€-a.e.. Suppose ®(z) # oo.
Then using Fatous lemma and the continuity of ¢, we can conclude

1
liminf ®(z,) > inf ®(z,) = liminf ®(zp, ) > / lim inf ¢(zp, (£)) d§ = ().
0

n— 00 neN 1—00 1—00
If () = o0 also liminf,,_, ®(zy,) = co. In summary, ® is lower semicontinuous.

It is well known that Bx = (ex)ren = (v2sin(k7))ren is an orthonormal basis of X.
Recall the corresponding orthogonal projection P, and define

®,: =P0P,: X - (—00,00).

Before we show that ® € W1P(X; ) for all p € [1,00), we state general results about the
integrability and approximation of the function

X x(0,1)3 (z,§) —x(§) €R
in L9(X x (0,1); p ® d&), q € [2,00).

Lemma 3.50. [DA1/, Lemma 5.1] For all p € [1,00), there is a constant Cp, € (0, 00)
such that

[NIIS]

n

1 » 1
[ [ Patra nan) < ¢, (ZW>

k=1
and the sequence ((x,&) — Ppx(&))nen converges in LP(X x (0,1);u®dE). If p > 2, then
it also holds .
[ e g utan) < oo, a(zro) =1
Lr(0,1) Jo

and the sequence ((x,§) — Pox(§))nen converges to (x,&) — z(€) in LP(X x (0,1); p®@dE).
Further, the map
LP((0,1);d€) 3 2 = ||#l|Lr01) € R

is in L1(X;p) for every q € [1,00). In particular, ® € L1(X; pn) for every q € [1,00).
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Proposition 3.51. For each p € [1,00), we have lim,,_yo0 ®p, = @ in LP(X;u). If p> 1t
holds,
deWhP(X;pu) with D®(x)=¢ ox for p-a.e. z€ X.

In particular, D® € L>®(X;pu), if b=0 (i.e. ¢ has bounded derivative).

Proof. By Lemma 3.50 and the growth condition on ¢, it holds ®,, € LP(X; 1) . Moreover,
®, € CY(X;R) with D®,(z) = ¢'(P,x) € LP((0,1);dE), as it is the composition of
the smooth function X > x + P,z € C°([0,1];R) and the C1(C°([0,1];R); R) function
CO[0,1);R) > y fol o(y(£)) d¢. An application of Proposition 3.35 shows that ®, €
W3 (X p).

Using the Holder inequality, the mean value theorem and Lemma 3.50, we find A € (0, 00)
such that

1
Jioa—oraus [ [ (@(Pale) - o) dé uda)
1 p
< [ [ (1+ QPO+ 1e@)") 1Pusle) = () & ldo)

<o [0+ 0Pl +121)") | [[(Pas =) tae)

<A (/XH(an i ,u(dx))é

([ [ |(Pan() — ()| ae m@lrfc))é .

Therefore, by Lemma 3.50 we have lim,,_,oo @, = ® in LP(X; p).
Observe that for each 7 € N with 7 < n, we can estimate

/ 0, ®n(z) — (¢ (2), ) |? u(da) = / (& (Pa) — &/ (2), €)x [P plda)
X X

< /}; /01‘¢’(an(§)) - ¢’(;(;(§))ej(§)’p de¢ M(d:(})
By Lemma 3.50, we know that

(2:) = (V2a 2+ [Pa(©) + l2(©)") )"

converges in L'(X x (0,1); u®d€) as n — oo. Therefore, [Bré83, Theorem IV.9] provides a
function g € L'(X x (0,1); u ® d€) such that for some subsequence, for u ® dé-a.e. (z,&) €
X x(0,1) and for all k € N

16/ (Puy(€)) = & (@(€)es (O < (V2a (24 1Pu(©) + (©)))” < g(a,€).

Since for a subsequence lim; oo Py, 2(£) = z(§) for p ® dé-a.e. (z,£) € X x (0,1) and ¢’
is continuous, we can apply the theorem of dominated convergence to show that there
exists a subsequence (®,,(;), Jken of (P )nen such that (Je; Py, (j), Jken converges pointwisely
p-a.e. and in LP(X; ) to (¢'(+),ej) x-
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To continue, we first establish that (D®,,
since

)i Jken is bounded in LP(X; u; X). This follows

/X 1D, ()% pu(dar) = /X ( /0 16 (Pa)? d£>g l(dz)

<[ o (14 Pa(©P)) € p(do)

and the right-hand side is bounded independent of n € N by Lemma 3.50. Since the
sequence (®,,)peny € WH2(X; p) is bounded in LP(X; 1), we get boundedness of (Pn(j), JkeN
in WHP(X;u). As WHP(X; 1) has the Banach-Saks property for every p € (1,00), see
Remark 3.41, we know that there exits a subsequence (@"(j)ki)iEN of (q)n(j)k)kEN and

U € WHP(X; ) such that

Using lim,, 00 @, = ® in LP(X; ), we see

1

U = lim

N
dm Y gy, =@ i LM(Xsp)
k=1

and therefore ¥ does not depend on the subsequence we were starting with. In particular,
the above argumentation shows that ® € WHP(X; u) with D® = DV in LP(X; pu; X).
Moreover, we know that there is a subsequence (N, )men such that for p-a.e. x € X

N,
: I
W}Ego]\fim g Do), (z) = D®(x).

i=1 '
We finally conclude that for py-a.e. x € X and for all j € N

N,

. I
(DD(x), €j)x = lim =D 8, Py, (2) = (¢/(2),5)x

™ =1

and therefore

D®(x) = (¢/(x),¢;)xe; = ¢(x) for prae x € X,
j=1
as (ej)jen is an orthonormal basis of X. O

Remark 3.52. Suppose ¢ and ® are as described above. There are two more natural
situations in which we derive similar results as in Proposition 3.51.

(i) Assume that ¢ and therefore also ® is convex. Then, the Moreau- Yosida approzimation
(®1)i>0 from Lemma 3.42 converges to ® in WLYP(X;pu) for all p € [1,00) and
D®(z) = ¢(x) for all x € L**(X;p), compare [DA1], Proposition 5.1]. We do
not give the proof here, but it relies on Lemma 3.42 and the facts that for each
x € L?(X; ) we have 0®(x) = {¢'(x)}, as well as x + ||¢(2)||x € LP(X;u) for all
p € [1,00).
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(i) Assume that ¢ exists, is continuous and grows at most of order b € [0,00). Then,
using similar arguments as in the begz'nm'ng of the proof of Proposition 3.51, we find
A € (0,00), such that for all p € [1,00)

D) = @) o) < [ / &) - ¢/(2(©))” d p(da)

<a(/ \\(an—ﬂf)p\\iu(dx)>é~

Therefore, by Lemma 3.50, we know that (D®,)nen converges to ¢'(+) in LP(X; pu; X).
As limy, 0o ®, = @ in LP((0,1);d€), we get lim, oo @, = ® in WIP(X;u) with
Do (z) = ¢'(x) for p-a.e. x € X.

Both, the approximation from Proposition 3.51 and the one from Remark 3.52 Item (i),
play an itmportant role for our applications. Note that the first one does not demand the
convexity of ¢, while the second yields one with Lipschitz continuous derivatives.

3.2.3 Infinite dimensional (perturbed) Ornstein-Uhlenbeck semigroups

The first part of this section starts with a review about known results concerning infinite
dimensional Ornstein-Uhlenbeck semigroups on LP(X;u). Here, u denotes a centered
infinite dimensional Gaussian measure defined in Equation (3.10) below. The semigroups
are defined via Mehlers formula on the space of bounded Borel measurable functions and
extended to all of LP(X;u), in the case that p can be identified as the corresponding
invariant measure. We focus on the relevant results for our applications, i.e. the smoothing
property of the semigroup and conditions under which the Ornstein-Uhlenbeck semigroups
are strongly continuous on LP(X; u). Moreover, we give an explicit representation of the
corresponding generator (infinite dimensional Ornstein-Uhlenbeck operator), on the core of
smooth bounded cylinder functions. All mentioned results are taken from [DZ02, Chapter
10] and [Da 06, Chapter 8].

In the second part of this section, we state general essential m-dissipativity results for
infinite dimensional Ornstein-Uhlenbeck operators perturbed by the gradient of a sufficient
regular potential. This is important, since variants of such infinite dimensional Ornstein-
Uhlenbeck operators naturally appear as we study the longtime behavior of the semigroup
associated to the infinite dimensional Langevin operator, compare Chapter 6.

We consider the following setting

(i) (B, D(B)) is the generator of a strongly continuous semigroup (e*5);>¢ on X.

(ii) C € L7(X) and for all t € [0,00), we have C; € L] (X), where

t
C’t:n:—Q/ eBCesB x ds, € X.
0

Then, for all ¢ € (0,00), it is reasonable to consider the Gaussian measure y; := N (0, C})
n (X, #(X)). Setting o := do, we can introduce the family of operators (S;):>0, defined
on %y(X;R) by

Sef(z /fe x+y)w(dy), zeX. (3.6)
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The formula above is also known as Mehlers formula. One can show that Sy s = 515 for
all s,t € [0,00). Moreover, under certain conditions, the semigroup (S¢)¢>0 enjoys strong
smoothing properties. This is part of the next proposition.

Proposition 3.53. The following statements are equivalent.
(i) e!B(X) C CE(X) for all t € (0,00).
(11) Si(Bp(X;R)) C C°(X;R) for allt € (0,00).

Remark 3.54.

(i) One can show that Item (i) of Proposition 3.53 is satisfied if C has a continuous

inverse.
_1
2

(ii) The linear operator I'(t) := C,
z € X the pseudo-inverse C,
1

_1 1
e!'B where C, * denotes the pseudo-inverse of CZ (for

1
2 applied to x denotes the element y with minimal norm

such that C2y = x), is closable and therefore extendable to a bounded linear operator
in L(X), compare [Da 006, Section 8.3.1]. With this newly introduced operator one
can show that for f € %By(X;R)

1
S1f () = / Fly)em 2 IMOPRHEOC 0%y (dy), - w € X (3.7)
X

Lemma 3.55. Assume that one of the items in Proposition 3.53 is valid and let [ €
CHX;R) be conver with Lipschitz continuous derivative. Then, for all t € (0,00),
Sif € C°(X;R) is convex and DSy f is Lipschitz continuous. Moreover, DSy f has bounded
derivatives of all orders and we have for all z,h € X

(DS, f(x), h)x = /X (T(t)z, C; 2y x F(eB + ) je(dy) (3.8)
:/X(Df(eth+y),€tBh)XHt(dy)- (3.9)

Proof. A function f € C'(X;R) with Lipschitz continuous derivative has at most quadratic
growth. In particular, we can define S;f as in (3.6). Sif can also be represented by
the alternative formula (3.7) from Remark 3.54. Therefore, using formula (3.7) and an
iterative argument, we derive that S;f € C*°(X;R) and (3.8) is valid, compare also [Da
06, Theorem 8.16]. Convexity of S;f is inherited by the convexity of f.

Formula (3.9) follows directly, using the Mehler representation formula. From here, we can
calculate denoting by Lpys the Lipschitz constant of D f, that for each x1,x2,h € X with
[hllx <1

|(DSif(x1) — DSy f(22), h) x| < / (Df(e'Pzy +y) — Df(ePry +y),ePh) x pe(dy)
X
< Lpylle'®(z1 — z2) | x|le"Phl x
< Lpglle |12 x|zt — 22 x.

Consequently, DS, f is Lipschitz continuous with bounded gradient. An iterative argument
generalizes this to higher orders. O
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To extend the semigroup (S¢)i>0 to an LP-space, we assume that

sup tr[Cy] = 2/ tr[e*PCe’P’] ds < oo,
t€(0,00) 0

which implies that
Coox = 2/ eBCe*B rds, zeX
0
defines an operator in £ (X). It is reasonable to define the Gaussian measure
= N(0,Cx). (3.10)

We state a condition implying the existence of Co € £ (X) and of an unique invariant
measure for (S;);>0, below. In this case, the invariant measure p is given by N(0, Cw).

Proposition 3.56. Assume that there are constants M,w € (0,00) such that
1€ ]| cx) < Me ™, t€[0,00).
Then the following statements hold true.

(1) p is the unique invariant measure for the semigroup (St)i>0, which can be extended
to a sub-Markovian strongly continuous contraction semigroup on LP(X;u) (this
extension is again denoted by (S¢)i>0). The semigroup and its extension are called
the Ornstein-Uhlenbeck semigroup.

(it) FCp°(Bx) is a core for the generator of the semigroup (S¢)¢>0. Denote the generator
by (N,D(N)), then for f € FCy°(Bx) it holds

Nf(z) = tr[CD*f(x)] + (z, B*Df(x))x, =z € X.

The operator (N, D(N))) is also called the (infinite dimensional) Ornstein- Uhlenbeck
operator (on LP(X;u)).

(iii) If p = 2, then Sf = Sy for all t € [0,00), if and only if eBC = Ce'B" for all
t € [0,00). In this case, (N,FC;°(Bx)) is an essentially self-adjoint operator on
L?(X; ) with self-adjoint closure (N, D(N)).

Proof. (i) This is a combination of [Da 06, Theorem 8.20] and [Da 06, Proposition 8.21].

(ii) Use the same arguments as in [Da 06, Theorem 8.21] and replace the exponential
functions by the finitely based bounded smooth cylinder functions.

(iii) Apply [DZ02, Proposition| for the symmetry result. The statement for (N, D(N))
follows by Lemma 2.29 and Theorem 2.30.
O

The example below describes a particularly easy situation where all the results from
Proposition 3.56 are applicable. It is a useful tool to use the smoothing from Lemma 3.55.
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Example 3.57. Let (B, D(B)) be a self-adjoint operator (X, (-,-)x) and such that B~! is of
trace class. Let C' = Id and suppose there is some w € (0, 00) such that (Bz,z)x < —w||z|%
for all z € D(B). We can therefore consider the strongly continuous contraction semigroup
(eB)¢>0. Furthermore, for each t € [0,00), we can calculate

Cy = B71(e*B —1d) and HetBHL(X) <e !

Since C' = Id has a continuous inverse, we know that Item (i) from Proposition 3.53 is
valid. The assumption from Proposition 3.56 is also satisfied and it holds

pe = N(0, B~} (e*P —1d)) for every t € [0,00) and = N(0,—B ).

Lastly, by the transformation formula for Gaussian measures from [Da 06, Proposition
1.18], we have

Sif@) = [ Fe o) @) = [ 1P Vid= @By pay. @)

At this point we note that for f, as in Lemma 3.55, the Lipschitz constant of DSf,
t € (0,00) does not depend on t.

For the the next proposition we fix a (sufficient regular) function ® : X — (—o0, 00]. We
perturb the Ornstein-Uhlenbeck operator (N, D(N)) in L?(X;u) by f — (CD®,Df)x
To be more precise, we analyze the perturbed operator (N®, FC°(X)) defined by

N®f(z) = tr[CD*f(x)] + (x, B*Df(x))x + (CD®(x), Df(z))x, z€ X.

Even though our general situation in Chapter 6 demands that unbounded linear diffusion
coefficients C' are allowed, we want to give an overview over typical and well studied
situations in which (N®, FCp°(By)) is an essential self-adjoint operator on L?(X;u®).
Note that such perturbation of Ornstein-Uhlenbeck operators were also studied in [DA14]
and for Neumann problems in [LD15].

Proposition 3.58. Let (B, D(B)) be a self-adjoint operator and suppose there is some
w € (0,00) such that (Bx,z)x < —w|z||% for all x € D(B). Further, assume that one of
the following items is valid.

(i) C = Id and B~' is of trace class. Additionally, efcp,e_%‘I> € Wh2(X;u) and
|DB|x € L(X; ).

(ii) C = Id and B~" is of trace class. In addition, e_cb,e*%cb e WhH2(X;p), ® is convez,
non-negative, lower semicontinuous and |D®|x € L"(X;u®) for some r € (2,00).

(iii) C = (—B)~¢ for some ¢ € (0,1) and the operator (—B)~1+¢) is of trace class.
Moreover, e=® € LP(X; ) for all p € [1,00) and ® € Wé; (X u®).

Then, (N®, FC°(Bx)) is essentially self-adjoint on L?(X; u®).

Proof. The proofs can be found in [DZ02, Theorem 12.2.1], [DZ02, Theorem 12.3.2] and
[DT00, Theorem 3.2], respectively. O

We end this section by noting that such results can also be derived, where the perturbation
D@ is replaced by a suitable vector field F': D(F') C X — X. For that, compare e.g. [DR02]
and the recent articles [BF22], [Pri21].
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3.2.4 Poincaré inequalities

Basic Poincaré inequalities for infinite dimensional Gaussian measures p and measures of
type u® where @ is as in Item (ii) of Proposition 3.58, can be found e.g. in [DZ02, Chapter
10 and 12]. Below, we derive a generalized Poincaré inequality designed for the application
in Chapter 6. We use a double approximation defined in terms of the Moreau-Yosida
approximation and a smoothing Ornstein-Uhlenbeck semigroup. Such approximations
have already been used to establish the essential m-dissipativity of operators associated to
singular dissipative stochastic equations in Hilbert spaces, compare e.g. [DR02].

The proof of our Poincaré inequality is based on the following result, which is a special
case of [AFP19, Proposition 4.5], where also Poincaré inequalities on convex subsets of X
are established. In [AFP19], the authors use pointwise gradient estimates for semigroups
associated to perturbed Ornstein-Uhlenbeck operators.

Proposition 3.59. [AFP19, Proposition 4.5] Let ® : X — R be conver and suppose
d e C?(X;R)N Wé’f(X;,u) for allp € [1,00). Then, for all f € FC°(Bx) it holds
2

" /X (QDf, Df)xdu® > /X (f - u®(f)2du.

Corollary 3.60. Suppose ® : X — (—o00,00| is convex, bounded from below, lower
semicontinuous and not identically to co. Then, for all f € FC°(Bx) it holds

" /X (QDf, Df)xdu® > /X (f — u®(f)2du.

Proof. As mentioned above, the idea of the proof is to approximate ®. Afterwards, we
apply the Poincaré inequality from Proposition 3.59.

Denote by (®4)a>0 the Moreau-Yosida approximation of ®. By Example 2.11, we know
that ®,, is convex and differentiable with Lipschitz continuous derivative. Furthermore, for
all x € X, limy—,0 Po(x) = ®(z). To apply the Poincaré inequality from Proposition 3.59
®,, is not regular enough. Therefore, let 3 > 0 and define the function ®, g := Sg®P,, where
(S) >0 is the Ornstein-Uhlenbeck semigroup considered in Example 3.57. In formulas

B s(z) = / o ("B + /1d — 2PPy) N (0, — B~ Y)(dy),
X
where we choose the representation from Equation (3.11). As discussed in Lemma 3.55, it
holds for every a, 8 € (0,00)

(i) ®q,p is convex and has derivatives of all orders.

(ii) D®,,p is Lipschitz continuous (with Lipschitz constant independent of ) and has
bounded derivatives of all orders.

In particular, Proposition 3.59 is applicable. We get for all f € FC;*(Bx)

" / (QDf, Df)xdu®s > / (f — u®os (f))2dp®e. (3.12)
X X
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Since the derivative of ®, is Lipschitz continuous, one can show that ®, has at most
quadratic growth. Hence, there exits a constant ¢ € (0,00) such that for all z,y € X

@, (ePz 4 V/1d — €28By)| < ¢ (1 + Pz + vId — ezﬁBy)”gf)
<26 (14 1%l + 1d — 2P o o
<2c(1+ |z +2lyl%) -

Above, we also used that ||eBB||L(X) < 1 for all f € [0,00). Since, for all z,y € X,

limg_0 ®o(e?Pr + VId — €2PBy) = ®,(z), we obtain limg 0P, 5(z) = Po(z) by the
theorem of dominated convergence. This yields limg_0limg 0 Po(z) = P(x) for all
x € X. As —o0 < infzex ®(7) < Py(x) < O(z) for all x € X, it is easy to see that
—00 < infzex ®(Z) < @, () for all z € X. In particular e~®e and e~%=# are bounded
independent of «, 8. An iterative application of the theorem of dominated convergence
shows that

lim lim p®e?(g) = u®(g) forall g€ LY(X;p).

a—08—0

Consequently, taking the limits 5 — 0 and a — 0 in Inequality (3.12) yields the claim. [

The subsequent lemma shows that the Poincaré inequality is stable under additive pertur-
bations with bounded oscillation. Consequently, we can also consider potentials which are
not necessary convex.

Lemma 3.61. Suppose ® = &1 + $o, where &1 : X — (—o00, 0] is as in Corollary 3.60
and @9 : X — R is measurable with ||®2]osc = supgex P2(x) — infrex Po(x) < 00. Then

nel®loe [ QDDA = [ (1= (D))" & for all § € FOF(B).
X X
Proof. For ®5 = 0 the claim is already valid by Corollary 3.60. Using that
2
[ -t ) at < [ 70
X X
for all ¢ € R we can estimate
2 2
J =) at < [ (=) aut

,qpld
<6—ian€X<I>2(r)er M/ (s 2 4,
< Ale_infzex P2() fX e dp
B Jxe®du

< Agel 2l /X (QDf, Df)x du®.

/ (QDf, Df)x du®
X

O]

Remark 3.62. Note that the Poincaré inequality from Corollary 3.60 above is valid without
assuming that ® € W12(X; ).






The abstract hypocoercivity framework
and method

We include here the slight reformulation from [Ale23, Section 2.2] of the abstract Hilbert
space hypocoercivity method presented in [GS14] and further extended in [GS16] by
Grothaus and Stilgenbauer. Historically, a variant of this method was first developed
by Dolbeault, Mouhot and Schmeiser [DMS09], on an algebraic level, in the context of
hypocoercivity for kinetic equations with linear relaxation term. Algebraic in the sense
that the authors did not consider domain issues of the involved unbounded operators. This
gap was filled in [GS14] by simultaneously making the method more applicable. Indeed,
Grothaus and Stilgenbauer explained rigorously that it is sufficient to check the data and
hypocoercivity assumption (compare below) on a suitable core for the operator describing
the dynamic. Especially in our context of hypocoercivity for infinite dimensional Langevin
dynamics, it is essential to work with a core on which we know that the involved operators
are well-defined and explicitly given to verify the data and hypocoercivity assumptions.
This chapter does not contain any new results. Based on [GS16, Theorem 1.1], we only add
a more explicit calculation of the constants determining the speed of convergence, compare
Theorem 4.5.

Let H be a separable Hilbert space with inner product (-,-) and induced norm || - ||, which
has an orthogonal decomposition H = H; & Hy with corresponding orthogonal projections
P:H — Hy, (Id-=P): H — Hy. Let (L,D(L)) further be a densely defined linear
operator that generates a strongly continuous contraction semigroup (73);>0 on H. We
assume that L has the structure described by the data assumptions D1-D3 formulated in
the assumption below.

Assumption (D1). L =5 — A on D, where (S, D) is symmetric, (A, D) is antisymmetric
and D C D(L) is a core for (L, D(L)).

Then both (S, D) and (A, D) are closable and we denote their closures by (S, D(S)) and
(A, D(A)), respectively. These two operators are linked to the decomposition of H in the
following way.

Assumption (D2). H; C D(S) and S =0 on H;.

Assumption (D3). P(D) C D(A), AP(D) C D((AP)*) and PAP = 0 on D. Here,
(AP)* is the adjoint of the densely defined closed operator (AP, D(AP)) with

D(AP) = {z € H| Pz € D(A)}.

69
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Definition 4.1. We define the operator (G, D(G)) by
G = —(AP)" AP, D(G) :={x € D(AP) | APx € D((AP)")}.

Remark 4.2. Due to von Neumann’s theorem ([Ped89, Theorem 5.1.9]), (G, D(Q)) is
self-adjoint and I1d —G : D(G) — H is bijective with bounded inverse. Since G is dissipative,
it generates a strongly continuous contraction semigroup on H.

Due to Assumption D3, we have D C D(G). If additionally, AP(D) C D(A), then
G = PA?P on D.

This allows us to define the following operator, which is bounded with operator norm less
than 1, again due to [Ped89, Theorem 5.1.9].

Definition 4.3. Define the operator (B, D(B)) as
B:=(Id-G)"Y(AP)*,  D(B):= D((AP)").
Due to boundedness, it extends uniquely to a bounded operator B : H — H.
We continue this section with the formulation of three hypocoercivity assumptions.

Assumption (H1). Boundedness of auxiliary operators. The operators (BS,D) and
(BA(I — P), D) are bounded and there exist constants ¢, ca < oo such that

|BSz| < elll(ld—P)a|| and [ BA(d—P)a] < csl|(1d —P)al
hold for all x € D.

Assumption (H2). Microscopic coercivity. There exists some A,, > 0 such that
—(Sz,z) > Ap||(Id —P)z|? for all x € D.
Assumption (H3). Macroscopic coercivity. There is some Ajps > 0 such that
|APz||? > Aps||P|? for all 2 € D(G). (4.1)

Remark 4.4. If (G, D) is already essentially self-adjoint, then Assumption H3 is satisfied
if (4.1) holds for all x € D. For the proof, compare [GS1/, Corollary 2.135].

Next, we formulate the central hypocoercivity theorem. The techniques on how to explicitly
compute the constant determining the speed of convergence are worked out in [GS16,
Theorem 1.1], for the particular case of classical Langevin dynamics on R", n € N and
for finite dimensional Langevin dynamics with multiplicative noise in [Ale23, Theorem
4.2.10]. The same techniques are applied, below, but in the abstract level of the general
hypocoercivity method. Chapter 6 is devoted to the application of this theorem in the
context of infinite dimensional Langevin dynamics with multiplicative noise.

Theorem 4.5. Assume that the data assumptions D1-D8 and the hypocoercivity assump-
tions H1-HS3 are satisfied. Then for each 61 € (1,00) there exist 63 € (0,00) such that for
each g € H we have

||T¥g - (gv 1)” S 616_62t||g - (ga 1)” fOT all t Z 07
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where (T;)i>0 denotes the s.c.c.s. generated by (L, D(L)). The constant 02 is explicitly
computable in terms of A, Apr,c1 and ¢ and given as

16; —1 min{A,,,c1} Ay
10 (1+C1+C2)(1+%(1+c1+02))+%71f:f<’M1+AM

Proof. In view of [GS14, Theorem 2.18], we first choose § > 0 such that

Ay )
—(1 hd
1+ Aus ( +01+02)2>0

and then ¢ > 0 small enough such that

1
Ap —e(l4+c1 + ) <1+> > 0,

as well. This particular choice ensures that

. Aps 1) 1
m1n{1+AM—(1+cl+02)2,Am—5(1+cl+02) <1+26>}>0.

Now chose x > 0 smaller or equal than the minimum above. Again, by [GS14, Theorem
2.18], we obtain

| Tig — (9, 1)|| < ke "2||g — (g,1)|| forall t>0,

[14¢€ q K
K1 = and ko = .
! 1—¢ 2 1+¢

To explicitly compute 61 and 62 as promised in the assertion, we have to specify § > 0, > 0
and the corresponding x > 0. We use the strategy from [GS16, Theorem 1.1]. Without
loss of generality assume A, < c1, since otherwise we replace A, with min{A,,,c;} in H2.
We set

for

Ans 1

§ = )
1+ Ay 1+ + e

Moreover, we define

14+ Ay 1 Ay
TAr,er = (14 c1 4 c2) <1 + Ay (14 ¢+ 62)> and  sp,, = 21T Ay
For arbitrary v € (0,00), we choose & = ¥ —="m——. As A, < ¢ one can check that

140 TA e S0,
e € (0,1). Since €(ra,,.e; + SAy) = o Am < A, we get

v A
14+vraye +5ay

Ap — ETAp,e1 2 ESAy = SAn-
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v Am
1+v TAp.e1 TSA,
k1 and kg is given by

In particular, xk = 5A,, is a valid choice. The convergence rate in terms of

1+v+ —Dtm gy

/1 ot

K = te_ TAM’AI Mo <\ 142wt ev2=14+v and
1—¢ 1+v——=>m g

TAppe1 TSA

K N 1
Ko = —K.
T 142
Therefore, choosing 8, =14 v and 0, = %/—; yields the claimed rate of convergence. O

Especially the hypocoercivity condition H1 can be hard to verify, therefore we state [BG23,
Lemma 3.1], which is a useful tool for its verification.

Lemma 4.6. Let D be a core for (G,D(G)). Let (T,D(T)) be a linear operator with
D C D(T) and assume AP(D) C D(T*). Then

(Id-G)(D) C D((BT)*) with (BT)*(Id—G)x =T*APz, xz¢€D.
If there exists some C' < oo such that
I(BT)yl <Clyl  forally = (1d—~G)z, z €D, (42)
then (BT, D(T)) is bounded and its closure (BT) is a continuous operator on H with
I1BT |2y = (BT) Nl oy < C. In particular, if (S, D(S)) and (A, D(A)) satisfy these

assumptions with constant Cg and C4, respectively, then H1 is satisfied with ¢y = C's and
Cy = CA.



Essential m-dissipativity of infinite
dimensional Langevin operators

In this chapter we start the analysis of infinite dimensional degenerate Langevin dynamics
with multiplicative noise, in terms of the associate infinite dimensional Langevin operators.
These operators describe a class of non-sectorial infinite dimensional second-order differential
operators with variable diffusion coefficient. Besides the non-sectorality of such operators,
the difficulty of the problem is determined by the regularity of the considered potentials
describing an external force.

The chapters main results are Theorem 5.23 and Theorem 5.27. By imposing different
assumptions regarding the regularity of the coefficient operators and of the potential, the
results establish the essential m-dissipativity of the infinite dimensional Langevin operator
L®, compare Definition 5.7, on the core F. Cy°(Bw), defined in Definition 5.2 as the space
of finitely based smooth and bounded cylinder functions. The existence of a nice core
is crucial for the construction of a stochastic process describing the Langevin dynamic,
compare Chapter 7 and for employing the general abstract Hilbert space hypocoercivity
method, as outlined in Chapter 6.

The results from Section 5.1.1, where potentials with bounded gradient in a suitable
Sobolev space are considered, have been published before in [BEG23]. We point out that
the applied techniques were already developed in [EG22], where a similar situation was
considered, but without multiplicative noise, i.e. constant diffusion operator Koo.

5.1 The infinite dimensional Langevin operator

Let (U, (-,-)uy) and (V,(+,-)v) be two real separable Hilbert spaces. Moreover, we fix
two centered non-degenerate Gaussian measures p and pg on (U, Z(U)) and (V, B(V)),
respectively. Let ; denote the covariance operator of u;, ¢ = 1,2 with corresponding basis
of eigenvectors By = (dj)ken and By = (ep)ren and positive eigenvalues (A1 ;)ren and
(A2,k)ken, respectively. Without loss of generality, we assume that (A x)ren and (A2 k) ken
are decreasing to zero. The corresponding projections to the induced subspaces, coordinate
maps and embeddings are denoted by PV, pU, Y and PY, pY, pY , respectively.

In addition, we fix a potential ® : U — (—o0, 00| and assume for the rest of this section

the following assumption.

73
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Assumption 5.1. & : U — (—o0, 00| is bounded from below by zero and there is 6 € [0, c0)
such that ® € Wé},z(U;ul). ® is normalized, i.e. [; e ®du = 1.
1

All results below are also valid if we replace bounded from below by zero with bounded
from below. Through the application of a suitable scaling, fU e~®dp; =1 holds without
loss of generality.

Definition 5.2. Set W := U x V and denote by (-, )y the canonical inner product on W
defined by

((u1,v1), (u2,v2))y = (ur,u2)u + (v1,v2)y, forall (ui,vi), (uz,v2) € W.

Then, (W, (-,-)w) is a real separable Hilbert space. Furthermore, we define the measure
pd =e"®uy on B(U) and set

p® = pt @ po

be the product measure on the Borel g-algebra (W) = B(U) @ B(V). We set = u° =
p1 @ pa. Due to [Da 06, Theorem 1.12], i is a centered Gaussian measure with covariance
operator () defined by

QW =W, (u,v)— (Qru,Qav).

Let By be an ordered enumeration of the set
{(dn,0) | n € N}U{(0,e,) | n € N} CW.

Then, By is an orthonormal basis of eigenvectors of ). In analogy to Definition 3.1, we
define for each n € N, k € NU{oo} and C € {CF(R" x R"), C¥(R" x R")} the spaces of
finitely based cylinder functions with respect to By by

FC(Bw,n)={f=¢o (Y, py)for some p € C} and FC(Bw):= U FC(Bw,n).
neN

Further, we introduce p" := pf ® py on B(R™ x R™), with p]* being a centered Gaussian
measure on #(R") with diagonal covariance matrix @Q; , = diag(Xi1 ..., Ain).

Definition 5.3. Let n € N and ¢ € C}(R™ x R") be given. By 9;1¢ and 9,20, 1 <i < n,
we denote the i-th partial derivative of ¢ in the first and second component, respectively.
We generalize this notation to gradients, e.g. D1 denotes the gradient of ¢ with respect
to the first component.

For Gateaux differentiable f : W — R, compare Definition 2.7 and all w = (u,v) € W we
define

Dif(w) =Y (Df(w),(dn,0)wdn €U, 4 f(w):= (D1f(w),di)y and
neN

Daf(w) ==Y (Df(w),(0,en))wen €V, e, f(w) = (Dof (w),e;)v-

neN

Higher order (partial) derivatives are defined analogously, compare Definition 2.9.
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Remark 5.4. (i) Letn € N and f = po(pY,p)) € FCH(Bw). Similar to Remark 3.30,
we compute for all (u,v) € W

D f(u,v) = Z dirp(plu, plv)d; and Daf(u,v) = Z Dia0(plu, pYv)e;.
neN neN

(ii) Using similar arguments as in Lemma 3.28 and Lemma 3.44, we know that for each
p € [1,00) there is a countable subset of FC(By), which is dense in LP(W; u®)
with respect to || - || p(,ey). In particular, (LP(W; w®), | - | Lo (uey) is separable and for
every k € N, FC¥(Bw) and FCF(Bw) are dense in (LP(W;u®),]| - Lo (uey)-

In the next definition, we fix the coefficient operators determining the infinite dimensional

Langevin operator. We directly include the invariance and growth condition needed for
our further considerations.

Definition 5.5. We fix K2 € L(U;V) and set K9 := K{, € L(V;U). Moreover, suppose
Koy : V = LIy(V) and v = Kas(v)e; € CH(V; V) for all i € N. Further, assume that there
is a strictly increasing sequence (myg)ien in N such that for each n < my and v € V, it
holds that

Ki2(Un) € Viny, Ko1(Vy) C Uy Ko2(0) (Vi) € Vi, and Koo (v)|y;, = K22(P¥kv)lvn-
Moreover, suppose that for each k € N, there is a constant M € (0, 00) such that

sup [[K2(v)llzv,,,) < Me  and

UEmG

”861'K2Q(U)||L(mG) < Mk(l + ”UHmG) for all v € mG, 1< <my.

Above, for each v € V,, the linear operator O, Ka2(v) : Vin, — Vi, is defined by
8eiK22(v)1~) = Z;@l 861.K22(v)ej(17, ej)v, v € mG.

In the following, we set m* (n) := mingen{ms : ms > n}.

Roughly speaking, the invariance properties K2, K21 and K2 imply that they have a block
invariance structure, where the size of the blocks is described by the increasing sequence
(M) ken.

Remark 5.6. Suppose f = po (p¥,pV) € FC°(Bw,n) and by trivially extending ¢ if
necessary that mK(n) =n. Then, by invariance properties of the coefficients, we compute

(Q{D, Q1 K1 Daf)y = > A HQID®, di)y(di, KnDaf)u = 94, 2(di, K1 Do f)ur.
i=1 i=1

Therefore, the interpretation of (D®, Ko1Dof)y as (Q?DCI),QI_GKnggf)U 15 reasonable
even though we do not know if ® € WH2(U; uy). For the following consideration we define
for all f € FC°(Bw)

(D®, Ko1 D2 f)v = (Q{D®, Q" Kar Do f)yy  for all  f € FC;*(Bw).

We are now able to define the infinite dimensional Langevin operator on FCy°(Bw ).
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Definition 5.7. The differential operators (S, FCs°(Bw)) and (A%, FC°(Byw)) are de-
fined on L2(W; u®) by

Sf(u,v) = tr [Kan(v) o D3 f(u,v)] + Z (Oe; Ka2(v) D2 f (u,v), €5)v
7j=1

—(v,Q5 K22( )Da f(u,v))y
and
A® f(u,v) = (u, Q7 Ko1 Do f (u, v))vr + (DP(u), K1 Do f (u,v))v
— (v, Q2_1K12D1f(u, V)V,

respectively, for all (u,v) € W. The infinite dimensional Langevin operator denoted by
(L*, FC°(Bw)) is defined via
=9 A%

For notational convenience we set A := AY and L := LY.

Remark 5.8. The invariance assumptions made on Ko, Ko1 and Koo ensure that S and
A?® and therefore also L® are well-defined on FC(Bw). Indeed, let n € N and suppose
f=po®Y pY) e FC(Bw,n). By trivially extending ¢ if necessary, we can assume
m&(n) =n. Then, for all (u,v) € W we get by Remark 5.4 Item (i)

Q7' Ko1Daf (u,v) € Un, Q3'K12D1f(u,v) €V, and Q3 'Kao(v)Daf(u,v) € V.

Moreover, these maps are uniformly bounded in (u,v) € W due to uniform boundedness of
Koo : V,, = L(V,,) and the fact that all derivatives of f are bounded. By the observation that
all sums appearing in the definition of Sf and A® f are finite, the fact that 04,® € L2(U; uY),
as well as || - v, || - v € L2(W; u®) by Lemma 8.5, it follows that

Sf(u,v) = Sf(Plu, Py v), A®f(u,v) = Af(P)u, P)) + (D®(u), Kot Do f (P u, Py ))u
and Sf, A®f € L2(W;u®). Therefore, Lf € L>(W;u®) is finitely based and we have
L? f(u,v) = SF(P)u, P v) = Af (P u, P) — (D®(u), K21 D2 f (P u, Py ))u
= Lf(P}u, P)) = (D®(u), K1 Da f (P u, P, ))u.
It is also possible to consider (L®, FC°(Bw)) on LP(W;u®) for p € [1,2].

As the abbreviation should suggest, we show below, among other things, that S is symmetric
and A% is antisymmetric.

Lemma 5.9. The linear operator (S, FCp°(Bw)) is symmetric and negative semi-definite,
whereas (A®, FC°(Bw)) is antisymmetric on L*(W;u®). Therefore, (L®, FC°(Bw)) is
dissipative on L*>(W; u®).

Denote by (S, D(9)), (A, D(A®)) and (L*, D(L®)) the closures of the respective operators.
Then, for all f,g € FC°(Bw) it holds

—/ L®fgdu® = / (Daof, K92 Dag)y — (D1 f, Ka1D2g)y + (Daof, K12D1g)y du®.
w W
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Proof. Let f,g € FCy°(Bw). As in Remark 5.8, we assume f, g € FCp°(Bw,n) for some
n € N with n = m® (n). For any (u,v) € W, it holds that

Qy ' Ko1 Do f (u,v) = Zaekf(% 0)Q7  Korey = Z e, f(u,v) (Karer, do)uQy dp.

k=1 k=1
Using Item (iii) from Proposition 3.48, we obtain
/w ((u, Q7 de)u + 04, ®) D, fg dpu® = /W(gﬁdlaekf + Oe, fO4,9) dp®,
which shows that
((w, QT K21 D2 f )y + (D@, K21D2f)ur, 9) 122

= / (K21D2f7 Dlg)U d:uq) + Z (K216k7dZ)U(gaadlaekf)LQ(,uq))‘
w k=1

Similarly, we have

((Uv Q2_1K12D1f)V7 g)LQ(,u@) = /W (K12D1f7 DQQ)V d:u’q)

- Z (K12de, ) v (s Ocy Oay f) L2 (uo)-
k=1

The property K7y = Ko implies that
(A% f,9) 2oy = / (D2 f, K12D19)v — (D1 f, Ko1Dag)u dp®.
w

In particular, (A% f, f) r2(ue) = 0. Now we consider the operator S. As before, we have

Q2_1K22(U)D2f(uav) = Z aeif(ua U)(K22(U)€i7 ej)VQQ_IEJ

ij=1
for all (u,v) € W. Due to the assumptions on Ko, the maps
(u,v) = Oe, f(u,v)(Ka(v)ei, ej)v
are finitely based. The application of the integration by parts formula is possible and yields
/W(”’ Q5 'e))00 f (Knaeir ) vg dp® = /W Oe, 00,/ (e ¢;)vg dpi®
+ /W Oe f(Oc; Ka2ei, €5)v g dp®

+ / Oe, f(K226i,€5)v0e; 9 du®.
w
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Summing over ¢ and j, results in

Z / aeif(KZQGivej)Vaejgd:u’q) = / (K22D2fa DQg)VdH(I)
w w

ij—=1
and .

Z/ 8ejae¢f(K226iaej)ngu(D:/ tr [KooD3 f] gdp®,
ij=1"W w

due to pointwise symmetry of Kso. We obtain

(Sf,9) 2oy =— D /W Oe, f (Kasei, €5)v0e; 9 du® = — /W(DQf, K22 Dag)y du®.

ij=1

Hence, S is symmetric and negative semi-definite since Kys is positive semi-definite. In
particular, all three operators are dissipative on L?(W; i) and therefore closable. O

We explicitly calculate the Carré du champ operator of (L%, F Cp°(Bw)) and verify that
the infinite dimensional Langevin operator is an abstract diffusion operator, below. Hence,
if (L®, FCp°(Byw)) generates a strongly continuous semigroup, we immediately know that
it is sub-Markovian, see Lemma 2.39.

Corollary 5.10. The measure u® is invariant for the symmetric operator (S, FC°(Bw))
and the antisymmetric operator (A®, FCg°(Bw)), therefore also for (L®, FC°(Bw)).
Moreover, the infinite dimensional Langevin operator (L*, FC°(Bw)) is an abstract
diffusion operator on LP(W; u®) for all p € [1,2] and the corresponding Carré du champ
operator is given by

I(f,9) = (K2a2Dof, Dag)y, forall f,g€ FC°(Bw). (5.1)

Proof. As mentioned at the end of Remark 5.8, it is possible to consider (L*, FCg°(By)) on
LP(W; u®), for all p € [1,2]. The first part of the statement directly follows by Lemma 5.9.
To calculate the Carré du champ operator, let f,g € FC;°(Bw) be given. Obviously, their
product fg is in FCp°(Bw) and by the classical product rule for differentiable functions,
we obtain (note that all appearing infinite sums below are finite)

Lq)(fg) = Z (KZQei, ej)Vaeiaej (fg) + Z(aejK22D2(fg)? ej)V
ig—1 j=1

— (v,Q5 " K22 Da(f9))v — (u, Q7 Ka1 Da(fg))v
— (D®, K21 D2(f9))v + (v, Q3 ' K12D1(fg))v

o0 oo
= Z (K22€i,€5)v0e, [Oe;9 + Z (Kazei, €5)v0e,90e, f + fL®g + gL® f
i,j=1 6,j=1

=2 (KyDaf, Dag)y, + fLPg + gL® f.

Therefore, (5.1) holds and since Kaa(v) € LT(V) for all v € V, we conclude Item (ii) from
Definition 2.38 is fulfilled. To show the second item from Definition 2.38, let m,n € N,
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fi,-o, fm € FC°(Bw) and ¢ € C*>(R™) with ¢(0) = 0 be given. Since the composition
of a C*°(R™) function with a vector (1,...,%m,) € (Cy°(R™))™ is in Cp°(R™), we obtain
o(fi,..., fm) € FC°(Bw). Finally,

LP(f1,. o fm) =Y Ok f1,- s fm) L Z DOkp(f1,-- -y fm) (K22 D2 fi, Da f1)y,
k=1 I=1
follows similar as above, by the classical chain rule. O

5.1.1 Essential m-dissipativity of infinite dimensional Langevin operators
for potentials with bounded gradient

In the first part of this section, we assume ® = 0 and prove that (L, FC;°(Bw)) is
essentially m-dissipative on L?(W;pu). Since the dissipativity of (L, FC°(Bw)) is part
of Lemma 5.9, it remains to show that (Id —L)(FCs°(Bw)) is dense in L*(W;u). As
FC°(Bw) is dense in L?(W; ), it suffices to approximate all such functions. The main
idea is to interpret L for all my, k£ € N, as an operator on the finite dimensional subspace
determined by FCp°(Bw,my), which is possible due to Remark 5.8. In that case, we apply
the recent finite dimensional m-dissipativity result from [BG23, Thm. 1.1], compare also
[Ale23, Chapter 5]. Actually, Proposition 5.14 and Theorem 5.15 are already proved in
[Ale23, Chapter 5], however to draw the full picture we give their proofs.

In the second part, we derive first order regularity results for the solution of the resolvent
equation. With them, we establish the density of (Id —L®)(FCs°(Bw)) in L*(W; u?®), if
D® is bounded in the sense of Assumption Bdg(®P).

To reduce and analyze the problem in a finite dimensional setting, we need the following
definition.

Definition 5.11. Fix n € N such that n = mf(n). We define for all y € R"

Kiopn = (Ki2di e)v)ij,  Koim = (Ki24)", Koon(y) = ((K22(@‘z/y)€iaej)v)ij

)

and denote the entry of Ko, at position ¢, by k;j .
Moreover, we define the operators S,,, A, and L,, on the Hilbert space L?(R" x R"™; ™)
with domain Cp°(R"™ x R™) by

Snf(xvy) - tr[KZZ nDQf €T y Z 8 kl]n a f(l' y) <K22,n(y)Q2ji,,yaD2f($ay)>v

i,j=1
Anf($7y) = <K12,nQi711m7 D?f(xvy» - <K2177TQ2_,711y7 le(xvy» and
Lyf = (Sn - An)f

Recall that (-,-) and |-| denotes the Euclidean inner product and norm on R", respectively.
These definitions coincide with the structure of operators considered in [BG23], with the

choices ©(z) = %(m, QI;@ and ¥(y) = %(y, Q;iy)

Remark 5.12. Let f = po (pY,p)) € FCX®(Bw,n) for some n € N with n = m® (n).
Then, by Remark 5.8, we immediately see that S f(u,v) = Spe(PYu,pY v) for all (u,v) € W
and analogous statements hold for A and L.
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We subsequently state sufficient assumptions under which [BG23, Thm. 1.1] is applicable
for (Ln, C5°(R™ x R™)) on L*(R™ x R™; ™). This results in essential m-dissipativity of the
infinite dimensional Langevin operator with & = 0.

Assumption (KO0). Assume that there is some positive operator K3, € £+ (V), which
leaves each V,,, for all k£ € N invariant and such that

(v, Koa(0)v)y > (v, K%v)y  for all v, 7 € V.
Above (my)ren is the sequence from Definition 5.5,

Assumption (K1). For each n € N, let k(n) be such that my,) = m™(n). Assume that
there are sequences (Sk)ken in [0,1) and (Ng)ken in R such that for all n € N.

Br(n
(@, Kz (v)ens €)v] < Niguy (1 00175 )

Vi (n)

for all v € Vix (), 1 <@ < m(n) and 1 < j <n.

For n € N, set N¥(n) := 2max{Ny;y : 1 < j <n} and g5 (n) := max{f;) : 1 <j < n}.
Remark 5.13. Assume that Koo(v) leaves V,, invariant for alln € N and v € V. Using
the strengthened invariance properties of Kag, it follows quickly that Kaa(v) is diagonal,
i.e. Kog(v)e; = Ao i(v)e; for some positive continuous differentiable Aao; : V — R. In that

case, Assumption KO means that each A2z ; is bounded from below by a positive constant
)\? € R and Assumption K1 reduces to

‘aei/\22,n(v)’ = |8€i)\227n(P7‘7;K(n)v>‘ < Nk(n)(1 + HPXK(n)UHekW)

for all 1 <i <m®(n) and n € N.

Proposition 5.14. Let n € N such that n = m* (n) and let Koo satisfy Assumption KO
and K1. Then, (Ly, C°(R™ x R™)) is essentially m-dissipative on L?(R™ x R™; u™).

Proof. Define ng,n analogously to Ka,, for K3. Since K9, is positive, all eigenvalues
A9, A0 of KSQ,n are positive and therefore ¢, = minic(; 3 Ai > 0. Then for all
y, 7 € R™, we estimate

(Y, Ka2n()y) = By y, Ko2(By, )Py v)v = (Br v, K9oDy y)v = (. K3 ,y) > cnlyl*.

Assumption (X1) from [B(G23] therefore holds true with ey = ¢, 1. Due to the definition
of Koy, all entries of Kag,, are bounded and differentiable, hence, by means of Assumption
K1 locally Lipschitz. Consequently, also Assumption (X2) from [BG23] is valid. Now
assume that j <7 and let k € {1,...,n}. Then

|0kkijn(y)| = |0k(Ka2(Dy y)ei, €j)v| = |(Oe, K2 (By, y)eis €5)v|
< Nigy (1+ 1o vl

K n _ K n
< 2N (1+ 17w ) < NF ) (1+ 18wl )
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by Assumption K1, so Kag, satisfies (£3) from [BG23] with constants M = N¥(n) and

B =¥ (n).
Assumption (¥1)-(¥3) and (©1)-(02) from [BG23] for ¥ and O, as chosen in Definition 5.11,
are immediate. Moreover, © satisfies the growth condition (02) for N = /\1_2 and

v=1<(B%(n))!. Indeed, for any x € R", it holds that

n

1
2 2 2
VO =Y o < e
i=1 1 1,n
since Q1 = diag(A11,...,A1,n), where (A1;)ien is the decreasing sequence of eigenvalues

of Ql.

All in all, we justified that [BG23, Thm. 1.1] is applicable. Therefore, (L,, C°(R™ x R"))
is essentially m-dissipative on L?(R" x R"; ™). Since C°(R" x R") extends the domain
C(R™ x R™) and (L,,, C°(R™ x R™)) is dissipative on L?(R"™ x R™; u™), due to Lemma 5.9,
the claim follows. O]

The application of [BG23, Thm. 1.1] also implies that the strongly continuous contraction
semigroup, generated by (L, C;°(R"™ x R")), is sub-Markovian, conservative and possesses
p™ as an invariant measure.

We generalize the results above to our infinite dimensional setting.

Theorem 5.15. Let Koo satisfy Assumption KO and K1. Then (L,FC;°(Bw)) is
essentially m-dissipative on L?(W; ). Furthermore, the strongly continuous contraction
semigroup (Ty)e>0, generated by (L, D(L)), is sub-Markovian and conservative.

Proof. To verify that (L, FC°(Byw)) is essentially m-dissipative on L*(W; ), it remains
to show that (Id —L)(FCp°(Bw)) is dense in L*(W;pu), since Lemma 5.9 established
dissipativity of (L, FC;°(Byw)) already. Let g € FC;°(Byw ), then there is some n € N such
that g € FC°(Bw,n). As before, we extend g trivially to FC°(Bw, m* (n)), so that we
can assume n = m(n). Let ¢, € C2°(R™ x R™) be such that g(u,v) = p4(pYu,py v) for
all (u,v) € W and let ¢ > 0. Then,

114 =L)f = gllz2q, = / (1 —L) f(PYu, PY v) = g(Pu, BYv))” u(d(u,v))
w
= /Rn mn ((Id =Ln)ps(z,y) — pg(, y))2 u(d(z,y))

= (14 ~Lu)os — @yl

for all f € FCp°(Bw,n) with corresponding ¢¢ € Cp°(R"™ x R™). Due to Proposition 5.14,
there is some 1) € Cp°(R™ x R™) such that

[(Id =Ln)Y — @gllL2(uny < e
Setting fy(u,v) == ¥(pYu,py v) yields fy € FC(Bw,n) with

[(Ad=L) fy — gllp2(un) < e
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By Remark 5.4, we know that FC°(By) is dense in L?*(W;u), therefore density of
(Id —L)(FC°(Bw)) in L*(W; ) follows as well. Lemma 5.9 tells us that L1 = 0 and
p(Lf) = 0 for all f € FC®°(Bw). The former implies 7;1 = 1 in L?(W;pu) for all
t > 0, while the latter shows that p is invariant for L and consequently for (73):>0. By
Corollary 5.10, we also know that (L, FC;°(Byw)) is an abstract diffusion operator, which
implies together with Lemma 2.39 that (7})¢>¢ is sub-Markovian. d

Remark 5.16. In the setting of Theorem 5.15, denote by (Rf)x>o the resolvent assoctated
to (Ty)e>0 and (L, D(L)). Then, by Lemma 2.3, (R¥)x>o is sub-Markovian and (L, D(L))
is a Dirichlet-operator.

By Definition 5.5, we know that Ky (v) is a symmetric and positive operator for all
v € V with Ko2(v)(Vin,) C Vpp, for all & € N. Hence, for each v € V' there is a unique

1 1 1
positive symmetric linear operator K3,(v) with Kg,(v) K3, (v) = Ka2(v), compare [PRO7,
1
Proposition 2.3.4.]. It is easy to see that K, shares the same invariance properties as Kss.

1
Next we study the regularity of the map v — Kj,(v)eg, k € N. This is important for
Lemma 5.19 and Remark 5.28.

Lemma 5.17. Let | € N be given and suppose v — Kao(v)ey € Cé(V; V) for all k € N.
Then for each i,j € N it holds (KQ%Qei, ej)v € CHV;R). Moreover, if Assumption KO holds
true, then (K%ei,ej)v € CH(V;R).

Proof. There exists k € N such that i,5 € {1,--- ,my}. For simplicity set n := mj. Recall
Kss, and K 82’71 from Proposition 5.14, then K2%2,n corresponds to the matrix representation
of KQ%2 and for each v € V it holds (Kzi(v)ei,ej)v = (Ki(pn(v)))” For the first claim
it is therefore enough to show that R" 5 y — K2%27n(y) € LT(R") is in CYR™; LT (R™)).
By [DN18, Theorem 1.1] the map L£LIj(R") 2 A — ¢(A) = Az € L1,(R™) is Fréchet
differentiable of any order. Consequently, the first statement follows by the chain rule.

If KO holds true then for each y € R™ the minimal eigenvalue of K2%27n(y) is bounded from
below by the minimal eigenvalue of Kgln, compare also the proof of Proposition 5.14.
Therefore, the second statement follows by [DN18, Theorem 1.1] which tells us for each

m € N there exists a constant C,, such that [[D™p(A)|| < Cm)\min(A)_m_% for all
A € LT,(R™). Here, Amin(A) denotes the minimal eigenvalue of A € LL(R"). O

Remark 5.18. For each fized i,j € N the boundedness and invariance properties of
Definition 5.5 imply that (Ko (v)ei, ej)v is uniformly bounded in v € V.. Hence, a closer

look in the proof of Lemma 5.17 shows that (Ksye;,ej)y is Fréchet differentiable with
bounded derivative, if Assumption KO holds true.

Recall that the potential ® : U — (—o0, 00| fulfills Assumption 5.1. In particular, ® is
measurable, bounded from below by zero and normalized. Our next goal is to show essential
m-dissipativity of (L?, FC®*(Bw)) on L*(W;u®). To achieve this, we derive regularity
estimates and generalize the construction of Sobolev spaces with respect to the measures
of type u® and differential operators with variable coefficients. We need the following
assumption.
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Assumption (Bdg(®)). There is 6 € [0, 00) such that,
(Bdg(®1)) @ € Wé’;(U;Ml)-

(Bdg(®2)) there exists ¢y € (0,00) such that (Q7%Ka1v, Q7 Ko1v)y < co(Kaa(¥)v,v)y for
allveVandveV,, neN.

(Bdg(®3)) QYD® is in L>=(U; u1).

Item (Bdp(®2)) and (Bdg(®3)) from Assumption Bdy(®P) are contrary to each other in
the sense that the first is easy to verify if 6 is small, while the second is easier for large
f. Therefore, it is important to mention that the constant 6 from Assumption 5.1 might
differ from the one from Assumption Bdy(P).

Lemma 5.19. Let p € [2,00) and assume that Item Bdy(®1) from Assumption Bdy(P)
and Assumption KO are valid. Then, the operators

Ko1Dy : FOL(Bw) — LP(W;u®; W),  Qy°Ka1Dg : FC}H(Bw) — LP(W; u® W)  and
1
K3,Dy : FCL(Bw) — LPF(W; u®; W)

1
are closable. We denote their closures by Ka1 D2, Ql_nglDQ and K3yDo and the corre-

sponding domains by Wll(’fl(W;,u(D), Wclg’lf’eKm(W;uq)) and W;’g (W5 u®). By equipping
22

Wll(’fl(W; u®), Wclg’?gKm(W; u®) and W;’Z (W3 u®) with the corresponding graph norms,

we obtain Banach spaces.

22

Proof. The closability of the first two operators follows as in Proposition 3.48.
As K> is not constant, we cannot directly use Proposition 3.48, but apply similar arguments.
1

Indeed, let (fn)nen € FCL(Bw) converge to 0 in LP(W; u®) and be such that K2, Ds f,, —
F in LP(W; w®: W), as n — oo. Let k € N be given. Using the invariance properties of
1

K3, we know that there is some m € N independent of n € N such that
1 1 moa
(K3Dsfner)v = (Dafn, Kper)v = > _(K3ei, ex)vOe, f-
i=1

For an arbitrary g € FC}(Bw), we obtain by the integration by parts formula from
Proposition 3.48 Item (iii)

1 m 1
/ (K&,Ds fu ex)vodp® =Y / (Ker,ex)y Do frg dpi®
W = Jw

m 1 1 i
- - Z /W fn(K2226i7 ek)Vaeig + fn(?ei (K2226i, ek)vg — fn(’U, Q;lei)v(K222€i, ek)vg duq),
=1

1
The formula from Proposition 3.40 is indeed applicable, since K3, has the appropriate
1

growth and invariance properties, see Remark 5.18. The fact that (Kg,e;, ex)y0e,g +
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1 1
Oc; (K5hei, ex)vg — (v, Q;lei)V(Kzzei, ex)vyg € LP%(W; ,uq)), implies for n — oo

/ (F,er)vgdu® = 0.
w

As FC}(Bw) is dense in Lp%l(W; ©®), the proof is concluded. O

Lemma 5.20. Assume that Item Bdg(®1) from Assumption Bdg(®) and Assumption KO
hold true. For f € D(L®) and \ € (0,00), set

9= —L*f.
Then, f € Wh? (W5 u®) and the following equation is valid
K3
1
[ Af s igbDarltan® = [ foau (52)
w w
In particular,
1 1
[ IEEDag I <5 [ £+ (1P an® ona (5.3)
W w
1 1
[ 1EaDafan® < o [ aut. (5.4)
W W

For f € FCy°(Bw) the inequalities above are also valid without assuming Assumption KO.

Proof. Assume f € FCy°(Bw) and g = A\f — L®f. Next, we multiply g = \f — L® f with
f, integrate over W with respect to r.t. u® and use Lemma 5.9 to obtain the first identity.
Rearranging the terms, we obtain

3 2 10 . _ @ 1 2 2 g D
[ EEDar 4t = [ fo=apan=— [ srtrausg [ e @t

By completing the square, we have

1 1
/ IE5, D f (|} du® = —/ Af* = fadu® < o5 | g% dut.
w w w
1
FC°(Bw) is dense in the L? graph norm. Hence, K3, Do f exists for f € D(L?) as the
1
limit in L2(W;u®) of KZDsf,, where (fn)nen € FC°(Bw) is the the approximating
1
sequence of f w.r.t L® graph norm. Particularly, K3, Da2f coincides with the application
1

of the closure of the differential operator K3,Ds : FC°(Bw) — L*(W;u?®), compare
Lemma 5.19, to f. Consequently, D(L?) C W2 (W; 4®) and the (in)equalities above are
Kf

22

also valid for f € D(L®). O
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Lemma 5.21. Suppose Assumption Bdy(®) and Assumption KO are valid, then
1,2 1.2 1,2
D(L®) CW L (Wi ) W2 (Wip®) © Wiy, (W3 u®).

—0
1 K21
22

Moreover, for all f € D(L®) it holds

1

o [ 1EaDaflf i < [ Q7 KarDaff au®
11Jw w

1
< [ wlKhDaf v au® (5.5)
w
<2 [ Frapras
w

Proof. For every f € D(L?) there exists a sequence (fy,)nen € FC°(By) converging to
f with respect to the L® graph norm. Hence, we can estimate for every n,m € N

1 _
o [ Do = £l i® < [ QT K Datf— i) di®
1,1 JW w
1
< [ ol hDa(a = )l d®
W
Co
< D) (fn_fm)2+(L¢)(fn_fm))2qu)7
w
where we use Assumption Bdy(®) and Inequality (5.3). Consequently, (fy)nen is a Cauchy

sequence in W}(’;(W; u?®), Wé’?eKm(W;uq’) and W;z (W;u®). Since these spaces are

22
complete, we know that f is in all of these Sobolev spaces. The asserted chain of inclusions
follows by the chain of inequalities in the estimation above. O

Remark 5.22. Let Assumption Bdg(®) and Assumption KO are valid, then all the
statements and inequalities from Lemma 5.21 hold also for ® = 0. Particularly, the map

D(L)> [+ (Q?DCI),QIGK21D2J‘)U € LQ(W;,u)

is well-defined. Since L*>(W;u) C L2(W;u®), an interpretation as a map to L*(W; u®) is
also reasonable. Now, let (fn)nen be a sequence converging to some f € D(L) with respect
to the L graph norm. Recalling Remark 5.6 we estimate for alln € N

/W ((D®, Kn1 D fo)v — (QID2, Qf9K21D2f)U)2 du®

- /W<Q?D<I>, QiK1 Do(fn — )7 du®

A

< DIQIDV gy [ (= 17+ (L = LI

This implies that the L*(W; u®) limit of the sequence ((D®, Ko1 Do fn)u )nen exists, is equal
to (Q?D@, Ql_aKnggf)U and coincides for all sequences approximating f in L graph norm.
Hence, it is reasonable to write (D®, Koy Do f )y instead of (Q(fDq), Ql_ngngf)U for all

fe D).
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We are finally ready to prove the central essential m-dissipativity result for the infinite-
dimensional Langevin operator L?® in this section.

Theorem 5.23. Let Koo satisfy Assumption KO and K1. Moreover, suppose Assumption
Bdy(®) is valid. Then D(L) C D(L®) with

L*f=Lf— (D® KuDsf)y, f€D(L).

Furthermore, the infinite dimensional Langevin operator (Lq),fCl‘)’o(BW)) is essentially
m-dissipative on L?>(W;u®). Additionally, the strongly continuous semigroup (Ty);>o s
sub-Markovian and conservative. (L*, D(L®)) consequently is a Dirichlet-operator and the
corresponding resolvent (qu,))oo is sub-Markovian.

Proof. Let (fn)nen € FCp°(Bw) be a sequence converging to f € D(L) with respect to the
L graph norm. Since ® is bounded from below, it is easy to check that (f,)nen converges
to f in L2(W;u®). We estimate, using the interpretation discussed in Lemma 5.21 and
inequality (5.5) (for ® = 0 compare also Remark 5.22)

/W(L‘Dfn _ Lf + (D®, Ky Daf)u)? dpc®
<9 /W<Lfn CLP)?du® 42 /W@?D@, Q' Kon Do fy — )b du®
<2 /W<Lfn LA du+ cpl|QIDD 2wy, /W<fn P24 (Lfa— L dp

Hence, the sequence (L® f,)nen converges to Lf — (D®, Koy Do f)y in L2(W; u®). As the
operator (L®, D(L?)) is closed, we get D(L) C D(L®) and for all f € D(L)

L*f=Lf— (D®, Ka1Daf )u.

By Lemma 5.9, we already know that (L%, FC°(Bw)) is dissipative. In view of the
Lumer-Phillips theorem, the dense range condition is left to show. For f € L?(W;u) and
A € (0,00) set

Trf = —(D®, Ky DaoRY f)u-

We estimate using the Assumption Bdy(®), Inequality (5.4) and (5.5)
| @@ au= [ (0o KD d
w w

< QD /W<Q19K21D2R§f, Q1Ko DaRE f)y dp
< 1QID®[ o,y /W co(Ka2D2RY f, Da RS f)u du
< IQID® ey 3y [ 74
= %1 Ll an Jiy -

This yields that Ty : L2(W; u) — L*(W; i) is well-defined. Moreover, if

Co
|QID®| ey 3y < 1 (5.6)
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the Neumann-Series theorem implies (Id —Ty)~! € L(L*(W; u)).

Now fix A € (0,00) such that (5.6) holds. For all g € L?(W; i), we then find f € L2(W; p)
with f — T\f = g in L?>(W; ). Furthermore, there is h € D(L) with (A — L)h = f and
therefore,

A=L®h=(\—L)h+ (D®,Ko1Doh)y = f + (D®, KnyDoRY f)y = f — Tnf = g.

This implies that L2(W;u) C (A — L®)(D(L)). Since L2(W; ) is dense in L2(W; u®) and
D(L) € D(L®), the dense range condition is shown. Sub-Markovianity, conservativity and
p®-invariance follows as in Theorem 5.15. O

5.1.2 Essential m-dissipativity of infinite dimensional Langevin operators
for potentials with possibly unbounded gradient

In the previous section, we showed that (L®, FC£°(Bw)) is essentially m-dissipative, if the
potential ® fulfills Assumption Bdy(®). In particular, we assumed boundedness of QY D®
for some 6 € [0, 00). To relax this strong boundedness assumption, we approximate ¢ by
a sequence (®)'), men and suppose that there exists a constant A € (0,00) independent
of m,n € N such that for each g € FCp°(Bw ), there exists a sequence (fpnm)nmen C
F Cg (Bw) with

)\fn,m - LCI)ZLfn,m =4g. (57)
By imposing the properties stated in Assumption App(®), we show that fy, ,, fulfills an
LA(W; u®r") first order regularity estimate independent of m,n € N. Roughly speaking, the
LA(W; u®n') regularity estimate is the key to apply a similar strategy as in Theorem 5.23,
but with a more involved version of the Hdélder inequality. To prove this important
LA(W; u®n') inequality, we generalize the arguments from [DT00],[DZ02, Chapter 12.3]
and [DLO5], where non-degenerate infinite dimensional and degenerate finite dimensional
operators, both without variable diffusion coefficient, of this type have been studied.

Assumption (App(®)). There exists a sequence (®]"),, men such that,
(App(®1)) for each fixed m € N, @7 (u) = ®™ o PV for all n € N and u € U.

(App(®2)) v > Ka(v)e; € CZ(V;V) for all i € N. Further, for all m,n € N, @7 €
C3(U;R) and D®™ has bounded derivatives up to the second order.

(App(®3)) there exists A € (0,00) such that for every n,m € N and g € FC;°(Byw ), there
is a solution f, ., € FCP(Bw) of Equation (5.7) with || fomllec < %[|9/lec

(App(®4)) there are a, 3,7 € [0,00) and k € (1,00), all independent of m,n € N such
that

oo 1 ) .
IS N8 K DO} + |3 Kot KrD0 7 (0,05 e}
i=1 i=1
oo
I Ky Ko DOg 1 X304, @72 dp® < (5.8)
=1

° a 1 m
> /WH)\f7iK222 K12D8,, 7|7, du® < k. (5.9)
i=1
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Additionally, it holds for all f € FCp°(Bw)
a_ 1
|@F " KnDaf |, < sl|KHDS, (5.10)

1
B_ © 8 1 2 1
o saarly + (Shztoseapusll ) < wichourl, 50

=1
B8 _ a
|Q; " KuDiflly < #Q Dt (5.12)
1\ 2 0
( (f, M s >> <o [ I ELDA A} 4 513
Wizt
ZAQV U< ko (5.14)

(App(®5)) there is some constant p* € (4, 00) such that

. . ¥ m p*
JL%%E%O/ Q3 K12(D® — P,D®)||Y, duy™ = 0. (5.15)
For ¢* := co € R and c3 < ﬁ such that for all
m,n €N ’
1 < OM(u) and (5.16)
(¢" = 1)®™(u) < o + c3||lul|f + ¢*®(u) forall ueU. (5.17)

For the next three lemmas, we consider Assumption App(®) as valid. In particular, there
exists A € (0,00) such that for g € FC°(Byw) there is a function f, ,, € FCi(Bw) with

)‘fn,m - Lq)znfn,m =g and an,mHOO > )\”g”oo (5-18)
We next establish the existence of a constant ¢, independent of n,m € N such that
4 m
/ QYD fum|!, du® < c.
w

where 7 is the parameter from App(®4).

Lemma 5.24. There is a constant a := a(\, g, k) € (0,00), independent of m,n € N with

/WHQF D1 foml)? du® < a.

Proof. To avoid an overload of notation, we fix n, m and substitute ®]' with ® and f,
by f in the following proof. Differentiating (5.18) with respect to d; yields

N, f — L20q, f + (di, Q7 ' K1 Do f )y + (D8a,®, K91 D2 f )iy = 4,9 (5.19)
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Multiply the equation above with A0y, f, integrate over W with respect to u® and sum
over all 7 € N to obtain

/ /\HQf leHU "‘ZH)‘uKm (Q?le,Ql_leDQf)U dp®

=1

/ Z)\ .04, f (D3g,®, K21 D2 f)y, / (Q2D1f,Q2Dig)y du®,  (5.20)
%4
where we also used Lemma 5.9 and in particular

— (L0 .008) 12, = [ (KaDad . Da0u )y au®

Note that

> 04, f (D04, @, KorDof )y = Y AL 04, f0a,04,® (dj, K1 D f ),
i=1 i,j=1

Using the integration by parts formula from Lemma 3.47, we compute
| X80090,00, (4 KDy
N _/ AT/ 04,04,04,® (dj, K1 Do f)yy du® — /W £ 04,04, ® (dj, K1 Da0a, f)y; dp®
/ X7 (u, di)u f04,04,® (dj, Ko1 Do f),; dp®
/ X8 104,0 f04,00,® (dy, Kt Da ), dpe®
= —I; - I+ I} + I

The next step on our agenda is to estimate I; 1 ,IZ2 0T If’ and I;"; 4 separately Indeed, using

Inequality (5.8) from Assumption App(®) and the Inequahtles (5 18) and (5.4), we estimate

’/ Z)‘ D03, ®, Ko1Daf ), f d,u‘b’
zj 1

1 1

> _1 2 2 1 9 2

< 1o ( IS0t wpif o dﬁ) ( [ i5Darl; du‘l’)
=1

llglloo

< 2 glza

=:ai.
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Using Inequality (5.9) and Youngs inequality for § € (0, 00), yields

‘/ Z ,z‘Dadi(I),Kng@dif)deM@}

4,j= 1
a 1 3 1
e X [ IVt KD 0] N KDt S
i=1
[ L g et 2 0\% p3 2 40
<||f||ooZ/ 2*5‘})‘1,2'}(22 K12D8diq>}|v+§H 1,it222 dp
=

1
clolle L lgl? Z [ hoiaul

Taking Inequality (5.8) into account, we estimate

‘/ Z (DOg,®, Ko1Da f )/ (u QY e f d/ﬁ)’

z —1
-3 a-1 3 @
<[ flleo WHZKzz K12D8g,® (u, Qf ei)UHVHK22D2fHV dp
i=1

1
2

<1 o 2 1 9
<1 los (/ |3 Ko K12Dow® (w, @5 eido| du® /WHK222D2fHV du¢’>
1=1

HgHoo

Again, by (5.8), we have

‘/ Z D@d LiiJ KQlDQf) M(%(I)f d,u,q"

,J 1
1 1 »
< ||f||oo/ HZKQQQKHDadpAiiadi@uvuK;QDQfHV du

< llglle

< A0 gl

A combination of the above (in)equalities implies

i,7=1

2 du +3a;y. (5.21)

If we plug Inequality (5.21) into Equation (5.20) and apply Youngs inequality two times



5 Essential m-dissipativity of infinite dimensional Langevin operators 91

for e € (0,00), we derive the following inequality
o 2 s o 1 2 >
[ AQE DS + SSIA s D2 A1
i=1

o0
T /W (QD1f, QT Ko Dof), + (Qf D1f, Q7 Drg), dp® + >IN+ 1% — I3 — I,
ij=1

9 a2 1 a_q
<5 J e ouslly aut + o [ 1@F " KDas | au®

e a 1 a
5 [ @i il an®+ - | Q@ Dl an®

HgHoo 1 HgHooé > a 1 9 o
TR 2 fy MR DSl 50

a_ 1
Using that HQf 1K21D2f”v < /{HK222D2fHV by Inequality (5.10) from the Assumption
App(®), we obtain after rearranging the terms

5 9]l 0 S K
09 [ 1@F purly ant + (1= 15=3) [ S achaaa sl o

1 3 2 o 1 3 2 o, |19l 1
< — K2,D d — 2D d —_ 3
< oo [ KhDarl an®+ 52 [ 1QF Dualf an® + 142 S+ 3y
L1, 1 S 2 g, 9l 1
>~ 2(5/{4)\||g||L2(N¢)+25/WHQ1 DlgHU d,u + \ 2761414‘3@1.
Foré::m ands::%this implies

v du®

A QD IR du® L [ SN
2/WHQ1 leHU du +2/WZH)‘MK22D23dif
i=1

moe L ogp e e Lol B
= RHQHLQ(H@) + A/WHQfDIgHU dM +T;O/€+3al =:a9.

2a2

Finally, setting a := a(A, g, k) := =2 concludes the proof. O

Lemma 5.25. There is a constant b :=b(\, g, k) € (0,00), independent of m,n € N such
that
du® <b.

8 N A |
[ AIQE Do} + S5 KDt 1
=1

Proof. Let n,m be fixed and substitute ®;* and f,, ,,, with ® and f, respectively. Differen-
tiating (5.18) with respect to e; yields

N, f — L*0, f — (tr[aeiKmD%f] + Z (0e;0c; K29 D2 f, €5), — (v, Qz_laeiKQQDﬁ)v)
=1

+ (e, Qy ' Koo Do f )y — (ei, Q' K12D1f) = Oe,g. (5.22)
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We define the operator S; on FC3(Bw) by

S;h = tr[@eiKgngh] + Z (aejaeiKgngf, ej)v — (1}7 Qz_laeiK22D2h)v'
7=1

o0

S; is an operator of Ornstein-Uhlenbeck type with variable diffusion operator 0., Ka22.
Hence, an integration by parts formula, similar to the one from Lemma 5.9, is applicable.
We then calculate

(L0 1,0 0) gy = [ (K2aDadlof.Dad f)y di® and
w

~ (5. 00) 2y = | (OuKaDaf. Dadf)y du®
w

Using the equations above, we continue by multiplying Equation (5.22) with ,\:f,iaei f, by
integrating over W with respect to u® and by summing over all i € N, to obtain

2 o0
2+ N (Oe, K2 Daf, Dade, )y
=1

g 9 =y 8 1
/W )‘HQS DQva + ZH)‘iinzDZaeif
i=1
B B
+(Q9Daf, Qy ' KnaDaf )y — (Q5Daf, Q3 K1aDy f)y dp® = /w (Q3 Daf, Q3 Dag),du®.

In view of Inequality (5.11) and (5.12) from assumption App(®) and Youngs inequality for
d € (0,00), we estimate

[y du®

8 X8 1
[ @3 Dot + Yl b D0 s
=1

8 8 .8 _1 8 1
= /WHQf Daf|ly[|Q3 Daglly, + > _|IA3 i Ko® Oe; Koo Do f | /|73 ;K 3, Dok, f |
=1

B B 1 B B 1 @
+ || Q3 D2fHVHQ22 K22D2fHV + Q3 DQfHVHQQQ K12D1fHV dp

B B 1 a
< [ 105 Dasllyr (195 Dasly + 15021l -+ 0 Dis ) i

1 X8 1
+ 92 /W;H)‘f,iK222DZae¢f

1 X8 1
g [ SN Ko 0 KD [ d®
i=1

1) 8 Kz B 1 a 2
<5 [ @i murl w3 [ (10 Daally + lichosl, + F Disl) o

1 © B8 1
+ 92 /W;H)\QQ,iKQZQD2aeif

2 o 1 2 % 2 o
a5 | R RhDur an
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The choice of § = A leads to
8 9 =y 2 1 2 @
[ AIQE Dar [} + S5 K5 Dat 1
=1
o [ 1/ 8 1 a 2 1 2 o
< [ (105 Dagly + 5 Dasl + 107 Dasl )+ [0
4 B 1 a 1

<w | S(105 Dl + 15Dt} + 1QF DrsI) + 15D au

By Lemma 5.24 and Inequality (5.4), we conclude

v d®

8 8 1
[ Mes parfy + Yl acs a0 g
i=1

VN S | 1
<w? [ T(llozp g )+ 6? du® =0,
<k /I/V/\ 1Q3 Daglly, + 597 +a(X g, %)) + 19" du® = b
O

Lemma 5.26. There is a constant ¢ := c(\, g, k) € (0,00), independent of m,n € N such
that

[ 1032t " < c

Proof. Again, we fix n, m and replace ®]' with ® and f, ,, with g. For i € N set

1
2 ~ _1
b :/ Ai(@e )t dp®, hi= (/ (02 )2 duq’)Q and By == V32, %,
w7 w '

Using the integration by parts formula from Lemma 3.47, we obtain, by an application of
the Cauchy-Schwarz and Holder Inequality (p = % and ¢ = 4),

pi— / N (00, f)*0e,f d® = / N300 202 1+ A B 1) 0, Q3 ey dp®
w %%

1 2
< 3|g>\|oo </ A%Z(aezfyl d:uq)) (/ )\;ll(aify d'u¢>
W w

sl ([ afeuntar) ([ eotab ar)’

1
o 1 2 R NE B S
:3‘9/\‘]03 </ Ag s (02 f)? d,ﬁ’) +”’&’(£3)4p5‘&} </ (v, )y duq’)
w w

9llo0
A

PN

91lo0

=3 3

1 £
plhi+ ;' hi-

In the last equality above, we used that [;.(v, )}, du® = [, (v,e;)} dua = 33, by
1
Lemma 3.5. Dividing by p? and using that xy < %(12 +y?) for all 2,y € R, we get

1|gll3 7
— 1o p2,

1 1. 1
sl Mol by ol 14 Dol

1
A A 2
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Set A := max {6%, Hg/\”§° } Then it holds

P§§A<hz‘+i%2>-

Lastly, we conclude with the Inequalities (5.13) and (5.14) from Assumption App(®) and
Lemma 5.25

0o 2
Q3 Doy, du® = / ( W(é@fﬁ) du®
J espely an® = [ (324
00 o 2 00 2
= > / A5 De [)P N5 (e, )2 dp® < (pr) < A? (Zmﬁ?)
w i=1 i=1

4,j=1

00 2 00 2
< 242 (Z hi> + 242 (Z E?) < 2A%k(b+3) = c.
=1 i=1

O

As we have our desired L*(W; u®m) regularity estimate at hand, we are able to show that
the infinite dimensional Langevin operator (L®, FC2°(By)) is essentially m-dissipative on
L?(W; u®). In Section 8.3 we apply this result in a degenerate stochastic reaction-diffusion
setting.

Theorem 5.27. Let Assumption App(®) be valid. Then, (L*, FC°(Bw)) is essentially
m-dissipative on L?(W; u®). The corresponding strongly continuous contraction semigroup
(T})e>0 s sub-Markovian and conservative.

Proof. By Lemma 5.9, we already know that (L, FCg°(By)) is dissipative on L?(W; u®)
and therefore closable in L?(W; u®), with closure denoted by (L®, D(L®)). To apply the
Lumer-Phillips theorem, it is left to show that (A — L®)(D(L?®)) is dense in L2(W; u®) for
some A € (0,00). Since FC®°(Byw ) is dense in L2(W; u?), it is enough to show that there
exits A € (0,00) such that (A — L®)(D(L?®)) contains FC®°(Byw ). So take A € (0, 00) from
Item App(®3) of Assumption App(®). Further, let g € FC;°(Bw) and m,n € N, where
we assume without loss of generality that m®(n) = n and m#(m) = m. In view of Item
App(®3) from Assumption App(®), there exists fi,m € FCP(Bw,n) with

g = )\fn,m - L(D;ILnfn,m = )\fn,m - Lfn,m + (K12D<I>?, D2fn,m)V
= M — L2 frm + (K12(D®™ — P,D®), Do fr.m)v-

If (K12(D®" — P,,D®), D fnm)v gets arbitrary small in L2(W; u®) for big n, m, the dense
range condition is shown.
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It holds, by an application of the generalized Holder inequality (1% + q% + % =1),

/ (K12(D®" — PuD®), Dy fom)’ du®
w

< me ) [ 037 Kial DO ~ PO Q3 Deum [ it

2
pT

< pp(e” ) ( /U |Q; " K12(D® — P,D®)||", dﬁT>

3 1
x (/ HQ;’Dan’mH“l/ d,uq)?> ’ </ o (27 —2) dNCI)w) o
v w

By Item App(®5) from Assumption App(®), we know that

n—oo m—oo

lim lim / Q3 K12(DOT — P,D®)||”, duf™ = 0.
U

To conclude the dense range condition, it is enough to bound

1
*

1
,ul(e*q)x) (/ HQ;leanHé d,“q)W)Q </ eq*(fpnm*qﬁ dquI)ﬁ)q
w w

independent of m,n € N. To verify this, we argue as follows. Lemma 5.26 implies
v 4 om
[ N@3D2 sl 4% < clr.g.)

for all n,m. Moreover, by Inequality (5.16), we get ui(e~®n") < e~ independent of m,n.
Finally, using Inequality (5.16) from Assumption App(®), we get

1 1
*

m *(Hm m \ 4 m,1—-L * m__ q*
w1 (e_én ) (/ Gq (q>n —) d'LL(I’n > = 1 (e_cbn )1 a* (/ e(q _1)‘1)11 —-q*® d#l)
w U

1
3

< (e—c1)1—q% (/ ecg+c3HuH?J d,u1> q .
U

The estimate in the last inequality above is valid as ¢* > 1 and consequently 1 — q% > 0.
By means of Proposition 3.4, we know that the right-hand side of the inequality above is
bounded. This concludes the proof.

The rest of the statement follows as in Theorem 5.15. O

Especially Item App(®3) from Assumption App(®), which is necessary to apply Theo-
rem 5.27 is difficult to verify, as the existence of a solution in FC} (B ) for equation (5.7) is
not trivial. A promising approach to find such solutions is to adapt the strategy from [D1.05,
Prop. 2.2], where the authors assume U =V = R? for some d € N, Qy = K9 = Koo = 1d,
Q1 is a symmetric positive matrix and the potential can be approximated in L* by a
sequence of C* functions whose gradients have bounded derivatives up to order three,
compare [DL.05, Hypothesis 2.1]. Upon closer examination of the proof of [DL05, Prop. 2.2],
a gap in the chain of reasoning becomes apparent. However, we present the strategy
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from [DLO5, Prop. 2.2] in the remark below, by also drawing attention to the gap. In
Section 8.3, where we examine concrete examples, Item App(®3) from Assumption App(®)
is considered as a conjecture whose validity is assumed.

Remark 5.28. Suppose v — Ka(v)e; € CHV;V) for all i € N and assume that the
sequence (®M), nen from Assumption App(®) is in C*(U;R). Moreover, suppose D®™
and V 3 v = Koa(P,(v))Q5 ' Pu(v) € V' have bounded derivatives up to order three for all
m,n € N. Lastly, let Assumption KO be valid.

Given A € (0,00) and g € FC°(Bw). By a trivial extension procedure, there is some
n € {my, mgs1...} and ¢ € CP(R™ xR") such that g = Y(pY,pV) € FC°(Bw). Set
Om = M opY and define for o € CER™ x R™) and (z,y) € R" xR"

LCI)wSO(x, y) = Ln(P(xa y) - <D@([E>, KZLnDQQO(xa y)>7
where Ly, and Ko, are given as in Definition 5.11.

Recall the matriz valued map Koo, considered in Definition 5.11 and define the maps
a:R"xR" - LR"xR") and b: R" x R" — R" x R" via

T 0 0
a = and
Yy 0 /2K, (y)
. K21,nQ2_7711:‘/
y —K122Q1 5% + 251 0 K220 (y)p) € — Ko2.n(4) Q5 py — K120 DO ()

Using the It6 formula, we see that the operator L% corresponds to the finite dimensional
stochastic differential equation given by

Xt Xt Xt X() T
d =b +a aw;, , (5.23)
Yi Yi Yi Yo Y

with (We)e>0 being a finite dimensional standard Wiener process on some probability space
(Q, A, P) with values in R™ x R". By means of Assumption KO and Lemma 5.17 we obtain
a € CHR™ xR™; L(R" x R™)). Taking the assumptions on the potential and the coefficients
into account, it follows that both a and b are Lipschitz continuous. Therefore, the finite
dimensional stochastic differential equation (5.23) has a unique global solution in terms of a
time-homogeneous Markov process (X¢(z,y), Ye(z,y))t>0 with (Xo(z,v), Yo(z,v)) = (z,9),
compare [GS72, Chapter 3 Paragraph 15].

As v = Kaa(v)e; € CHV;V) and DOV, as well as V 5 v+ Koo(Pn(v))Qy ' Pr(v) € V
have bounded derivatives up to order three, we know that b € C3(R"™ x R™; R™ x R") and
b has bounded derivatives up to order three. By a dependence upon initial data result,

compare e.q. [GS72, Theorem 1, p. 61], we conclude that for all t € (0,00), the map
R"xR" 3 (z,y) = (Xe(2,9), Yi(z,y)) € R" xR"

is in C3(R"™ x R™;R"™ x R") with bounded derivatives up to the third order. Consequently,
the associated transition semigroup (pt)i>o leaves C(R™ x R™;R) invariant. In view of
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[GS72, Chapter 2 Paragraph 8], we even get supe o 1)[|pttllcs < oo and therefore by the
semigroup property of (p)i>o that ||peb||cs < Mpne“mnt for all t € (0,00), where My, ,
and W, n are positive constants. Let (z,y) € R" x R" and define

o(a,y) = /0 e NE[Y (X (2, 4), Vil )] dt = /O T e Npp(e ) dt,  (5.24)

i.e. @ is the transition resolvent corresponding to (pt)i>0. For X > wpy, n we can verify that
¢ € C3(R™ x R™;R) and \p — L o = 1p. In this case, the function f € FCZ(Bw) defined
via f(u,v) = p(PYu, P,Vv), (u,v) € W fulfills

A (u,0) — L f(u,0) = Ap(pYu, pYv) — L2 o(pYu, pY v) = »(pYu, i v) = g(u, ).

Using the representation from Equation (5.24), also the inequality ||f|l < Flglloo is

directly derived. However, we do not know if the smoothing properties holds true for a fixed
A € (0,00) independent of m,n. But this is crucial since the lower bound wy, ,, for which
the transition resolvent associated to (py)i>o leaves C3(R™ x R™;R) invariant might explode
for large m,n. This problem also occurs if we only consider a finite dimensional setting
(in this case wp, n only depends on m) and additive noise as in [DL05, Prop. 2.2] or in the
non-degenerate but infinite dimensional setting in [DT00] and [DZ02, Chapter 12.3].

By a classical Lumer-Phillips argument we know that Ay — L% ¢ = 1 has a unique solution
¢ € D(L*). Here, D(L*%) denotes the domain of the closure of the dissipative operator

(LW7 C&(Rn > ]Rn,R)) on LQ(RH X RH;M‘I’W)’ where N@ = Wu? (024 M;- But this
1

is not enough as general elements from D(L*W) are not reqular enough to derive the
L*-regularity estimates from Lemma 5.26. For further regularity results for elements in
D(L®%) and Schauder-type estimates for the transition semigroup, which are nevertheless
not sufficient for our application, we refer to [Lun97; Pri06; PLAO7; Sai07; Cer01].

The methods from [DR02] and [DZ02, Chapter 12.3] are also not applicable in our situation
as the degeneracy of our problem results in a non-dissipative non-linearity.






Hypocoercivity for infinite dimensional
Langevin dynamics

The presentation in this chapter is based on the already published articles [E(G23] and
[BEG23].

We consider the setting as described in Section 5.1, where we require that ® : U — (—o0, o]
is bounded from below and there is 6 € [0, 00) such that ® € Wé’;(U ; u1). For simplicity,

we again assume without loss of generality that ® is bounded from below by zero and
normalized.

We begin with a situation where the infinite dimensional Langevin operator L® is essentially
m-dissipative and has a nice core with corresponding decomposition into a symmetric part
S and antisymmetric part A%, respectively. Therefore, we either assume Assumptions KO,
K1 and Bdy(®) to apply Theorem 5.23 or Assumption App(®) to apply Theorem 5.27.

We additionally assume the following assumption throughout this chapter.
Assumption (K2). The operator Ko K2 = K{,K9 is positive on U.

Starting from here, our goal is to show that the strongly continuous sub-Markovian
semigroup (T});>0, generated by (L®, D(L?)) is hypocoercive, where the exponential speed
of convergence to the equilibrium is determined by explicitly computable constants. To
achieve this, we use the abstract hypocoercivity framework described in Chapter 4. The
strength of our results is emphasized in Chapter 8, where we consider examples of degenerate
semi-linear infinite dimensional stochastic differential equations beyond framework discussed
in [Wanl7].

6.1 Essential self-adjointness and second order regularity for
Ornstein-Uhlenbeck operators with possibly unbounded
diffusion coefficients

In this section we deal with a new variant of (perturbed) infinite dimensional Ornstein-
Uhlenbeck operators, which we already considered in Section 3.2.3. The difference between
Section 3.2.3 and this section lies in the fact that we allow possibly unbounded diffusion
coefficients. Such Ornstein-Uhlenbeck operators appear naturally, as we apply the abstract
Hilbert space hypocoercivity method from Chapter 4. Indeed, the operator G = P(A%)2P

99
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is of this type, compare Proposition 6.11. Here, P denotes orthogonal projection defined in
Definition 6.10.

The aim of the following explanations is, firstly, to give conditions under which operators
of type G are essentially self-adjoint and, secondly, to derive corresponding first and second
order regularity estimates.

Similar first and second order regularity results were also derived e.g. in [DA14; LD15] and
[DT00], but only if the diffusion operator is the identity or the negative power of a strictly
positive self-adjoint operator.

Definition 6.1. The operators (C, D(C)) and (Q;'C, D(Q;*C)) on U are defined by

C = KnQy' K2 with D(C)={ueU|KpuecDQy"} and
Q'C = Q' KnQ;'Kiy with  D(Q;'C):={ue D(C)|Cue DQ"},

respectively. Moreover, we define the infinite dimensional Ornstein-Uhlenbeck operator
(N®, FCg°(By)) (perturbed by the gradient of ®) by

N?®: FC°*(By) — LA(U;u$), fr N®f :=tr[CD*f] — (u,Q'CDf)y — (D®,CDf)y.
We use the abbreviation N := N9.

In the introduction of this section, we considered G = PA®P as the object of interest.
We derive, in Proposition 6.11, that N® and G are related via Gf = N®Pf for every
f € FC°(Bw). Hence, the results we establish for N?® can be translated into ones for G,
compare again Proposition 6.11. For the following arguments, it is more convenient to
study N® without the orthogonal projection P.

We continue with the collection of a few properties of the newly defined operators.

Remark 6.2. (i) (C,D(C)) is symmetric and positive on U. Indeed, let ui,us € D(C).
Then,

(Cuy,u)y = (Q5 ' Kiguy, Kigug)y = (Ki2u1, Q ' Kigua)yv = (u1, Cug)y,

due to symmetry of QQ_I and the definition of Ko1. Since Qz_l 1s positive, positivity
of C follows immediately by Assumption K2.

(i) For all n € N, there is my, with n < my, such that (C,D(C)) maps U, into Uy, .
Recall that (my)ren s the sequence from Definition 5.5. This follows, as there is
some my, with n < my, such that K12 maps U, to V,,, Ko1 maps V;, to Uy, , and
Q;l leaves Vi, invariant.

(iii) Due to Item (i) and (ii), we have span{di,ds,...} € D(C) and we can define a
positive symmetric operator (C%,span{dl, da,...}) such that C3C30 = Cw for all
v € span{di,da,...}. For the construction of (C%,span{dl, da,...}) we restrict C
to a positive bounded linear operator on span{dy,da,...,dm, } for each k € N and use
that every positive bounded linear operator has a unique positive square root.

Proposition 6.3. The operator (N®, FC*(By)) is symmetric on L*(U; u}) and therefore
closable with closure denoted by (N®, D(N®)). Moreover, the following statements hold
true.
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(i) D(N®) C Wéf (U, 1) and for every A € (0,00), f € D(N®) and g :== \f — N®f we
2

have

Jcipsigant < 5 [ gat. (61)
(ii) For all f,g € D(N?®), it holds
1 1
(N®f,9) 12(u0) = —/U(C2Df, C2Dg)y dut. (6.2)

(7ii) Suppose ® =0, then (N, D(N)) is essentially self-adjoint. In addition, for X € (0, 00),
feFCX(By) and g .= A\f — N f, the following second order regularity estimate is
valid

[ uler? i+ 1@ ennitn = [ (WpPam <4 [ Pdm. (63
U U U

In particular, D(N) C WY? | (U;p) C W(lj’Q(U; w1). Further,
Q,%¢C

_1
/U 1Q,2CDS|? dn < 4 /U 2 du, (6.4)

for each f € D(N) and g :=\f — Nf.

Proof. The symmetry of (N, FC°(By)) on L?(U; u?) follows by the integration by parts
formula from Lemma 3.47 and the properties of (C, D(C')), discussed in Remark 6.2. By
means of the same integration by parts formula, we get for all f,g € FCp°(By)

(N®f,9) 12,0y = — /U(CDf, Dg)y duf = — /U(CéDf,C;Dg)U dut.

Hence, Item (i) follows by the same reasoning as in Lemma 5.20.
Item (ii) is obtained by approximating f,g € D(N®) by sequences (f,)nen and (gn)nen in
FCg°(By) with respect to the N® graph norm.
For the rest of the proof, let ® = 0. We already know that (N, FC;*(By)) is symmetric
on L?(U; u1). Hence, essential m-dissipativity implies essential self-adjointness. The first
statement of Item (iii) can be shown analogously to Theorem 5.15, since the matrices
in R™™"  induced by QI_IC, are constant with positive eigenvalues, which allows the
usage of Proposition 3.56 (applied in a finite dimensional setting). The second order
regularity estimate for f € FCp°(By) and g = Af — N f follows by the same reasoning as
in Lemma 6.7, where we also consider the case ® # 0. We omit the proof here to avoid a
repetition of arguments.
Since Equation (6.3) implies Equation (6.4) for all f € FCp°(By) and g = A\f — N f, we
can finish the proof by approximating f € D(N) with a sequence (f,)nen € FCp°(By)
with respect to the N graph norm. Note that tr[(CD?f)?] > 0 for all f € FC;°(By).

O
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Assumption (SA(®)). Assume either

1
(SA(®1)) @ € W;;(U;ul) with [|Q7 D®| e () < 3-

1

(SA(®2)) C € L(U) and ® € Wé’f(U; p1) with [[C2 D®|| oo 1)) < 0.
2

(SA(®3)) Proposition 3.58 is applicable for the coefficients C € L(U) and (B, D(B))
defined as the closure of (—QI_IC, span{dy,da,- - }).

Below, we show that Assumption SA(®) is sufficient to establish essential self-adjointness

of (N®, FC°(By)). This is of particular interest for the verification of the macroscopic

hypocoercivity assumption H3, compare Remark 4.4. The assumption is designed to be

applicable for the examples studied in Chapter 8, but any other assumption, implying

self-adjointness of (N®, FC£°(By)) is reasonable. In particular, we are able to consider
1

situations where boundedness of C'2 D® or 2D® is not required. This is especially
useful when using Theorem 5.27 to show essentially m-dissipativity of (L®, FC°(Bw))
on L?(U;pu?®), where also potentials with unbounded gradient are applicable, compare
Section 8.3.

Remark 6.4. Suppose f € D(N) and one of the first two items from Assumption SA(®)
is valid. By Proposition 6.3, we know that f € W, (U;u) N Wé’? (U;ur). Using
Q_?C 2

1

similar arguments as in Remark 5.22, we interpret D(N) > f + (D®,CDf)y € L*(U; ud)
1 _1

either as D(N) > f — (QiD®,Q,>CDf)y € L*(U;u) if SA(®1) holds true or as

D(N)> f s (C2D®,C2Df)y € LA(U; u) if SA(®2) is valid.

Theorem 6.5. Let Assumption SA(®) be satisfied. Then (N®, FC*(By)) is essentially
self-adjoint on L*(U;uf). The resolvent in A € (0,00) of the corresponding closure
(N®,D(N?)) is denoted by Rf\wb.
If either SA(®1) or SA(®2) from Assumption SA(®) is valid, then additionally D(N) C
D(N®) with

N®f=Nf—(D®CDf)y € L*(U; pu})

for all f € D(N).

Proof. Remember that (N®, FCg°(By)) is symmetric on L*(U; uf). Consequently, to
conclude the first part, it is enough to show the essential m-dissipativity of (N®, FC°(By))
on L*(U; uf). We start by assuming that Item SA(®1) of Assumption SA(®) is valid. For
f € L3(U; ) set
1 _1
Tf=—(QiD®,Q,*CDR flu.
Since D(N) € Wh?

@
Schwarz inequality, Inequality (6.4) and the assumption on ®, we observe

(U; u1), the definition above is reasonable. Using the Cauchy-

1
2c

1 _1
ITF1I7 20,y < 1QF DI o0 ) /UHQl *CDRY fllfr dpn < |1 £ 20,
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Consequently, the linear operator T : L?(U; py) — L?(U; 1) is well-defined with operator
norm less than one. By the Neumann-Series theorem, we obtain that (Id —7)~! exists in
L(L*(U; p1)). For a given g € L?(U; 1) we particularly find f € L?(U; puy) with f—Tf =g
in L?(U;p1). Since (N, D(N)) is m-dissipative, there is h € D(N) with (Id—N)h = f.
This yields

(1d—N)h + (QF D®,Q; *CDh)y = [ + (Q3 D®, Qi CDRY f)y = f —Tf = g.

By means of the Lumer-Phillips, we conclude the first case, if D(N) € D(N?®) with
N®f=Nf—(D® CDf)y for all f € D(N). Indeed, this implies

FC(By) € LA(Us i) € (1A —N")(D(NV)) C (1d—NT)(D(N'"))

and therefore the dense range condition. Note that FC®(By) is dense in L*(U; uf). So

let f € D(N) be given. There is a sequence (f,)nen € FCy°(By) such that f,, — f and

Nf, — Nfin L2(U; u1). As |[e=®| < 1, it is easy to see that f,, — f in L2(U;uf). In view
1

of |QF D[ ooy < 3 and Inequality (6.3), we estimate

INf = (QFD®,Q, 2CDf)y = N* full 2y
1 _1
<IN = fudllzagay + 197 2CD(S = i)l

1 _1
Therefore, N®f, — Nf — (Q;D®,Q, *CDf)y in L*(U;u?). Since (N®,D(N?)) is a
1 1

closed operator, we obtain D(N) C D(N?®) with N*f = Nf — (Q? D®,Q, 2CDf)y for
all f € D(N) as desired. Remember the interpretation from Remark 6.4.

In the case that Item SA(®2) of Assumption SA(®) holds true, we proceed as in Theo-
rem 5.23 and use Inequality (6.1).

By means of Proposition 3.58, essential m-dissipativity also follows in presence of Item
SA(®3). O

The next assumption enables us to generalize the regularity estimates from Proposition 6.3
to the case where N is perturbed by the gradient of the potential ®.

Assumption (Reg(®)). ® = &1+ 2 : U — (—00,00].

Reg(®1) There exists a sequence (®1,y, m)m,nen of convex functions from U to R such that
for py-almost all w € U and for all m,n € N
(i) —o0 < infﬁeU CI)1<’11) < ‘I)l,n,m(u)v
(i) lmy— o0 iMoo P1pm(u) = @1(u) ,

(iii) ®1p,m is differentiable with Lipschitz continuous derivative and

lim lim [[(Q{D®15m — Q{D®1,di)ul r2(y) = 0 for all k € N.

n—o0 m—oo
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Reg(®2) @2 is bounded and two times continuously Fréchet differentiable with bounded
first order derivative and second order derivative in L'(U; uf). Moreover, there
is a constant cg, € [0,00) such that for all n € N

(D?*®y(i1)Cu, Cu)y > —ca,(Cu,u)y  forall €U and u € U,.

Remark 6.6. (i) Suppose Item (i) and (ii) of Item Reg(®1) hold true. Then, e~®tnm
and e~ Mm—oo P1nm gre bounded by e~ ™acv ®1(@) - Gince we also have pointwise
convergence, we obtain by the theorem of dominated convergence

lim lim u(lbl’"’m(f) = uf'(f) forall fe LYU;uth).

n—o0 m—oo

(i) Note that Item Reg(®3) above is satisfied, if D*®q is bounded and C € L(U).

The proof of the second order regularity estimate below is similar to [G22, Theorem 2],
where only convex potentials were considered.

Lemma 6.7. Assume that Assumption Reg(®) holds true. Then for every function
feFCrX(By) and g = f — N®f we have the following second order reqularity estimate

_1 C
[ D+l tonslant < (1+ ) [ g dt.
U 47 Ju

Proof. For each m,n € N define ®,,,, = @1 m + P2 where (P4 )nmen is the ap-
proximation of ®1, provided by Assumption Reg(®). Further, let f € FC;°(By) and
set

Inm = f - Nén’mf'

Taking derivatives of the equation above, with respect to the dj, gives

04, f — N®m g, f + (di, Q' CD )y + Y (diy CDf)v04,00,Pnm = Oapgnm-  (6.5)

=1

The infinite sum in Equation (6.5) above is a finite one. Moreover, 04, 04, Pnm exists
p1-a.e., since the Lipschitz continuous function 04, ®,,,, : U — R is Gateaux differentiable
pi-a.e. by Lemma 3.39. We multiply Equation (6.5) with 9y, f(dk, Cd;)y. Summing over
all k,1 € N shows that the first and third term, as well as the right-hand side in Equation

_1
(6.5), is equal to (CDf, Df)y, |Q, 2CDf||# and (Dgym,CDf)u, respectively. For the
second term we calculate

[e.9]

Z(dkaCdl)U/U_N(D"’madkfadlfd/hnm = Z(dk,C'dl)U/U(CDadkﬁDadlf)UdMipn’m
k=1 k=1

- [ ulCD?ppa.
U

Additionally, we have

o0

Z (di, CDf)p 04, f(dy, Cdy)y Ok 0i®p = (D*®,,,, CDf,CDf )y
klie1
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Putting the results we just derived into Equation (6.5) and rearranging the terms, establishes
the following equation

/U 1Q*CDf|3 + te[(CD2f)?] + (D*®y CDF, CDf)y dpp?
- /U (D(—N®m f),CDf)y du®

By means of Lemma 3.39 and Lemma 3.36, we know that N®»m f ¢ W12(U; up). Together
with the fact that dy; fe=®nm ¢ WL2(U; puy) for all j € N and the integration by parts
formula from Proposition 3.40, we obtain

| (o p).cDg), aui
1 o0

T (e @) Z(Cdi7dj)U/ 0, NP 0y, fe~Pnm dpy
U

CICRD ij=1

= Z (Cdiadj)U/UN@n’mf (4, (Oa, fe~®m) = (u, Q1 di)u0a, f) ST

ij=1

__/Q(N@mmjjzduf%m.

n,m

. ® . . .
Since the resolvent R{V is a contraction, we estimate

q)nm @n’m (bnm n,m
/FMH‘—/@f wm%m’é/ﬁmwy-
U U U
This implies
_1
[ €D 121+ 1QLCDSIf + (D@, CDS.CD Py diif™
U
¢7L m ®7L m ¢71/ m
= [ gpann = [ =g antn <4 [ g aud
U U U

Note that 04,04, P1,n,m and g, 04, P2 exist in LY (), since D® , , is Lipschitz continuous
and D?®, is uf integrable by Assumption Reg(®). Using that D1 ,,m is convex, Item
Reg(®3) from Assumption Reg(®) and Inequality (6.1), we get

_1 C
/U a[(CD2)? + @ *CDSIf duf™ < (4+22) /U G A" (6.6)

By Remark 6.6, the left-hand side of the inequality above converges to
_1
| wlep2p+ e onrif dt

Now we observe
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1™ (ghm) = 1F (6)] < ™" (G = 9)°) |+ 207" (9. — 9)9)]
+u ™ (67) = ut (67)]
<[ (G — 92)] + 2 (G — 0)) 02 (6]
+ 16 (g%) = (97)]
< (e )Tl muer®@llg, 1 — g7,

1
— —1_—infy @), Pn,m 2
19 ( (e én,m) 1, znfueyé(u)ul (92)) 2 [P g”LQ(ul)

¢’nm

+ (" (%) — 1t ()]

By Remark 6.6, we follow that

lim lim g (e ®mm) =t = py(e and lim lim ‘ (g% — ,u‘f(gQ)’ =0.

n—o0 m—oo n—o0 m—0o0

In view of Item Reg(®;) from Assumption Reg(®), we know that

lim sup lim supHgn m = 92 ()
n—0o0 m—r

= lim sup lim sup||(Q1D<I>1,n7m — Q?D@l, Q_HCDf)UHLz(M) =0,

using that QI_QC’Df = Zfil(Ql_eCDf, d;)ud; € Uy for some N € N and the boundedness
of (Q7°CDf,d;)y. We conclude that

lim sup lim Sup‘,u(lb"’m (92.m) — ut (g%)] =o0.

n—oo m—0o0

Hence, a successive application of the limes superior, first for m and then for n, in Inequality
(6.6) finishes the proof. O

6.2 Application of the abstract Hilbert space hypocoercivity
method

Here, we derive sufficient conditions under which the abstract Hilbert space hypocoercivity
method, described in Chapter 4, is applicable.
We start by restricting the setting to the Hilbert space

H={feL*W;u®) | u®(f) = 0}

and operator domain D := FCy°(Bw )N H. As the essential m-dissipativity of L? holds on
FC*(Bw) C L*(W; 1®), we first need to justify the corresponding result in the restricted
setting. This is essential to verify the Assumption D1 from Chapter 4.

Remark 6.8. In Corollary 5.10, we established that u® is an invariant measure for the
s.c.c.s. (Ty)1>0 generated by (L®, D(L®)). The measure u® is also invariant for the operators
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(A®, FC°(Bw)), (S, FC*(Bw)) (L®, FC*(Bw)). Hence, T,(H), A®(D),S*(D) and
L®(D) are contained in H and it is therefore possible to restrict (T;);>o to a s.c.c.s. on H,
which we denote in the following by (T)i>0. Moreover, we consider (A%, D), (S,D) and
(L®,D) as operators on H.

Proposition 6.9. D is dense in H and the operator (L‘I),D) s essentially m-dissipative
on H. Therefore, its closure, denoted by (LS, D(LS)), generates a s.c.c.s., which is equal

to (Tto)tzo.

Proof. Let f € H be given. By Remark 5.4, we know that there exists a sequence ( fn)neN -
FCp°(Bw) converging to f in L?(W; p®). For each n € N, define f, := frn — M‘I)(fn) eD.
Since lim,, o0 uq’(fn) = u®(f) = 0, we established that (f,)neny € D converges to f in
L?(W; u®). Consequently, D is dense in H.

To continue, recall that (L®, D) is well-defined as an operator on H, see Remark 6.8 above.
Dissipativity of (L®, D) is inherited from (L®, FC°(Byw)) and the dense range condition
can be verified as follows. For each f € H there is a sequence (f,)nen in L2(W;u®)
such that (Id —L®)f, — f in L2(W; u®). In particular, u®(f,) — u®(f) = 0. By setting
Gn = fn — u®(fn), it follows that (Id —L®)g, — f, since L? acts trivially on constants.
Since g, € D for all n € N, it follows that (L®,D) is essentially m-dissipative and its
closure (L&, D(L®)) is the generator of the s.c.c.s. (T7);>0. A direct calculation shows that
the generator of (T))¢>o is equal to (LT, D(L®)), i.e. also the last claim follows. O

Definition 6.10. Let H = H, & H,, where H; is provided by the orthogonal projection
P:H—H, f—Pf:= / f(,v) pa(do).
\%

For any f € D, we can interpret Pf as an element of FC;°(By ), which is then denoted by
fp. Further, let (Sp, D(Sp)) and (AL, D(A)) be the closures in H of (S, D) and (A%, D),
respectively.

The following proposition is essential to verify the data assumptions in our infinite dimen-
sional framework.

Proposition 6.11. Let Assumption SA(®) be satisfied. Then
(i) Hy C D(Sp) with SoP = 0.
(i) P(D) C D(A®) and AZPf = —(v,Q; ' K12D1fp)v for all f € D.
(iii) PAXPf =0 for all f € D.
(iv) AR P(D) C D(AY) and
Gf = P(A7)*Pf = tr[CDifp] = (u, Q' CD1 fp)u = (D®(u), CDi fp)u
for all f € D. Moreover, (G, D) is essentially self-adjoint on H.

The data assumptions D1-D3 are in particular satisfied and D is a core for the operator
(G, D(G)), defined in Definition 4.1.
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Proof. (i) Let g € Hy be given, i.e. ¢ = Pf for some f € H. Choose a sequence
(fx)ken C D converging to f in H. Obviously, (P fi)reny € D converges to Pf in H.
For all £ € N, it holds Sy P fr = 0, since P fi only depends on the first variable. Using
the fact that (Sp, D(Sp)) is a closed operator, we conclude that ¢ = Pf € D(Sp) and
SoP = 0.

(ii) As P(D) C D, it immediately follows that P(D) C D(A®). The remaining part of
Item (ii) follows by a direct calculation using that Do Pf = 0 for all f € D.

(iii) Recalling that the Gaussian measure pus is centered, we calculate for all f € D and
(u,v) € W using Item (ii)

PASP(u.0) = = [ (5.5 KioD1 folu))v pa(d) =0,

(iv) To obtain AYP(D) C D(A®), consider a function f € D and a sequence of cut-off
functions (@, )men C C°(R™) provided by Corollary 3.23. Here, n € N corresponds
to the n such that f € FC°(Bw,n) N H. Define " := ¢, o pl and the sequence

(gm)meN by
G W SR (0,0) = gu(u,0) = @ (0) AT PF(u,v) — u® (9, AT P).

Hence, the lack of boundedness of AYPf in the second variable is compensated with
the sequence of cut-off functions. We obtain (g, )men € D. Using the product rule,
we calculate for all m € N

AR g = (4, QT K1 Da(AS P )y, + (D®, Koy DA P ),

— (v,Q ' K12D1(AGPf))vep,
+ (D@, K1 D2y, )u + (u, Q7 ' Ko1 Daglt,)u) Ag P

The theorem of dominated convergence implies that (Ag gy )men converges to

(u,v) = (u, Q7 K21 Do(AG P )y + (D®, Ka1 Da(AG P )y
— (0,Q3  K12D1(AG Pf))v
in H as m — oco. The sequence (g, )men converges to ASPf in H as m — oo. Since

(AP D(A®)) is a closed operator, we conclude A P(D) C D(A®) and the function
defined right above equals (AY)2Pf.

To finish the proof of Item (iv), we calculate D1 (AS Pf) and Dy(AP Pf). Due to the
structure of AT Pf, it holds
Da(AGPf) = —Q3 ' K12 D1 fp.

As Ag)P f only depends on the first n-directions in the first variable, we see that

n

Dy (Ag’Pf)(u,v) = — Z (U, Qz_lKlgdj)Vadiadjfp<u)di for all (u,v) e W.
i,j=1
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All in all, this yields

n

(AF)*Pf(u,v) = Z (v, Q3 ' Kiadi)v (v, Q3" K12d;) v 84,04, fp(u)

ij=1

— (u, Q7' K21Qy ' K12 D1 fp(u))y — (D®(u), K91Q5 ' K12D1 fp(u))u.
(6.7)

Using Lemma 3.5, we obtain

/ (v, Q5 ' K12di)v (v, Qy  K12d;) v pa(dv) = (K12ds, Qs ' K12d))y = (Cd;, d))u
.

for all 1 < 4,5 < mn. This implies,

P(AG)?*Pf(u,v)

= > 04,04, fp(u)(Cdi,dj)u — (u, Q7' CD1 fr(w))y — (D®(u)CD: fp(u)y

ij—=1
= tr[CDIfp(w)] — (u, Q7' CD1fp(u))y — (D®(u),CD: fp(u))u.

Therefore, we have the desired representation of (G, D). It is easy to see that (G, D)
is symmetric and consequently dissipative on H. As densely defined symmetric
operators on a Hilbert space are essentially self-adjoint if and only if they are
essentially m-dissipative, it is left to show that (Id — G)(D) is dense in H. We prove
this by showing that

((Id = G)h,g)g =0 forall heD, (6.8)

implies g = 0 in H. Suppose g € H and the statement (6.8) is true. Let n € N and
f € FC°(By,n) be given. We choose a sequence of cut-off functions (¢m)men C
C2°(R™) provided by Corollary 3.23. Then, the sequence (fy,)men defined by

f W =R (u,0) = fru,0) = f(w)pm(Pa(v)) = 1® (f(om © Pa))
is in D and for all m € N it holds
0= (dd=G)fm 9)u
= (e 9)is =m0 P) | N®F(u)gloe ) i @)
— (f, 9P)L2(u<11>) - (N(pf? QP)L2(“<11>) as  m — o9,
by the theorem of dominated convergence. Therefore,
0= ((Id = N®)f,gp)2qey =0 forall fe FCp(By,n).
Since n € N was arbitrary, it holds

0= ((Id = N®)f,gp) (e =0 forall fe FC(By).
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With the help of Theorem 6.5, we obtain that (Id — N®)(FCg°(By)) is dense in
L2(U; u?). Hence, gp = 0 in L?(U; u?) and thus for all f € D

(f9)u=(Gf,9)n = (Nq)fP7gP)L2(“<1I>) =0.

Consequently, g = 0 by the density of D in H.
O

By means of Section 6.1, we define the bounded operator B on H as in Definition 4.3, which
acts as (Id —G) "1 (AZ P*) on D(A P*). We start verifying the hypocoercivity assumptions.
We begin with boundedness of the auxiliary operators BAZ (I — P) and BS.

Proposition 6.12. Let Assumptions SA(®) and Reg(®) be satisfied. Then, the operator
(BA®(Id —P), D) is bounded and the second inequality in H1 holds with co = /8 + a%.

Proof. The application of Lemma 4.6 is desired. To achieve this, let f € D and g =
(Id — G)f be given. By trivially extending f, we assume without loss of generality that
f € FC(Bw,n) with n = m®(n). It holds by the first part of Lemma 4.6

(BAG)'g = —(A5)*Pf.
Using Formula (6.7), we calculate

n

1(A)?P £l :/ > (0,Qy Kiadi)v (v, Qy  K12d;)v04,0a, fp | dp®

W\ =1

-2 Z /(U7Q21K12di)V(UaQ21K12dj)VdM2
1%

ij=1

< [ 0000, (0. Q7 CDL ) + (DD.CD1 fr)o) A
1 2.9
+ <(u, Q7'CD; fp)u + (D®,CD, fP)U) dpd.
U
Moreover, by Lemma 3.5, it holds for all ¢, j, k,l € N
/ (v, Q3 Kiady)v (v, Q3 Ki2d;)y dpua = cij (6.9)
v

/ (v, Q5 ' K12d)v (v, Q3 P Ki2d))v (v, Qy Kiady)v (v, Qy * Kiady)y dps
%
= CijCki + CikCjl + CiCjk, (6.10)

where ¢;; .= (Cd;,d;)y. Using Equation (6.9) and (6.10), we arrive at
I(48)2P 11 = [ wlCD el ~ 24(CD3 o] (. Q' C D1 fr)u + (DB(w).CD [y
+ ((u, Q{'CD:fp)y + (D®(u),CDy fp)U)2 + 2tr[(CD%fp)?) dud

- / (N® fp)? 1 (du) +2 / tl(CD2pY?) dul.
U U
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Since Pg = Pf — PGf = Pf — N®Pf, we get by the regularity estimates from Lemma 6.7
and the contraction property of R{V *

I(AD2PF|3, = / (N®PF)? dud +2 / tr[(CD2P )] du
U U

<2 /U (P + (Pg)dud + (44 °22) /U (Pg)? dp?

Co Co
< (3+22) 1 Pgllyy < (3+°22) gl

The claim follows by the second part of Lemma 4.6. O

We state a new assumption ensuring boundedness of BSp, below. To formulate the
assumptions it is useful to introduce V., := span{ej,es,...}

Assumption (K3). Assume that Ko (v) = K1 + Ka(v), where K7 € L(V) and Ko : V —
L(V). In addition, assume that K; and K, share the same invariance properties as Koo.
Further, let the following hold

(i) There is some C; € (0,00) such that
Qs * K7 @y K@) vy < Ci.
(ii) There exists a measurable function C : V — [0, 00) such that for ps-a.e. v € V
(@3 Kalo) Q2 Kaf0)@; leqy < Cotv) and o= [ Caololfy s < oc.
(iii) For all v € V, the sequence (a22(v))nen defined by
ap(v) = i(Q;%&aka(v)ek, en)v
k=1

is in /2(N) and
Mz = [ @20 el o) < .
Remark 6.13. Recall K3, from Assumption KO, then Kaa(v) = K9 + Koo (v) — K39 is

a possible decomposition of Koo as assumed in Section 6.2. In general, K1 has not to be
positive definite, which is assumed for K9,.

Proposition 6.14. Let Assumption K38 be valid. Then, (BSy, D) is a bounded operator
on H and the first inequality in Assumption H1 is satisfied for

1
cl = 5(\/ Ci 4+ /Ca + /Mas).
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Proof. We prove this via Lemma 4.6. So let f € D and h € D(Sy) be arbitrary. By
definition of D(Sp), there is a sequence (hy)nen in D such that h, — h and Syh,, — Soh
in H as n — oo. Fix some n € N, then

(Sohn, AYPf)rr = /W(Dﬂln(% v), Ka2(0) D2AG P f (u,0))v 5 (d(u, v))

__ / / (Dahn(u,0), Ko (0)Q5 K12 D1 f () 1® (d(u, 0))

- Z/ / o) (Kaa(v)er, Qy 'K 1o D1 fp(w))y 1 (d(u, v)).

(6.11)
Above, the first equality follows from the representation of S in Lemma 5.9, the second
equality follows from Proposition 6.11 (ii) and the last line is due to symmetry of K2 (v)
for any v € V. Applying integration by parts formula (see Proposition 3.40), we obtain

(Soha AP L) =3 / ] 000 Konw)er, @3 KaaDa o))y ®(d,0)

—Z / / Q5 ")yt 0) (e, Kz (0) Q3™ K1z Do () 1 (d(u, )

= (hTH Tf)Hv

where T': D — L?>(W; u®) is defined by

(O Ka2(v)eg, Qy ' KioD1 fp(u))v — (v, Q5 Koo (v)Q5 ' K12D1 fp(u))v.

Mg

Tf(u,v):=

B
Il

1

For each f € D, T'f is in L?(W; u®), since all appearing sums are finite, || - ||y € L2(V; u2),
as well as the growth properties of Koy and 0., K22. Since 1 € FCy°(Bw), it follows
analogously to Equation (6.11) that u®(Tf) = (1,Tf)u = (S1,A2Pf)g =0, s0 T'f € H.
Now letting n — oo, we see that AY Pf € D(Sg) with S; AS Pf = Tf. Hence, an application
of Lemma 4.6 is possible, if there is some Cp < oo such that for every g := (Id —G) f with
f € D, we can estimate

1(BSo) gl = 1S5AG PFllzr = ITfllmr < Crllglm. (6.12)

_1
To find such a constant Cr, let f € D and fix & € N such that Q, > K12D1 fp € V. Due
to Assumption K3 Item (i), we can estimate for each (u,v) € W

(K1Q5 ' K1aD1 fp(u), Q3 ' K1Q5 ' K12D1 fp(u))v

= 3 (@5 PKiQ3 K1Qy ere)v(Qy P KusDy f(u), e)y (Qy 2 Kia Dy fo (), e)y

,j=1

< C11|Q5 F KraDy fp(u)|% = C1(CDa fo(u), Dy fr(u))o-
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113
We obtain

||(U7Q21K1Q21K12D1fP)V||%{:/(K1Q21K12D1fPaQ21K1Q21K12D1fP)Ud,u<1D
U

C
SC'1/(CleP,le?))lfduiI> < Z;/((Id—N)fP)ZdHcf
U U
_G

2
Cy
([ aa-ciran) ant < Sal
U \%
where we applied the estimate above, Lemma 3.5 and Inequality (6.1). On the other hand,
by Item (ii) from Assumption K3, it holds by similar arguments as above

211 _
1Q3 ' Ko (v)Qy 2Qy 2 K1 Dy fr(u)|[§r < Ca(v)(CD1fp, D1fp)u.
This yields,

(0, Q3 K2Q3 Ko Dy fo)v |3 < /W 1012 197 Ka(0)Q; * Q5 ? Kra Dy i () [ dn®((u, v))
< /W Ta(0) 013 (C Dy fp (), D fr(w))y 1®(d(u,v))

_ / Ca(v) 0l ra(dv) / (CDy fp(u), Dy fp(u))y 1 (du)
Vv U
Cy

< 2.
=7 HQHH

Hence, the second summand of T'f can be bounded relatively to g. To deal with the first
summand, we estimate, by means of Item (iii) from Assumption K3,

K

B
Il
—

(Oer K22(v)ek, Qy " K12D1 fp(u))y

o0

(]2 T[]

D

(Q;%aekaz(’U)em ej)v(e;, Q;%K12D1fp(u))v
iz

[y

22
a;

<.
Il
—

(v)(ejan_%KuleP(u))v < H(Q?Q(v))jeNHﬁ(leP(u%CleP(u))I%J-

The right-hand side factorizes into an u- and v-dependent component. So an integration
over W with respect to u® yields a product of integrals over U and V with respect to uf
and pa, respectively. We obtain

[bs

2
_ M-
(Ocy K2, Q4 1K12leP)V> du® < M22/(D1fP7CD1fP)U dpf < ==
=1 U
conclude

22 2
2913
This shows that the first summand of T'f can be bounded relative to g. Overall, we

1
ITfl < 5 (VO + Vo + VMaz) gl

Consequently, Inequality (6.12) holds for Cr := ¢;. In view of of Lemma 4.6, this proves
that ¢q is an upper bound for the operator B.Sy.

O]



114 6 Hypocoercivity for infinite dimensional Langevin dynamics

Remark 6.15. In the proof of Proposition 6.14, we have always used (C Dy fp, D1fp)u as
a bounding term, in order to apply the first inequality from Proposition 6.3. By involving
Q1 into the assumption K3, we can use (Ql_lc’Dfp, CDfp)y instead as a bound, by means
of Inequality (6.4). In that case, an imitation of the proof of Proposition 6.14 enables us to
bound all terms relative to g. This modified assumption is stated below.

Assumption (K3*). Assume that Ko(v) = K1 + Ky, where K; € L(V) and Ky : V —
L(V). Moreover, assume that K; and Ky share the same invariance properties as Koas.
Further, let the following hold

(i) There is some C; € (0,00) such that
1 1
1Q7 Ko K1Q3 'K K13 QF |l vy < Ch.

(ii) There exists a measurable function Cy : V' — [0,00) such that for all ¥ € N and
to-a.e. v €V

Q3" Ka(v)* Koy QuE ! K2(0)Q3 'l vy < C2(v)  and
Cy = / Ca(v)|[v]|¥ dpe < oo.
Vv
(iii) Assume that the sequence (a*2(v),,)nen defined by
1
a2 (v) =Y (QF K13 0e, Ko (v)er, dn)v
k=1

is an element of (*(N) and that Moy := [}, [|(a22(v))nenl|72 p2(dv) < oo.

For the sake of completeness, we state the proposition corresponding to Assumption K3*.
Its validity has already been discussed in Remark 6.15.

Proposition 6.16. Let Assumption K3* be valid. Then (BSy,D) is a bounded operator
on H and the first inequality in Assumption H1 is satisfied for

1
= 5(\/ Cy 4/ Ca 4/ Ma),

where the constants Cy, Co and Moo are from Assumption K3*.

As the first hypocoercivity assumption is proven, we are left to verify the microscopic
coercivity assumptions H2 and the macroscopic assumptions H3. For this, we assume
modified Poincaré type inequalities based on Ky and (C, D(C)).

Assumption (K4). Assume that there is some cg € (0, 00) such that

[ Dt Dafyv dis = s [ (=) d forall f € FC(By).
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Assumption (K5). Assume that there is some c4 € (0, 00) such that
2 [e.e]
[ @Dyt zea [ (1= ut0) dud forall e FOF(BY),
U U

Remark 6.17. (i) Recall K9, from Assumption KO and assume that there is a sequence
of etgenvalues (Ag)keN of K9 with respect to the basis By . Let A2, denote the i-th
eigenvalue of Q2, then, due to Lemma 3.61, we have for all f € FC°(By)

/(Q2D2f, Dy f)v duz > )\1/ (f — p2(f)? dps.
\% 2,1 JV

So, if there is some wes € (0,00) such that )\2 > woadyy for each k € N, then

Assumption K4 holds with cg = %

(ii) Similarly, if ® = &1 + o is as described in Assumption Reg(®) and there is some
wi2 € (0,00) such that (Cdy, dy) > wiaA1 for all k € N, then Assumption K5 holds

with cqy = /\llgﬁ%. Indeed this follows by approximating ®1 with the sequence

((I)l,n,m>n,m€N’ provided by Reg(® ), then applying Lemma 3.61 and finally using the
approzimation properties of (®1,n.m)nmen which are due to Item (i) and (ii) from
Item Reg(®).

Under these conditions, we verify the macroscopic and microscopic coercivity.
Lemma 6.18. Let Assumption K4 be valid, then Sy satisfies Assumption H2 with A, = cg.

Proof. Let f € D and set f, == f(u,") — Pf(u) € FC*(By) for any v € U. Then
w2(fu) = 0 and Dafy,(v) = Daf(u,v) for all w € U, v € V. By means of Assumption K4
and Lemma 5.9, it holds that

esl|(1d—P) I = s / / F2 dpig dp® < / / (KD fu, Do fu)v djiz da®
UuJv UuJv

B /W(K22D2f, Do f)v du® = —(Sof, f)u-
O]

Remark 6.19. In view of the proof of Lemma 6.18, we can interpret the Poincaré type
inequality from Assumption K4 as a Poincaré inequality on the orthogonal complement of

ker(Sp).

Lemma 6.20. Assume that Assumption K5 holds true. Then AZ satisfies Assumption
H3 with Ay = cy4.

Proof. Let f € D, then fp € FC°(By) with uf(fp) = 0. Using Assumption K5,
Lemma 3.5 and finally Proposition 6.11 (ii), we estimate

cAllPFI3 = ea / fRdu? < / (Q3' K1sDy fo, Ki2Dy fr)y du®
U U

- /U /V (0.Q5 K1oDy fp)? dpio dpi® = AL PS[3,.

The claim follows by Proposition 6.11 and Remark 4.4. O
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The main result of this section is now immediate.

Theorem 6.21. Assume that either the assumptions KO-K5, (with either K3 or K3%),
SA(®), Reg(®) and Bdy(®), or assumptions K2-K5, (with either K3 or K3*), SA(®),
Reg(®) and App(®) hold true. Then, the semigroup (Ty);>0 on L?(W;u®) generated by
the closure (L*, D(L®)) of (L®, FC*(Bw)), is hypocoercive in the sense that for each
01 € (1,00), there is some 03 € (0,00) such that

Hth - :U’q)(f)HL2(#<I>) < ele_GQt Hf - Mcp(f)H[g(M@)

for all f € L*(W;u®) and all t > 0. For 01 € (1,00), the constant 0y determining the
speed of convergence can be explicitly computed in terms of cs, ca, co, and c1 as

:191_1 min{cs,cl} €A )
20 (1o + 5+ 20) (14 S (o + 5+ 20)) + 4ty e

Proof. By the prior considerations, Theorem 4.5 can be applied to (T});>0 to yield

02

1T fllr < 6re %Y fllg  forall fe H, t>0

for 61,02, as described in the assertion. By conservativity and p®-invariance of (7});>0 (see
Theorem 5.15), this implies

I72f = 1 ()| gy = 1TF = (DN < 01 = u® (D20

for all f € L2(W;u®) and t > 0. O
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The results and statements in this chapter are a generalization of the ones already published
in [£G23], where only additive noise was considered. We also extend the results from
[BEG23]. Indeed, the results below are valid for situations where the gradient of the
potential is not bounded, compare Section 8.3.

Assume that we are in the setting described in Section 5.1. Hence, U and V are two
real separable Hilbert spaces, W = U x V, ® : U — (—o00, 00| is normalized, bounded
from below by zero and there is # € [0,00) such that ¢ € Wé; (U; u1). Furthermore,

K2 € L(U;V), Koy = Kiy € L(V;U), Koo(v) € LT(V) for all v € V and @ and Q3 are
the covariance operators of two infinite dimensional non-degenerate Gaussian measures fi1
and pa, respectively.
Asin Chapter 6, we start with the situation where the infinite dimensional Langevin operator
(L®*D(L®)) is m-dissipative. This holds, if we either assume Assumptions K0, K1 and
Bdy(®) to apply Theorem 5.23, or Assumption App(®) to a apply Theorem 5.27. In both
situations the strongly continuous contraction semigroup (resolvent) (73):>0 ((RE")450),
generated by (L®D(L®)), is sub-Markovian. Moreover, (L*D(L?)) is conservative and
has p® as an invariant measure.
Equip W with the classical strong topology. A direct application of Theorem 2.69 shows
the existence of a Lusin topological space (W1, 71) with W C W, and W € A7, (W;) and
a right process

M = (Qa Jr7 (th)t207 (Xt7 Yi)tZOv (Pw)wEW1)
with state space Wi such that its resolvent, regarded on L2(Wi,a?®), coincides with
(Rgb)oog. Recall that i® is the measure on (Wi, %7 (W1)) extending u® by zero on
Wi\ W. Note that (Rgb)obo and (L®, D(L?®)) can also be considered on L?(W7; i®), since
£® (W1 \ W) = 0. Remember the equilibirum measure Puo = le Py, a®(dw).
In the next proposition we establish that M solves the martingale problem for (L®, D(L?))
considered on L?(Wy; i) with respect to Pe.

Proposition 7.1. The right process M with state space Wi solves the martingale problem for
(L®, D(L®)) considered on L?(Wy; i®) with respect to P, in the sense of Definition 2.64.

Proof. We use the exact same arguments as in [BBR06a, Proposition 1.4] to show that
M solves the martingale problem for (L®, D(L®)) with respect to P, in the sense of
Definition 2.64. The assertion in [BBR06a, Proposition 1.4] is stated for u®-standard right
processes but the argumentation works analogously for right processes.

117
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O]

For the following considerations we consider (L%, D(L®)) on L?(W; u®). Before we continue
to construct a more regular process, we provide another core for (L®, D(L®)). This core is
essential to apply Theorem 2.70.

Lemma 7.2. There exists a countable Q-algebra A C FCZ°(Bw), which is core for
(L®, D(L®)) and also separates the points of W.

Proof. Suppose f = ¢(p¥,py) € FC(Bw) for some n € N and let (¢7)meny € C°(R™)
be the sequence from Corollary 3.23. For each m,n € N define the function g, =
o (pY,pY) € FCX(By). By the theorem of dominated convergence, it is easy to see that
the sequence (fg?)men € FOX(Byy) converges to f in L?(W;u®) as m — oo. Moreover,
we can calculate

L® (fgl) = fL%gp + 2(K22Daf, Dagl )y + L® fgl.

As g, converges pointwisely to 1 as m — oo and has bounded derivatives up to order
two independent of m,n, L® (fg=) — L®f as m — oo in L2(W;u®). Hence, (fg7)men
converges to f w.r.t the L® graph norm. This implies that FC°(By ) is a core for
(L®, D(L®)).

Now suppose f = (pY,pY) € FC®(By ), where we assume without loss of generality
n =m®(n). By Corollary 3.26, ¢ can be approximated, with respect to || - lc2@®ny, by a
sequence (¥ )meN, which is contained in a countable dense set C,, in C2°(R"™). Obviously,
g7 = Y (Y, pY) — fin L2(W; u®) as m — oco. Moreover,

/W (L%f — L%2)? du®

= /W (tl" [KQQ(PX’U) o D% (f - g:Ln)] + Z(DZ (f - g:Ln) vaejKZQ(Pr‘L/U)ej)V
j=1

— (Koa(PY v)Q3 ' PY v, Dy (f — gp))v — (K12Q7 " PYu, Do (f — gp))v

U n -1 pV n 2 2]
- (K12Pn Dq)7D2 (f - gm))v =+ (K21Q2 Pn val (.f - gm))U) d:u
n 2
2
<10 =l [t [Kaa(PY o))" + | S0, KanlPY o)l
j=1
+ [ Koo (P 0)Q5 ' P olly + || K12Qy Py ully + | K2 Py DO

+ | K1 Q5 PY v||F du® — 0, as m — oo.

Consequently, the countable set C := (J,,cn{¢o(pY,py ) | ¥ € Cy} is a core for (L, D(L?)).
Define A C FCp°(Bw) as the smallest Q-algebra containing C. then A is countable and a
core for (L®, D(L?®)).

Since for each (u1,v1), (u2,v2) € W, (u1,v1) # (ug2,v2) there is some n € N such that
(pYur,pYv1) # (pYuz, py v2), it is easy to show that A separates the points of W. O
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For the rest of this chapter, let T denote the weak topology on W. Recall that a combination
of Lemma 3.27 with Remark 3.29 tells us that the Borel sigma algebra, with respect to the
strong and weak topology on W, coincide and are equal to the sigma algebra generated by
A from Lemma 7.2. Next, we establish that

Fp ={weW:||w|w <k}

defines a p®-nest of T-compact sets. Our strategy is based on [BBR06a, Section 5], where
(F})ren was used to construct martingale solutions for generators associated to dissipative
stochastic differential equations on Hilbert spaces. We start with the introduction of a new
assumption.

Assumption (K6).

(i) There exists p € L*(W;u®) such that for each n € N, p, defined via p,(u,v) =
p(PYu, PYv) is in L*(W; u®). Moreover, the sequence (P (n)Jnen converges to p
in LY(W; u®) as n — oo and

(P (y 0> @ Ko2(0) Py 0)v + (DR (), Ko Py 0)u
+ (PngK(n)% QI1K21PT‘)£K(TL)U)U - (Q51K12ng(n)ua P,ZK(,L)U)V < PmX (n) (u,v)
for all n € N and (u,v) € W.

(ii) There exist a,b € N such that for alln € Nand v € V

Y 10, Ko (v)ejlly < a(L+ [[ollY).

Proposition 7.3. Let Assumption K6 be valid. Then (Fy)ren is u®-nest of T-compact
sets for (L®, D(L®)).

Proof. By the Theorem of Banach-Alaoglu F}, is T-compact for all £ € N. It remains to
prove that (Fg)ren, is a u®-nest. For notional purposes, we write N (u,v) := ||(u,v)|%, and
Np(u,v) = N(PYu, PYv) for n € N. We only consider those n € N that satisfy n = m(n),
which provide an increasing sequence. By an approximation argument with a sequence of
smooth cut-off functions provided by Corollary 3.23, we see that N,, € D(L®), compare
also the proof of Lemma 7.2, with

1 = _
SLTNa(u,v) = Koo (P 0)] + Y (9, Kaa(v)ej, BY v}y = (B0, Qy ' Kaa(v) By v)y
7j=1
— (D(I)( ) K21P7‘Z/’U)U — (PnU’LL, Q1_1K21PT‘L/U)U + (PT‘L/U, Q2_1K12P7[LJU)V

n
Z (Oe; Ka2(v) e],P)L/v)V — pn(u,v).
Jj=1
Using the second item from Assumption K6, we find a,b € N with

‘ > (0 Koz (v)ej, Py v)v| < a(l+ [[v]§)I1By vlly =+ b (0).
j=1
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Note that (hy,)nen converge in L'(V; u2). In summary, this implies, when setting

In(u,v) = 2(pn(u,v) + hy(v) + %Nn(u, v)),

that
(Id—L*)N, < g, p*-a.e. (7.1)

for all n € N with n = m®(n). We proceed as in [BBR06a, Proposition 5.5]. By means of

Lemma 2.39, we know that (L*, FCp°(By)) is also essentially m-dissipative on L'(W; u®),
el o
with strongly continuous contraction resolvent denoted by (Rf1 Yas0. On L2(W; u®), Ril

ol
and qu) coincide. Consequently, also R{fb is sub-Markovian. Applying RlL1 on both sides
of Equation (7.1) results in

Ll
N, < Rfl gn  pE-ae..

Since (gn)nen converges to some g € L*(W;u®) and N,, — N in LY(W; u?®) as n — oo, we
get, by taking the limit n — oo,

o
N < Rfl g=9, € L'W;p®) pP-ae.

For each A € (0,00) we obtain,

N|=

e 1 A e 1 A e
ARy 192 = m()\ + 1R} 19¢ < r 1 <<)\ + 1)R>\-1i-19*>

A2 e 3 Le 3 1
:(HJ (Rie.)" < (R 0)” < (07

where we use Lemma 2.33 in the fist inequality and Item (v) from Proposition 2.41 in the

1

last. This shows that g2 is a l-excessive function in L?(W; u®), dominating the function
N. Recall that N has T -compact level sets. Hence, for each k € N it holds by definition of
the 1-reduced element, see Lemma 2.43,

1
Bi (1pe) < AR

Therefore, by Proposition 2.45 applied to fo = 1, the assertion follows. O

Remark 7.4. To verify the first item of Assumption K6, the following considerations are
useful. We first give a condition under which

W s (u,v) — (quK(n)quflK21P¥K(n)v)U eR and
W3 (u,v) = (PXK(n)U’ Q2_1K12P7gk(n)u)U €R,

define Cauchy sequences in L*(W; uq’). For that, let n > m, where we assume without loss
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of generality m = mg(m) and n = mg(n). Then, it holds
/ (P u, Q7 K1 Py v)u — (P, Q1 Koy Py v)u|p® (d(u, v))
w

< z": AL (use)u (v, €5)v (di, Koreg)u| p(d(u, v))
A

i, j=m+1

< S AT Kores )] /U (s e2)or] i (du) /V (v, e0)v | pa(dv)

7:7j:m+1

2 & -
== Y (VAT VRul(di Eney)ul
i,j=m+1

n ) .
- Z [(Qy *di, Ka1Q3 ej)ul.

i,j=m+1

3o

Since the same calculation applies to (P) v, Q51K12Pfl]u)v, one can check that

> _1 1 © _1 1
> @y 2di, KnQ3ej)ul < oo and Y |(Qy 2er, K12QF dj)v| < oo.

1,j=1 ij=1

We secondly verify that ((D®, Ka1 PY v))nen converges in LY(W; u®), if Item Bdy(®2)
from Assumption Bdg(®) is valid. In that case, for each m,n € N withm <n and v €V,
we calculate and estimate by means of Lemma 3.5 and Bdy(P2)

1
2
/W (DB, Koy (PY — PY)o)v] du® < |Q4D%] 120 ( /V 1QT K (PYw — PY )12 dm)

2
< QDD o) (ce /V uKzz@xva—va)r?vdm)

n 2
< 1 QID®| 2 (i) | K22(D) [l vy (Ce > )\2,i> -

i=m+1

As Qo has finite trace, we get that ((D®, Ka1 PY v)y)nen is a Cauchy sequence and therefore
convergent in LY (W; u®). In the above argumentation, boundedness of Q?Dq) is not involved.
Lastly, suppose Koo is diagonal, as described in Remark 5.13 and that there is a sequence
(ck)ken € LH(N) such that Aa2 i (v) < ¢ for allk € N and v € V. Then,

W 3 (u,v) — (P%K(n)v,leKgg(v)PxK(n)v)V eR
is a Cauchy sequence in L*(W;u®), using Lemma 3.5. This consideration is especially
useful, when combined with Assumption K3.

For the rest of this section, we assume that Assumption K6 holds.
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Proposition 7.5. There exists a p®-invariant Hunt process
M = (Qv~F7 (Ft)t207 (Xta th)tZ(b (Pw)wEW)

with P -a.s. infinite life-time and weakly continuous paths, which is associated with (T3)+>0
((Ra)a>0) and solving the martingale problem for (L®, D(L®)) with respect to Pe, in the
sense of Definition 2.64. Further, if f2 € D(L®) with L*f € L*(W; u®), then

NI = (M) /0 L2(f)(X,, Ya) — (L2 ) (X, Vo) ds, 120

describes an (Fi)¢>o-martingale.

Proof. Let A be the countable core for (L®, D(L®)), which separates the points of
W, constructed in Lemma 7.2. Since (Fy)pen provides a p®-nest of T-compact sets,
we can apply Theorem 2.70 to show that there exists a p®-standard right process
M = (2, F, (Ft)t>0, (Xt, Y2)t>0, (Pw)wew ) with state space W equipped with the topology
generated by A, whose paths are cadlag with respect to the weak topology P,e-a.e. and
which is associated with (T3)¢>0 ((Ra)a>0). By the same arguments as in Proposition 7.1
we derive that M solves the martingale problem for (L®, D(L?)).

As (L®, D(L?®)) is conservative, we are able to apply [Conll, Lemma 2.1.14] to obtain
infinite life-time P e-a.s.. By Proposition 2.51, the paths of M are P, e-a.s. weakly
continuous, compare also [BBR06a, Proposition 5.6].

Finally, the statement about (Nt[f LL(I))QO for suitable f € D(L®) follows by applying
Lemma 2.50 together with Lemma 2.67. O

In [KS98, Chapter 5 Proposition 4.6], it is described how to construct a weak solution to a
finite dimensional stochastic differential equation starting from a (local) martingale solution.
Even though this result cannot be translated directly into our infinite dimensional setting,
the considerations below are inspired by the finite dimensional one. For the definition
of quadratic (co)variation and increasing processes we refer to [[XS98, Section 1.5]. The
following approach is also used in [Ale23], where infinite dimensional Langevin equations
with multiplicative noise but with & = 0 and stronger invariance assumptions on the
coefficients are considereg. .

First, we evaluate Mt[f ML® and Nt[f MY for a sufficiently rich class of functions f. This class
is introduced in the next lemma.

Lemma 7.6. For any i € N, define f;, g; via
W s (u,v) = fi(u,v) = (u,d;))y € R and W 3 (u,v) — gi(u,v) = (v,e;)y € R.

Then, fori,j € N, fi, 9, fifj,99; € D(Lq’) and L@(ff),Lq)(gigj) € L4(W;u‘b). Moreover,
foralli,j €N
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L*fi = (v,Q5 " Kiady)v, (7.2)
L2(f}) =2£L% f;,
L%g; = Z(aekKQQ% er)v — (v, Q3 Kasey)y — (u, QT Korey)y — (D®, Kore;),
=1
7.4)
L®(gig;) = 2(ei, Kaaej)v + giL%g; + g; L% gi. 5)

Proof. Note that
lei = di, Dsz = Dlgi =0 and D2gi =€; forall ¢€N.

The claim follows by using a sequence of smooth cut-off functions for each f; and g;, the
integrability properties of Q?Dq) and the assumptions on the coefficient operators Koq
and Koo, described in Definition 5.5. Compare also the calculations in Corollary 5.10 and
Proposition 6.11. O

Remark 7.7. For each v € V and all indices i,k € N, we have (Oc, K22(v)ei, ex)y =
(O, Ko2(v)eg, €i)v, using the symmetry properties of Koa. Suppose that Item (ii) of
Assumption K6 holds true, then it immediately follows that limy, oo Y p_y Oc, Koo (v)eg € V.

Hence,
D (0e, K (v)ei, ex)y = (Z 8ekK22(U)6kaei> :
v

k=1 k=1

Without further mentioning, we use this alternative formula.

Proposition 7.8. For any i € N, the real-valued processes (X})i>0 and (Y')i>o defined by
Xi = (Xy,di)y and Y = (Ys, e;)v satisfy Pe-a.s.

X;—Xg):/ (Ys, Qy ' K1od;)y ds and
0

v/ - / <Za Koa(Y ekag%) — (Y5, Q3 ' Koo (Ys)er)v — (X5, Q7 ' Kone)u (7.6)
%
— (DP(X5), Kare;)u ds + Mt[gi}’L

Above, (M, [gl} L )t>0 5 a continuous (F)e>o0-martingale such that fori,j € N the quadratic
covamatzon ofMgi]’Lq’ and M9il.L* fulfills

t
(ML pplashL®), = o / (es, Kao(Ys)ej)y ds  for all t € [0,00).
0

Proof. We see that X} = f;(X;,Y;) and Y} = ¢;(Xy,Y;), where f; and g; are as in Lemma 7.6.
Therefore, by Equation (7.2), we directly obtain

t
MUPIL _ xi _/0 (Ys, Q5 ' K1ad;) ds,



124 7 The associated stochastic process

and by Equation (7.3),

. L . il t . [
NPT = (a2 /0 L2(F2)(X, Ys) — LT Fi)(X,, Ya) ds = (MPFHT)2,

. o3
Hence, [MUiLL(I)]t =0, i.e. MULLT has zero quadratic variation. Consequently, Mt[m’L =

0, P,e-a.s.. This proves the first Equation in (7.6). To show the second equation, note that

1 e ) . t [
Mt[gz],L — }/tz _ YE)Z _ / (Z aekKZQ(Y;)ekﬂ 61')
0 \k=1 v

— (Y3, Q5 " Koa(Yo)en)v — (X, Q7 ' Kares)y — (DB(X,), Korei)u ds,
by Equation (7.4). Moreover, by Equation (7.5),

[9:],L® [9:], L% \2 !
Nt B = (Mt " ) —/ 2(61,K22(Y's)6i)v ds.
0
This implies [M9i.L7], = 2f(f(ei, K2 (Ys)ej)v ds. For all 4,5 € N we calculate
Nt[gri’gj],Lq) o <Mt[9i+gj]vL¢)2
t
— /O L2((g1 + 7)2) (Xar Ya) — (2001 + 95) L% (s + 95)) (X, Ya) s
t
=2 [ (e KnlYo)ei)y + 2ei KnlYo)es)v -+ (e5, Kaa(Yo)e v ds
0

t
- —2/ (ei + ej, Kaa(Ys)(ei + ¢j))v ds.
0

Since (2 fot(ei + e, K22(Ys)(ei + €5))v ds)i>o is an increasing process, we obtain

[MUlLT prlol L),
1 s A .
= 5 (I, — D2, — (prinh?),)

= /Ot(ez' + e, Koo (Ys)(ei +€5))v — (ei, Koo(Ys)ei)v — (e5, Koa(Ys)ej)y ds

t
= 2/ (ez‘,KQQ()/S)ej)V ds.
0
Hence, the proof is finished. O

Below, we establish that the process M provides a stochastically and analytically weak

solution for Equation (1.2). For this, we need to construct a suitable cylindrical Wiener
process on V', such that we can express the process described by MtV =) ieN Mt[gi]’Lq) e; as
a stochastic integral of \/Ka2 with respect to to the constructed cylindrical Wiener process.
In the following, we set for £ € N

m* (k)

m

@ 9,, ,L® -1 v
iut(k) = < t[gl]’L yooesd jtg e ) and Ek) = <(K222 (P K (k) tt)ei? ej)V>
i,5=1

By means of Lévy’s characterization of the Wiener process, we show the following lemma.
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Lemma 7.9. For each k € N, the process (Wt(k))tzo defined by

t
Wﬁﬁ:ll/ZWde
2 0 S S

is an mK(k)—dz’mensional Wiener process. Let %) be the k-th component of W®) | then
(,B(k))keN is an independent sequence of one dimensional Brownian motions.

Proof. First of all, let k1, ks € N be given and assume without loss of generality ki < ko.
Due to the block diagonal structure of X*2) which comes from the invariance properties
of K99, we know that the j-th component, j € {1, ... ,mK(kl)}, of Wt(kl) is equal to the
j-th component of Wt(kQ). Hence, 8 does not depend on the k € N such that J <k.

To construct a Wiener process, as described in the assertion, we fix k € N with k = m (k)
and 4,7 € N with 4,5 < k.

In view of basic properties of the stochastic integral, compare [K598, Chapter 3 Proposition
2.19 and Corollary 2.20], we calculate

k
Z (E(k))ip(ng))jqd[M[gp]’Lq), Mloal L™,

s

. . 1 [t
[@oﬁmh:/
) 2 0
p,q=1
t k

_1
— /0 3 (S0 (S0) 54 (Kg? (PY Yi)ep, eq)v ds

p,q=1

By Lévy’s characterization, it follows that (Wt(k))tzo is an k-dimensional Wiener process.

As Blgk) is the k-th component of Wt(k), we know that {3, ..., 3} is independent for
any k € N. O

Fix some time horizon 7' € (0, 00) and define the process (W;);cjo,7) on V' via

Wt = Z/Bt(k)ek’ t e [O,T]
k=1

This is an Id-cylindrical Wiener process on V', as defined in Proposition 3.16. This follows
1
by choosing J : V — V, J := QJ3, since then

W2 = Z@(k)JBk = Zﬂt(k) V ke
k=1 k=1

1
defines a (Q2-Wiener process on V. Set Vp := Q3 V and equip it with the inner product

S|
(a,b)y, = (@5 %a,Qy b))y for all a,b € Vj,
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1
which makes Vj a separable Hilbert space with orthonormal basis (Q3 €;)ien. In accordance
to Section 3.1.2, we define £3 := L2(Vp; V) as the Hilbert space of Hilbert-Schmidt operators
from V; to V.

Assumption (K7). There is a a non-negative function keg in L'(V'; u2) such that for all
veV

tr[KQQ (U)] < koo (U) .

Proposition 7.10. Suppose Assumption K7 holds true. Then, the stochastic process
VE2x(Y)J ™ t €0,T)] is £3-valued and predictable, i.e. Ap-B(LY)-measurable. Moreover,

we have .
MY = S M e = [ aRm (V) W (7.7)
0

1€N

Proof. For each v € V| we have, by Assumption K7,

Z(\/ K22(U)J_1Q2%€i, vV Kzz(v)J_lQQ%ez’)v < ko (v).

i€EN

This implies that /Ko (v)J ™t € LY for any v € V. Furthermore, for all t € (0,T), we
have .
1
VR = Br ([ VRV 0 Q3 05
t
— | [ IRl ) ds Pust)
t
< / / aa(Vi(@)) Py (dw) ds
0 Ja
t
— [ ] ()i, ds
0o Jw

< tllk2all L1 (vpug)-
Recall that || - ||z was defined in Section 3.1.2. In addition,

1 1
Ai = (VK2 (Y)J Q3 ei, /Koo (Ye) T 'Q3 i)y = (KQQ(PXK(i)}/t)ehei)V

is continuous and (F¢).e(o,r)-adapted for any i € N. Fix some ¢ > 0 and set

B = {(t.w) € 0.7) x 2| |VEnTi(@)J g <e. |

as well as By, := {Zle A; < e} € Ar for each k € N. Then, B = [,y Br € Ar as well.
Similarly, all pre-images of closed e-balls in £ under /K29 (Y.)J ! are in Ar, so that the
process is indeed predictable, since £3 is separable. By the explanations from Remark 3.13,
the previous results imply that /Kao(Y;)J ! is integrable with respect to the Q2-Wiener
process (WtQ2)t€[07T}, which shows that /K22(Y;) is integrable with respect to (W¢).e(o,1]

with
t t
/\/KQQ(YS)dWS:/ VEx»(Y,)J HdWe?
0 0
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for all ¢ € [0,7], in the sense of formula (3.1). To verify Equation (7.7), let i € N
with i = m® (i) be given. By applying Lemma 3.14 for the operators (-,e;)y : V — R,
Lemma 3.15 and [KS98, Chapter 3 Corollary 2.20], we see that

\/§ (/Ot \/des,ei> - \/ﬁ/t( \ K22(}/;)J_1'7ei)v dVVsQ2
_ \f/ VEn(er,evs ... (vEnYa)er ei)y ) AW

= / (VEan(Ys)er,e)v, ... (VE2(Ys)es e)v) 2P dM
0
:Mt[giLL

Above, we also used the block invariance properties of Kos. The claim follows as (e;);en is
an orthonormal basis of V. [

Before we finally state the final theorem in this chapter, it is useful to define D(Q5 1K15),
D(Ql_lKgl) and D(Ql_ngl) according to Definition 6.1, as well as

D(Qy'Ko) = {v € V| Kaa(9)(v) € D(Qy") for all & € V}.
Theorem 7.11. Suppose Assumptions K6 and K7 hold true, then
= (Q7 J—-.a (ft)tZ(]a (Xta th)tZ()v (Pw)wGW)

is a stochastic and analytic weak solution to Equation (1.2), in the sense that there is a
cylindrical Wiener process (Wy)i>o on V' such that Pe-a.s., we have for all j €N,

t
(X, — Xodj)u = / (Yo, Q3 Kpdj)v s and

(Y: — Yo, ej) v—/ (Zﬁekfﬁz €k,€]) — (Y, Q3 ' Koo (Ys)ej)v
v
— (XS,QI K21€j)U — (K12D‘I>(Xs),€j)v ds

([ o),

Furthermore, we obtain P e-a.s. for every element vy € D(QQ_IKlg) and every element
vy € D(Qy " Ka21) N D(Qy ' K22) N D(Q1*Kn),

(7.8)

t
(Xt_XO7V1)U_/(Y;,Q2_1K12V1)Vd8 and
0

(Y — Y(JaVZV—/ (Zaeka 61@7”2) — (Ys, Q3 ' Koo (Yo o) v

%
— (X5, QT K1)y — (QYD®(X,), Q7 Korva)y ds

- </0t \/MdWS7 V2) \%

(7.9)
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Proof. The verification of Equation (7.8) directly follows by Proposition 7.10. Recall that
all classical integrals appearing in Equation (7.8) are well defined due to Proposition 7.1.
For v1,vy as in the assertion and all n € N with n = m®(n), it holds Q2_1K12P7¥y1 =
PY Q5 Kiov1, Q3 Koo (Yo)PY vy = PY Qy' Koo (Ye)va, Q7P Ko1 PY vo = PY Q7% Koyvs and
QflKglPXVQ = PngleuQ. By means of Equation (7.8) we have P e-a.s. for all n € N
with n = m(n),

t
(X; — Xo, PVv)y = / (Ys, PY Q5 ' Kiov1)y ds
0

(Y: — Yo, By va)v /(Za Ko(Ys)ex, By u2> — (Ys, PY Q3 ' Koo (Yo)ra)v
Vv
— (X5, PYQ7 ' Konn)y — (Q{D®(X), PY Q1 Korvo)y ds
t
+ ( / V2K (V) dW,, PV u2>
0 1%

Note that PXQQ_IKQQ()/S)VQ converges to QQ_IKQQ(YS)Z/Q in V. We estimate for all s € [0, ],
|(Ys, By Q3 ' Koo (Yo)ra)v| < [[Yallv [|Qy Koz (Ye)rallv -

Consequently, we are able to apply the theorem of dominated convergence for n — oo with
n =m™(n), to obtain P,s-a.s.

t t
fim [ (Ve PY Q3 KaaV)y ds = [ (¥, 05" Kan(Voa)y ds
Using that Pgul, PTYQQ_IKHVL PnVV27 PXQ;GKQIVQ and PnUQl_lKglyg converge to vy,
Q51K12V1, Vo, QfaKglug and QflKglyg in U and V, respectively, we conclude the proof.

O

We end this section with an L2-exponential ergodicity result for the analytically and
stochastically weak solution, provided by Theorem 7.11. A similar result was already
established in a manifold setting in [GM22, Corollary 5.2].

Corollary 7.12. Assume that either the assumptions KO-K5, (with either K3 or K3*),
SA(®), Reg(®) and Bdy(®P), or assumptions K2-Kb5, (with either K3 or K3*), SA(®),
Reg(®) and App(®) hold true. Let 61 € (1,00) and 6 € (0,00) be the constants determined
by Theorem 6.21. If the Assumptions K6 and K7 hold true, then the process

= (Qa ]:7 (]:t)t207 (Xta n)tz(h (Pw)MJEW)v

constructed in Proposition 7.5, is a p®-invariant Hunt process with infinite life-time
and weakly continuous paths solving Equation (7.8). Moreover, for all t € (0,00) and
g € L2(W; u®), it holds

(1 — e t02 - )
- \/\/ t92 ) )lg — 7 (D) 22 (ue)

We call a solution M with this property L?-exponentially ergodic, i.e. ergodic with a rate
that corresponds to exponential convergence of the corresponding semigroup.

Hi/otgm,mds—ﬂ (9)
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Proof. Besides the ergodicity property, all statements follow by the previous considerations.
To show ergodicity, let t € (0,00) and g € L>(W; u®) be given. For f := g — u®(g), it holds

2 2 t s
= t2/ / (Ts_uf, f)Lz(/fp)dudS
L2(P,q) o Jo
2[| 117 tops
I;(;ﬁﬁ/ / 916_(8_“)92dud5
t 0 Jo

126 1 _t0 9
T 16, <1 - @(1 —€ 2)) HfHLQ(lﬁ’)'

To obtain the first equality, we argue as in [GM22, Corollary 5.2]. Afterwards, we use the
Cauchy-Schwarz inequality and the hypocoercivity of the semigroup. In the last line we
compute the integral. O

1 t
Ht/o f(Xsa}/S)ds

Remark 7.13. We can formulate a similar statement as in Corollary 7.12 in terms of
the right process from Proposition 7.1. Indeed for the computations in Corollary 7.12 we
only need the Markov property and that the semigroup of (L®, D(L®)) is associated with
the transition semigroup of the process.

We end this chapter with a remark concerning the optimality of the convergence rate from
Corollary 7.12.

Remark 7.14. From Corollary 7.12 above, we follow, that time average converges to space
average in LQ(PM@) with rate t2. If the spectrum of (L%, D(L®)) contains a negative
etgenvalue —k with corresponding eigenvector g, then this rate is optimal. Indeed, by a
sitmilar reasoning as in the calculation above, we then get for all t € (0, 00)

1 2 1
— 2 (12—t .
LQ(PHq)) \/{f\/li < tli( e ))HQHLZ(N‘I’)

Equality above holds, as the application of the Cauchy-Schwarz inequality is not necessary.
Moreover, note that u®(g) = - p®(Leog) = 0.

1 t
H/ g(X57}/:9)dS
t Jo







Applications

This chapter deals with the application of the results we established above, in the framework
of stochastic reaction-diffusion and Cahn-Hilliard type equations. First, we translate these
equations into our setting of degenerate second order in time and infinite dimensional
stochastic differential equations with multiplicative noise. Afterwards, we show essential m-
dissipativity of their associated generators and establish hypocoercivity of the corresponding
semigroups. The construction of the associated stochastic processes and the analysis of
their long time behavior, by means of the associated hypocoercive semigroups, finishes
our analysis. The chapter is separated into three parts. We start with degenerate second
order in time stochastic reaction-diffusion equations with multiplicative noise where only
potentials with bounded gradient are considered. Then, Cahn-Hilliard equations of this
type, allowing potentials with bounded gradient in a suitable infinite dimensional Sobolev
space, are studied. The consideration of theses examples is contained in [BEG23]. Lastly,
we reconsider reaction-diffusion equations and invoke the results from Section 5.1.2 to allow
potentials with unbounded gradient.

Non-degenerate first order stochastic reaction-diffusion and Cahn-Hilliard type equations
have been extensively analyzed by many authors. We highlight [DA 14, Section 5 and 6]
and [ES09; DDT04], where most of the inspiration for our considerations originates. In
these articles, the authors were able to treat nonlinearities in terms of potentials and vector
fields which grow at most polynomial.

8.1 Degenerate second order in time stochastic
reaction-diffusion equations with multiplicative noise
(potentials with bounded gradient)

Let d¢ be the standard Lebesgue measure on ((0,1), %(0, 1)) and define U := L?((0,1);d¢).
Moreover, we denote by VVO1 ’2(0, 1) the classical Sobolev space of weakly differentiable
functions with zero boundary conditions on (0,1) and by W?22(0,1) the Sobolev space of
two times weakly differentiable functions on (0, 1). In the following, we set W :=U x U
and let (—82,D(8€2)) be the negative second order derivative with Dirichlet boundary
conditions, i.e.
D(32) = Wy*(0,1) N W*%(0,1) C U.

It is well known that the inverse of (—852, D(@g)) can be extended to a bounded linear
operator on U. This extension is denoted by (_352)—1. Therefore, it is reasonable to define

131
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the linear continuous operator
Q= (=02)"": (U || lv) = (D@ I - o) € (U - v)-

Q is positive and self-adjoint. Further, By = (di)ren = (V2sin(km-))ren is an orthonormal
basis of U diagonalizing @ with corresponding eigenvalues (Ax)ren = (k7)™ 2)ren-

For parameters a;,as € R with

1
ap, g > 57

we consider two centered non-degenerate infinite dimensional Gaussian measures p and
w2 on (U, B(U)), with covariance operators

Q1:=Q" and Q2:=Q",

respectively.
Since (A)ken € ¢"(N) for r > %, Q1 and Q2 are indeed trace class. By construction, By is
a basis of eigenvalues of ;1 and Q2 with corresponding eigenvalues given by

)\17]{ = )\Zl and AQ,IC = )\227 ke N,

respectively.

8.1.1 Essential m-dissipativity

To determine the coefficient operators Ko and Ka;, we fix o1 € [0,00) and set K1o := Q7.
Since K91 = K7,, we also have Ky = Q°'. The variable diffusion coefficient operator Koy
is assumed to be diagonal with respect to By and defined by specifying its eigenvalue
functions Aga , : U — R. To do that, let 02,03 € [0,00) and 8, € (0,1), ¢r € CL(R; [0, 00)),
as well as 9y, € C’l}(Rk; [0,00)) for every k € N.

Define

A2k (V) = AL? + A2 + e (Spk(|pkv|ﬁk+1) + 1111@(2%@)) ,

where o5
)\k

~lekller + l[vkllen

Vi :

Remark 8.1. With appropriate modifications, we could also treat eigenvalue functions
of the form A (v) == c1AL? 4+ c2A7% + 37k (@r(|prv|P 1) + Yr(prv)) for some constants
c1,c2,c3 € [0,00). To maintain a clear and simple presentation, we do not consider this
generalization in the following.

One easily checks that A} < A2 + A7 < Aog (V) = Aog i (Prv) < A2 + A2+ A7° for every
v € U. Moreover, for i > k, we have 04, A2 (v) = 0 and for 1 < ¢ <k, it holds that

|0, A2, (V)| = Vi ’%ﬂpkvlﬁﬁl)(ﬁk + 1) lpro|* (v, di)u + 3¢¢(pkv)‘
< B + DIk loo + ID¥kllo) (1+ lpgel ™)

<27 (14 |Polgt) <2272+ [ollo)
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for all v € U. Now, we simply set Koo(v)di, := Mg (v)d), which describes a symmetric
positive bounded linear operator on U as required for Definition 5.5. Assumption KO holds
for K9, = Q%2 = Q3 and Assumption K1 is satisfied for N}, := 2A7%, compare Remark 5.13.

The nonlinearity in the stochastic reaction diffusion equation comes from a potential &,
which we construct in the following. We fix a continuous differentiable function ¢ : R — R,
which is bounded from below and with bounded derivative. Further, let ®; € CZ(U;R).
Then, we define

O1:U =R, ur— P(u /¢ ))d¢  and

D:U =R, ur— d(u) = Py (u) + Pa(u).

The boundedness of ¢’ implies that ¢ grows at most linear. By Remark 3.49 and Proposi-
tion 3.51, we know that ®; is lower semicontinuous, bounded from below and in LP(U; u;)
for all p € [1,00). In addition, ® is in W12(U; yy) with D®(u) = ¢’ o u + D®y(u) for all
u € U. In particular, we have

[D®| oo () < jg}gl@f)/(t)\ + [[D®2|| poo () < 00

The corresponding infinite dimensional Langevin operator reads on FCp°(Bw) as

L*f =tr [KxnoD3f] + Z(ade22D2f, dj)u — (v, (=0F)** K92 Da f)u
=1
— (u, (=)' Daf ) + (v, (=0)** ' D1 f)u
—(¢'(w), (=8F) "' Daf)v — (D®a(u), (=0%) "' Daf )ur.

S

If we assume
oo < 207,

we obtain for each v =)"}_, (v, dg)vdy € U,, n € Nand 0 € U,

((km)~2) % (v, d)} < Z (k) 2) 7 (v, di)?

NE

(K210, Ko1v)y =

>
Il
—_

A2 (0) (v, i)y = (K (D), v)u-

M=

e
Il
—

Hence, Assumption Bdy(®) is valid for § = 0. Theorem 5.23 is consequently applicable
and we obtain essential m-dissipativity on L?(W;u®) of (L®, FCg°(Bw)). The semigroup
(T})i>0 generated by (L®, D(L?®)) is sub-Markovian and conservative.

8.1.2 Hypocoercivity

To show that the semigroup generated by the closure of (L%, F Cp°(Bw)) is hypocoercive,
we strengthen our assumptions. Indeed, by means of Theorem 6.21, we need to check
K2-K5 with either K3 or K3*, as well as Assumption Reg(®) and SA(®P).
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Assumption K2 is obviously valid. Using the first Item of Remark 6.17 and the fact that
A2 k(v) > A2 for all k € N and v € V, also Assumption K4 is valid.
To continue, we assume that ¢ is convex (hence also ®1) and

20 1 — Q9 S .
In order to apply Theorem 6.21, we distinguish two cases.

1.Case.

(o] Z a9 and g3 Z 50&2.

This choice of parameters particularly implies that C' = Q2?1 =2 is bounded, as we already
assume o2 < 201. Therefore, Assumption SA(®) holds true. We verify Assumption Reg(®)
by means of the Moreau-Yosida approximation, using Example 2.11, Lemma 3.42 and
Remark 3.52, as well as Item (ii) from Remark 6.6.

Invoking the second Item of Remark 6.17 and the inequality 201 —ao < g, also Assumption
K5 is valid.

Finally, Item (i) and (ii) from assumption K3 hold for

Ci=1 and Ce(v)=1 wvel,

by choosing the natural decomposition for K9 into K7 and K induced by its definition.
At this point, it is important that o9 > a9 and o3 > %ag. For Item (iii), note that

o 02
apt(v) < 22+ [lllv)ra” 2,

for all v € U, which describes an #?-sequence, since

052> >1
g3 — — (07 .
3 9 = 2 2

Moreover,

o3—%2
/U 1022 () el pa(dv) < 412 F ) o2 /U (2 + o) pa(dv) < oo.

2.Case.

1 1
®y = 0 and @ is scaled such that ||Q7 D®|| 00 (,,) < 7

The verification of Assumption SA(®) is immediate by the assumption above, while Reg(®)
follows again by the means of the Moreau-Yosida approximation as in the first case. Also
Assumption K5 follows as in the first case. To include cases where (C, D(C')) might be
unbounded, we verify Assumption K3* instead of Assumption K3. To do that, let

—ag 4+ 209 — 201 +a1 >0 and — 2a9 + 203 — 201 + a1 > 0.
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Item (i) and (ii) from Assumption K3* consequently hold for
Ci=1 and Cy(v) =1,

again, by taking the natural decomposition for Ko and recalling that 201 — as < 1. For
Item (iii), note that

oy _
a2?(v) < 22+ |loflo)rd T,
for all v € U, which describes an #?-sequence, since

71— > > —
o1+ o (0% .
2 1 3 = X2 2

Finally,
A _oi1+to
/Ull(aiz(v))neN!?z pa(dv) <4 (A2 S)neNH?z/U(HHvHU)2u2(d’v) < o0

8.1.3 The process

Below, we assume that oy < 20;. Therefore, Theorem 5.23 is applicable and (7}):>0
generated by (L*, D(L?®)) is sub-Markovian and conservative.

By Proposition 7.1, there exists a right process with the Lusin topological space (W7, 77)
as state space, such that its transition semigroup coincide on L?(Wr; %) with (7}):>0.
Moreover, this process solves the martingale problem for (L, D(L®)) under Pﬂq>. We
emphasize that Koo : U — L(U) is not finitely based and o9 = 0 is a valid choice. In this
case, the variable diffusion matrix K5 is not trace class valued.

To show that the there is a y®-invariant Hunt process

M = (Q, F, (Ft)i>0, (Xt, Y2) >0, (Puw)wew ),

solving the martingale problem for (L®, D(L®)) under P,e and with P e-a.s. weakly
continuous paths and infinite life-time, we invoke Remark 7.4 and assume

Mgyl e o] > and oy > 2
g "Mty Ty T TNy Ty 275 BTy
to verify Assumption K6. Next, we construct a stochastically and analytically weak

solution with weakly continuous paths, in the sense of Theorem 7.11, to the following
degenerate second order in time stochastic reaction-diffusion equation

dX; = (—03)~ " T*?Y, dt

dY; = ZadiKQQ(Y;t)di - Kzz(lﬁs)(—f??)”l@ - (—852)701+a1Xt (8.1)
i=1

— (=) ¢ (Xy) — (—02) T DBo(Xy) dt + \/2K25(Yy) AW

By means of Theorem 7.11, it is left to verify Assumption K7. This is redundant, since we
already assume o9, 03 > %
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8.1.4 Summary

The table below summarizes the results we established in the previous sections. It includes
the combinations of parameters and conditions on the potential such that (L*, D(L?®)) is
m-dissipative on L?(W; u®) and the p®-invariant Hunt process M provides a stochastically
and analytically weak solution with P, s-a.s. weakly continuous paths and infinite life-time
for the infinite dimensional stochastic differential equation Equation (8.1). It also tells us
when the semigroup (T});>0 generated by (L®, D(L?®)) is hypocoercive.

Table 8.1: degenerate second order in time stochastic reaction-diffusion equation

M-dissipativity and right process
solving the Martingale problem (enlarged state space)

09 < 207 and ¢’ bounded

p®-invariant Hunt process M

with infinite life-time (T})t>0 hypocoercive
weak sol., weakly cont. paths

i%+01$%>% ¢ is convex and 201 — ag < a1

1
09,03 > % o9 > (g, 03 > %Ozg ®9 =0, ”QfD(I)HL"O(m) < %

—ag + 209 — 201 +a1 >0

—2a9 + 203 — 201+ a1 >0

By means of Corollary 7.12, we can combine the results stated in the table to verify that
M is L?-exponentially ergodic, compare e.g. the next example. Other situations can be
considered by adjusting the parameters accordingly.

Example 8.2. Here we describe two sets of parameters, corresponding to the two cases in
Section 8.1.2, such that all of the conditions in the table above are fulfilled. In both cases
we assume that ¢ is convex and has bounded derivative.

%, 02 = g, as well as g9 = %ag.

1. Case. Let aq,a9 > % and set o1 =
2. Case. Let az > 3,01 =2+, 01 = P, 00 = %, 03 = ag, P2 = 0 and ¢ is scaled such

1
that [|Qf D®| fec () < 1. In this case (C, D(C)) is an unbounded operator.
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8.2 Degenerate second order in time stochastic
Cahn-Hilliard equations with multiplicative noise
(potentials with bounded gradient)

In this section, we denote by W12(0,1) the classical Sobolev space of weakly differentiable
functions and by W12(0, 1) the functions in W12(0, 1) with zero mean, i.e.

Wi2(0,1) := {x e W2(0,1) | /le(g) d¢ = o} .

W12(0,1) becomes a real separable Hilbert space by equipping it with the inner product
(*y)yir1.2 defined by

1 ~
(@, 9)na = /O De(€)Dey(€) e, .y € W2,

Let U be the continuous dual space of (W12(0,1), (-, “)yir1.2), endowed with the canonical
dual inner product and norm. Further, set W = U x U and for p € [1,0),

1
£7((0,1);d€) = {az e 20009 | [ a(e)de - o}.

In the following, we consider LP((0,1);d€) as a subspace of U by identifying an element
x € LP((0,1);d&) with the continuous linear functional y +— fol x(&)y(&)dE in U. We define
the map

1
B:W'2(0,1) — (W'(0,1))', Bw(y)—/o e (€)0ey(€) de,  y € WH2(0,1).

For every x € {z € W*2(0,1) N Wh2(0,1) | dex € W01’2(0, 1)}, i.e. z is two times weakly
differentiable with Neumann boundary conditions, we have

1
Bi(y) = — /0 B2a(€)y() e,y € WH2(0,1). (8.2)

Hence, B can be identified with the extension of minus the second order derivative with
Neumann boundary conditions. One can verify that B is isometric and fulfills

(2, Bx)u = (2,7)12(q¢) (8.3)

for all z € L2((0,1);d¢) and 2 € Wh2(0, 1). It is well known that the sequence (ex)ren =
(v/2 cos(km-))xen is an orthonormal basis of L2((0,1);d¢) with Bey, = (k)%e;. Therefore,
(di)ken defined by dy, = kmey, is an orthonormal basis of U. Now define
D(B?) = {a: e WH2(0,1) N W2(0,1) | B, B € WEH2(0, 1)} cU
Bz = 8?3: eU.
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We can interpret (B?, D(B?)) as a realization of the fourth order derivative with zero
boundary conditions for the first and third order derivative. Moreover, it is easy to show
that (B2, D(B?)) is symmetric with

(B%z,z)y > nt(x,z)y forall z € span{d;,di,...} C D(B?).

Therefore, (B?)~! € L(span{d;,ds,...};U). Since (di)ren is an orthonormal basis of U,
we can extend (B?)~! to a positive self-adjoint operator in £(U). We denote this extension
by Q € L(U). As Qdy = (rk)~*dy for all k € N, it is evident that the orthonormal
basis By := (di)ren is a basis of eigenvectors of (), with corresponding eigenvalues
()\k)kGN = ((Wk)_4)k€N. We fix a1, a9 € R with

1

1, &2 4

Since the sequence of eigenvalues of @ is in ["(N) for all r > i, it is reasonable to consider
Q1 =Q" and @Q2=Q™

as covariance operators for the infinite dimensional Gaussian measures p; and us, respec-
tively. In analogy to the previous section,

Ak =A% and Agp = A2 keN

are the eigenvalues of ()1 and ()2, respectively.

8.2.1 Essential m-dissipativity

As in the reaction-diffusion setting, we choose Ko = Q7 for some o1 € [0,00). Since
Ko = Kj,, also Ko1 = Q7'. We assume K»s is diagonal with respect to By and therefore
specified by its eigenvalue functions Aoy : U — R. Fix 09,03 € [0,00), B € (0,1),
or € CLR;[0,00)) and ¢y, € C}(R¥;[0,00)) for all k € N. Define v + Aggx(v) and
v — Ky(v) as in the previous example such that the requirements from Definition 5.5 are
met and note that we could also incorporate the generalization mentioned in Remark 8.1.
Then, by the exact same reasoning as in the reaction-diffusion setting, Assumption KO
holds for K9, = Q®* and Assumption K1 is satisfied for N}, := PAVAR

We continue our consideration by fixing a function ¢ € C'(R), which is bounded from
below and assume that there are constants A € (0,00) and b € [1, 00) such that

¢/ (z)] < AQ + |z>7Y), zeR.

Hence, ¢ and its derivative grow at most of order b and b — 1, respectively. For such ¢ we
consider potentials ®; : U — (—o0, 0o| defined by

(I)I(U) = {fol ¢(u(§)) dé; (IS i}b(((]’ 1);d§),
e u ¢ LP((0,1);dé).

Before we investigate the Sobolev regularity of ®1, we need some auxiliary results from
[DA14, Section 6]. Afterwards, we include Lemma 8.4, which contains a refinement of
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[DA14, Proposition 6.5], where only the case 6 = 5 is considered. In contrast to the

previous example, in general, ® ¢ W5H2(U; uu1). Instead, we show that W (U p1) for all
i< 3

0> 3.

Lemma 8.3. [DA1/, Proposition 6.3 and Corollary 6.4] For all p € [1,00) there is a
constant Cy, € (0,00) such that

VS|

1 n 1
/U /0 Pu(&)P dé dpy < C, <2W>

and p1(LP((0,1);d€)) = 1. Moreover, the sequence ((u,€) — Pou(€))nen converges to
(u, &) = (&) in LP(U x (0,1); p ® dE).

The statement below is close to the one from Proposition 3.51. The goal is to find a
good approximation of ®;. This is achieved by taking an appropriate subsequence of the
sequence ((®1)n)nen where the latter is defined for each n € N by

(®1)n /qﬁPu ))d¢, wel.
Even in the case that ¢ is convex, a Moreau-Yosida approximation of ®; is not applicable,
as in general ®; ¢ Wh2(U; ).

Lemma 8.4. Let p € [1,00), then it holds limy, oo ®p, = ® in LP(U;pu1). If p > 1, then
o, € Wé’g)(U; p1) for all 6 € (2,00) and for pi-a.e. u €U

Oy (1) / & (u(€))di(€) d&.
Moreover, if b=1 (i.e. if ¢’ is bounded), we additionally have

\\ercblum ) < o0.

Proof. As in Proposition 3.51, we can show that ((<I>1)n)n€N is a sequence of continuously
differentiable functions from U to R converging to ®; in LP(U; uq) for all p € [1,00). By
dropping to a subsequence, we assume without loss of generality that ((®1),)nen converges
to ®; pointwisely pi-a. e

To verify that ®; € W (U p1), we first show that ((®1)y)nen is bounded in W PU; 1)

forallee( ,00).
Boundedness of ((®1)n)nen in LP(U; 1) for all p € [1, 00) follows by Lemma 8.3 and the
polynomial growth of ¢. As in [DA14, Proposition 6.5], we obtain

1
04, (1)) = {({0 PR =

Hence, for k <n

1 1
|0, (21)n (u)| = !/0 ¢ (Pou(€))dy(€) d€| SAx@rk/O (1 + | Pyu()|P~Y) de
= AV2rk||1 + [ Poul’ Y 11 (ag)-
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This yields (®), € W (U u1) by Proposition 3.35 and

P

1Q° D@1} ()] = (17 D(@1)n(w) )

(

_ P
< (ﬂAHl 1Pl 1)) (
k

3
NN
/-\/_\
=
\_/N‘
Oo\_/
Cbxw
N——

k=1

- (ngyu + |Pnu|b_1||L1(d£))p (Z (Wk)lg“>

By Proposition 8.3, we get boundedness of (QéD(QH)n)nGN in LP(U; uq) and therefore
boundedness of ((®1)n)nen in W P(U; 1), as desired. For p > 1, we use the Banach-

Saks property of W PU; ), compare Remark 3.41, to find a subsequence (ng)xen such
that the Cesaro mean ¢y = % Zivzl (®1),, converges to @1 in W P(U; p1). Hence,
P, ¢ W (U p1). As ((P1)n)nen converges pointwisely ui-a.e. to @, the same holds true

for (wN) ~NeN- To show the statement about the partial derivatives, we can argue as in
Proposition 3.51, compare also [DA 14, Proposition 6.5].

To end the proof, let b = 1. This implies that QéD(CI)l)nk is bounded in U independent of
k. Consequently, the same holds true for QéDz/JN. Since QéDwN converges pointwisely
p1-a.e. to Q(;bel for a subsequence, we are done. O

Remark 8.5.

(i) As in [DA1], Section 6], one can show that for every u € L*®=D((0,1);d¢) we have

,;
Od,, P1(u) = 2( ou— / ¢ (u dﬁ,dk) , hence also

U

Q2D (u) = ¢ ou—/ e

(ii) Let n € N with m®(n) =n and f € FC*(Bw,n) be given. Using the interpretation
from Remark 5.6, we get for u € U with ¢' ou € WH2(0,1)

—(02¢/(u), (0)""* Daf (u))v = (¢ (u), (8) "7 Daf (u)) 12(ag)
= 0, ®1(w)A] Oa, f(u)
—1
= (D®1(u), (0¢) " Daf (u))u-

Above, we also used equality (8.3) and the identification of B with the extension
of minus the second order derivative with Neumann boundary conditions. From
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this point on, we write —(8§2¢’(u), (821)*"1D2f(u))(] = (D®1(u), (821)*"1D2f(u))y
for f € FCy*(Bw) and u € U, even though we can only make sense of it, if
¢ ou € WH2(0,1).

As in the previous example, we add @4 € C’I?(U ;R) and consider potentials of the form
D= Dy + Dy

The infinite dimensional Langevin operator, considered in this Cahn-Hilliard setting, acts
on FCp°(Bw) as follows,
L*f =tr [Ky 0 D3 f] + Z(adeQQDQfa dj)u — (v, (6§)°‘2K22D2f)U
j=1
— (u, ()™ ="  Daf)u + (v, (9)** " D1 f)y
+ (929 (u), (9¢) 7' Daf)u — (D®a(u), (9¢) " Daf)u.

In order to establish essential m-dissipativity of (L, FC°(Bw)), we assume that ¢’ is
bounded. Moreover, we fix 6 € (0,00) with fa; € (%, 00) and choose the parameters o;
and o9 such that

o9 < =201 + 207. (84)

Assumption Bdy(®) consequently holds true and Theorem 5.23 can be applied. Therefore,
(L®, FC°(Bw)) is essentially m-dissipativity on L*(W;u®). In particular, the associated
semigroup (T3)¢>0 is sub-Markovian and conservative.

8.2.2 Hypocoercivity

In this section we study hypocoercivity, of the semigroup (7}):;>0 generated by the closure
of (L®, FC°(Bw)). To do that we assume that we are in the situation of the previous
section, i.e. ¢/ is bounded 6 € (0,00) with 6oy € (2,00) and 03 < —20ay + 201. We use
the same strategy as in Section 8.1.2, where we checked the assumptions from Chapter 6
and particularly from Theorem 6.21.

Note that Assumption K2 is obviously valid. The next lemma shows that convexity of ¢ is
enough to verify Item Reg(®;) of Assumption Reg(®).

Lemma 8.6. Suppose that ¢ is convex, then Item Reg(®1) of Assumption Reg(®) is
satisfied.

Proof. Recall the sequence (¥n)nen, given by ¥y = % Zivzl (<I>1)n]c from Lemma 8.4,
converging to ® in Wé; (U; u1) and pointwisely pi-a.e. to ®1. Since ¢ is convex, the same
holds true for ®; and each member of the sequence ((®1),)nen. As (P1), is a continuously
differentiable function from U to R and bounded from below for every n € N, the same
is true for (Yn)nven. Let (tar)men € (0,00) be a sequence converging to zero. Denote
by ¥ (ar,n) the Moreau-Yosida approximation of ¢, compare Lemma 3.42, of order t;.
Hence, 1p7,n is a convex function from U to R such that

(i) For all w € U and N,M € N, —oo < infycy ®(u) < infucpy¥n(u) < Yun(u) <
Yy (u), as well as limps—yo0 s, N (u) = YN (w).



142 8 Applications

(ii) vam N is Fréchet-differentiable with Lipschitz continuous gradient.

(iii) hmM—>oo||(Q?D¢M,N — Q?Dd}]\[, di)UHLQ(m) =0 for all 7 € N.
Using the approximation properties of (¢n)nen, we obtain Reg(®1). O

In analogy to the previous section, we obtain Item Reg(®3), if either C' € L(U) or &3 = 0.
Consequently, Assumption K4 and K5 are valid, if

201 —ag < o,

by Remark 6.17. In this case, we are left to verify Assumption SA(®) and either Assumption
K3 or Assumption K3*, to obtain the final hypocoercivity result. Similar to the reaction-
diffusion setting, we distinguish two major cases. One with bounded C, which is implied
by assuming oo > a2 and one with potentially unbounded C but ®5 = 0.

1.case. 5
(o] Z a9 and g3 Z 5042.

Then, C = Q%*'~*2 is bounded, as we already assume oy < —20a; + 207. Assumption
SA(®) follows by verifying Item SA(®2), if

200 — g > —.
o1 2>

Item (i)-(iii) from Assumption K3 are valid by the exact same reasoning as in the stochastic
reaction diffusion case. Note that the potential ®, which is the major difference in the two
examples, is not involved in Assumption K3.

2.case.

3 1 1
ar > o ®y = 0 and @ is scaled such that ||Qf D®||pec(,,) < 5

In this case, Assumption SA(®) directly follows. Assumption K3* can be verified as in the
previous example by demanding

—ao 4+ 209 — 201 +a1 >0 and — 2a9 + 203 — 201 + a1 > 0.

8.2.3 The process

Also here we choose the parameters as in Section 8.2.1 to guarantee that (L®, D(L?®)) is
m-dissipative. By the same arguments as in Section 8.1.3, there exists a right process with
enlarged state space providing a solution to the martingale for (L®, D(L?®)) problem with
respect to the equilibrium measure.

To establish existence of a p®-invariant Hunt process

M = (Qu f) (Ft)t207 (Xt7 }/75)15207 (Pw)wGW),
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solving the martingale problem for (L®, D(L?®)) under P,e and with P e-a.s. weakly
continuous paths and infinite life-time, we invoke Remark 7.4 and assume

o « 1 « o
L hn+ 2> ot >

L >
1 1 1
2 2 T4 9 9 ~ g M 9293

4

to verify all items from Assumption K6.

Since we already assume that o9,03 > %, Assumption K7 holds true and we get a
stochastically and analytically weak solution, as explained in Theorem 7.11, for the
following degenerate second order in time Cahn-Hilliard type equation

dXt — (agl)fa1+a2yt dt

dY; =) 04, Koo (Yy)d; — K2o(Y7)(08)™Y; — (98) "7 T Xy (8.5)
i=1

— (08) T OFH (X1) — (08) ' DP(Xy)dt + /2K 22 (Y:) AW

8.2.4 Summary

We summarize the results from the previous section in the following table. It has the same
structure as the one for the reaction-diffusion setting in Section 8.1.4.

Table 8.2: degenerate second order in time stochastic Cahn-Hilliard equation

M-dissipativity and right process
solving the Martingale problem (enlarged state space)

6 > 0 such that 6oy > %, o9 < —20a + 201 and ¢’ bounded

p®-invariant Hunt process M

with infinite life-time (T)t>0 hypocoercive
weak sol., weakly cont. paths

U Lo FR>1 ¢ is convex and 207 —az < g
®y =0,
1
3 3 1
ar > g, [|QF DP| ) < 3

1 3
02,03 > 7 g2 > (g, 03 2> 5002

—ag + 209 — 201 +a1 >0

=~

201 — g >

—2a0 + 203 — 201+ a1 >0

Example 8.7. As explained in Corollary 7.12 and in the stochastic reaction-diffusion setting
in Example 8.2, this example describes two sets of parameters such that all statements in
the table above are satisfied and consequently such that M is L?-exponentially ergodic.
Many other combinations are possible. In both cases we assume that ¢ is convex with
bounded derivative.
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1. Case. Let ay > %, o > %, 0= % and set o1 = %, 09 = g, as well as o3 = %ag.
2. Case. Let as > 2, a1 = %OQ, 0 = % and set 01 = ¢, 09 = @, 03 = az, P =0
1

and ¢ is scaled such that [|QF D®|| () < 1. In this case (C,D(C)) is an
unbounded operator.

8.3 Degenerate second order in time stochastic
reaction-diffusion equations with multiplicative noise
(potentials with unbounded gradient)

In this section, we again analyze degenerate second order in time stochastic reaction-
diffusion equations with multiplicative noise, whereby different to Section 8.1, the gradient
of the potential might be unbounded. Instead of the results from Section 5.1.1, we use the
techniques described in Section 5.1.2 to show essential m-dissipativity of the corresponding
infinite dimensional Langevin operator.

We have to note, that Item App(®3) from Assumption App(®), which is needed to apply
the central essential m-dissipativity result from Section 5.1.2, is not shown in this section.
Indeed, as explained in Section 5.1.2 it is considered as a conjecture, whose validity is
reasonable by the strategy described in Remark 5.28. To be consistent with this strategy,
we derive stronger regularity results for the potential and coefficients than required in
Assumption App(®P).

Nevertheless, our starting point is the same as in the introduction of Section 8.1. So,
U=V = L*(0,1);d¢), By = (di)ken = (V2sin(km-))ken, (Ae)ren = (k7 ke, Q =
(=0¢)"' € L(U) and Q; = Q% with ; > %, i =1,2.

8.3.1 Essential m-dissipativity

For o1 € [0,00), we choose K12 = Q7' and since K91 = K7y, also K91 = Q7'. Moreover,
we assume that Koo is diagonal with respect to By and therefore determined by its
eigenvalue functions Ao : U — R, k € N. Let 09,03 € [0,00). For each k € N, choose
Yy € CHR¥;[0,00)) and define

VUr(prv)
lrllos

Also in this example it is possible to consider a generalized version of Aas j as described in
Remark 8.1.
One can check that

)\227]6(’0) = )\gz + AZ2 + )\ZS (86)

)\22, /\Z2 S /\227]9(1}) = )\22’k(ka) S )\22 + )\%2 + )\23

for all k € Nand v € U. For i > k and all v € U, we have 04, A22 1 (v) = 0 and for 1 < i <k,
it holds that

)\0’3 a’twk (pk'l))
k

Og. A v)| =
’ d; 22,k( )’ Hlﬁk||c4

< A%,




8 Applications 145

We simply set Kos(v)dy, := a2 1 (v)dy, which describes a symmetric positive and bounded
linear operator on U, as required for Definition 5.5. Extending the arguments from
above to higher order derivatives, we see that v — Koo (v)dy € CE(V;V) for all k € N
and also Assumption KO holds true. The compact support property of 1, implies that
v+ Kog(Py,(v))Qy ' Py (v) has bounded derivatives up to order three for all n € N, which
is essential to use the arguments from Remark 5.28. Actually, to check Item App(®2) from
Assumption App(®) it is enough to have v +— Koo (v)dy, € CZ(V; V) for all k € N, i.e. it is
enough to assume that 1 € CZ(R¥,[0,00)) for the definition of Mg .

The class of potentials we consider below, is inspired by the considerations in [D1.05],
where the m-dissipativity of degenerate Langevin operators with additive noise, in a finite
dimensional setting, were investigated.

Definition 8.8. Fix ¢ € C*(R), which is bounded from below by zero. Assume that there
are constants A, B, R, mg € (0,00) and m; € N>4 such that

¢(xz) > Alz|™ forall |z|>R (8.7)
and
oW (2)| < B(1 4 |z[™™%) forall zeR.

Using the mean value theorem, there is a constant B € (0, 00) such that for all z € R and
j€1{0,1,2,3,4} | ,
|9 (2)] < B(1L + |a[™ 7). (8.8)

The potential ® : L2((0,1);d¢) — R is defined in terms of ¢ via

q)(u) — {f()l ¢(u(£)) dé, we Lml((()’ 1);d§)

0, else

Let ¢ € N be even and (ayn)men € (0,00) be a monotone sequence converging to zero. For
m € N, we set

X

\Ijm = \Ijmg R — R, \Ilm(ﬂ?) = m
m

and ¢ = V,, 0 p € C*(R).

We start investigating (¢, )men by establishing that all derivatives up to order four are
polynomial bounded independent of the index m. This helps to approximate ®, as required
in Assumption App(®).

Lemma 8.9. There exists a constant ¢ € N only dependent on ¢ such that gzb,(%) s bounded
for all j € {1,2,3,4} and there is a constant B € N with

10U (2)] < B(1 + |z/™ V) forall je{1,2,3,4} and meN. (8.9)
Proof. We calculate for all m € N
O = Un(9)8, & = U (0)(¢)” + 1, (0)0",
O = Ui (0)(¢)° + 3U7,(0)¢'¢" + W, ()9,
= W (6)(&)! + OU(O)()D + BUL(B) () + AT (8918 + Wi ()6
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and for all x € R

1—apm(g—1)x1 gzt (—amzd + q(amzd — 1) — 1)

\Il/ = \I/// —
m(®) (14 apz1)? m(T) 1+ anzi)s
" xq*2(q(aqu + 1)2 _ q3(ame(aqu _ 4) +1))
\Ilm(x) = - 7
(amad 4+ 1)%
v () = g3 m(@ = D@+ 1)(g +2)a™ — 03, (11¢° + 64 + g + 6)2*
(ama? 4 1)°
3 2
+ aquQ—fiam(q —1)(q(11g+5) + 6)z? — ¢°> + 2¢° + q — 2‘
(amzd 4 1)°

Recall that we assume that ¢ € N is even. We show the claim exemplary for j = 1. The
other cases follow similarly, using the calculations from above. First, we verify that ¥/ is
bounded independent of m. This follows by

1 —am(qg—1)xt N amxl
(14+ apz?)? | = 1+ apat q(l + appwd)?

Using Inequality (8.8) and the estimate right above, we obtain Inequality (8.9) for j = 1.
To show that ¢/, is bounded, we proceed as follows. Let x € R, then, by means of Inequality
(8.7), we can estimate

<(¢+1) <(q¢+1).

1+ apzr? —

’ B(14]z|™ 1) £ >R
WMMSW+U‘M@_M 1y ] Tratanrms  for -zl
L+ amp(z)? sup|, <gl®'(z|) for |z| <R.
Therefore, boundedness of ¢/, follows for ¢ > ™1, O

mo

For the rest of this section, we assume that ¢ € N is as in Lemma 8.9.

Definition 8.10. For n,m € N, we define ®,, : U — R and @] : U — R by

/¢Pu )d¢ and O7(u /¢m u(€)) dé.

It is evident that (®]")p men fulfills App(®1) from Assumption App(QP).

Lemma 8.11. For allr > 1, it holds

lim &, =®in L"(U;p), lim ,ul(e_q)") = ,ul(e_cp) and0 < inf pi(e ‘I’x) <1.

n—00 n—o00 n,meN

m

Moreover, the measures /ff" 1s uniformly dominated by py, i.e. for all non-negative
measurable functions f and n,m € N it holds

/fwf_ /fwl
inf n,meN Ml
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Proof. The first claim follows by Proposition 3.51. The second claim immediately follows
by the first and the mean value theorem, since @, ®,, > 0 for all n € N and the derivative

of [0,00) 2 x +— e~ * € R is bounded by 1.
By definition, it holds 0 < ¢,, < ¢ and therefore 0 < ®” < ®,,. Hence, 0 < pu1(e™®) <

pa(e” ) < 1.
As limy, 00 11 (e7®7) = p1(e~®) > 0, we know that the sequence (j11(e~®")),en is bounded

from below by a positive constant and therefore the third statement is shown. Finally the
last one follows, noting that e~®» < 1 for all m,n € N. O

Lemma 8.12. For all m,n € N, it holds ®,,®™ € C*(U;R) and fori,j,k,1 € {1,...,n}

we have

O, B / & (Pau)d; A€, O, D, (u) = /1 & (Pyt)dsd; dé
O, 01, 0, @ / " (Pou)dscdydy, A€, 00, D, 04, B (1) = / (P sy .
and 94,8 (u / & (Pau)d; A€, Oy, 00,1 (u / o (Puu)dsd; dé
O, 04, 0,87 / O (Pou)dsdydy A€ 0y, O, O, I / O (Pt} dydy iy .

The partial derivatives evaluate to zero if one of the indices exceeds n. Furthermore, we
have DO € C3(U;R) and consequently we know that Item App(®2) from Assumption

App(®) is valid.

Proof. The calculation of the partial derivatives follows as in Proposition 3.51. The proof
of Proposition 3.51 also contains the arguments to show ®,,, ®" € C’f(U; R). Note that
the main ingredients are Inequality (8.9) and Lemma 3.50. O

To verify Item App(®2) from Assumption App(®) it is enough that & € C3(U;R) such
that D®7" has bounded derivatives up to the second order is enough. However, the stronger
regularity statement from 8.12 shows that we are consistent with the strategy described in

Remark 5.28.
We are now able to verify that there are constants «, 3, € [0, 00) such that Item App(®4)

from Assumption App(®) is valid.

Proposition 8.13. Suppose that o3 > M, 201 — min{o2, s} > % and

min{oo,a2}
1 1 ———=L —c
a>—+—- and a22<21+1>

200 2 ]
| . .
gs Lo mindevanh g do (1o miozeady o o3
2009 a9 20 209
1 1 1 min{oy, as}
> — + = d (4y—p08)> —+ ——=—=.
i 4042 + 2 an ( 7 B) 2042 + a9

Then, O fulfills App(®4) from Assumption App(®).
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Proof. Before we start verifying the inequalities from App(®4), we derive an useful integral
estimate for products of the partial derivatives of ®}". So let 7,7,k € N be given and recall
the constants B and my from Inequality (8.9). Using Lemma 8.12 and Inequality (8.9), we
estimate

1 1
m m m my2 g @\ 2 my2 g, @\ 2
/U 04,03 ®T94,03 ™| dpy™ < < /U (94,03 ®™)° duy ) < /U (94,03 &™) duy )
35 ! 3(m1—1) ? o
<[ (v2'B) (14 PP D) dg ) duy
- 1 2 o
§832// (1+\Pnu(5)y3<ml—1>> de dpd*,
U Jo
In a similar way, one can show
4 q)m ~4 1 1 4 @’NL
[ @uamytant® <168t [ [ (14 P Y) " ag dut”,
U U Jo
m - 1 2 m
/ (04, 00, D) dpf™ < 4B / / <1+|Pnu(£)|2(m1_1)> d¢ dp®  and
U U Jo
4, eF H4 ' 2 n\* e
[ @uoner)t it <16t [ [ (14 PP D) g at
U U Jo

Using the generalized Holder inequality (% + % + % + % = 1) and the estimates above, we

estimate

(Dm
/ ‘adj 04, ®;) Oq, @nm&dj 6dk o adk (I)nm‘ dp;
U

< 16B* </U /1 (1 + \Pnu(§)|2(mrl>>4 ¢ dujw)é
0

X (/U /01 (1 + |Pnu(§)|(m1_1))4 d¢ d,ff”)Q.

Combing the estimates we just derived, the measure dominance from Lemma 8.11 and the
results from Lemma 3.50, we know that there is a constant C' € (0, 00), independent of
1,7, k, such that for all m,n € N

/ 04,05 @704, 05, ®)| + (04,04, ®7)°
U

+ (0,00, @) " + |04, 04, BT 0, B0, gy @ Dy BT | dpt™ < C. (8.10)
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Recalling Inequality (8.6), we are able to estimate, by means of Inequality (8.10),

2 m
dp®n
U

e _1
/ HZ A Koy K15 DO, @nm‘
Whim1

o0 oo 2
_1 m
- E :/W (E :)‘?al)‘m?j)‘?l (D(“?i_@f,dj)v> dp®n
j=1 i=1

[e.9] o0
=5 "N / Ay dpz Y AerAg / 4,03 ®10y, 03 O dpuy™
—1 v ik=1 U
o 0] oo 2
<oy [ s (Y )
j=1 v i=1
<o (S ) S -,
i=1 j=1

L is implied by

Note that k1 < oo, as we assume 207 — min{og, as} > L and aay > 5

2
o> ﬁ + % Similar arguments yield

S [ X d [ (00,008 ant¥

1,j=1

oo o 1 N
Z/WH)\f,iK222K12D8di(I)an%/ dp® =
i=1

[o¢] o0
< CYA SN g, o
i=1 j=1

Furthermore, we can derive, using the generalized Holder inequality and Lemma 3.5

1 2 m
/ HZKQQQKQD@@@,T (U,Q?_ldi)UHV dp®"
W=t

IN

= o — > o (a— o (a— m m o
o /V Agps dup Y AmeT et /U 0,04, B3 (u, ;) 1y, D, B (1, i)y dpay
j=1 i,k=1

o) 00 1 1
. m \ 4 m 4
< 0y xpemmintonazh N (e el ( /U (u, di)%,du‘f”> < /U (u, di)?, dﬂf“)
=1

i,k=1
) o0 L 2
< \/gécz)\ialfmln{az,az} (Z )\?1(&—2)> = K3.
j=1 i=1

Above the constants ¢, independent of m,n € N, exists by uniform dominance of the

measures u‘lbzl by w1, which is due to Lemma 8.11 and the results from Lemma 3.5.

Moreover, k3 < oo, since av > ﬁ + % is equivalent to a;(a — %) > % To find € (1, 00)
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such that the Inequalities (5.8) and (5.9) from App(®3) are valid, we continue to estimate

<1 2 om
/ HZ K,)? K15D0,,® )\iiadirbHV dp®*

< Z A3 / Ay j Z Ao / 01,0, 07, O, D}y D, Oy, By D, @ lpiy ™
j=1 i,k=1
o.9] o9] 2
< ¢ agm oz} (Z )\f‘lo‘> = K1 < 00,
j=1 i=1

Now let f € FCp°(By) be arbitrary. To show Inequality (5.10) from Assumption App(®),

min{og,ag} —o1 .
let ¥ € N and assume oo > 2 (%{1 + 1) or equivalently oy (% — 1) + 01 >
% to estimate for allv e V'

)+0_1 min{og,ag}

a 1
A ETIRT N TR <0, L (0),

Using the fact that (dj)ken is an orthonormal basis, results in

a 1
|Q¢  KaDaf||,, < [|K3Daf]),-

Suppose 8 > max{g(l _ mm{az,az})

200

2(1 - 2a2)}7 which is equivalent to & > %’ oo +
042(% —1) > % and o3+ a2(§ —1) > %. We obtain for all v € V

a2(§71) 02+a2(§71) O'3+a2 ¢k(pkv)

Ak )\22 k(?}) < /\k + Ak + Ak H”l/}k”cux
2 2\ 3 (e
S A 2 + )\ 2 + 2
U
1
<V3BAZ, . (v)
Hence, as above,
B_q 1
Q3 KaDsfl|y, < V3| KHDof])y -
To establish Inequality (5.11), we estimate for all v € V
ZHA 0) 94, Koz (v)dy ||} = Z Ny Az o (0) (0, Ao 1 (v))?

azB—min{o2,a2} 203
= Z A Ak
=1
203
S H4>\]§ )

min{og,

i Aaﬁ min{oz,02} o @2} by assumption. Since we

where k4 =) 7, <ooasﬁ>ﬁ—|—

m1n{02,a2}
2

assume o3 > , we can derive

R A | 9 1 2
ZH)‘QQ,z‘KmQadiK??D?gHV < ks K3y Daglfy,-
i=1
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Inequality (5.12) is valid for Oég(g —1) 401 > a15. In order to verify Inequality (5.13),

we use that (47 _ ﬁ) > ﬁ + %2270‘2} implies Z;.il )\?2(4’7*5)*min{02,a2} < 00 and the
following estimate

(£ )

=1

< Z)\QQ(&y B)— mln{ag,ag}z/ )\gz inln{az,ozz}(82 ) dM‘I’W

I D3 [ L)
=1

Finally, if v > ﬁ + % or equivalently ag(2y —1) > %, we obtain Inequality (5.14) as

1 1
) 2 oo \2(2v=2) 2
AQ’Y 2(/ vdi4d¢’n) <.Zz:1 3 - (/ 'U,di4d>
Z v dp = infp men (e T0) W( v du
\/32031 )\{12(2’7 1)

B infn,mEN H1 (e_énm)

dun

=: Ry < 0Q.

Hence, we choose k € (1,00), in terms of k1, ko, K3, k4, k5 such that App(®4) holds true. [

Proposition 8.14. Let 01 > ayy and suppose that ¢(x) = a12® + ¥(x), € R, where
a1 € [0,00) and 1 € C*(R;R>q) grows less than quadratic and its fourth order derivative is
polynomial bounded, i.e. ¢ is as demanded in Definition 8.8. Then, ® induced by ¢ fulfills
Item App(®5) from Assumption App(®).

Proof. Let p* € (4,00) and ¢* be as in App(®5). By means of Remark 3.52, we know that
D®,, — D® as n — oo in LP (U; uf; U). Moreover, we have pointwisely lim,, ;o0 ¢!, = ¢'.
Using Inequality (8.9) and Lemma 3.50, we conclude, by the theorem of dominated
convergence,

Jim [ D07 = D7 auf = T [ 160,(Putw) = ¢ (Pu)I i () = 0.
We obtain the desired convergence (5.15) from Item App(®4), as o1 > asy.

Let m,n € N be given, then obviously 0 < ®" and inequality (5.16) holds true. So far,
we have not used the special structure of ¢ described in the assertion. We need this to
verify Inequality (5.17). As 1) grows less than quadratic, there are constants as € [0, 00)
and ag € [0,2) such that for all z € R

P(x) <1+ aglz|*®.

Using Youngs inequality, there exists aq € (0,00) with

1 2
< for all R.
P(x) <agq+ q*4)\1’1$ orall ze€
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This implies (5.17) from App(®4) by

1
() < By () = / a1 Po(u)? + §(Pa(u)) d

n n
1
<ar > (u,di)u(u,dy)u(di,dj)u + ag + I > (u, di)u(u, dy)u(di, dj)u
i,j=1 " ag=1
—a ;(u,di)U +ag + W ;(u,dl)U
< D(w) +ag + —— [uf}?
4 g4\ v
and therefore )
(¢F — D)®™(u) < ¢*ag + — ||ul|f + ¢*®(u)
44X 1
This ends the proof. O

Remark 8.15. The special structure of ¢, described in Proposition 8.14, is only used to
verify Inequality (5.17) from App(®5). So different situations, in which this inequality is
valid, can be imagined, e.g. by perturbing ® with a suitable finitely based function. For
fired k € N and a function qg with the properties stated in Definition 8.8 we can incorporate
perturbations with potentials of type @), defined as in Definition 8.10.

As a consequence of the above considerations, we obtain the following result.

Corollary 8.16. Suppose Item App(®3) from Assumption App(®) is valid and we are
in the setting of Proposition 8.13 and Proposition 8.14. Then Theorem 5.27 is applicable
and consequently essential m-dissipativity of (L®, FC°(Bw)) on L2(W; u®) is established.
Additionally, the semigroup generated by (L*, D(L®)) is sub-Markovian and conservative.
For each f € FCy°(Bw) it holds

Lf =tr [Kyy 0 D3f] + > (4, KnaDsf,dj)u — (v, (—03)** Kz D f v
j=1

= (u, (=02) ' Do f)u + (v, (=0F)** " D1 f)y — (¢ (w), (=0%) "7 Do f)u

Assuming that Item App(®3) from Assumption App(®P) holds true, there are several
situations, where Corollary 8.16 can be applied. We give an example below.

Example 8.17. First choose 09 and o3 such that o3 > % Since « in Propo-

sition 8.13 can be chosen arbitrary large without imposing restrictions to the other pa-
rameters the existence of a suitable « is trivial. For our fixed set of parameters oo and
o3 we first choose § and then ~ large enough so that the inequalities involving 5 and
~ from Proposition 8.13 are fulfilled. Finally, we can choose o1 such that the missing
inequality 207 — min{oy, as} > % from Proposition 8.13 and the inequality o1 > a9y
from Proposition 8.14 is valid. To apply Corollary 8.16, it is left to choose a potential as
described in Proposition 8.14 or even more general as in Remark 8.15.
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8.3.2 Hypocoercivity

Assume that

3
09 > g, 032 5042

and the potential ® is as described in Proposition 8.14. The assumptions above imply
that Koo has a similar structure as in Section 8.1. In order to show that the semigroup
generated (L®, D(L®)) is hypocoercive, we additionally assume that ¢ is convex (hence

also ®) and
a1
201 — (9 S ?

Assumption K2 is obviously valid. Moreover, Aoy ;(v) > A7? for all k € N and v € V, gives
us validity of Assumption K4. Assumption Reg(®) can be checked as in Section 8.1.2,
because the boundedness of D® was not required there. Consequently, Assumption K5
follows by Item (ii) from Remark 6.17 and the fact that 201 — az < G < ;. K3 follows
as in the first case of Section 8.1.2, recalling that oo > ag, 03 > %ag and ® is not involved.
Lastly, we check Assumption SA(®). This time, we cannot use the boundedness of D®.
We instead use Item (iii) of Proposition 3.58 and verify SA(®3), which is sufficient to check
Assumption SA(®).

Indeed, let (B, D(B)) be the closure of (—Q;'C,span{dy,ds,...}), then (B, D(B)) is
self-adjoint with

(Bu,u)y = (—Q 1722291y )1y < — A7 21290 y||3, for all u € span{dy, da, ... }.
(8.11)
In the inequality above, we used —a; — as + 2017 < 0, which is true, as we assume
201 — ag < % By definition of (B, D(B)), Inequality (8.11) also holds for u € D(B).
Moreover, C' = (—B)~¢ for ¢ = —%21"_10[% and ¢ € (0,1) using 201 — az > 0 and
201 — ap < 4. Further, (—B)~U+9) = Qy € LT(U), e™® € LP(U; 1) for all p € [1,00)
and finally ¢ € Wé’g(U;u?) by Remark 3.52 and Proposition 3.48. Proposition 3.58 is

consequently applicable and Item SA(®3) follows.

8.3.3 The process

Suppose that Corollary 8.16 is applicable. Then, as in Section 8.1.3 and Section 8.2.3,
there exists a right process with enlarged state space providing a solution to the martingale
for (L®, D(L?®)) problem with respect to the equilibrium measure. Next, suppose that

+o01+ % > +o01 — % > and 207 > ag. (8.12)

092,03 > =,

1l &
2 2

1 a1 1
27 2 2
This implies that there exists a u®-invariant Hunt process

M = (Q, F, (Ft)e>0, (Xt, Y2) >0, (Puw)wew ),
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solving the martingale problem for (L®, D(L?®)) under P,e and with P e-a.s. weakly
continuous paths and infinite life-time.

Indeed, Assumption K7 holds true, as Agax(v) < A2 + A2+ A7° for all v € V. K6 is
checked by means of Remark 7.4 and the assumption on the parameters described in (8.12),
whereas 201 > ao implies that Bdy(®2) is valid with § = 0, since we already know that
Ap? < Xog i(v) for each v € V. In summary, Theorem 7.11 is applicable and the existence
of M and we obtain a stochastically and analytically weak solution with weakly continuous
paths, in the sense of Theorem 7.11, to the degenerate second order in time stochastic
reaction-diffusion equation associated to L®, compare also Section 8.1.3.

8.3.4 Summary

The table below summarizes the results we established in the previous sections. It includes
the combinations of parameters and conditions on the potential such that (L®, D(L?)) is
m-dissipative on L?(W; u®), whereas we use as a standing assumption that the potential
is as described in Proposition 8.14 or even more general in Remark 8.15. Moreover, recall
that we assume the validity of item App(®3) from Assumption App(®) as a conjecture.

Table 8.3: degenerate second order in time stochastic reaction-diffusion equation (un-
bounded gradient of the potential)

M-dissipativity and right process
solving the Martingale problem (enlarged state space)

o9 >0, 03 > M, then «, 3,7 > 0 according to Example 8.17

201 — min{og, g} > % and o1 > agy

p®-invariant Hunt process M

with infinite life-time (T:)t>0 hypocoercive
weak sol., weakly cont. paths

+5 o1 FF > % ® is convex and as in Remark 8.15
1 a
02,03 > 5 200 —ae < 5
201 > a2 oy > ag, 03 > S

It is important to mention that the combination of parameters for which (L%, D(L®)) is m-
dissipative on L?(W;u®) might be adapted if we additionally want to ensure the existence
a pu®-invariant Hunt process M providing a stochastically and analytically weak solution
with weakly continuous paths and infinite life-time or hypocoercivity of the associated
semigroup.

Example 8.18. By using Corollary 7.12, we can combine the results from the table above
to verify that M is L?-exponentially ergodic. Such a situation is e.g. given by taking a
suitable potential and assuming ay > 1, —ay +4az > 2, 01 = G + P, 02 > a9, 03 > %042.
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In this case we choose « large, 8 = ﬁ +1+ ‘i‘é;; and v = ﬁ + % + 0‘810721 to verify the

inequalities in Proposition 8.13 and Proposition 8.14.
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