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Abstract 
In this paper we prove existence and uniqueness of the solution for a 
generalized Boltzmann equation and we discuss the positivity of this 
solution. We will give two series representations of the solution of our 
equation. 
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11. Introductlon 

Due to several space research projects, e.g. the european space project 
HERMES, there is a growing interest in the study of so called real gas 
effects. To describe such eff ects on a kinetic level, one needs a generalized 
Boltzmann equation. The present paper is concerned with such an equation. 
We will study the initial value problem for the spatially homogeneous case. 

The plan of our paper is as follows: In section 2 we will describe the 
Boltzmann equation and introduce some notation. The subsequent section 
contains the definition of the function spaces for the scattering cross 
sections and we will discuss there some basic physical estimates. In section 
4 we will prove the existence theorems and we will show in section S, that 
the solution of our kinetic equation is positive, if the initial condition is 
nonnegative and the inelastic part of the scattering cross section is positive. 
Section 6 contains two series representations of the solution of the 
Boltzmann equation and we will prove there an exist.ence theorem for the 
case of initial conditions which are negative on sets with positive, but 
sufficiently small Lebesgue measure. 

~ The Boltzmann eauatlon 

The evolution of the distribution function of a spatially homogeneous gas 
consisting of molecules with internal energy is given by: 

() 
atf(t,V,Et) = j(ö,f,f)(t,V,Et) 

with j(o,f,g) = t f V1 - e1' - e2 ' o(E,e1,e2 ,e1',e2 '.7J.7J') [f'g'. + f'.g· 
TI' 

In (2.1) we have used the following notations: 

(2.1) 

and ei = EJE, i=1,2. (2.3) 

v' = -1- (v + w + 7J'c'), 
2 (2.4) 

w' = + (v + w - 7J'c'), 

f' = f(t,v',E 1'), f'. = f(t,w',E 2 '), f. = f(t,w,E 2 ) (2.5) 

and the scattering cross section has the form 

• , ) _ ( , , ) o2(E,e1,e~ ~( ') ~( ') (2 6) o(E,e1,e2 ,e1 ,e2 ,x - o1 E,e1,e2 ,e1 ,e2 ,x + V o e1 -e1 o ez-ez . . 
1 - e1' - e2 ' 
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This scattering cross section shows that one has to distinguish between 
two types of collisions: on the one hand there are inelastic ones described 

by ö 1, one the other hand we have elastic collisions: the relative velocity of 

the two collidin.g particles can change, the internal energies remain 
unchanged. 

~ The apace of acatterlng 9:2.ll aectlona and baalc phyalcal eatlmatea 

In this section we introduce the function spaces f or the scattering cross 

sections for both inelastic and elastic collisions and show some properties 
of the collision operator . As usual we denote by C(X ~ Y) the space of 

continous functions from a metric space X into a metric space Y. 

Definition 3.1: The set S of the inelastic scattering cross sections is the set 
of all measurable real valued functions k defined on IR+xß1xß1xS2 which 

have the properties: 

( ii ) k(E,e,e',x) = k(E,e',e,x) a.e 

( iii ) e1 + e 2 = 1 ~ k(E,e,e',x) = 0 a.e. 

The set of all nonnegative functions in S will be denoted by S+. 

S0 = { k e: S : llklls
0 

= sup 
<E,e) 

f lk<E,e,e',x)I V 1 - e i - e 2 de'dx < oo }, 

ß 1xS2 

= { k e: s llklls = sup / E f lk<E,e,e',x)I V 1 - e1' - e2 ' de'dx < oo }. 

1 (E,e) + ß1xS2 

As usual we denote ki:(E,e) = 2rr f lk<E,e,e',x)I V 1 - e1' - e2 ' de'dx . 
ß 1xS2 

Remark: Condition (3.1) is the so called detailed balance condition2>. 
Condition ( iii ) ensures that particles which have relative velocity zero can 
not collide. We remark that (S0 , II . lls

0
> and (S1, . 11 . lls

1
) are Banach 

spaces. 
Analogously to definition 3.1 we introduce the function space of the elastic 

scattering cross sections 

(3.1) 
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Definition 3.2: 1 is the set of all measurable real valued functions ö defined 
on IR+xll1xS2 which have the properties: 

( i ) ö E C(IR+x.11 ~ L1( [ -1,1]) ) 

( ii ) e1 + e2 = 1 ~ ö<E,e,x) = 0 a.e. 

I+ denotes the set of all nonnegative ö E 1. 

10 = { k E 1 : llkll1
0 

= sup 
<E,e) 

J lk<E,e,x)I dx < 
[ -1,1] 

00 }, 

= sup / E J lk<E,e,x) ldx < oo } 

<E,e) + [ -1,1] 

and we write: öi:<E,e) = 27t r lö<E,e,x) 1 dx. 
[-t,1] . 

The Boltzmann equation (2.1) and equation (2.6) indicate that one is 
interested in solutions, which depend on pairs of scattering cross sections. 
Therefore we introduce 

Definition 3.3: W0 is the cartesian product of S0 and 10 equipped with the 
norm: 

W 1 is the cartesian product of S1 and 11 equipped with the norm 

= 

For any element of W 0 or W 1 we write: ki:(E,e) = kii:<E,e) + k2 i:<E,e>. 

Notation: For any nonnegative integer k we introduce 

llfllk = J (1 + lvl 2 + E1)k lf(v,E1>I de1dv 
IR3 xlR+ 

with corresponding function spaces L1,k. As usual we denote Li,o by L1 if 
there is no conf usion possible. 

The detailed balance condition in Defintion 2.1 ensures that the collision 
operator in (2.1) has the property1>: 
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f <p(V,Et)J(k,f,g) dvdEt = 

k f V 1 - e; - e2' öCE,e1,e2 ,e; ,e2 ', 1]"1]') [f'g'. + f'.g· - f g. - f .g] (3.2) 

IT' 

for measurable functions <p,f and g and ö E W for which the integral on left 
hand side of (3 .2) converges. By inspection of (2.1) the collision operator can 
be split into a gain and a loss term 

J(ö,f ,g) = G(ö,f ,g) - V(ö,f ,g) 

where the functions G and V are nonnegative if the scattering cross section 
and the functions f and g are nonnegative. We have the following pro­
posi tion; for the proof we refer to ref. t>: 

Proposition 3.1: Let ö be in W0 . Theo both G(ö„„) and V(ö„„) are mappings 

from L1xL1 into L1 and there hold the estimates: 

Moreover G(ö11) and V(ö1,·) are mappings from L1,kxLi,k into Lt,k• k ~ 1, 

and we have 

llVCö,f,g>llk !>: 1t llöll0 (llfllo llgllk + llgll 0 llfllk) 

llG(ö,f,g>llk !>: 7t llöllo (llfllo llgllk + llgllollfllk) 

If we define for ö E Wo,+ the operator 

(3 .4) 

(3.5) 

(3.6) 

Qh(ö,f,g) = j(ö,f,g) + ~ { f f g(w,E2) dE2dw + g f f(w,E 2) dE2dw } , (3 .7) 

R3 xR+ R3 xR+ 

then we have for h ~ 21t llöllo the following monotonicity properties: 

Now suppose we have found a solution f(-) of (2.1) in C ( [O,t0]--~L1 ,0) . Then, 

because of (3.2), we have : 

f f(t ,V,Et) dE1dV = 
IR3 xR+ 

t f f0 (v,E1) dE1dv + f J j(ö,f(s),f(s)) (v,E1) dE1dv ds 
R3 xR+ o R3 xlR+ 

= f f o<V,E1) dE1dv 
IR3 xR+ 

(3.8) 

(3 .9) 
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From this equation it follows that f( ·) solves 

()()t f(t,V,Et) + hf(t,V,Et) f fo(V,Et) dE1dV 
IR 3 xlR+ 

with initial value f 0 for any h ) 0, which is equivalent to 

t 

f(t) = f 0 e-ht + f e - h(t-s>Qh(o,f(s),f(s)) ds ~ 
0 

Otherwise, if we have a solution of (3.10) 

function 

in C([ 0, t0]--~ L1 0 ) then the 
' 

z(t) = f f(t,V,E1) dE1dv 
IR3 xlR+ 

solves dtz(t) + hz0 z(t) = hz2 (t) with initial condition z(O) = z0 , which implies 

z(t) = z0 , so that f(·) solves (2.1). In the following we call (3.10) 

Arkeryd's equation5 >. 

At the end of this section we note a scaling property of the solution of 
(2.1) . Suppose f( ·) E: C ([ 0, t0}~ L1 k) solves (2.1) with initial condition f 0 . 

' 
For any A. E: IR+ we introduce g 0 = A.f0 . If we define g(t) = A.f(A.t) then we 
have g(·) E: C([O,t0 /A.]--7li,k) and 

g(t) = A.f(A.t) 
A.t 

= A.f 0 + A. J j(o,f,f)(s) ds = 
0 

t 

= go + J j(o,g(s),g(s)) ds 
0 

t 

A.f 0 + J j(o,A.f(A.s),A.f(A.s)) ds 
0 

which means, that g(· ) solves (2.1) with initial condition A.f 0 . 

Jl The exlatence theorema 

Theorem 4.1: Let f0 be a nonnegative function with llf0 11 0 = 1 and let ö be a 
nonnegative element of W0 . For any t 0 ) 0 there exists a unique function 
f(·) E: C([O,t0 ]--7L1 0 ) which solves (2.ü. In addition we have the properties: 

' 

( i ) V t ~ 0 : f(t) ~ 0 and llf(t)ll 0 = 1. 

( ii ) If we have llf 0 11 1 = C < oo, then there holds: 

V t ~ 0: f V f(t ,V,Et) dE1dV = 
IR 3 xlR+ 

f V fo(V,E1) dE1dv 
IR3 xlR+ 

(3 .10) 

(3.11) 

(4.1) 

(4.2) 
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( iii ) Suppose we have ö.<E,e) s: C(1+E) and llf ollk < eo for a k ::?: 2. Then there 
exists a constant C' depending only on llf0 11 1, t 1, C such that 

(4.3) 

For k = 2 we have llf<t>ll2 s: llf 0 11 2 expC4C ß2 llf 0 11 1 t] with some ß2 ) 0. 

Remark: (4.3) is the equivalent of Povzner's inequality3 > for the present case. 

Proof: Let t 0 be a positive fixed time. Because of (3.9) and (3.10) we seek a 
solution of Arkeryd's equation in C( [O,t0]~L1 0 ) . To this end we define the . 
following sequence {f n ( ·) }: 

f 1<t> = f -ht oe , 

f0+1<t) = foe-ht + ( e-h(t- s) Qh(ö,f0 (s),f0 (s)) ds, n ::?: 1, 

(4.4) 

where we have h::?: 2n: llöll 0 . We note that each f0 is in C([O,t0]~L1 , 0) because 

f 1 has this property. Moreover, due to (3.8), we can see easily by induction: 

Moreover we have an upper bound for the L1 norms of f 0 (t) for any positive 
time: 

t 

(4.5) 

llf0 +1<t>llo = f f0 +1<t,v,E1) dE1dv = llfollo e-ht + b e-h(t-s) llf0 (s)llods , (4.6) 

which yields by induction: llf n+t<t>ll 0 s: 1. As a consequence of (4.5) and (4.6) 
and of the Levi proerty of L1 0 

5> , the sequence {f n ( t)} converges pointwise 
in L1,0 towards a function f(t). Moreover, because L1([0,t0 ]xlR3 xlR+> has the 
Levi property too, we get in addition: 

'v'nEIN,tE[O,t0 ]: f(t)::?:f0 (t):i! 0. (4.7) 

We get from the monotonicity (3.8) of Qh that f(-) solves (3.11) in 
L1([0,t0 ]xlR3 xlR.}. To see that f(·) is in C( [O,t0]~L1 , 0) we simply calculate: 

llf(t) - fn<t>llo = f [ f(t,V,E1) - f n<t,V,E1)J dE1dv 
IR 3 xlR+ 
t 

= f f e-h(t-s) [Qh(ö,f(s),f(s)) - Qh(ö,f 0(s),f 0(s))] ds 
o IR3 xlR + 

which means that llf(t) - f 0 (t>llo is increasing in time. Therefore pointwise 
convergence at t 0 implies uniform convergence on [O,t0 ]. This yields, that 
f(-) solves Arkeryd's equation, and (4.1) is proved. 

(4.8) 
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To prove ( ii ) we simply notice that the functions f 0 (·) are in C ( [O,t0}-~L1 ,1), 
if f 0 is in L1,1. In addition we have convergence of {f 0(·)} towards the 

function f(-) of part ( i) of the proof, so that f( ·) solves Arkeryd's equation 
in C ([O,t0 ]--7L1,1). Now (4.2) is an easy consequence of (3.2) and the non­
negativity of f(-). 

To prove ( iii ) we first notice two simple estimates: 

for any (v,E1), (w,E2 ) E IR3 xlR+ we have 

1 + tlv-wl 2 + E1 + Ez s: (1 + lvl 2 + E1) + (1 + lwl2 + Ez) 

for real numbers a,b ~ 0 and s ~ 1 and 0 s: Ss s: 1 we have3 >: 

Because of the monotonicity and the nonnegativity of the functions f 0 (·) 
we have: 

t 

f 0 +1(t) = fo + J j(o,f 0(s),f0 (s)) ds 
0 

t 

+ J [ h f 0 (s)J f 0 (s,w,E2 )dE2 dw - h f 0.1(s)] ds 
o IR3 x1R+ 

t 

s: fo + J J(o,f 0 (s),f 0(s)) ds 
0 

For arbitrary functions f,g E L1,k we have from proposition 3.1 

llJ(o,f,g)llk ( 00 and there holds: 

J (1 + lvl 2 + E1)k j(o,f ,g) dE 1dv = 
IR3 xlR. 

~ J o1(E,e,e',7J·7J') V1 - e1' - e2 ' 

(IR3 xlR+) 2 xil1xS2 

[(1 + lv'l 2 + E1')k + (1 + lw'l 2 + Ez')k 

[f(v ,E 1)g(w,E2 ) + f(w,E 2 )g(v,E1) Jd0(7J')de'dE2 dwdE1dv 

+ ~ J o2<E,e.~·~') 
(IR3 xlR.) 2 xS 2 

In (4.12) we have used the notations (2.3) and (2.4) and in addition 

v = 1(v+w+7J'lv-wl> 
2 

Due to (4.10) we have: 

(4.9) 

(4.10) 

(4.11) 

(4.12) 
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= (1 + 1 + lvl 2 + lwl 2 + €1 + €2)k 

and there is an analogous estimate for (1 + lvl2 + €1)k + (1 + lwl 2 + €2)k. 

Using this inequality we get with the help of (4.9) and (4.12): 

llf n+1(t)llk = J (1 + lvl2 + €1)k fn+1<t,V,€1) d€1dv 
IR3 xiR+ 

t 

s: llf ollk + J J 2C [(1 + lvl2 + €1) + (1 + lwl2 + €2)] 
0 iR3 xiR + 

. ßk[(1 + lvl2 + €1)8k(1 + lwl2 + €2)(1-8)k 

This yields: 

t 

llfn+1<t>llk s: llfollk + J 2Cßk [llf n<s>llsk+1llfn(s)l1(1-8)k 
0 

We choose now 8 such that we have 8k= 1 and we get from (4.13): 

t 

(4.13) 

llfn+1<t>llk s; llfollk + J 2Cßk [1ifn(s)ll2.llf n(s)llk-1 + llfn(s)ll1llf n(s)llkJds 
0 

(4.14) 

Let us consider the special case k = 2 first. From (4.14) and part ( ii ) of the 

proof we get: 
t 

llfn+1<t>ll2 s; llfoll2 + J 4Cß2 llf 0111 llf n<s>ll2 ds, 
0 

which yields by induction: 

Because of the convergence theorems of Lebesgue this upper bound holds 
for the limit function f(·) too. So (4.3) is proved for the special case k=2. 
To prove (4.3) for any k > 2 we notice: If we have for a sequence {xn(·)} of 
f unctions the estimate: 

(4.15) 
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t 

Xn+t(t) s: Xo + A1t + J A2Xn(s) ds with ). 2 ) 0 and x0 ) 0 , 
0 

). 
then there holds: xn(t) s: x0 exp[).2tJ + ~ (exp[).2 tJ - 1 ) 

A2 

Now (4.3) follows from (4.14) and (4.15) by induction on k. 

III 

To prove existence and uniqueness of the solution of (2.1) for the case 
o E W1 we approximate such a o by a sequence of bounded scattering cross 

sections and show convergence of of the corresponding solutions. We 
remind the reader on the splitting (3.4) of the collision operator into a 
gain and a loss part. 

Theorem 4.2: Let o E W1 and f 0 E Lt,k• k :c: 2, be nonnegative functions. 
For any t 0 ) 0 there exists a unique function f E C( [O,t0}~Lt,t ) with the 

properties: 

( i ) V t :c: 0 : f ( t) :c: 0 . 

( ii ) f (O) = f 0 and dtf(t) = j(o,f(t),f(t)) 

( iii ) llf<t>ll 0 = llf0 11 0 and 

Remark: As usual we assume: llf0 11 0 = 1. · 

Proof: Let t 0 be a positive fixed time. We have 

oi:(E,e) s: C(1 + E) 

We first notice a simple estimate: For real numbers C :c: 0, x,y :c: 1 we have 

2Cxy :c: C(x + y) 

To perform a truncation of o we introduce f or m E IN the f unction 

[ 10 1 - (x-m) 

and denote: 

, X E [0,m] 
, x E ]m,m+t] 
, X ) m 

We introduce for functions f,g E Lt,t the operators 

( 4.16) 

(4 .17) 

(4.18) 
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4J g r 4J(W,E2) f(W,E2)dwdE2] 
IR3 xlR+ 

= G(öm,f ,g) - V(ö,f ,g) + ~ h[ 4J f r 4J(w,E2) g(w,E2)dwdE2 
IR3 xlR+ 

4J g r tlJ(W,Ez) f(w,Ez)dwdEz J 
IR3xlR+ 

where we have: 4J(v,c:1) = (1 + lvl2 + E1) . We notice the following monotonicity 

properties, which are easy consequences of (4.16) and (4.17): For h ~ 4n:C 

we have 

To construct our solution of (2.1) in C ([O, t0}~L1 , 1) we proceed now in an 

analogous way to the proof of Arkeryd5 > for the case of the Boltzmann 
equation for monoatomic gases . We first note that, because of theorem 

4.1, there exists for any m E IN a unique function fm'(·) E C ([O,t0]--~ L1 , 1 ) 

which solves (2.1) and that, because of (4.2) this function is a solution of 

Moreover, using (4.21) and an analogous iteration procedure as (4.4) we see 
that there is a unique solution f m"( ·) E C([O, t0]~L1 , 1 ) of 

d f "(t) + h ,„llf 11 f "(t) = Q "(Cl f "(t) f "(t)) t m 't' 0 1 m h m • m • m 

which has in addition the properties: 

for j s: m we have f{(t) s: f m"( t) . 

Now due to the Levi property of Lt,t we obtain, that {f m (.)} converges in 
L1([0,t0 ]xlR3 xlR+> towards a function f(·) and because of (4.21) this function 

solves in L1([0,t0 ]xlR3 xlR) 

t 
f(t) = f 0 e-htj.it + J e-htjJ(t-s>Qh"(ö,f(s),f(s)) ds 

0 

(4 .19) 

(4.20) 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

(4 .25) 
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and we have llf<t>ll1 :s: llf 011 1. In addition, due to (4.21) and (4.24), llf(t)-fm"(t>ll 1 
is monotonically increasing in time so that we get that f(-) solves (4.25) in 

C([O,tol-~L1,1) . To see that ff) solves (2.1) for the given Cl we have to show 

llf<t>ll1 = llf 0111· To this end we simply notice that due to (4.3) llf m'(t)ll 2 is 
uniformly bounded in m and this implies5 >: 

lim 
m~oo 

on sufficiently small time intervalls. Now an iteration procedure yields the 

desired result. 

lt remains to be proved that f(-) is the unique solution of (2.1) which 
conserves energy. To see this we assume that there is another nonnegative 
function g e: C([O,t0]~Lt,t ) which solves (2.1) with llg<t>ll1 = llf0 11 1. As a 
consequence of this, g(-) sol ves ( 4.25) which implies g(-) ~ f (-). Because g(-) 

is assumed to be different from f(-), there are some time t, for which we 
have g(t) ) f(t) on a set with positive Lebesgue measure. But this implies: 

llg(t>ll1 ) llf<t>ll1 = llf 011 1 and we obtain the desired contradiction. 
III 

.fil Poaltlvlty of the solutlon 

What has been shown so far is, that there is a nonnegative solution of 

(2.1), if we have a nonnegative initial condition and a nonnegative scattering 
cross section in W 0 or W1. In this section we will strengthen our 
requirements on Cl = (a1,a2 ) a little bit. We assume the inelastic scattering 
cross section ö1 to be an almost everywhere positive function. If this 
happens we will show that the solution of (2.1) is almost everywhere positive 
for any positive time. The key fact to prove this claim is, that we have 
from the definition of the approximating sequence (4.4) and the monotonicity 
property (4.21) of Qh"(a,·,·) and the implicit formula (4.25) for the solution 
of (2.1) the following estimate: 

f(t) :<? (eh<t-s>G(ö1,f(s),f(s))ds ~ f e-h4'<t-s>G(e11 fo.fo> ds, (5.1) 
0 0 

where we have, as in (4 .20), 4J(v,E1) = (1 + lvl2 + E1). G(ö1,·,·) is the gain part of 
j f or a purely inelastic scattering cross section (ö1,0). 

The proof of our claim will be done in two steps. In the first step we will 
show that the positivity of f(t), t E ]O,t0 ], on an intervall implies the 
positivity on IR3 xlR .... By an intervall we denote a set of the form 

In a second step we show, that there is an intervall, on which G(o1,f 0,f 0) is 
positive, provided that f 0 is positive on a set of positive Lebesgue measure. 

(5.2) 
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Lemma 5.1: Let o1 be a positive function in W1. Suppose the assumptions 
of theorem 4.2 hold and in addition, that there are a 8 ) 0, a v1 E IR3 and 

an E1 E IR., such that the solution f(-) of (4.25) has the property: 

f(t) ) 0 on B(8,v1)xl(8,E1), if t ) 0. 

Then there exists a z ) 0, independent of o, v1 and E1, such that 

f(t) ) O on B(o(1+z),v1)xl(o(1+z),E1). 

Proof: By (4.21) and (5.1) we see, that (5.4) is proved if we can show, that 
(5.3) implies 

3 z ) 0 , independent of o, v1 and E1: 

G(o1,f(s),f(o)) ) O on B(o(1+z),v1)xl(o(1+z),E1) \ Brn,v1)xl(o,E1), if s ) 0. 

To this end we make for fixed v E IR3 the transformation of integration 
variables w ~ c = v-w and obtain 

G(o1,f(s),f(s)) (v,d = 

(5.3) 

(5.4) 

(5.5) 

J V1 - e1' ·- e2 ' o1(E,e,e0 ,1]"YJ 0

) f(s,v',E 1') f(s,w'E 2 ') d0(1]')de'dE2dc , (5.6) 

IR 3xlR.xa1xS2 

where we have 

E = 1tl2 
2 + E + E2' 

v' = v + ~ + f V2E(1 - e1' - e2 ') 

w' = 

Notice, that the collision energy in (5.6) is independent of v. We have to 
distinguish between two cases: 

Ho,E1) = [O,bJ , b s: 20 

Ho,E1) = [a,b] , a,b ) O . 

Because the techniques of the proof are exactly the same in both cases we 
consider here only the first one. Obviously, a set of the form (5.5) can be 

written as a disjoint union of three sets: 

B(o(1+z),v1)xl(o(1+z),E1) \ B(o,v1)xHo,E1) = 

[ LJ A1(v,z) J LJ B(o,v1)x]b,b(1+z)] 
V E 0B(o,v1) 

LJ [ LJ A-j.v,z) J 
V E 0B(o,v1> (5.7) 
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where we have Ai(v,z) = {(1+~1Hv-v1)}x[O,b]. ~1 E rn,z]} 

and A2(v,z) = füt+~1)(v-v1 ) ,(1+~2)b), ~1 .~2 E [O,zJ}. 

Let v0 E c)ß(O,v1) be a given fixed vector. We set v = v0 - v1 and 'E = b. 

We choose 1J l v and c0 = -).. v. Then we have for E2 E IR+: 

E 0 = 1 lc0 1
2 + E2 + b 

2 

If we choose now 

= !_ A. 2 8 2 + E2 + b, which implies 2 0 1 

.lb 
4 

then we have lv' - v11 :!>: o and, due to the continuity of the functions v', w', 

Et' and E2', we obtain the following statement: 

There exists a z 3 ) 0 such that there are for all (v,E) E A(v0 ,z3 ) sets 

U1 (~1 ) c IR3 , U2 (~2 ) c IR+, U3 (~1 .~2 ) c L11 and U4 (~1 .~2 ) c ~ with the 
property: 

v' E BO>,v1>. w' E BO>,v1>. Et' E rn,b]' E2' E rn,b]. 

But now, due to (5.6), we see that G(o1,f(s),f(s))(v,E) is positive. In addition, 
the above construction shows that z3 is independent of the particular 
choice of v0 which implies 

G(ö1,f(s),f(s)) ) 0 on [ LJ A~v,z3 0 
V E c)ß(8,v1) , J 

An anologous discussion of the two other sets yields the existence of two 
numbers z1 and z2 such that we have 

G(ö1,f(s),f(s)) ) 0 on [ LJ A1(v,z1)] and 
VE c)ß(8,v1) 

G(ö1,f(s),f(s)) ) 0 on B((),v1)x]b,b(1+z2)] 

We take now z = min(z1,z2,z3 ) and we get (5.5) from the decomposition 
(5.7). 

III 
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Corollary: Suppose the assumptions of theorem 4.2 hold and ö 1 is a positive 
function. Then the positivity of f(t), t E ]O,t0 ], on an intervall B(8,v1)xl(8,e1) 

implies the positivity of f(t) on !R3 xlR+· 

Lemma 5.2: Suppose the assumptions on theorem 4.2 hold, and let ö 1 be a 
positive function. Then there exist a 8 > 0, v1 E IR3 and an e1 E IR+ such 
that the solution f(·) of (4.25) has the property: 

f(t) > 0 on B(8,v1)xl(8,e1), if t > 0. (5.8) 

Proof: Due to (5.1), the Lemma is proved, if we can show, that G(ö1,f0 ,f0 ) 

is positive on an intervall. We set 0 = {(v,e1) : f 0 (v,e1) ) 0}. 0 has a positive 

Lebesque measure, because we have llf0 11 0 = 1. 

We choose a Vitali covering6 > of 0 with axis parallel cubes, such that there 

are 8 > 0, v1 E IR3 , ?1 E IR+ with: 

( i ) 0 < 8 < 110 

( ii ) 1(48, 'E1 ) = [ -48 + E'1, E'1 + 48] , which implies 'E1 <! 48 

( iii ) V (v,e1) E IR 3 xlR+ with B(8,v)xl(ö,E1) C B(48, v1)x 1(4ö, E'1) holds: 

8 
µ(O n B(8,v)xl(ö,E1)) <! W µ( B(ö,v)xl(S,Ei_)) , 

Here µ is the 4 dimensional Lebesque measure. To discuss G(ö1,f0 ,f 0) we 

start with (5.6) and we perform the following additional transformations of 
integration variables 

(e1',e2 ') -t (z = e1'+e2 ',y = e1'-e2 ') , Ll1 -t {(z,y) : z E [0,1] , -zs:ys:z} 

y -t y' = Y , z -t z' = 1 - z 
z 

y' -t y" = l (E-2r2 )(1+y') 
2 

and we obtain: 

z' -t 
' 

r = y~z· 

ö 1 (E,e,e', TJ"7J') 

· [f0 (v + ~ + x,y") f 0 (v + ~ - x,E - 2lxl 2 - y")] 

· dy"d3 x dE2d 3 c 

c2 
with : E = 2 + Ei + E2 , e' = e . _ .i' and . _ E-2lxl2-2y" 

(e1',e2') : 1 - E ez - 2E 

and TJ' = 
1
:

1 
• 

(5.9) 

(5.10) 

(5.11) 

(5.12) 

(5.13) 
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Consider now a fixed v E B(8, v1) and Et E ['Et -8, Et +8]. Obviously we have 
from (5.12): 

J 
B(8,0) 

E-2lxl 

J J 4Vz ~ ö 1<E,e,e',1pi') 
B<VE12,o> o E-v E 

· [fo(v + ~ + x,y") f 0 (v + ~ - x,E - 2lxl 2 - y") l 

Due to (5.10) and (5.13) we have in (5.14): E ~ 68. Moreover, for x E B(S,O) 
we have 

E - lxl 2 - 8 ~ E - 82 - o ~ 0 and E - lxl 2 + 8 ~ E - 2 lxl 2 
2 2 2 

These two estimates yield together with (5.9): 

G(ö1,f0 ,f0 )(v,E1) ~ 

J 
B(S,O) 

1 '· •20 

Et 
f 4 Vz E21fE1 

ö 1<E,e,e',l]„1J') 
"' E E A 

· [f 0 (v + 5: + x,y") f 0 (v + 5: - x,E - 2lxl2 - y") l 
2 2 

with A = B(S,O)x[~ -lxl 2-8, ~ -lxl 2 +8]. We notice, that the mapping 

B(8,0)x[~ -lxl 2 -8, ~ -lxl 2 +o] ~ B(S,O)x[~ -lx1 2 -8, ~ -lx1 2 +8] , 

(x,y") ~ (-x,E-2lxl 2 -y") 

is a measure preserving bijection. Now we want to show, that the right 
hand side of (5.15) is positive. To this end, due to (5.16), we have to show 

(5.14) 

(5.15) 

(5.16) 

µ(On B<s,v1 >'x[~ -lx'l 2 -8, ~ -lx'l2 +o]) > t µ(B(8,v1 )x[~ -lx'l 2 -8, ~ -lx'l 2 +8J), (5.17) 

where we have x = x' + v + i, x' E B(S,0). To prove (5.17) we define 

A = B(8,v1 )x[~ -lx' 12 -8, f -lx'1 2 +o] 

A- = B(8,v1 )x[~ -lx'l 2 -o, ~ - o], 

Ai = B(8,v1 )x[~ -8, ~ -lx'l 2 +o]. 

A ... = B(o,v~)x[E-lx'l2+o, ~+o] 
2 2 . 2 
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c [E E ] We have: A = A 1 u A- and A 1 u A+ = B<S,vz)x 2-S, 2 + S. 

Due to (S.11) we have: µ(On [A1uA +]) ~ 0.8 µ(A1 u A +) = 0.8 µ(A) = t ~TC s4 . 

Now we can calculate: 

µ(() n A) = µ(0 n [A1 u A - ]) ~ µ(() n A 1) and 

µ(() n [A1 u A +1) = µ(0 n A 1) + µ(() n A+ ), which yields: 

which proves (S.17) and so the Lemma is proved. 

III 

Lemma S.1 and Lemma S.2 together yield the following theorem. 

Theorem S.1: Suppose the assumptions of theorem 4.2 hold and let ci1 be a 

positive function. Then the solution f(·) of (4 .25) has the property: 

V t ) 0 : f(t) ) 0 a.e on IR3 x1R+ . 

.fil Serie• representatlon of the solutlon of the Boltzmann equatlon 

In this section we will introduce two series representations of the solution 

of the Boltzmann equation (2.1) for bounded scattering cross sections. Both 

are of the form 

o:> 

rct.ci) = I 1f 1<t) 11<ci) • 
i=O 

with real valued functions 1fi. The functions li(ci) take their values in L1,k 

if f 0 is in Li,k · They can be calculated recursively from f 0 . Because of the 
special form (6.1) of the solution of (2.1), such series are well suited for 

the study of the dependence of the solution f( · ,ci) of (2.1) on the scattering 

cross section ö which will be the topic of a subsequent paper. 7 > lt should 

be noticed here, that series representations of solutions of kinetic equations 

have been used so far mainly in the case of model equations8 > or to get 

explicit solutions of the Boltzmann equation for monoatomic gases.9 •10> 
The first of our series comes from the proof of local existence and 

uniqueness of (2.1) by means of classical Banach space techniques. lt is not 

required, that ö is nonnegative. We note a proposition which follows from 
proposition 3.1; for the proof we refer to ref. 1). 

(6.1) 
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Proposition 6.1: Let ö be in W0 . Suppose the series (6.1) converges absolutely 

for some t 0 in Lt,k• k :;:: 0. Then we have 

oo n 

j(ö,f(to,ö),f<to,ö)) = L L 'Y n-k<to) 'i'k(to) j(ö,ln-k(ö),lk(ö)) in Lt,k (6.2) 

n=O k=O 

Motivated by this proposition we introduce the following sequence of 

functions 

Definition 6.1: Let ö be in W 0 and f 0 in L1. Then we define the following 
sequence {G

0
(ö)} of functions: 

G0 fo) = f 0 

n-1 

G0 (ö) = ~ L J(ö,Gn-t- µ (ö) ,Gµ fo)) , n :;:: 1. 

µ=O 

Corollary of proposition 6.1: Using (3.5) and proposition 6.1 we can see 
easily from (6.3): 

n-1 . 

llG0 (ö)llo s: ~ L 47t llöll llGn-t-µfo>llo llGµfo>llo , 
µ=0 

Theorem 6.1: Let be ö E W0 and f0 E L1 with llf0 11 0 = 1. Let {G0 fo)} be the 
sequence defined in (6.3). Then there holds: 

For any t 0 with lt0 1 ( 
4

: llöll converges f(t,ö) 

on [ -t0 ,t0 ]. Moreover f(·,ö) E C( [-t0 ,t0}-~L1 , 0) 

C ( [-t0 ,t0]~L1 ,0) . 

<X> 

= L t 0 G0 (ö) uniformly 
n=O 

and f(-,ö) solves (2.1) in 

Remark: With the help of the sequence {G0 (ö)} we have a representation of 

the solution of (2.1) also for sufficiently small negative times. 

<X> 

Proof: The uniform convergence of L t 0 G0 (ö) follows from (6.4), if the 
n=O 

absolute value of t is smaller then [ 4 7t llöllJ-1. Moreover the mapping 

(6.3) 

(6.4) 
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[ -t0 ,t0 ] 3 t ~ L tn Gn(Cl) 
n=O 
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is in C ([ -t0 ,t0]~L1 ,0) , if lt0 1 ( 
4

: llcill · 

Due to proposition 6.1 we have for arbitrary t E [ -t0 , t 0 ] 

CO n 

j(ci,f(t,ci),f(t,ci)) = L L tn j(ci,Gn-k(Cl),Gk(a)) 

n=O k=O 

CO 

= L tn (n+1) Gn+1(a) ' 
n=O 

(6.S) 

which yields fort E [ -t0 ,t0 ] because of the uniform convergence of the series: 

r j(ci,f(s,ci),f(s,ci)) ds 
0 

= 
t CO 

J L sn (n+1) Gn+1(ö) ds 
o n=O 

-- ~ Jt L.. sn (n+1) Gn+1(ö) ds 
n=O o 
CO 

= I Gn+1(ö) = f(t,ö) - f o· 
n=O 

III 

Corollary of theorem 6.1: From the theorem of the extension of the solution 
of differential equations in Banach spaces4 > we can deduce easily, that the 
solution of (2.1) is analytic on [O,co [, if both the scattering cross section 

and the initial condition are nonnegative. 

So f ar we have constructed a series representation (6.S) of the solution of 
(2.1) which converges for sufficiently small positive and negative times. 

Starting from (6.S) we will construct a series representation of the solution 

of (2.1) which converges for any nonnegative time, if the initial condition 
f 0 and the scattering cross section ö are nonnegative. 

Definition 6.2: We introduce for nonnegative ö E W 0 and f 0 E L1,0 and 

h ~ 21tllall the following sequence {Hn(a)} of functions: 

n-1 
Hn(a) = 1 ~ 

nh L.. , if n ~ 1 , 
µ=0 

where Qh (a,- „) is given by (3. 7). 

(6.6) 
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Proposition 6.2: The functions {Hn<->} of (6.6) have the properties 

( ii ) V n :;:: 0 : llHn(ö)llo = J Hn(v,E1) de1dv = 1 , if llf 0 11 0 = 1. 

IR3 xlR + 

( iii ) From llf ollo = 1 and llf 011 1 ( oo we have: 11Hn(ö)ll1 = llf 0111· 

Proof: Part ( i ) is an immediate consequence of the definition of Hn and 

(3.8). To prove ( ii ) and ( iii ) we remark, that we have for functions f and 

g E: L1,k, k=0,1, the property 

J (1 + lvl 2 + E1)m J(ö,f,g) de1dv = 0 

IR3 x lR+ 

for m = 0, if k = 0 and m = 0,1, if k = 1. Because of (6.7) we get 

llHn(ö)llo = J Hn(V,E1) de1dv 
IR3 xlR 

n-1 

= ~h I 
µ=0 

and (6.8) follows by induction. To prove ( iii ) we use (6.10) to get: 

= J (1 + lvl 2 + E~)Hn(v,E 1 ) de1dv 
IR3 x lR+ 

n-1 
= 1 

nh I 0 + ~ J (1 + lvl 2 + E1)Hn-l-µ(Cl) de1dv J Hµ(Cl) de1dv 

IR3 xlR+ IR3 xlR+ µ=O 

+ ~ J (1 + lvl 2 + E1)Hµfo) de1dv J Hn-l-µ(Cl) de1dv 
IR3 xlR+ IR3 xlR+ 

and (6. 9) follows from (6.8) by induction. 

III 

Lemma 6.1: Let Cl E: W 0 and f0 E L1,0 be nonnegative functions and suppose 

h :;:: 27t llöll. Then we have for the equation 

'1><0,Cl) = f 0 

a solution only for positive times t ( h-1 and this solution is unique. 
Moreover i t is given by : 

00 

<l>(t,o) = L tn hn Hn(o) 
n=O 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

(6.12) 
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Proof: Local existence and uniqueness can be obtained by standard 
techniques of the theory of differential equations in Banach spaces. 4 > 

In addition we get from those techniques the nonnegativity of the solution 
<D. Therefore we have: 

dt J cl)( t,ö) dE1dV = dt ll<D<t,ö)110 

IR3 x lR ... 

= J Qh (ö,<D( t,ö) ,<D( t,ö)) dE1dV 
IR3 xlR ... 

= h ll<D(t,ö)ll 0
2 

which yields: 11 <D< t,ö) llo 
1 

= 
1 - ht 

So we have, that h-1 is an upper bound for existence time for the solution 
of (6.11). To prove, that there is a solution of (6.11) for t < h-1, we consider 

the series (6.12). Due to proposition 6.2, the partial sums 

N 
I t" h" Hn(ö) 
n=O 

of this series converge absolutely and uniformly in L1,0 for 0 ~ t < h-1. 
This implies, that the function 

00 

'Y(t,ö) = I t" h" Hn(ö) 
n=O 

is in C ([O,t0}~L1 ,0) if t 0 < h- 1. In addition we have1>: 

which yields: 

t 

00 

= I t" hn ... 1 Hn ... 1(ö), 
n=O 

'Y(t,ö) - f 0 = J Qh(ö,'Y(s,ö),'Y(s,ö)) ds for 0 < t < h-1. 
0 III 

Theorem 6.2: Let ö E W0 , f0 E L1,0 be nonnegative functions with llf0 11 0 = 1. 

Suppose we have h ;;:: 271: llöll. Let 'Y( ·,ö) be the solution of (6.11). Then the 

function 

solves the Boltzmann equation (2.1) . 

(6.13) 
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Proof: We first note : t(·) E C 11R.~[o,h-1[ ) . Due to this property of t( ·) 
and due to Lemma 6.1, we have 

f(·,ö) E C1([0,co[ ~ L10> 

Due to the fact, that 'f(·,d) solves (6.11) we have 

dt f(t ,d) = -hf(t,ö) + e-ht Qh(d,'f(t(t) ,d),'f(t(t),d)) e-ht 

= -hf(t,ö) + Qh(o,e-ht'f(t(t),ö),e-ht1f'(t(t),d)) 

= -hf(t,d) + Qh(d,f(t,d) ,f(t,d))' 

which implies that the function f(·,ö) of (6.13) solves Arkeryd's equation. 

III 

Remark: We have shown, that the solution (2.1) for nonnegative scattering 
cross sections and initial conditions can be represented in the form: 

CO 

f(t,d) = L e- ht (1 - e-ht)n Hn(d) 

n=O 

Theorem 6.3: Let d E W 0 be a nonnegative function. Suppose we have an 
initial condition f 0 E L1,0 with: 

1 ) a0 = J f 0 (v,E1) de1dv > 0 
IR3 xlR. 

and llf ollo = 1. 

-ln(1-a0 ) 
Then there exists a Unique solution of (2.1) for 0 ~ t < 

2
7t lloll ao 

Proof: As in the case of nonnegative initial conditions a function f(·,ö) 
solves (2.1) iff it solves 

dt f(t,d) + h f(t,d) J f 0 (v,E1)de1dv = Qh (ö,f ( t,d) ,f (t,d)) 

IR3 x lR. 

f(O,ö) = f o· 

We define the following sequence {H
0

'(d)} 

H 0 '(o) = f 0 
n-1 

Hn'(ö) = ;h L Qh(d,Hn- t-µ'(ö),Hµ'(d)), n~1, 
µ=0 

(6.14) 

(6.15) 

(6 .16) 

where we have h ~ 27t lldll. We consider the following sequence of functions: 
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m 

Ym(t,o) = L exp[-a0 htl (1 - exp[-a0 htl)n Hn'(o) [a0 hrn 
n=O 

and note: If {Y m ( · ,o)} converges absolutely and uniformly 
for some t 0 ) 0, then Y(·,o) solves (6.16) in C([O,t0}-~L1 , 0) 
(2.1). . 

on [O,t0 ] in L1 0 . 
and so it solves 

For functions f, g E L1,0 and nonnegative o .E W0 and h ~ 27t lloll we have 
the following estimate 

tl J [h - 27t ot<E,e>l 
IR3 xlR+ 

· [f(v,E1)g(w,E2 ) + f(w,E 2 )g(v,E1)] dE 2 dw 

~ G(o,lfl,lgl> + 

t J [h - 27t ot(E,e)] 

IR3 xlR+ 

which yields by induction 11Hn'fo>ll0 ~ hn. Therefore we get 
m 

llY m ( t,o>llo ~ L exp[ -a0 htl (1 - exp[-a0 htl)n a0 -n. 
n=O 

which shows, that the sequence {Y m (-,o)} converges absolutely and uniformly 
on intervalls [0,t], if t satisfies the inequality 

1 
) 1 - exp[-a0 htl 

ao 

If we choose now h = 27t lloll, we get the desired result. 
III 
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