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ABSTRACT

Communication networks, in particular the Internet, have become a pivotal part
of our life. Since their beginnings, a key aspect of their applicability has been
the performance. Safety-critical applications, for example, can sometimes only
be implemented in a responsible manner if guarantees about their end-to-end
delay can be made. A mathematical modeling and performance evaluation
of communication networks requires a powerful set of tools that is able to
incorporate their increasing complexity.

The stochastic network calculus (SNC) is a versatile, mathematical framework
that allows for a calculation of probabilistic end-to-end performance bounds
of distributed systems. Its flexibility enables to incorporate a large class of
different schedulers as well as different models of traffic processes beyond the
assumption of Poisson arrivals that is predominant in queueing theory-based
analyses. It originates in the so-called deterministic network analysis (DNC) in
the 9o’s of the 20th century that was introduced to provide deterministic, “hard”
guarantees that are of relevance, e.g., in the context of real-time systems. While
the DNC of today can be used to calculate fast and accurate delay bounds of
arbitrary feedforward networks, the SNC is still in a significantly earlier stage.
In particular, method-pertinent dependencies, i.e., a phenomenon that occurs when
independent flows become stochastically dependent after sharing resources in
the network, can be considered a major challenge in the SNC with moment-
generating functions (MGFs).

This thesis argues to contribute to the SNC in several ways. First, we show
that the “pay multiplexing only once” (PMOO) analysis known from the DNC
is also possible in the SNC. Not only does it significantly improve end-to-end
delay bounds, it also needs to consider less method-pertinent dependencies.
Therefore, complexity and runtimes of the calculation are greatly reduced. Sec-
ond, we introduce the concept of negative dependence to the SNC with MGFs
and give numerical evidence that this can further lead to better performance
bounds. Third, for the larger problem of end-to-end performance bounds of
tree networks, we introduce so-called “h-mitigators”, a modification in the
calculation of MGF output bounds. It is minimally invasive, all existing results
and procedures are still applicable, and improves performance bounds. As a
fourth contribution, we conduct extensive numerical evaluations to substantiate
our claims. Moreover, we made the respective code, the “SNC MGF toolbox”,
publicly available to ensure that the results are reproducible. At last, we conduct
different stochastic analyses of a popular fair scheduler, generalized processor
sharing (GPS). We give an overview of the state-of-the-art analyses in the SNC
and substantiate the comparison through numerical evaluations.
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INTRODUCTION AND NETWORK CALCULUS
BACKGROUND



INTRODUCTION

1.1 A NEED FOR A STOCHASTIC END-TO-END ANALYSIS

Communication networks play a vital role in many of our daily activities.
We rely heavily on the fact that we can obtain information or interact with
our environment through Internet services in a short amount of time. In fact,
an increasing number of applications require certain types of performance
guarantee of a queueing system, e.g., to ensure safety criticality. By queueing
system, we mean “any system in which arrivals place demands upon a finite-
capacity resource” [Kle7s, p. vii]. See, e.g., Internet at the speed of light [Sin+14],
Tactile Internet [Fet14], Internet of Things [WADXz15], or the envisioned cyber-
physical systems [Raj+10].

Historically, this type of performance analysis was conducted with the help
of queueing theory. It originated in the analysis of circuit-switched telephone
networks at the beginning of the 2oth century [Erlog, Erl17] and was later widely
applied to packet-switched networks [HHB13]. It basically consists of deriving
the backlog or delay distribution based on assumptions on the arrival process,
service distribution, and on the scheduling. A significant contribution can be
found in the field of product-form networks, where, e.g., the queue distribution in
the entire network can be described by the product of the queue distributions
of each single system [Jacsy, Jac63, Bas+75, Kelys, Kel76]. Yet, despite the
advances made in the longer as well as in the recent past, the analysis of
queueing networks is “largely constrained by the technical assumption of
Poisson arrivals” [CS12]. Even though this type of queueing system still finds
many applications, when it comes to Internet traffic however, it is considered
impractical as self-similarity and long-range dependence have been observed
to be ubiquitous [Lel+94, PF95, Wil+97, CBg7, Fel+9g].

1.2 THE STOCHASTIC NETWORK CALCULUS FRAMEWORK

(The) stochastic network calculus (SNC) is an alternative approach that avoids
the problem of obtaining exact results by computing per-flow performance bounds
of the form P(backlog > B) < e or P(delay > T) < ¢ instead, where ¢ is a small
value, e.g., 107°. Tt originated in the seminal work of Rene L. Cruz [Crugia,
Crugib] in the early 1990s and was developed to derive nonprobabilistic bounds
assuming worst-case arrival constraints and minimum service guarantees. His
work was later supplemented by the min-plus algebra [Bac+92] and is called
today the deterministic network calculus (DNC) [Chaoo, LTo1, Lie1y, BBC18].
Shortly afterwards, stochastic extensions were introduced that were able to
capture the statistical multiplexing gain [Kurg2, YSg3, Chag4].

The SNC basically consists of two branches: One that is based on moment-
generating functions (MGFs) and one that employs envelope functions / tail
bounds. The former assumes bounds on the MGF of the involved arrival and
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service processes [Chaoo, Fido6] and can be seen as a successor of the effective
bandwidth theory [Kelg1, Kelg6]. The latter, on the other hand, can be interpreted
as a direct stochastic relaxation of deterministic guarantees [Crug6, CBLo6, JLo8].
While more processes can be modeled with tail bounds, under the assumption
of independence of all processes, [RF11, RF12b] comes to the conclusion that
the MGF-based SNC leads to tighter delay bounds.

Two features of SNC (both branches) have been identified as key to overcome
the “technical barriers of queueing networks” [CS12]:

* Scheduling abstraction: Specific properties of schedulers are “abstracted
away” by a function called leftover service. It allows even for the analysis
of arbitrary multiplexing [SZFo8], i.e., we can give performance guarantees
without specifying a specific scheduling algorithm;

* Convolution-form networks: The end-to-end (eze) analysis can be simplified
by convolving the service processes across all servers to a single end-to-
end service.

Apart from these key aspects, a list of features is responsible for enabling a
uniform framework:

* Instead of focusing on the Poisson arrival model as in queueing theory,
often arrival classes such as (o, p)-constrained arrival [Chaoo] or exponen-
tially bounded burstiness (EBB) [YS93] are considered. Since many arrival
processes belong to these classes, they can be interchanged effortlessly.

* In combination with the above scheduling abstraction, where we change
the scheduling by simply inserting a different leftover service function,
SNC (actually network calculus in general) yields a high level of modular-
ization. In other words, arrival distributions and scheduling algorithms
are reduced to components of a toolbox that we combine to create whole
network topologies. This is a central implication of separating arrival and
service processes.

* In order to calculate bounds on backlog or delay, we need to make
statements about sample-path events. Both branches of SNC share the
application of the Union bound to evaluate this type of event:

n
P(,max X > x> <Y P(X;>x).

i=1,...,n b

In contrast to other inequalities on sample-path events (e.g, Doob’s martin-
gale inequality [Doo53, Theorem 3.2]) it does not come with any restrictive
assumptions.

As a consequence of this uniform framework, SNC comes with a non-
negligible price of a gap between exact results (that we try to quantify with
simulations) and calculated bounds. In fact, there also exists a tight analysis
for the single-node case for some traffic classes based on martingale techniques
[CPS14, PC14, PC15, CPS16, CP18]; yet, an end-to-end martingale analysis
remains an elusive goal.
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f1 = foi

Figure 1.1: Canonical tandem

1.3 STATE-OF-THE-ART: THE CANONICAL TANDEM

At the beginning of Section 1.2, we already noted that SNC provides per-flow
performance bounds. We call the flow for which we calculate bounds the flow
of interest (foi). State-of-the-art results in SNC mostly focused on topologies
where the foi traverses the “canonical tandem” in Figure 1.1, e.g., as in [CBLo6,
Fido6]. For the MGF-based analysis, this has the important advantage that, if
all arrivals are initially assumed to be independent, this independence remains
since all cross-flows immediately exit the network. While this makes a network
analysis quite tractable, it is a very limiting assumption. Thus, in order to make
progress in the end-to-end analysis, the SNC has to go beyond the canonical
tandem. On the other hand, for a topology as in Figure 1.2, the outputs of
the two flows depend on each other after sharing the resources at server S;.
For the state-of-the-art analysis in SNC (the so-called separated flow analysis),
we have to consider dependencies. We call this dependence method-pertinent.
Typically, one deals with the dependence of two arrival process A1 and A; by
the invocation of Holder’s inequality:

1 1
E eG(Al(S,t)+A2(S,t))j| S E |:ep9A] (S,t):| p E |:eq9A2(S,t):| q , for all 0 S s S t,

where 1 +1 =1and p,q > 1 (in other words, p and q are Holder conjugates of
each other). It often leads to conservative bounds and requires the optimiza-
tion of an additional parameter for each application. While the runtimes of
optimizing parameters have not been a focus of SNC literature, it is obvious
that they could possibly explode if all dependencies in a complex network are
bounded by Hélder’s inequality. However, non-nested interference structures
are typical when considering topologies of practical relevance. Therefore, it is
imperative to find a stochastic analysis that benefits from stochastic indepen-
dence but also comes with minimal method-pertinent dependencies. Otherwise,
the gap between (simulated) exact results and calculated bounds mentioned in
Section 1.2 above becomes larger the more dependencies occur. In the worst
case, this means that we cannot provide reasonable performance bounds at all.

In the DNC, different analysis methods have been proposed and evaluated,
such as total flow analysis (TFA), separated flow analysis (SFA), or pay multi-
plexing only one (PMOO) analysis [Fido3, SZo6, SZMo6, Bou+08] by considering
different combinations of the two key features, leftover service (scheduling
abstraction) and convolution. While the TFA consists of an additive result
for the end-to-end performance, the latter two, SFA and PMOQO, calculate via
convolution the end-to-end service that contains the information of the whole
network topology. These algorithms can be interpreted as an evolution that
makes the transition from a local perspective to a global one. Moreover, it has
been shown that the PMOO analysis, by convolving first and calculating the
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f2

£ = o )

Figure 1.2: Two flows at two nodes in a tandem.

leftover service afterwards, one can further significantly improve the bounds?*
compared to SFA. While some works already started to integrate the PMOO,
e.g., [ZBHB16], for the large majority of SNC research, the PMOO has not really
been a focus. In particular, it was not really investigated how method-pertinent
dependencies of processes impacts the MGF-based SNC in terms of bound
accuracy and runtimes.

Since we calculate per-flow performance bounds, as a consequence, any feed-
forward network can be transformed into a tandem from the foi’s perspective.
In DNC, this step has seen some advanced treatment recently [BNS17b] and
has been shown to result in bounds with a high degree of accuracy. Yet in SNC,
it has been largely neglected in the sense that no work beyond the standard
output bound calculation was invested.

The authors of [BS13, Bec16a] released the DISCO Stochastic Network Calculator,
the “first open-source tool to automate the steps of calculating MGF-based
performance bounds”. A strong and accessible tool support is of paramount
importance for a wide deployment of SNC in practice. However, this tool
shares the fate of the SNC with MGFs of struggling with method-pertinent
dependencies. Therefore, any progress on the algorithmic aspect of the network
analysis can only be of resounding success if accompanied by an according
software development.

The authors of [CPS13] show in the single server case, that bounds obtained
via martingale-based techniques provide tight performance bounds in com-
parison to simulations. However, this comes with the notable exception of
GPS; here, even the martingale bounds indicate a notable gap compared to
simulations. Yet, only a homogeneous case where all arrivals have the same
parameters is considered.

1.4 THESIS STATEMENT AND CONTRIBUTIONS

THESIS STATEMENT: Reducing the gap between simulations and bounds in
the end-to-end analysis of more complex topologies while maintaining the uni-
form framework is the main challenge of the stochastic network calculus. A key
aspect in this reduction is how we deal with method-pertinent dependencies.

This thesis contributes to the SNC in several ways.

* We show that the PMOO analysis known from DNC cannot just sig-
nificantly improve end-to-end delay bounds, but allows us to consider
less method-pertinent dependencies. This is first presented for simple
tandems with nested interference structures and then extended to ar-
bitrary tree networks. This bound improvement is accompanied by a

1 However, there are some notable exceptions, see [SZFo8].
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reduced complexity that also leads a reduced number of parameters that
need to be optimized. This, in turn, can reduce runtimes by several orders
of magnitude depending on the used heuristic.

* We give a perspective on how these method-pertinent dependencies can
further be reduced for flows that directly or indirectly share the capacity
of a server. Even though we only give numerical evidence without a
rigorous proof, we show how the concept of negative dependence can be
used to obtain improved performance bounds.

* For the larger problem of end-to-end performance bounds of tree net-
works, we present a modification of the MGF output bound computation
that mitigates the effect of the Union bound, the so-called h-mitigators.
It is minimally invasive, as all existing results and procedures are still
applicable. While numerical evaluations indicate that the gain is, on av-
erage, rather moderate, it is much stronger in some cases and does not
impose any additional assumptions. It comes at the price of additional
parameters to optimize, yet can be scaled.

* We conduct extensive numerical evaluations to substantiate the claims
about the improvements. Moreover, we made a toolbox publicly available
that allows for implementing the calculation of end-to-end performance
bounds including the optimization. Subsequently, it can also be used to
replicate the above mentioned results.

* Apart from arbitrary multiplexing, we perform different stochastic analy-
ses of a popular fair scheduler, generalized processor sharing (GPS). We
provide stochastic delay bounds for the case of independent arrivals as
well as the general case. We give an overview of what can be considered
as state-of-the-art analysis in the SNC and substantiate this claim through
numerical evaluations.

1.5 THESIS OUTLINE

The first part is about the necessary background. In Chapter 2, we start with
the DNC including the pay multiplexing only one (PMOQ) analysis. Then, we
continue with a background on SNC presenting the state-of-the-art analysis in
Chapter 3. Since the thesis is almost exclusively based on SNC with MGFs, we
only cover the MGF part and present the SNC with tail bound only as we need
it. This chapter includes a modular analysis, where all network operations are
presented as separated modules that can be applied sequentially, and direct
end-to-end bounds that are able to avoid some sequencing penalties.

In the second part, we show how one can deal with dependence in a network.
In Chapter 4, we show how the PMOO property can be applied to topologies
with nested interference, tandem queues and sink trees. Here, we focus on
time-dependent bounds that are numerically evaluated under the fractional
Brownian motion (fBm) arrival model that is shown to capture the self-similar
property of Internet traffic. Chapter 5 then extends the PMOO property to
arbitrary tree networks in the SNC. We use the concept of negative dependence
to improve performance bounds in Chapter 6.
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The third part is about specific challenges of the end-to-end analysis. Chap-
ter 7 shows how the effect of the Union bound can be mitigated when computing
MGF-output bounds. Last but not least, we discuss our toolbox that is used to
numerically evaluate our results in Chapter 8.

In the fourth part, we depart from the arbitrary multiplexing and conduct an
SNC analysis of generalized processor sharing (GPS) (Chapter 9). Chapter 10
concludes the thesis.

The last part contains all appendices of the single chapters.



DETERMINISTIC NETWORK CALCULUS BACKGROUND

The SNC originates in the deterministic network calculus (DNC) and can be
interpreted as a stochastic extension. The DNC is a modern framework to
derive hard end-to-end performance guarantees, e.g., for the maximum backlog
or delay. These hard guarantees are necessary for a plethora of time-sensitive
applications, see, for example, the work on heterogeneous communication
systems (HCS) or Avionics Full-Duplex Switched Ethernet (AFDX) [FFGo6,
Sup+10, BNF12]. We therefore introduce the typical DNC notation and results
as we use them.

We start off with the basic network model we assume throughout this thesis.

2.1 NETWORK MODEL

We consider a basic queueing system as in Figure 2.1. Data arriving at some
service element (mostly called servers) are abstracted as arrivals processes. If
the system contains multiple servers, we call the arrival information together
with its path a flow.

We consider two types of arrival processes of a flow, discrete-time or continuous-
time. A discrete-time (cumulative) arrival process A(t) : IN — R™ is defined as a
sum of nonnegative measurable random variables a; > 0 :

A(t) == 2011-. (2.1)

The a; are called increments. On the other hand, a continuous-time (cumulative)
arrival process A(t) : R — RT is defined as the respective integral over a
nonnegative stochastic process a(x) > 0 :

A(t) == /Otu(x) dx. (2.2)

Regardless of whether we consider discrete or continuous time, we assume that
A(t) =0 for all t+ < 0. If time and space are continuous, it is often called fluid
model. If not stated otherwise, we assume arrival processes to be discrete in
time and continuous in space. Furthermore, the data unit is taken to be as one
bit. A queueing model where the arrivals have an index t representing time is
also called time domain model. We define the (cumulative) arrivals over a time
interval as

A(s, t) == A(t) — A(s),
and the according (cumulative) departure process as
D(s,t) == D(t) — D(s).

Let A be an arrival process and D a departure process of the same sample
path. For these processes, causality holds:

D(t) < A(t), Vt>0. (2.3)
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Figure 2.1: Basic queueing system with cumulative arrival process A and cumulative
departure process D.
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Figure 2.2: Backlog and virtual delay for an arbitrary arrival and departure process.

We define the difference of arrivals and departures to be the backlog (process)
q(t) at timet > 0:
2(t) = A(H) = D). (2.9

By causality (Eqn. (2.3)), it holds that g(t) > 0. Buffer sizes are always assumed
to be infinite'. Therefore, throughout this thesis, we assume a lossless system
and that no data is created by the server itself. If not stated otherwise, time
is assumed to be discrete. Anticipating some results of the network calculus
framework, one can already establish basic queueing dynamics for a constant
rate server with rate C > 0 based on Lindley’s equation [Lin52], [Chaoo, p. 7]:

q(t) = [q(t = 1) +a(t) - C]", (2.5)

under the initial condition ¢(0) = 0. In simple terms, it intuitively states that
the backlog at time f is the backlog of the previous time slot plus new arrivals
minus the server rate while maintaining nonnegativity. This recursion can be
solved inductively and its explicit solution, also known as Reich’s equation, is
q(t) = max {A(s,t) —C- (t—s)}. (2.6)

0<s<t

For the output, this yields

D) % A1) — q()) E min {A(s) + C(t—s)}. (2.7)

0<s<t

We see later that the network calculus’s concept of a service curve can be
interpreted as a generalization of Eqn. (2.7).
The virtual delay at time t > 0 is defined as

d(t):==inf{s > 0: A(t) < D(t+s)}. (2.8)

Even though most network calculus literature assumes buffers to be infinite, there also exist
some results for queueing systems with loss [CL93, Liug3, GFC12, CPR19].
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2.2 MIN-PLUS ALGEBRA

It is the time it takes for the departures to “catch up” with the arrivals. If the
arrivals are served in first-in first-out (FIFO) order, the d(t) can be interpreted
as the delay of a hypothetical bit entering the system at time ¢. Throughout this
thesis, we assume that no reordering inside of a flow occurs (FIFO per-flow or
locally-FIFO). Even though data packet delays and the virtual delay in Eqn. (2.8)
are not necessarily equal (packet delays, in contrast to the virtual delay, are
always > 0), it has been shown numerically that the difference between the two
quantities is negligible [Ciuoy, pp. 109].

2.2 MIN-PLUS ALGEBRA

Network calculus is a system-theoretic framework that employs the min-plus
algebra [Bac+9z2]. It facilitates an elegant computation in terms of an end-to-end
analysis. In linear system theory, a key operation is the convolution of two
functions:

feg(t)= [ flt—s)g(s)ds. (29)
In min-plus algebra the conventional operations (+, -) are replaced by (A, +):

Definition 2.1 (Min-Plus Convolution). Let x and y be nonnegative, increasing
functions such that x(t) = y(t) = 0 for all t+ < 0. The (univariate) min-plus
convolution of x and vy is defined for t > 0 as

xQy(t) = Oigr;g{x(t—s) +y(s)}. (2.10)

For t < 0, we define x ® y (t) = 0.

The class of functions being 0 for negative t and nondecreasing otherwise is
sometimes called wide-sense increasing [LTo1, p. 111].

Basic systems theory characterizes the input-output property of so-called
time-invariant linear systems [LTo1, pp. xiv], [Fid10]. Assuming that input signals
A and output signals D are given, time-invariance means that a time-shifted ver-
sion of an input signal A(t — s) results in an accordingly shifted but otherwise
identical output output signal D(t — s).

The system is linear, if any linear combination of input signals c;A; + c2 A,
where ¢, co are some constants, results in a corresponding output signal 1Dy +
CzDz.

In systems theory, there exists a fundamental result stating that a system is
time-invariant and linear iff (if and only if) the output signal of the system is
given as

[o°]
D(t) :/ A(s) - S(t—s)ds = AxS(1), (2.11)
—00
where x is the conventional convolution operator (see Eqn. (2.9)) and S(t) is the
system response to the Dirac unity impulse [Fid1o0].

One can show that the min-plus convolution is a linear operator on the
min-plus algebra under a certain condition (see, e.g., [COg6], [LTo1, pp. 111]).
In fact, we see in the next section (Section 2.3), that this condition is an exact
service curve (Definition 2.5 below), a property very similar to Eqn. (2.11), but
using the min-plus convolution instead.

10



2.3 ARRIVAL AND SERVICE CURVES

We see in Section 2.5 that the min-plus algebra also allows for an elegant
framework to derive end-to-end performance guarantees. According to [Chaoo,
pp- 102], the idea of applying min-plus algebra in the network calculus has
been developed simultaneously in [Chagy, COg96, ARg6, Le 98].

Another key operation in network calculus in the deconvolution.

Definition 2.2 (Min-Plus Deconvolution). Let x and y be nonnegative, increasing
functions R — R" U {+oc0} such that x(t) = y(t) = 0 for all t < 0. The
(univariate) min-plus deconvolution of x and y is defined as

xQy(t) =sup{x(t+u)—y(u)}. (2.12)

u>0

Note that the deconvolution is not defined for x = y = +c0.

2.3 ARRIVAL AND SERVICE CURVES

DNC provides worst-case performance bounds under arrival constraints and
service guarantees. We start this section with the arrival constraints.

Arrival curves / envelopes

The seminal work by Cruz [Crugia, Crugib] marks a paradigm shift in the
performance analysis of communication network as it is “nonprobabilistic”.
Instead, traffic specifications are limited to some regulatory constraints for all
time intervals.

Let « : R — RT U {co} be a nonnegative, increasing function such that
a(t) =0 forall t <O0.

Definition 2.3 (Arrival Curve). We say that « is an arrival curve (or envelope) for
an arrival process A if for all s <'t

A(s, t) < a(t—s). (2.13)
Equivalently, we can write for all ¢

< i —5) = ,
A(t) < Oérs\g{A(s) +a(t—s)} =A®al(t)
If we have a(0) = 0, one can even show that A = A ® a [Agr+99]. Another
equivalent definition of an arrival curve is

sup, o {A(t+u) — A(w)} < a(t)
= AQA <

It is crucial that « is a univariate function. In other words, it only depends on
the difference of s and ¢, but not on the absolute values. An important example
of an arrival curve is the leaky bucket / token bucket arrival curve [Crugia, Crugib],
which is defined in discrete time as

a(t) =vp=0+p-t, (2.14)

where 0,p € R*. We interpret ¢ as the (instantaneous) burst of the arrivals,
whereas p is the long-term average rate.

11



2.3 ARRIVAL AND SERVICE CURVES

For an aggregate of arrivals, e.g., this is necessary when we multiplex flows,
A(t) = Y ;L1 A;, where each A; has an according arrival curve a;. It holds that

n
<Y ai(t—s), forall0<s<t.
i=1

This means for the special case of a leaky bucket arrival curve that A(s,t) <
o+ p(t—s), where o =Y ;0; and p = Y/ ; p;. The aggregate of two arrival
curves &1 and a; is sometimes denoted by a1 @ as.

Service curves

As we already hinted at in Section 2.2, service curves play a major role in the net-
work calculus’s interpretation of a min-plus linear system. They enable two key
features we discussed in Chapter 1: Scheduling abstraction and convolution-form
networks. The modeling capability is sometimes emphasized in the literature
by using the term network element, as it is not limited to servers in the sense
of network devices. We start off with an intuitive definition and consider a
generalization afterwards. Yet before, we define the start of a backlogged period
before t as

so:=sup {s <t | A(s) = D(s)}. (2.15)

Note that, such an sy always exists (A(0) = D(0) = 0) and if the system is idle
at f, then sy = t.

Definition 2.4 (Strict Service Curve [COg6]). A server is said to offer a strict
service curve p to a flow if, during any (continuously) backlogged period [s, t),
the departures of this flow in the system is at least equal to B(f — s), that is,

D(s,t) > B(t —s). (2.16)

The notion of a strict service curve plays an important role in the scheduling
abstraction, as many mathematical derivations require a strict service curve in
order to derive per-flow guarantees.

However, the strict service curve property cannot be preserved when consid-
ering the convolution of strict service curves (we discuss this later in this section
in more detail). Therefore, a generalization with a stronger modeling capability
in the form of service curves is necessary. It originates in the work of [PGg3,
PGoy4] and is later formalized in [Crugs, SCPg5]. For the sake of conciseness,
we introduce Fy to be the set of real-valued, nonnegative, increasing functions

with f(t) =
Fo={f:R—=>R"U{+oo} |Vs <t:0< f(s) < f(t), f(0) =0},
where R™ = [0, 00).

Definition 2.5 (Service Curve). Consider a server and a flow with according
arrival process A and departure process D. The server offers a (minimum) service
curve B to Aif p € Fpand forallt € R

D(t) = A® () = inf {A(t—5)+B(s)}. (2.17)

The service curve is called exact, if Eqn. (2.17) holds with equality.

12



2.4 SINGLE-NODE PERFORMANCE BOUNDS

One can easily show that, if a server offers a strict service curve § to a flow
such that f is a nonnegative, increasing function with (0) = 0, then § is also
a service curve. Yet, the opposite is not true in general (counterexamples are
reported in, e.g., [Fid1o] and [LTo1, p. 177]).

A typical example of a service curve is the rate-latency server curve [LTo1, p.
106]:

B(t) = Prr(t) =R-[t—T|" =

{R(t— T), ift>T
(2.18)

0, otherwise.

For a detailed discussion on service curves, see [LTo1, BJTog, Sch+11, Bou14,
BBC18].

2.4 SINGLE-NODE PERFORMANCE BOUNDS

The network calculus framework is able to derive deterministic bounds for
backlog, delay, and output. While the focus on single-node bounds appears
limiting at first, it is actually the core of the performance analysis. The reason
is that the scheduling abstraction as well as the convolution property [CS12]
enable us to reduce the performance analysis of any feed-forward network to
the single-node case.

Theorem 2.6 (DNC Performance Bounds). Assume an arrival process A traversing
a server S. Further, let the arrivals be constrained by arrival curve  and let the system
offer a service curve p.

1. The backlog q(t) satisfies for all t
q(t) < sup {a(s) = p(s)} = a @ B(0). (2.19)

s>0

2. The virtual delay d(t) satisfies for all t

d(t) < inf{r >0|sup{a(t)—B(t+d)} < O}

>0
=inf{t>0]|a0B(—7) <0} (2.20)
=sup {inf{t>0]|a(s) <P(s+1)}}.
s>0

3. The departures of the flow, D, satisfies for all t

D(s,t) <a@B(t—s) =a'(t—s). (2.21)

Note that in Eqn. (2.20), the deconvolution from the second line does not
follow directly from the first line but can be derived separately. Similarly,
the third line requires another derivation, too. Proofs of Theorem 2.6 can be
found in [Chaoo, pp. 42] (for the discrete-time case) or in [LTo1, pp. 22] (for
left-continuous processes). The bounds are tight meaning that one can create
sample paths (“greedy / lazy scenario”) such that they hold with equality [LTo1,
pp- 27]. In the case of token bucket envelopes «a(t) = o + pt and rate-latency
servers B(t) = Brr(t) = R[t— T]", Theorem 2.6 yields under the stability
condition

r <R (2.22)

13
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2
f1 = foi

Figure 2.3: Two flows at one node with service curve .

that
q(t) <o, (2.23)
d(t) < % +T, (2.24)
D(s,t) <o+ pT+p(t—s). (2.25)

2.5 END-TO-END ANALYSIS AND PAY BURST ONLY ONCE PRINCIPLE

We start by considering the case of multiple flows arriving at one server
(depicted in Figure 2.3). Since network calculus offers per-flow performance
bounds, we have to select one that is subject of our analysis, the flow of
interest (foi). In addition, the scheduling of the flows has to be considered. A
large number of schedulers can be modeled with the help of (strict) service
curves. For example, static priority (sP) [Chaoo, pp. 60], [LTo1, p. 20], [Scho3],
[LBLoy], [BBC18, pp. 170], FIFO [Crug8], [LTo1, p. 177], generalized processor
sharing (GPs) [PGo3], [PGo4], [Chaoo, p. 67], [LBLo7], [BL18], [BBC18, p. 171],
or earliest deadline first (EDF) [LBLo7], [LGFB11], to name a few.

The usage of bounds enables us to provide service guarantees without
assuming a specific order in which flows or traffic is served. This model is
referred to as arbitrary multiplexing or blind multiplexing [LTo1, p. 20], [SZF08],
or [BBC18, pp. 156].

Theorem 2.7 (Leftover Service Curve for Arbitrary Multiplexing). Let t > 0.
Consider a server that arbitrarily multiplexes two flows f1 and f,, where the arrivals
of f2, Ay, are constrained by wy. Further, assume that the server guarantees a strict
service curve B to the aggregate of the flows. Then, the leftover service

Bio.(t) = B(t) = [B(t) —aa(t)]” (2.26)
is a service curve for flow f1 if B € Fo. This is also denoted by B! = B © as.

Proof. Let tg be the start of the backlogged period before ¢ as in Eqn. (2.15). By
assumption, it holds that D;(ty) = A;1(to) and D, (tp) = Ax(to). Since B is a
strict service curve for the aggregate, we have that

Dq(t) + Dy(t) — D1(to) — Da(to) > B(t — to).
which yields

D1(t) > Di(to) +B(t — to) + Da(to) —Da(t)
—— ——
=A;(to) As(to)

= Aq(to) + B(t — to) + Ax(to) — Da(t).
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Further, since we assumed that that A, has arrival curve a;, we conclude that

(2:3) (2.13)
DZ(t) — Az(to) < Az(t) — Az(to) < OCZ(t — to).

This yields that
D (t) > A1(to) + B(t — to) — aa(t — to).
On the other hand, we know since D; is increasing that
D1(t) > D1(tg) = A1(to)-
Combining both inequalities gives

Di(t) > Aq(to) + [B(t — to) — aa(t — to)] "

which proves the theorem. O

If not stated otherwise, we always derive performance bounds under arbitrary
scheduling. Note that B needs to be a strict service curve. For minimum service
curves, counterexamples can be constructed (see, e.g., [LTo1, p. 177], or [BBC18,
p. 158]). In case [B(t) — a2()] " is not a nonnegative, increasing function, leftover
service curves can still be obtained with the help of the nonnegative and
increasing closure [BBC18, p. 45].

If we have arrivals with token bucket arrival curve ay(t) = 02 + p2(t) and
rate-latency service curve B(t) = Brr(t), we obtain for p, < R that

BHE) = [B() —wa(t))” = By, .y, 22)

which is also in Fy.
Theorem 2.7 can easily be generalized to m — 1 cross-flows as long as all f;
are constrained by a;, 1 =2,...,m:

- +
pH(t) = lﬁ(f) - Z;Xj(f)] :
=

Furthermore, if the leftover service curve needs to be strict again, for example,
when considering hierarchical scheduling, one could subtract the output bound
(Eqn. (2.21)) of the cross flow instead (see [BBC18, pp. 159]).

Theorem 2.7 shows how to convert a multiple flows - single server scenario
to the basic single flow - single server by the use of the leftover service curve.

Next, we discuss the case of a single flow with multiple servers in a tandem
(Figure 2.4) and how it can be analyzed with the concatenation theorem. The
combination of leftover service curve, Concatenation Theorem (Theorem 2.8
below), and output bound then facilitate an end-to-end analysis of feedforward
networks.
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S

Figure 2.4: One flow at two nodes in a tandem with service curves ; and f».

Theorem 2.8 (Concatenation Theorem). Assume a flow with arrival process Asys =
A traverses the servers Sy and Sy in sequence which offer service curves B1 and By,
respectively (see Figure 2.4). Let D1 = Aj be the output of Sy / the input to Sp. Then,
the concatenation of the two servers offers a service curve of Beze = 1 @ B2 to the
arrival process.

The proof is actually a simple consequence of the service curve property com-
bined with the associativity and closure under JFy of the min-plus convolution
[Chaoo, pp. 41], [LTo1, pp. 28]:

DsyS(t) = Dz(t)
> Ay ® Ba(t)
=D1® B (t)
> (A1 ® B1) @ Ba (1)
=A1® (B1®p2) (1)
= Asys @ Beze (1)

forall t > 0.
Similar to Theorem 2.7, we can easily extend the result to n servers in a
tandem: .
Beze =P1@P2 R @ Pu = Q) Pj. (2.28)
j=1
Due to the associativity of the convolution operation [LTo1, pp. 111], Eqn. (2.28)
is well defined. In the case of rate-latency servers, one can easily show that

Br,, 1, @ Bry,Ty (t) = Bmin{R,, Ry}, T, +To (2.29)

In other words, the latencies add up while the rate is reduced to the minimum
of all rates.

We remark that only (minimum) service curves are necessary for the Con-
catenation Theorem. Yet, even if we assume both service curves to be strict, the
convolution of both is not necessarily strict anymore. Examples are constructed
in [SGMo8, Example 2] or [BJTog, Theorem 3].

Note that we could derive performance bounds for a tandem of servers
without Theorem 2.8 by simply computing the output bound in Eqn. (2.21).
Yet, one can easily show that the resulting delay bound scales significantly
worse in the number of servers. Let us assume that we have a flow with arrival
constrained by a token bucket envelope «a(t) = o + pt that traverses a tandem
of m servers with equal rate-latency service curve (t) = Brr(t).

1. We start with the “hop-by-hop” analysis, also called the total flow analysis
(TFA) [Crug1ib, SZo06]. One can easily show that for a token bucket arrival
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curve and a rate latency server, the output envelope (which is equal to
the input envelope of the next server) is

(2.21)

w(t) =ai(t) = a1 0Brr (t) =0+ pT+pt, Vt

In other words, we observe a burstiness increase of pT. Repeating the
computation gives us for the envelope at the last server for all t > 0

wn(t) = ay_(t)
=a,—1 0 BrT (1)

= ((t1 @ Br1) @+ @ BRT) @ PR1(H)
=0+ (n—1)-pT+p-t

At each server j, we obtain a delay bound

(2.20) (2249) O + (] — 1)pT

dj(t) < inf{TZO‘ 04]‘®,BR,T(_T) SO} R +T.

This results in the additive delay bound

n i~ 1) pT v T
< 4TFA _ o+ (j 14 _ v T 1)
d(t) <d ;( R +T)=n R+nT—|—2Rn(n 1)

In other words, the delay bound increases quadratically in the number of
servers (O(n?)).

2. We compare the “hop-by-hop” result with the delay bound based on the
Concatenation Theorem (Theorem 2.8). It is also known as the separated
flow analysis (SFA) [SZFo8]. Here, we have

Bere() "2 R B;(t) 2 Brour(t)
j=1

and this leads to the delay bound

d(t) < a2 2 inf 11> 0| a1 @ Brour (—7) < 0} 27 % +uT.

First, we note the delay bound bound using Theorem 2.8 scales linearly in
the number of servers (O(n)) . Second, we observe that the burst ¢ only
has to be “paid” once, in contrast to the additive delay bound where we
must do it n times. This phenomenon is often called the pay bursts only
once (PBOO) property.

2.6 PAY MULTIPLEXING ONLY ONCE PRINCIPLE AND STATE OF THE ART

In the following, we discuss some caveats of the SFA and possible solutions. Let
us consider the topology in Figure 2.5. We assume two flows f; and f, with
respective arrival curves & and a; and two servers offering strict service curves
to the arriving aggregate. For this tandem, it has been shown that SFA leads to
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fo 22

f1 = foi =21 -

Figure 2.5: Two flows with envelopes a1 and &, at two nodes in a tandem with service
curves 1 and By, respectively.

a tighter delay bound than TFA which is the reason why we omit the TFA in
the following [SZFo8]. Here, the SFA basically follows the “first subtract, then
convolve”-rule. Hence, subtracting first yields the topology in Figure 2.6.

f1 = foi

Figure 2.6: Subtract first

Note that we need the output bound (Eqn. (2.21)) of flow f, to obtain the
leftover service curve B} (the leftover service curve for flow f; at the second
server). Now, we can use the Concatenation Theorem (Theorem 2.8) to end up
with Figure 2.7.

f1 = foi Beze = [B1 — aa]" @ [B2 — (a2 @ A1),

Figure 2.7: Application of SFA to the tandem network.

Let us assume that f; and f, have token bucket arrival curves «;(t) = 0; +
pit,i = 1,2 and that both servers provide a strict rate-latency service curve Bg .
Then, the SFA delay bound is [SZFo8]

01+ 20% + 30T

dSFA — 2T
+ R—p

We notice that under SFA, even though ensuring the pay burst only principle,
we have the burst term o, twice. This additional term is therefore caused by
the multiplexing of flows. Yet, we can avoid this by convolving servers first
and subtracting cross-flows subsequently. This is known in the literature as
the pay multiplexing only once (PMOO) analysis [Fido3, SZo6, SZMo8, Bou+08].
Application of the convolution in the first step yields the network in Figure 2.8.

2

f1 = foi B=pB1® B
| =

Figure 2.8: Convolve first

Afterwards, we apply Theorem 2.7 to obtain a leftover service curve for flow
f1 (Figure 2.9).
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fi = foi Be2e = [B1 ® P2 — as)

Figure 2.9: Application of PMOO to the tandem network.

If we assume again token bucket arrival curves and the same rate-latency
service curve, we receive

01+ 02 + 20T

dPMOO — 2T
+ R—p

Comparing both delay bounds, we find that the PMOO delay is tighter. More
importantly, we observe that the burst of flow f,, 0y, is paid only once in the
PMOO, a phenomenon that is eponymous for the analysis.

Given that the convolution of strict service curves in not strict in general
anymore, and that strict service curves are necessary to subtract cross-flows,
at first glance, it is surprising that the PMOO analysis is actually rigorous.
Yet, it has been shown that the bounds obtained via PMOQO are, indeed, valid
[SZMo8], [B]JTog], [BBC18, pp. 236]. There are two variants of PMOO, one for a
nested interference and one for a overlapping interference.

PMOO for nested interference (sequential PMOQO)

In simple terms, we say that one flow f; is nested into another flow f;, if all
servers f; consecutively crosses are also crossed by f; [Bon16]. We say that two
flows are not related if they do not share any servers along their paths. A tandem
has a nested interference pattern, if all flows are either nested or not related
[LMSoy]. Figure 2.10 depicts a simple nested tandem with three servers. Here,
the order of operations of PMOO is uniquely defined: First, we convolve the
strict service curves B and B», since they share the same cross-flows. Then, we
subtract the arrival curve a3 before convolving the result with the strict service
curve B3. Subtracting the arrival curve of f, remains as a last step, resulting in
the leftover service curve

e 0 = [([(/31 ®p2) —az]" @ ﬁs) - oc,zr

Since all operators are applied sequentially, we also call this sequential pay
seqPMOO
e2e :

multiplexing only once (seqPMOO) and write

Figure 2.10: Nested tandem
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For the sake of comparison, we also derive the SFA leftover service curve,
that is, we subtract cross-flows first before convolving the single leftover service
curves at each server:

2 plop o

=Br—m—a3] @ [fo—ap—ah] @ [Bs—af]"

(2.21)

=B~ (2 +a3)]" @ [Ba— (2 +a3) @ B1)]"
@ [Bs— (op)op)] .

Note that the arbitrary multiplexing leftover service curve is directly connected
to a worst-case analysis in that if we do not assume any scheduling, we have
to identify the scenario that leads to the worst case. We can see this in the
third line: [8; — (a2 +a3)]" and [B2 — (a2 + &3) @ B1)] " basically indicate that
the cross-flows f, and f3 are prioritized at these servers. We denote this by
f1 < {f2, f3} . The leftover service curves for flow f, remain to be computed.
In order to enforce the worst case at the second server, we assume that f, < f3
giving us
0PI =a0[Br—as]".

The reason is that giving a, only the leftover service (which is a result of the
priority assignment) only increases the output burstiness. This can easily be
seen if we assume token bucket arrival curves and rate-latency servers. We see
in Eqn. (2.27) that, once we apply the leftover operation, the leftover server rate
is decreased and the leftover latency is increased. In Eqn. (2.25), on the other
hand, under stability, the rate of the output envelope is equal to the rate of
the original envelope, yet, the burstiness in increased by pT. In other words,
if we increase the latency, we increase the output burstiness. Continuing our
analysis, we notice that the worst-case priority assignment is the opposite for
B3 in ((a2 @ B3) @ B3), since, in order to enforce the worst case, we have to give
flow f, priority (f3 < f2) to see the highest output bound of flow f; :

+
B3 = [ﬁz - <0¢3 @ [B1 - “2]+>} :

Concluding, the dynamic priority assignment allows us to construct a valid worst-
case leftover service curve, but at the price of making contradicting priority
assumptions at different points in the analysis. The problem is called segregation
in the literature and an analysis that is able to avoid these contradicting priority
assignment has the pay segregation only once (PSOO) property [BS16]. Yet,
neither the SFA nor the PMOO analysis actually have this property.

PMOO for overlapping interference

Now, we consider a canonical example for the overlapping interference, the
“overlapping tandem”, in Figure 2.11. In contrast to the nested tandem, we do
not have any adjacent servers with equal interference structure. Let the flow f;
with arrival processes A; have an arrival curve w;, i = 1,2,3. We assume that
each server j offers a strict service curve Bj, i = 1,2,3. In order to obtain a
leftover service curve, one could subtract one cross-flow first. Since we have
two options, this leads to

paIMO = [(Bro 182 —as]) ~wa] @ [Bs —ws 0 ol
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f2
g L~ : .
f1=foiw——( B2 B3
N
as
I3

Figure 2.11: Overlapping tandem

and N
BodPMOO2 = 181 —wo) " @ [([52 —w 0B ® ,33) — 043} .

However, in this case, we would have to pay multiplexing twice, so the seqP-
MOO analysis does not have the PMOO property in general.

Let us now consider an alternative approach in order to preserve this property.
It has been reported first in [SZMo6, SZMo8]. We choose t1, t2, t3 such that t — 3
is the start of the backlogged period (Eqn. (2.15)) of server 3, t — t, — t3 is the
start of the backlogged period of server 2, and t — t; — t, — t3 is the start of the
backlogged period of server 1. Further, we denote the output of flow f; at server

j by D! (for the output of the last server of a flow, we omit the superscript).
Following along the lines of the proof of Theorem 2.7, it holds that

D (t) + D3(t) — D1(t — t3) — D3(t — t3) > B3(t3),
Di(t — t3) + D3(t — t3) + D3(t — t3)
—D3(t —ty —t3) — D3(t — ty — t3) — A3(t — tr — t3) > Ba(t2),
DI(t —ty —t3) + DY(t —ta —t3) — DI(t —t; —ta — t3) — D3(t — t1 — ta — t3) > B1(t1).

Since t — 2,1(:]' t; is the start of a backlogged period of server j, we have that
D] (t . t]-) = Al (t -Y t]-) , for j = 1,2. This gives

D1 (t) + Ds(t) — D3(t — t3) — D3(t — t3) > Bs(t3),
Di(t — t3) + D3(t — t3) + D3(t — t3)
—D(t —ty —t3) — Dy(t —ta — t3) — As(t — ta — t3) > Ba(ta),
DI(t —ty —t3) + DI(t —ta —t3) — Ayt —t; —tr — t3) — Ap(t —t; — £y — t3) > By(t1).

Summing all three inequalities and simplifying leads to

Dl(t) + D%(t — t3) + Dg(t) —Al(t —t —t — t3) — Az(t —t —t— t3) — A3(t —t) — t3)
—_—————  ——
<Ay (t—t3) <Aj3(t)

3
> Y Bi(t)).
j=1

Making use of causality (see also Eqn. (2.3)) and isolating D () on the left-hand
side yields

3

Di(t) > Ai(t—ti—ta—t3) = Ap(t—t1 —ta —ta, t —t3) — A3(t —ta —t3,t) + Y B;(t)).
j=1
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Using that t — t; — t, — t3 is, by assumption, the start of the backlogged
period of server 1, we conclude that

Di(t) > Dy(t—t —ty—t3) = Ay (t—t; — ta — t3).
We combine both inequalities and take the infimum to receive

D1 (t)

+
ZAl(t— th—t — i’3) + Zﬁ]’(i’]’) — A (t— t1 —t) —t3,t — i‘3) — Ajz (t— tr — t3,t)]
Lj=1

>A(t—t—tr—t3) + | Y Bi(t;) —az (b + t2) — ag (t2 + £3)
Lji=1

Jr

+

3
> inf ¢ Aq(f — inf i(ti) — t fr) — t t
_Ogslgt 1( S)+ t1t+£21:z—t;§s {]21'81( ]) 0‘2( 1+ 2) 0(3( 2+ 3)}
12,832

= inf {ai(t—s)+BRIO(s) |

0<s<t

=A1® g (1),

where

+

oo ()

{iﬁj(tj) —w (i +t) —az (b + t3)}

inf
t1+tr+tz3=t =1

t,t2,t3>0
is the resulting leftover service curve. In the following, we call this type of anal-
ysis pay multiplexing only once (PMOO). This technique has been formalized
with the so-called multidimensional operator for PMOO [Bou+o08], [BBC18, pp.
236]. For the class of token bucket arrival curves and rate-latency servers, the
multidimensional operator yields again rate-latency service curves [SZMo6,
SZMo8].

State-of-the-art analysis in the DNC

One might assume that the PMOO analysis always leads to tighter delay bounds
than the SFA. However, it has been shown that even in the simple two flows -
two servers topology in Figure 2.5, the SFA can outperform the PMOO when
service curves are not assumed to be equal (to be precise, if for the rates of
the rate-latency service curves, it holds that R; < Rj) [SZFo8]. Therefore, in
[SZFo8], an optimization-based algorithm is suggested and it was shown that
the optimization-based analysis leads to tighter delay bounds. This has been
further advanced to a tight end-to-end delay analysis in [BJT10, BT16]. Yet, both
optimization-based analyses suffer from being computationally infeasible for
larger networks. An algebraic alternative that maintains fast runtimes while
getting close to optimization-based delay bounds has been reported in [Bon16,
BNS17b, GB19] and is publicly available in the DISCO network calculator [SZo6,
Gol+08, SBS18].



STOCHASTIC NETWORK CALCULUS BACKGROUND

Many applications, however, do not require hard performance guarantees. Some
would still be considered tolerable as long as delayed arrivals are rare. See,
for example, the work on Tactile Internet [Fet14], Industrial IoT [Boy+18], or
Internet at the speed-of-light [Sin+14]. Therefore, in the stochastic network
calculus (SNC), the focus is to study stochastic bounds of the form

P(delay > T) <,

where ¢ > 0 is typically a very small quantity, e.g., € {107%,107%,10°} . In
this chapter, we review prior work on the SNC assuming the network model in
Section 2.1.

3.1 STOCHASTIC ARRIVALS AND SERVICE

Stochastic arrival constraints

Based on the deterministic definition of an arrival curve (Definition 2.3), a
stochastic version can be derived intuitively.

Definition 3.1 ([Crug6], [CBLo6], [JLo8, p. 43]). An increasing function a(t —s)
is said to be a stochastic envelope or stochastic arrival curve for an arrival process
A if, forallc € R

P(A(s,t) > a(t—s)+0) <e (o), 0<s<t, (3.1)

where ¢,(0) > 0 is a decreasing function, the error function or overflow / deficit
profile.

We want to point out that A is a stochastic process, whereas « is a non-random
function that only depends on the interval length t — s. If we choose ¢ = 0 and
eq4(0) = 0, we recover the deterministic envelope. Probably the most prominent
example of a stochastic envelope is exponentially bounded burstiness (EBB)
[YS93] with a(t —s) = p- (t —s) and e,(c) = Me~%, where p, M, 0 > 0. Other
approaches to define stochastic arrival constraints can be found in [MSg7, SSoo,
Boo+oo, FMNoo, Yin+o2, BLPo6, LBLo7, JLo8, CS12, Riz13]. At this point, we
would like to highlight that even heavy-tailed distributions, a traffic class that
comes with particular difficulties in a performance analysis, can be modeled
[GMOBoo, KHo1, LGOBMos, LBC12].

A different branch of the SNC is based on moment-generating functions
(MGFs). The MGF of an arrival process A(f) is given by

Pa)(0) = E[EGA(”} ,

where 6 > 0. In accordance to the affine arrival curve Eqn. (2.14), we define
the MGF-based class of (04, p4)-constrained arrival processes introduced by
Chang ([Chag4], [Chaoo, p. 241]).
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Definition 3.2 ((04,p4)-constrained Arrivals). An arrival process A(s,t) is
(0a,pa)-bounded if

E[ef’A(Srf)} < OPAO)-(t=9)+004(0)  for all 0 < 5 < . (3.2)

The MGEF-based SNC originates in the effective bandwidth theory [Kelg6,
Chaoo], where a bound is derived for log (E [eeA(t)} ) /(6t). The connection of
SNC with MGF to Eqn. (3.1) is given by the Chernoff bound [Rosg6, p. 39]:

P(X >a) < e ™E [eex] , (3-3)

where 6 > 0. Let us now choose a(t —s) = pa(0) - (t —s) in the stochastic
envelope (Eqn. (3.1)). Applying Eqn. (3.3) to (04, pa)-constrained arrivals yields

04 (0)

ea(0) =e e % (3-4)

Thus, one can state that (¢4, 04)-constrained arrivals are EBB for M = e?4(?)
[RF11, FR15]. One can also show the opposite direction, namely that an EBB
process is (04, p4)-constrained. Proofs can be found, e.g., in [ZTKg5, Lemma 5]
or [BH17].

Let us now visualize the strength of a stochastic envelope in terms of proba-
bilistic guarantees. We consider an aggregate of m flows with an arrival process
consisting of stationary independent and identically distributed (iid) Bernoulli
distributed increments with parameter p. To be precise, for 0 <s < t, we have
A(s, t) = Y Ai(s, t) with A;(s,t) ~ B(t —s,p),i = 1,...,m, where B(n, p)
denotes the Binomial distribution with parameters n and p.

This arrival process is (04, p4)-bounded for 6 > 0 :

E[eGAi(s,t)] _ (1 e peg)t—s

— eE)p,q(@)-(tfs)+E)aA(9)/ 1 — 1, . -/m/
where
(TA(Q) = 0,
log (1 — p + pe®

Different stochastic envelopes are depicted in Figure 3.1. We observe that, in
contrast to the peak rate, which gives us a deterministic guarantee, the (c4,04)-
envelope is able to exploit statistical multiplexing. Yet, even though we use it to
bound small violation probabilities (¢,(b) = 107 in the plot), it still deviates
significantly from the peak rate.

A large set of traffic classes can be (04, p4)-bounded. In the following, we
list a few examples.

e Discrete-time iid increments [Chaoo, p. 243]: Let A(t) = Y!_,a; be a
discrete-time process such that all a;,i = 1,...,t are iid witch existing
MGF ¢4(0) = E[e?1] . Then, A is (04, pa)-constrained with

ca(0) =0,

pA(0) = 410§ (94(6) 2
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Figure 3.1: Stochastic envelopes for iid Bernoulli increments.

For example, for the case of exponential iid increments [Beci6a] with
parameter A, we have that

1 A

More generally, for independent, Gamma-distributed increments with
shape parameter « > 0 and rate parameter § > 0, it holds that

_« B
Another example are Weibull distributed increments [CP18] with shape
parameter k and scale parameter A. It does not have an existing MGF for
all k, yet, e.g., for the special case of k = 2 (also known as the Rayleigh

distribution), the arrival process is (04, p4)-constrained with

1 (GO b6
pA(G)—alog <1—|—b9€ Y (erf (\@) —I—l)),

where erf(-) denotes the Gauss error function and b := % The last iid

(3.6)

(3-7)

(3-8)

example we present are Poisson distributed increments with parameter A.

It holds that ,
_ = 0
pa(0) = gA (¢ ~1). (9)

Discrete-time Markov-modulated process (MMP): Let x(f) be a discrete-
time homogeneous Markov chain on the states {1,..., M} with the tran-
sition matrix P, i.e., p;; is the transition probability from state i to state j.
Also let {y;(t),t =1,2,...},i=1,...,M, be M sequences of iid random
variables with moment-generating function

$:(6) = B[]

The process a(t) = y,( (t) is then an MMP with modulating process x(f).
a(t) is stationary if x(t) is stationary. Let 71; be the probability of x(1)
being in state i and also let a row vector be

T = (m,...,Ty) -
Then, the MGF of A(t) = Yi_, a; is [Chaga], [Chaoo, pp. 244]

E[e?40] = 7 (p(0)P)" " p(0)17
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Figure 3.2: Discrete-time MMOO model

where
$i(8) 0 0
¢(0) := diag (¢1(6), ..., ¢m(0)) == 0o . 0
0 ¢m(0)

and

1=(1,...,1).

For this expression, we can derive a closed-form upper bound [Bec16a,
pp. 124]:

M max, t,
7 (9(0)P)' " p(o)1" < (m ¢k<9>)zn i, MACK ) pyi

k=1,...M = Tming_y, v {vk}

where sp(-) denotes the spectral radius of a a matrix (basically the largest
eigenvalue) and v € R is a corresponding eigenvector with only positive
entries. This yields a (04, p4)-bound

_ Ly max maxg—1,. v {0k} 1
04(0) = 91 & ((k—l,...,M¢k(6)> ming_1 {0} sp(¢(9)P)> ’ (

1 3.10)
pa(6) = 5log (sp(¢(6)P)).

The special case of a two state Markov chain x(t) € {1,2} with y1(t) =0
and peak rate y(t) = 74, is called Markov-modulated On-Off (MMOO)
arrivals [Sohgz] (see Figure 3.2). Then, the spectral radius of ¢(6)P is

p11 + p2e’Ta + \/(Pll =+ P22€9”A)2 —4(p11+pr—1)elm

sp(¢(0)P) = 5

For details on the 04 (0), we refer the interested reader to Appendix A.1.

Continuous-time Markov-modulated On-Off Arrivals [AMS82, CWq6,
CPS14]: Let x(t) be a random process of the form x(t) = z(t) - b, the so-
called fluid rate at £, where 74 > 0 is the peak rate and z; is a continuous-
time Markov process. z(t) has two states, 0 and 1 with transition rates
u and A (see Figure 3.3). Then, we define for all 0 < s < t the according

arrival process by
(22)/ u)du —/ z(u)7ty du.
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Figure 3.3: Continuous-time MMOO model

Then, A(t) is (04, pa)-constrained with
U'A(G) = 0,

Ommg —p—A (3.11)

— 1 2
pa(8) = T + 20 (074 —p — A)" +4pbmy.

There are also arrival processes with existing MGEF, that are not (c4,p04)-
constrained. One particularly important process of that kind is the fractional
Brownian motion (fBm) arrival model [Norg4, Norgs, Kelg6, LBLo7, RF12a,
Riz13, FR15]. It is defined as

A(s,t) =A-(t—s)+0Z(t—s), (3.12)

where A is the mean arrival rate, 02 is the variance of A(1) and Z(t) is a
normalized fBm (see also Definition A.1 in Appendix A.2). Then, its MGF is
equal to [Kelg6]

E[EGA(s,t)} _ eeA(t—s)+%(t—s)2H‘ (3.13)

Stochastic service guarantees

In the stochastic analysis, we mostly employ a bivariate version to describe
the provided service. Mathematically, we define it as follows. A service process
S(s,t) >0, 0 <s <, is a nonnegative stochastic process such that S(t,t) =0
for all t > 0. This service process is also known in the literature as time-varying
capacity. Similar to the DNC, we introduce the (bivariate) (de)convolution to
facilitate the expression of operations and performance bounds.

Definition 3.3 (Min-Plus Convolution). Let x and y be nonnegative functions.
The (bivariate) min-plus convolution of x and y is defined for 0 <s <t as

x®y(s,t):= inf {x(s,7)+y(t,t)}. (3.14)
s<t<t
The (bivariate) min-plus deconvolution of x and y is defined for 0 <s <t as
x@y(s,t) = sup {x(7,t) —y(7,s)}. (3.15)
0<7<s

Now, we can introduce the bivariate version of service curves. By abuse of
notation, we denote the server as well as the offered service by S.

Definition 3.4 (Dynamic Server). A service process S is called a dynamic server
[CCo9], [Chaoo, p. 178], [Cha+o2] for arrivals A(t), if it satisfies for its respective
departures D(t) that

D(t) = A©S(0,t) = inf {A(0,7)+5(r,t)} (3.16)

for any fixed sample path.
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As for the deterministic analysis, we need a stronger condition when consid-
ering multiple flows at a server.

Definition 3.5 (Work-conserving Server [Fido6]). For any t > 0, let
s:==sup{t €10,t]: D(1) = A(1)}

be the start of the backlogged period (Eqn. (2.15)) before t. Let T € [s,f]. A
work-conserving server is a service process S(7, t) such that, for any fixed sample
path, the server S is non-idling and uses the entire available service S(7,t), i.e.,

D(t) =D(t)+S(t,t) Vs<t<t (3.17)
in any continuously backlogged period (7, t].

Again, one can easily show that any work-conserving server is also a dynamic
server.

Definition 3.6 ((c0s, ps)-constrained Service). We call a dynamic server (os, pg)-
constrained if it holds for all 0 < s < ¢ that

E [efGS(s,t)] < ¢ 0ps(=0)(t=s)+005(=0) (3.18)

For example, a dynamic server with constant rate C > 01is (o5, ps)-constrained
with 0g(—6) = 0 and ps(—0) = C.

3.2 STOCHASTIC SINGLE-NODE PERFORMANCE BOUNDS

In this section, we present the SNC performance bounds. Therefore, we start
with the bivariate sample-path bounds.

Theorem 3.7 (Sample-Path Bounds: Backlog, Delay, and Output). Consider a
dynamic server S(s, t) with arrival process A(s, t).

1. The backlog at time t > 0 is upper bounded by
q(t) < Ao S(t1). (3.19)
2. The virtual delay at time t > 0 is upper bounded by
d(t) <inf{s >0: A®S(t+s,t) <0}. (3.20)

3. The departure process D(s, t) is upper bounded for any 0 < s < t by
D(s, t) < A@S(s,t). (3.21)

A proof can be found in [Fido6]. Note that the deconvolution for the delay
extends the domain of the deconvolution in Definition 3.3 (first argument larger
than second). We define it as

A0S (t+s,t) = sup {A(t,t) —S(t,t+5s)}.
o<t<t

Making use of Theorem 3.7, we can now derive stochastic performance
bounds. But before, let us formulate the generalized Holder inequality that we
frequently use to bound the expected value of products of dependent random
variables.
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Theorem 3.8 (Generalized Hélder Inequality). Let p1,...,pn > 1 be real numbers
and Holder conjugates, i.e., Y I 1 — p = 1. Let Xy,...,X,, > 0 be such that X; €

LPi,i=1,...n. Then, [T' 1 X; € L' and

n n 1
E([]Xi| <TIE[XV]7. (3.22)
i=1 ‘
Proof. A proof is given in [Cheo1]. O

Theorem 3.9 (Violation Probability of Backlog and Delay). Let 0 > O and p,q > 1
be Holder conjugates, that is, % + % = 1. Suppose we have (04, pa)-bounded arrivals
and a (og, ps)-bounded dynamic server. Further, we assume the stability condition

pa(pf) < ps(—q6). (3-23)
1. Let B > 0. For the backlog, it holds for all t > O that

P(a(t) > 0B Z ( [epeA (0h) ])1 (E [eqesm)])é (3.24)

o€ 8(ca(p9)+05(—q0)) 525)
e . 2
=% 9(ps(—q0) — pa(p0)) >

2. Let T > 0. For the virtual delay, it holds for all t > 0 that

P> 1) < T (B[r00])) ([0 0]) T o)
904 (p)+0os(—40))
0 s (—10) — pa(p0)) 527

Note that, the first (time-dependent) inequality for backlog and delay can still
be used if the processes are not (o, p)-bounded or if stability cannot be assumed.
In addition, if A and S are independent, the bounds in Theorem 3.9 can be
improved by setting p = ¢ = 1 (which are obviously not Holder conjugates).
Proofs for the independent case can be found, e.g., in the seminal work by Chang
([Chaoo, pp. 248]). However, since the applied techniques are key throughout
this thesis, we show the proof of the delay bound. One important inequality
that is typically used in the SNC is Boole’s inequality / the Union bound.

S e_9p5(_q9)T

Theorem 3.10 (Union Bound / Boole’s Inequality). Let Xi, ..., X, be random
variables and x € R. Then holds the Union Bound / Boole’s Inequality:

n
P( max X; > x> <Y P(X; > x). (3.28)
i=1,..,n i1
Proof. See, e.g, [Ros10, p. 57] or [KMT11, pp. 295]. O

Proof of Theorem 3.9. By Eqn (3.20), we know that if there exists a T > 0 such
that
supg < 1A(T, ) = S(7,t+ T)} <0, then d(t) < T. Vice versa,

d(t) > T = sup {A(t,t) = S(t,t+T)} >0 for T > 0. (3-29)

0<t<t
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33 END-TO-END ANALYSIS AND OPEN PROBLEMS
Furthermore, we have P(A(t,t) — S(t,t + T) > 0) = 0. Hence,

P(d(t) > T) (329)1)( sup {A(t,t) = S(t,t+T)} > 0>

0<t<t-1

(3.28) t—1
P(A(t,t) — S(t,t+T) > 0)

IAG
s

[eG(A(T,t)fS(T,HT))}

(322) ¥ (E [ePGA(T,t)D; (E [e—qGS(T,t—I—T)});

< ¥ efpa(pd)(t=1)+0a(p)) o —0(ps (—90) (t+T—7)—05(~46))

=1
— o 00s(=q0)T ,0(0a(p6)+05(—46)) 2 o0 0a(p0)—ps(—4q0))(t—1)

=b =0

t

=b-y P(0a(p0)—ps(—49))j
j=1

Here, we used the Union bound in the second line and the Chernoff bound in
the third line. We substitute t — T by j in the last line. It follows that

P(d(t) > T) <b- Y eH@ap0)—ps(~a0))
j=1
<b- ooee(PA(PG)—Ps(—WG))xdx
0
(3;3)b 1

"0 (ps(—98) — pa(ph))
—pOps(—90)T e?(a(p0)+0s(—40))

0 (ps(—q0) —pa(p9))

where we used the stability condition in the third line to ensure convergence.
This concludes the proof. O

The bounds in Theorem 3.9 assume discrete-time processes. If A is a continuous-

time process, discretization techniques as in [CBLo6] can be applied. For the
respective performance bounds, see, e.g., [Bec16a, pp. 30].

3.3 END-TO-END ANALYSIS AND OPEN PROBLEMS

Similar to the deterministic analysis, we have results for multiple flows at a
server, an output bound, as well as the multi-node case. We present the state
of the art in the following. Note that, if arrivals and service are assumed to be
(0, p)-bounded, all network operations can be shown to be also in this class,
see also [BS13, ZBHB16, BH17].

We start off with the multi-flow case.

Theorem 3.11 (Leftover Service under Arbitrary Multiplexing). Consider two
flows, f1 and f,, with respective arrival processes A1(s,t) and Ax(s,t), that receive
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2
f1 = foi

Figure 3.4: Two flows at one node with service process S.

service process S(s, t) at a work-conserving server as in Figure 3.4. Further, we assume
f1 to be our flow of interest (foi) and the scheduling to be arbitrary multiplexing.
Then, the foi sees the dynamic server

Sﬁo.(s,t) = Sl(s,t) = [S(s,t) — Az(s,t)]+, 0<s<t, (3.30)

the so-called leftover service. This is also denoted by S* = S © A,.

Let & > 0and p,q > 1 be Holder conjugates. If we further assume the arrival process
Ay and the service process to be (0a,,p4,) and (0s, ps)-bounded, respectively, then
the leftover service is (0g1, ps1)-bounded with

051(—0) =05(—q0) + 0a,(p0),
ps1(—0) =ps(—q0) — pa,(po).

Proof. See [Chaoo, pp. 179] or [Fido6] for the dynamic server, and [BS13] for the
(0g1, ps1)-bound. O

As for the performance bounds, if A and S are independent, then Theo-
rem 3.11 can be improved by setting p = g = 1. Moreover, the result can easily
be generalized to n — 1 cross flows.

Apart from being a bivariate result, there is a fundamental difference from
Theorem 2.7, namely that it directly takes the arrival process A, rather than an
arrival curve a,. Hence, for stochastic arrivals, the leftover service is a stochastic
process, even if S was assumed to be a deterministic process.

Next, we present a bound for the departures of a flow. Note that, since
we work with moment-generating functions, instead of bounding the output
burstiness, we need a bound on the MGF of the departures.

Theorem 3.12 (MGF-Output Bound). Let 6 > 0 and p,q > 1 be Holder conjugates.
Suppose we have (04, pa)-bounded arrivals and a (o, ps)-bounded dynamic server.
Further, we assume the stability condition in Eqn. (3.23). For the MGF of the output,
it holds for all 0 < s < t that

{ 6D (s,t) } i (E [epeA (T,t) D; (E[e—qQS(r,s)Dtlz
- ef(0a(pd)+os(—q0))
1 — ef(pa(pf)—ps(—q0))

(3-31)
< ¢fpa(pf)(t=s)

Further, the output is (0p, pp)-bounded with

1 1
7p(0) = 04(p8) + o5(—40) + ] log (1 — eG(PA(pG)—ps(—qG))> ’
pp(8) = pa(pb).
Proof. See [Bec16a, pp. 29]. O
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Figure 3.5: One flow - two servers

Again, if A and S are independent, then Theorem 3.12 can be improved by
setting p = g = 1. For the continuous-time version, see again [Bec16a, pp. 29].

As the last piece of this section, we state the result for the multi-node case,
the Concatenation Theorem.

Theorem 3.13 (Concatenation Theorem). Assume the topology in Figure 3.5, where
the arrivals of f1 are Aepe = A1. We denote by D1 = Aj the output of Sy, which
equals the input at Sy, and by Deye = Dy the departures of Sy. Further, we assume the
servers to be dynamic servers. Then, the end-to-end service, Seze, 1S a dynamic server.
Let 8 > 0 and let p,q > 1 be Holder conjugates. Under the additional assumption of
(0s,,ps,) and (os,, ps, )-constrained servers with pg, (—pf) # ps,(—q8), the end-to-
end service is (0s,,,, 0s.,. )-bounded, where

054 (—0) = 05, (—pB) + 75,(—40) + K,
P50 (—0) = min {ps, (—pb), ps,(—q0)},

where

1 1
K:=>1 .
g 8 (1 o5y (—48)—ps, (—po)] )

Proof. See [Bec16a, p. 28]. O

Theorem 3.13 shows that that the convolution operation ®, similar to the
other operations, is closed under all (o, p)-constrained processes. As a con-
sequence, we can conduct a sequential end-to-end performance analysis by,
e.g., implementing the separated flow analysis (SFA) known from the DNC
(Section 2.5). In the following, we call this the sequential separated flow anal-
ysis (seqSFA). However, it does not scale well for larger networks as o, (—6)
increases by K for each convolution. This problem can be avoided when, in
contrast to a sequential order, the deconvolution for the performance bounds
and the convolution of the service processes is calculated in one step. The idea
of avoiding this sequencing property is first reported in [Fido6, Theorem 3] and
further discussed in [Beci6a, pp. 34]. In the following, we state the result for
the delay for heterogeneous servers without cross-traffic which is less accurate
compared to the homogeneous version in [Fido6].

Theorem 3.14 (End-to-End Delay Bound). Assume the topology in Figure 3.6,
where the (g4, p4)-bounded arrivals of f1 are Aepe = A1. Further, we assume all

servers, S, j = 1,...,n, to be dynamic servers for flow f, and ((75]., p5j>-bounded. Let
0 > 0and let pj, j =1,...,n be Holder conjugates, i.e., all p; > 1and ¥ pl/- =1
Let us assume the stability condition

04(60) < ps (—pi6), j=1,..n.

Then, bounds on the delay’s violation probability are given by
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fl:fOi e e - e

Figure 3.6: One flow - n servers

P(d(t) > T) < e 0pa0) Tpbra(0)

where
n 0751 (=pif)
Y= .
,Ul 1 — A oa@ps, (=)
2.
o O Minj=1, {ps]-(fp,-f))}-TeeaA(a)eG L os; (—pj0) ",
where (147)
Ty (1+5
[ (1+5)
: T

As discussed above, Theorem 3.14 gives us an alternative to seqSFA. In order to
have a clear separation, we call it SFA when applying Theorem 3.14 to calculate
performance bounds.

Let us now assume that all arrivals and servers are independent. If we fix the
delay violation probability to e and solve for T, we obtain the stochastic delay
bounds

| ~0(74(0) + Ty 05,(6)) +log (1) +log (7)
B 0pa(0) '

0 (04(8) + juy 75,(6)) +10g (1) + 1 -1og (2)
Ominj_y,__, {psj(f))} .

In other words, under the independence assumption, both stochastic delay
bounds scale linearly in the number of traversed servers (O(n)) [Fido6]. Without
assuming independence, it has been shown for the class of EBB traffic using the
so-called network service curve (NSC), that delay bounds scale in ©(nlog(n))
[CBLo6, BLCo7, BLC11].

For a numerical comparison of (o, p)-constrained arrivals and EBB, we refer
the interested reader to [RF11, RF12b].

In fact, one can also consider the case pg, (—pf) = ps,(—4q0) in a sequential
analysis. The idea we make use of is inspired by the rate reduction technique
in [CBLos5, CBLo6].

Theorem 3.15 (Concatenation Theorem, pt. 2). Assume the scenario in Theo-
rem 3.13. Let 0,6 > 0 and let p,q > 1 be Holder conjugates. Under the additional
assumption of (0s,, ps,) and (os,, ps, )-constrained servers with

0 < ps,(—pb) = ps,(—q0) (3.32)
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the end-to-end service is (0s,, 0s,,, )-bounded, where

USeZe(_9> = (751(_P9> + 052(_q9) +V,
Psee(—0) = ps,(—q0) — 9,

1 1

Proof. We bound the Laplace transform of 51 ® S, (s, t) by

where

E [6—95@52 (s,t)]

IA
MN

E [e—951(5,r)—952(r,t)]

<E [ e—pesl(s,"r):| z17> (E [ e—qGSZ(T,t)] ) 7

o~ 0(ps, (—p6) (1—5)—60s, (—pb) ) ,—0( (s, (—q6) ) (t—7) 605, (—46) )

g\‘
Il
©

IN
Mw

g\‘
I

S

IN
-

,—‘
Il

S

o005, (=p8)(1—5) 005, (—ph)) ,~0( (s, (—40)—0) (t—7) 605, (—q6) )

IN
-

T=s8

t—s
622)g=0((sy (—00)=0) (1=5) =0, (=p0) =05, (=40)) . ¥ =00
]’:

< o= 0((ps, (—00)=0) (t=5) =0, (=pb) =05, (=g0)) 1
1—e 0

— o 0(ps, (—48)—=0) (t=5) ,0( 05, (—pb)+05, (—46) —j log (1—e~*) )

This finishes the proof. O
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Part II

DEALING WITH DEPENDENCE



DEALING WITH DEPENDENCE USING PMOO FOR
TANDEM QUEUES AND SINK TREES

Figure 4.1: Canonical tandem

Results presented in this chapter are joint work with Jens Schmitt [NS17,
NS20b].

In Section 3.3, we discussed that delay bounds scale in O(n) under indepen-
dence [Fido6]. The technique to prove this result is based on the separated flow
analysis (SFA) (see also Section 2.5). In other words, instead of summing stochas-
tic per-hop delay bounds (which scales in O(n%)), we convolve service processes
and benefit from the pay bursts only once (PBOO) property [CBL06]. This result
has been derived for the canonical tandem (Figure 4.1) under arbitrary multi-
plexing. However, if we directly applied the SFA to a tandem queue [Bur6g,
LHo8] as in Figure 4.2, the flows would become dependent in the analysis, even
if they were assumed to be independent when entering the network. In order
to continue the analysis, one typically applies Holder’s inequality (Eqn. (3.22)).
A similar observation with cross-flows becoming dependent can be made for
sink trees. Sink trees are interesting for various application scenarios and have
been subject to SNC-based analyses:

¢ In Multiprotocol Label Switching (MPLS) networks, The option to set up
multipoint-to-point label-switched paths between several ingress edge
routers and one egress edge router [RVCo1] creates a sink tree.

* Multi-hop wireless sensor networks with a central base station collecting
data from sensor nodes induce a sink tree topology [KATo6, SBP17]. More
generally, any data collection by a central point results in a sink tree
and if time-critical decisions are made based on that data, performance
guarantees are desirable, see, e.g., [ZAVo02].

* We see tree topologies frequently in network-on-chip (NoC) architectures
frequently [Jaf+10, Qia+16].

¢ Switched Ethernets set up spanning trees to avoid cycles in frame for-
warding, hence, again sink trees emerge as a natural choice to support
resource allocation in such installations [Jas+o02].

e Sink trees are also related to so-called fat trees in supercomputing [Lei85];
in fact, fat trees have also been proposed in data center interconnects
[ZBHB16, Wan+18], recently.
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fm . L T .
1, I ‘ S1 ) ‘ So ’ - ‘ Sn
fl = foi

Figure 4.2: Tandem queue with m flows and n servers.

(a) Sink tree

f2 f3 Jnt1

f1 = foi

(b) Sink tree tandem after reduction with n servers and n + 1 flows.

Figure 4.3: Sink tree reduction

Here, we assume this reduction from network to tandem has already been
performed (see Figure 4.3).

In this chapter, we show by applying the sequential pay multiplexing only
once (seqPMOO) for nested interference known from the DNC (Section 2.6), we
do not need to consider stochastic dependencies in the analysis. In other words,
the dependencies are not method-pertinent for these topologies. Therefore, we
can avoid the application of Holder’s inequality (Eqn. (3.22)) and show that this
leads to significantly better delay bounds. As we discussed in Section 2.6, the
possibility of improving delay bounds by using the PMOO analysis has been
investigated extensively in DNC literature. Yet, to the best of our knowledge, it
has not been investigated much in the literature on SNC with MGFs. We derive
e2e delay bounds for the class of general arrivals and service with moment
generating functions. For instance, this includes the fractional Brownian mo-
tion (fBm) arrival model (Eqn. (3.12)). FBm has been shown to be useful for
Internet traffic modeling [Norgs, FMNoo], since it is able to capture long-range
dependence, which is why we also use it in our numerical experiments. On
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f2 I3

Si Sa

N NS

f1 = foi

Figure 4.4: Sink tree with 3 flows and 2 servers.

the other hand, it is a non-trivial traffic type for SNC to deal with and we do
not provide stationary (time-independent) delay bounds (for Hurst parameter
H > 0.5), but transient (time-dependent) delay bounds as in Eqn. (3.26) only.
Note that, however, some applications specifically look for bounds on the tran-
sient phase when only short-term performance guarantees are desired, see, e.g.,
[MSZo2, BF15, Bec16b, CAG18, Bec21].

OUTLINE The rest of the chapter is structured as follows: In Section 4.1, we
present the derivations for the e2e delay analysis of sink tree tandems and
tandem queues under independent and dependent cross-flows using different
algorithms (SFA and PMOO). Section 4.2 provides a numerical evaluations of
different aspects: influence of the time horizon on the transient delay bounds,
effects of traffic parameters and sink tree depths / tandem lengths, comparisons
between different analysis algorithms and the independent and dependent
scenarios. In Section 4.3, we summarize the chapter.

4.1 END-TO-END DELAY BOUND

We start by analyzing the illustrative sink tree example in Figure 4.4, since it
already enables us to point at some key differences between SFA and PMOO. We
extend the results to general sink trees and tandem queues in the following
subsection.

4.1.1  Separated flow analysis (SFA)

Here, we compute the leftover service at each server (assuming arbitrary multi-
plexing) until we convolve all service processes in a final step.
For the two-server sink tree in Figure 4.4, SFA yields the end-to-end service

Sohe=[S1— A" ®[S2— (A3 + (A2 51))] " (4.1)

Regard that the arrival process A; appears twice. Therefore, in the analysis, we
invoke Holder’s inequality to upper bound the MGF of dependent processes.
Let 0 > 0. Using that A1 and Sepe are independent, it follows for the bound on
the delay’s violation probability that

P(d(t) > T)
(3 26) i |: 6A1(sot ] E|: 705255(50,t+T):|
50=0
(4.1) v E [eGAl(So,t)] E {670( [sl7A21*®[sz—<A3+<Az@sl))}*(so,tm)}

38



. Z E [em@Az(So/Sl)}

t+T
51=5p

(£

2=0

where + + L =1.

P
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1 1 1
g [ee*mGSl(SOﬁU] "R [ep20A3(511t+T):| P2

1

[epzeAz(sz,H—T)} E |:e—p2951(52,51)}> P2 E[e_pZBSz(sl,t-i-T)] A )

4.1.2  Pay multiplexing only once (PMOO)

For the two-server sink tree, PMOO for nested interference, seqPMOO, yields the
end-to-end service

S

segPMOO
e2e -

[([Sz — As]" ®Sl) - Azr.

(4.2)

In contrast to SFA, A, appears only once.

P(d(t) > T)

(3.26) -1

S0 =0

@EE'

S0 =0

t—=1
<) E

S0 =0

t=1
<) E

S0 =0

t=1
<) E

S0 =0

E _eGAl (So,t)

A (so,t)

eGAl (So,f)

e94A1(s0,t)

A (s0,t)

seqPMOO
e2e

6705

_eGAQ (So,t+T) T

[ eeAz(so,t+T)'

—6S1(s1,t+T) | . | | p—01S2—As] " (s0,51)
_ (SIZ;OE{E S, slt—&-T} E[e 0[Sy—As sosl}

_eGAz (50,t+T) T

(so,t+T)}

ee[(sle@[szAS]*)AZ]*(so,t+T)]

E [ e—e((51®[52—A3]+))(so,t—&-T)}

t+T

)

t+T

=051 (s1,t+T) (s051) | . B |e—952(s0551)
_ (sgoE{e S, 1t+T}E[€9A3 0 1} E{e 0S5 (s0 1}

Even though we consider only a two-server sink tree, we can already observe
the key difference between SFA and PMOO, as only the SFA has to apply
Holder’s inequality. We see in the following subsection, that this insight is even
more evident in the general case.

4.1.3  The general case

In this section, we generalize the results from the two-server scenario. We start
off with the tandem queue in Figure 4.2 and extend it to the general case of n

servers and m flows.
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Proposition 4.1 (Tandem Queue with SFA). With the SFA, the end-to-end service
for m arrival flows and n servers is
Sy — <Z ) © 51

255—[ ZA

This yields the following bound on the delay’s violation probability:
P(d( ) >T)

G. <26 Z E{ 04 (s0, t)] E [6795e2e(50/t+7~)}

500

+
b2

3

+

7

St ! (E [eeAl(SO,t)} Yy .. ¥ E[emGZ?"zAf(SOrSl)ePl"sl(sﬂ'sl)};l

0 50551 <t+T Sn—2<8y-1<t+T

50

1
..E [ePnG((((Z}”z Aj)@sl)m)®5n71)(5nf1,t+T) . e—pnGSn(sn,l,t-i-T)} pn ) ,

such that

Proof. See Appendix B.1. O

On the contrary, the PMOO is able to circumvent the necessity to take into
account a large number of dependencies:

Proposition 4.2 (Tandem Queue with PMOO). With the SFA, the end-to-end
service for m arrival flows and n servers is

se PMOO
e22 [@ Si— Z A
This yields the following bound on the delay’s violation probability:
P(d(t) > T)

(3.20) 11
<

E [e"Al(So/t)} E [e*QSeze(So,tJrT)]

< 2 <E [eeAl(Sort)} E [692,’-”2 Aj <50,t+T)]
Yoo Y E|:e—951(50/51)} ...E[e—esn(sn,ht”)] > '

so<s1<t+T Sp—2<8;, 1 <t+T
Proof. See Appendix B.1. O
For the special case of constant rate servers with rate C; > 0,i =1,...,n,
Proposition 4.2 can be simplified to
(2.28) t=

P(d( ) > T < Z E|: 9141(50 t)i| E|:69271:2 Aj(So,t+T):| e*@Cl‘* (f+T*So)/ (43)

SOO
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where we define C;+ := argmin,;_;__, {C;} (this follows by Eqn. (2.29)).
Next, we state the results for sink trees as in Figure 4.3b.

Proposition 4.3 (Sink Tree with SFA). With the SFA, the end-to-end service for
n + 1 arrival flows and n servers in a sink tree is

Sohe =1[S1— A2  ®[S2— (A3 + (A0 51))]"
C® [sn _ <An 4 (Apt @ Sut) + o+ ((A1 ©81) @S2 — A2]+) %

O [Sp1— (At +An—1)]+>:|+.

This yields the following bound on the delay’s violation probability:

P(d(t) > T)

t—1 t+T t+T 1 1
< E E [eGAl(s,t):| ( Z L. Z E [ep19A2(50,51):| P1 E |:e—p1951(so,sl)} P

50=0 51=50 S5n—1=5n-2

-E [e_l’n"sn (sH,t+T)] 0 )

E [epne(Anm(An@snfl)+-~~+(((Az@sl)@[sz—Asﬁ)@~-~@[SH—(A3+~--+An)]*))(sH,t+T)} o

such that
i 1

i=1 Pi
Again, the PMOO does not have to take into account the dependencies
between cross-flows that share servers.

1.

Proposition 4.4 (Sink Tree with PMOO). With the sequential PMOO, the end-to-end
service for n + 1 arrival flows and n servers in a sink tree is

SEEEPMOO = [([([Sn —Ap]" ® Sn—l) - Anj| " - S1> - Az] +. (4-4)

This yields the following bound on the delay’s violation probability:

Pd(t) > T)
. <Z: B[e- 5] e o] o5 ) ) ) ) |
Proof. See Appendix B.2. .

4.1.4 Delay bounds with PMOO under dependent cross-flows

So far, the analysis only considered originally independent arrival flows. Now,
if we assume the cross-flow arrivals to be dependent, even with the PMOO, we
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have to apply Holder’s inequality. Such dependencies may be due to resource
sharing between cross-flows before they hit the flow of interest (foi), or simply
because the original data sources are already dependent, as, e.g., in an envi-
ronmental sensor network where the range of sensor nodes is overlapping and,
thus, an observed physical phenomenon is reported by several neighboring
nodes at the same time. Again, we start with tandem queues.

Proposition 4.5 (Tandem Queue with PMOO and Dependent Cross-Flows). If
all m flows are dependent, the PMOO yields

P(d(t) > T)
i |:ep19Al so,t ] 0

( ti:T . [€p2p391“2(50 t+T)] Ps E[ p2951(50/51):| o

51750

t+T

Z E [6P2P1+19A1(50 H'T)] 7 -E |:6_P2951—1(51—2/51—1)]
S1-1=51-2

t+T
Z E [epzp;n+19Anz(So t+T)} Pm+1

Sp—1=5Sn-2
1

. E |:8_P295n—1(5n72/5n—1):| E |:e_p295n (Sn—1/t+T)i| > P2

such that
1 1
S+ =1,
pr P2
1 1
— ... =1.
p3 Pm+1
Proof. See Appendix B.1. O

For the special case of constant rate servers with rate C; > 0,i =1,...,n,
Proposition 4.2 can be simplified to

P(d(t) > T)

1

o P
@ 29) (22) Z E [8P19A1 (so, t)} <ﬁE [ePZPjH@Aj(So,t-&-T)} ’“J+1 (so/4+T) e P20Cix (H‘T_SO)> :

j=2
(4.5)
such that
1.1
P1 p2
1 1
— 4 o 1,
ps3 Pn+1

where we define C;+ := argmin;—q__, {C;}.
For sink trees, we obtain the following bound on the delay violation proba-
bility.
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Proposition 4.6 (Sink Tree with PMOO and Dependent Cross-Flows). If all n
cross-flows are dependent, the PMOQ vyields

P(d(t) > T)

< ti E[e"Al(SOIf)} (E [6P19A2(50,t+T)] ) r

SO:ZO

t+T 1
Z E [efp2951(sl,t+T)] E [ep2p39A3(so,sl)} 3

$1=50

Sn—3
e Z E |:6*P2P4‘"P2n7495n—2(5n—2/5n—3)}

Sn—2=50

1
‘E |:ep2p4"'p2n74p2n—39An(SO/Snfl)i| Pan-3

Sp—2
. ( Z E[e*P2P4"'P2n72951171(Snfl,snfz)] E|:ep2p4"'P2n—29An+l(5015n71)1|

Sp—1=50
) 1N B
m P4
. E {e—sz'“Pzn—z%n(Sofsn—l)} > ,
such that
1 1
=1,
p1 p2
1 1
+ =1.
Pan—1 P2n—2
Proof. See Appendix B.2. O

4.2 NUMERICAL EVALUATION

In this section, we evaluate and compare the delay bounds of sink trees and
tandem queues for different techniques and parameters. At the beginning, all
flows are assumed to be independent. At first, we investigate the impact of
the transient time horizon t on the bound and how it relates to the assumed
fractional Brownian motion traffic model. Then, we compare the SFA with
the PMOO, before taking a look at the sensitivity of the model with respect
to the fBm parameters. Furthermore, we consider the scaling behavior when
increasing the tree depth / tandem length. In the last experiment, we relax the
independence assumption and consider the case of dependent cross-flows as
well as mixed scenarios (the latter only for tandem queues).

For the arrival, we choose the fractional Brownian motion (fBm) arrival model

(Eqn. (3.12)):
As, ) SN (t—s)+o-Z(t—s),

with -
E[eGA(s,t)} (.13) O (t=s)+ 85 (t—)2
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(d) PMOO with H = 0.9.

Figure 4.5: Delay violation probability for the two-server sink tree and different ¢.

For H € (0.5,1), fBm exhibits a property called long-range dependence (LRD).
If not mentioned otherwise, throughout the experiments, we choose A = 1,

c2=1,and H=0.7.

Given the continuous nature of fBm, the arrivals in Eqn. (3.12) are a continuous-

time process (Eqn. (2.2)) that has to be discretized in order to be applicable to
our discrete-time arrival model (cf. Eqn. (2.1)).

We proceed as in [CBLo6]. Let T > 0 be a discretization parameter and ¢ > 0.
Then, assuming a dynamic server and arrivals and service to be independent,
it can be shown for the delay bound that

The rest follows along similar lines as in the discrete-time case (see, e.g., [Bec16a,

L£]
P(d(t) >T) < Y. E[eGA(t*(fH)r,t)} E[efBS(tij,tJrT) .
20

pp- 30] for MGF performance bounds of continuous-time processes).
If not explicitly specified, by default, the cross-flows are assumed to be

independent and ¢ is equal to 20. For the fBm arrivals, we fix A = 1.0, ¢ = 1.0,

and H = 0.7. All servers are assumed to be work-conserving with constant

rate (we assume homogeneous sink trees and tandem queues) is denoted by

C > 0. Further, all results are obtained by numerically optimizing 6 > 0 and
the Holder parameters p; > 1.

4.2.1

We compare the delay bounds for different time horizons t, applying the sink
tree bounds for SFA (Proposition 4.3) and PMOO (Proposition 4.4), respectively.

Impact of a finite time horizon

The results are depicted in Figure 4.5.
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Figure 4.6: Comparison between delay violation probabilities using SFA and PMOO
(sink tree).

Table 4.1: Comparison between runtimes [s] using SFA and PMOO (sink tree).

Delay | SFA | PMOO
4 1.398 | 0.036
5 1.492 | 0.037
6 1.580 | 0.039
7 1.680 | 0.040
8 2.072 | 0.049
9 2.111 | 0.041
10 2.337 | 0.043

We observe that the delay bounds do not change significantly for larger ¢
when the Hurst parameter is H = 0.5 (Figure 4.5a and 4.5¢) and rate C = 4.5.
Since for this particular H, the fBm traffic model is (o, p)-bounded (Defini-
tion 3.2), we can also derive stationary bounds that hold for all 0 < s < t:

E[eGA(s,t)} (G13) B(A+60% ) (t=s) _ (040 (=5)+004(6) g

7
where

ga (9 ) = 0,
2
o
pa(0) =A+ 97.
However, for H = 0.9 (Figure 4.5b and 4.5d), when the fBm traffic model
exhibits a long-range dependence, the delay bounds vary strongly for different
t and server rate C = 8.0. This indicates that, if one is aiming at transient bounds,
results obtained from a stationary analysis may be too conservative. The tandem
queue exhibit similar trends, for a numerical evaluation, see therefore Figure B.1
in Appendix B.3.

4.2.2  Comparison between SFA and PMOO

For a sink tree with two servers, we compare the delay bounds using SFA and
PMOQO. To that end, we consider a two-server sink tree with server rate C = 7.0.
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Figure 4.7: Parameter sensitivity of fractional Brownian motion on the delay bounds
using PMOO (sink tree).

The results in Figure 4.6 indicate a significant gap in the delay bounds. While
the difference in the violation probability is about two orders of magnitude, in
the delay space, the PMOO bound exhibits an improvement of roughly 40%.
This is caused by the additional application of Holder’s inequality, that is only
necessary in the SFA. Moreover, this additional parameter also significantly
increases the runtimes, as Table 4.1 shows for this particular scenario. Hence,
in the following experiments, we only use PMOO. For the tandem queue, we
observe similar results; see therefore Figure B.2 in Appendix B.3.

4.2.3 Parameter sensitivity of fractional Brownian motion

In this subsection, we investigate the impact of the fBm traffic model parameters
on the delay bounds. Therefore, for a three-server sink tree, we fixed the server
rates to ¢ = 9.0. The resulting PMOO bounds are shown in Figure 4.7.

We see that, while all parameters clearly influence the outcome, the parameter
sensitivity significantly differs. As expected, it is evident that, at the same load,
the Hurst parameter H can be decisive whether the system suffers from long
queues (H = 0.9), or hardly sees any queueing effects (H = 0.5) (see Figure 4.7¢c).
For tandem queues we make similar observations, see therefore Figure B.3 in
Appendix B.3.

4.2.4 Scaling effects of PMOO

In this experiment, we focus on how the delay violation probability scales with
the number of servers for a delay of T = 4. For the sink tree, we keep the
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Figure 4.9: Comparison between delay violation probabilities for independent and
dependent cross-flows using PMOO (sink tree).

utilization at the last server (since it is the server with the heaviest load in
a homogeneous sink tree, @) constant, i.e. we scale its capacity with the
number of flows. For the tandem queue, on the other hand, we choose the
parameters such that the utilization %2 is constant at each server.

The results in Figure 4.8 show that the delay bounds improve with the
number of servers. This improvement is due to statistical multiplexing gains
as the number of flows grows. It has been shown to scale with (/1) [CS12]

which is supported by both Figure 4.8a and 4.8b.

4.2.5 Comparison between independent and dependent cross-flows

So far, all experiments considered the cross-flows to be independent. In this
last experiment, we now omit the independence assumption, i.e., we apply
Holder’s inequality to the MGF of the cross-flows. The delay bounds for a sink
tree of three servers with server rate c = 9.0 are depicted in Figure 4.9.

As expected, the impact of dependence (and therefore Holder’s inequality)
is strong. The delay violation probability is more than g orders of magnitude
higher compared to the independent case. This indicates the importance of
treating and, if possible, avoiding the invocation of Holder’s inequality. We
observe similar results for the tandem queue, see Figure B.4 in Appendix B.3.
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Figure 4.10: Delay bound comparison for three servers with increasing degree of de-
pendence.

4.2.6  Mixed independence / dependence scenarios

In the previous experiments, we have seen that dependencies can be very
detrimental for the delay bounds. In this last experiment, we now investigate
a mixed scenario with some flows being dependent and others being inde-
pendent. More specifically, we use 3 servers in the tandem queue and 3 flows
correspondingly. We evaluate the (optimized) PMOO delay bounds for four
scenarios:

1. (IND) all flows are independent;
2. (DEP) all flows are dependent;
3. (XDEP) the cross-flows are dependent, but the foi is independent of them;

4. (FDEP) the foi is dependent with one of the cross-flows, but not with the
other one, the cross-flows are independent of each other.

The analytical derivation of the new scenarios XDEP and FDEP can be found
in Appendix B.4.

In this setting, we set the server rate to C = 8.0. The results are depicted in
Figure 4.10.

As expected, the cases with partial dependencies appear in the gap between
full dependence and independence, respectively. XDEP’s violation probability
is three orders of magnitude better than the full dependence for a delay bound
equal to 3. This gap increases over time. In the delay space, this leads to an
improvement of about 40%. Switching the dependence from dependent cross
flows to the dependence of the foi and one cross flow, we gain another approx.
25%. The independent case, on the other hand, outperforms the FDEP by far,
especially for larger delays.

The results suggest again that dependence leads to a high penalty in the
analysis. If, however, partial independence can be assumed, making use of this
property yields significantly better bounds. As we observe, not only the number
of dependent flows is important, but also their relation. Apparently, having a
dependence among the cross flows is worse for our analysis than between the
foi and one of the cross flows instead.
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4.3 SUMMARY

4.3 SUMMARY

In this chapter, we have derived end-to-end delay bounds for sink trees and
tandem queues. It has been shown that sequential pay multiplexing only once
(seqPMOO) has to consider less stochastic dependencies, and therefore applies
less Holder inequalities in the analysis. Further, our numerical experiments
with a fractional Brownian motion traffic model indicate that this leads to
significantly improved delay bounds.
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DEALING WITH DEPENDENCE USING PMOO FOR TREE
NETWORKS

Results presented in this chapter are joint work with Anne Bouillard and Jens
Schmitt [BNS21, BNS22].

In the larger context of probabilistic end-to-end performance analysis, stochas-
tic dependencies play a significant role. In the previous chapter, we have seen
the sequential pay multiplexing only once (seqPMOO) analysis has no method-
pertinent dependencies (see also Chapter 4) for tandem queues and sink trees,
if we assume all arrivals and servers to be independent initially.

However, to the best of our knowledge, research in the field of non-nested or
overlapping interference has not yet been a focus in the SNC (with the notable
exception of [NS20a]). For instance, for a network with overlapping interference
as in Figure 5.1, state-of-the-art analysis still requires at least one application
of Holder’s inequality (Eqn. (3.22)), even if we assume all external arrival
processes to be independent. This is also illustrated in Figure 5.2b (anticipating
some of the results from Section 5.3): method-pertinent dependencies force
the state-of-the-art SNC bounds to deteriorate significantly; in particular, it is
observable that, in comparison to the single-node case, even the scaling of the
delay bounds is not captured correctly anymore.

The overall goal of this chapter is therefore to unleash the power of the
PMOQO principle in the SNC framework in order to reduce the gap between
simulations and bounds even in more complex and larger networks of queues.
To that end, we make the following contributions:

* We present a PMOO-based SNC end-to-end analysis for an extension
of tandems, so-called tree networks. It achieves zero method-pertinent
stochastic dependencies when external arrivals and service processes are
independent. In other words, if all input flows are assumed to be inde-
pendent, we can derive bounds without a single application of Holder’s
inequality.

* We conduct an extensive numerical evaluation with respect to the accu-
racy of the new bounds for several traffic classes and different network
topologies.

5.1 TREE NETWORK ANALYSIS

In this section, we derive a result enabling us to unleash the power of the PMOO
principle for the SNC when all arrival and service processes are originally
independent. In particular, this result is directly applicable to tree networks.
Let us start with an illustrative example and consider the overlapping tandem
in Figure 5.1. Let Sy, Sy, S3 be work-conserving servers with eponymous service
processes. Assume that for all £ > 0, ¢; is the start of the backlogged period (as
in Eqn. (2.15)) of server S; before ¢, ( for the last server). Further, we denote
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5.1 TREE NETWORK ANALYSIS

fi=

Figure 5.1: Overlapping tandem

the output of flow i at server S; by D{ (for the output of the last server of a flow,
we omit the superscript). Mimicking the analysis in Section 2.6, yet, this time
for bivariate processes, we obtain

Di(t) 4+ D3(t) — D1(t3) — D3(t3) > S3(t3,t)
Di(ts) + D3(t3) + D3(t3) — D3 (t2) — D3(t2) — D3(t2) > Sa(f2,t3)
Di(t2) 4+ D;(t2) — Di(t1) — D3(t1) > Sy (ty, t2).

Since t; is the start of the backlogged period of server S;, we have that D{ (t) =
Al(t)) for j = 1,2. Using this yields
D1(t) + Ds(t) — Di(t3) — D3(ts) > Ss(ts, t)
Di(ts) + D3(ts) + D3(t3) — Di(t2) — Dj(t2) — As(t2) = Sa(t2, t3)
Di(t2) 4+ Dy(t2) — A1(t1) — Az(t1) > S1 (t1,t2) -

Summing all three inequalities and simplifying leads to

Dl(i’) + D%(tg,) + D3(i‘) —Al(tl) — Az(tl) — Ag(tz) > 51 (tl, tz) + Sz(i‘z, tg) + S3(t3, t).
——r
<Aa(fz)  <As(t)
Making use of causality (see also Eqn. (2.3)) and isolating D1 (t) on the left-hand
side yields
Dy (t) > A1(t1) + S1(t1,t2) + Sa(to, t3) + S3(ts, t) — Aa(t1, t3) — As(fp, t).
Moreover, we have by definition of t; that

D;(t) > D1(t) = A1(t).

304 50+
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andar oun
X == F 304
o) 1 [}
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(a) Single-node case (b) Overlapping tandem

Figure 5.2: Stochastic delay bounds: Simulation results and SNC bounds (for traffic
with exponentially distributed increments and constant rate servers). For
more details, see Section 5.3.
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Combining both inequalities proves a dynamic server (Definition 3.4):
D (t)
>A1(t) + [S1(h, t2) + Sa(ta, £3) + Sa(ts, ) — Ag(tr, t3) — As(ta, )]
+
> inf {A1(S) + |: inf {51<S,t2) +52<t2,t3) +53(t3,t> —A2(S,t3) —A3<t2,t>}:| }

s<tp<t3<t

:Al ® SPMOO (0, t)/

eZe

where we define the end-to-end service process

+
Sera09 (s, t) = { inf  {S1(s,t2) + Sa(ta, t3) + Sa(ts, 1) — Aa(s, t3) — A3(t2,t)}] .

s<tr<t3<t
(5.1)

Let us now formalize this observation for tandems. We denote the path of

flow f;,i=1,...,mby
= (mi(1),...,m(l)),

where /; is defined as the length of the path of flow f;. If server §; is on the path
of f;, we write j € ;. Let AZ be the arrival process of flow f; at server S; and, if
the successor of this flow is S;, 1, D{ = A{fﬂ its respective departure process.
For Al and D" ") we omit the superscripts and we define D;Ti(l)_l = A; for
alli=1,...,m

Theorem 5.1. Assume a tandem network with flows fi,. .., fm and work-conserving
servers Sy, ..., Sn. Assume a flow of interest (foi) traversing it. By abuse of notation,
each server offers the service Sj(s,t),j =1,...,n for 0 < s < t. Then, the foi sees the
dynamic server for all 0 < t; < t,44

+
1
Se2e (tll tus1) = [tlétzﬁ-i--nﬁftnétnﬂ {]21 Sj (tj/ tj+1) B ZAi (tni(l)/tni(li)+1> }] '
(5.2)

Proof. The proof formalizes the illustrative example above and is therefore
postponed to Appendix C.1. O

Less formally, if we used the times 0 < s < t instead, we can rewrite it more
intuitively. Let us assume that (1) =1, m;(1) > 1, mi(l;) <n,i=2,...,m—1,
and 71, (1) = n. Then, this is equivalent to

SPMOO (S, t)

eZe

n—1
= [ inf {Sl (S, tz) + Z S] ( ]+1) + S (tn/ )
=

§S<ty<--<tp<t

e s trr) 5 Aot Am(tw),t)}r.

The form of the leftover service in Theorem 5.1 is quite appealing, as the
indices for the service processes are just increased by 1, whereas for the arrivals,
we just have to consider the server index when entering the tandem and the
server index plus 1 when leaving the network. In other words, it contains all
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Figure 5.3: The L

the topological information. The only exceptions to this rule are the first (time
variable s) and last server (time variable t) of the tandem.

The above theorem can even be generalized to tree networks, a special case
of a feedforward network where we do not have any rejoining flows and where
we can define a unique successor to each server. In the following, we consider
another illustrative example, the IL (Figure 5.3).

Assume that for all t > 0, t3 is the start of the backlogged period of server
Sz before t, t1, (t2) the start of the backlogged period of Server S;(S;) before
t>(t3). We obtain

D;(t) + D3(t) — D1(t3) — D3(t3) > S3(t3, t)
Di(ts) + Da(ts3) + D3(t3) — Di(t2) — Da(t2) — D5(t2) > Sa(ta, t3)
D;(t2) + D3(t2) — D3(h) — D3(t1) = Si(ty, ).

Since t; is the start of the backlogged period of server S, this is equivalent to

Di(t) + Ds(t) — Di(t3) — D3(t3) > Ss(ts, t)
Di(t3) 4 Da(t3) + D3(t3) — A1(t2) — D3(t2) — D3(t2) > Sa(ta, t3)
Dj(ty) + D3(tz) — Az(t1) — As(t) > Si(ty, ta).

Summing all three inequalities and simplifying leads to

Di(t) + Dy(t3) + D3(t) —Aq(t2) — Ax(t1) — Az(t1) > Si(t1, t2) + Sa(ta, t3) + S3(ts, t).
S—— ==
<Ax(t)  <Asz(t)

Making use of causality and isolating D1 (t) on the left-hand side yields

Dy (t) > A1(t2) + S1(t1, t2) + Sa(ta, t3) + Sa(ta, t) — Aa(t1, t3) — As(ti, t).
Following along the lines for the overlapping tandem, this results in the end-to-
end service

+
SIMOO (s, 1) = | inf {Sy(t1,8) + Sa(s, t3) + Sa(ts, t) — Ax(ty, t3) — As(ty, t)}

s<t3<f,
0<t1 <S
The important difference here is that t; is not lower bounded by s in the

infimum. In general terms, if Sy is succeeded by §; (in tree network, a server
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can only have at most one successor), then we have t; < t; as a constraint in the
infimum. We observe that this unleashed PMOO analysis takes “byways” into
consideration, whereas a previous stochastic network calculus analysis such as
the seqPMOO would calculate an output bound for the flows f, and f; at server
S> and continue with a tandem analysis. However, this would result in

+
segPMOO

eZe

S

<[51 — Ay 0[5 — A3]+}+ ® 53) — A3 0[Sy — A"

and hence has method-pertinent dependencies, since A, and A3 appear twice
(see also dynamic priority assignment in Section 2.6). Theorem 5.2 can therefore
be used to generalize the results of [SZ06, SZMo8, Bou+08] in deterministic
network calculus (DNC).

Theorem 5.2. Assume a tree network with flows fi,..., f, and work-conserving

54

servers Sq,. .., Sy. Assume a flow of interest (foi) f1 traversing the servers (1t1(1),..., m(lh))

inside the tree network. We denote by Sj« is the successor of S; (successors are unique
for tree networks), j = 1,...,n and denote the indices of the time variables accordingly.
By abuse of notation, each server offers the service Si(s,t),j=1,...,nfor0 <s <t
Then, the foi sees the dynamic server for all 0 <t 1) <ty )11

m

. +
Seze (b by 1y)41) = [Kt.infl n{j_lej (b 1) = 2 Ai (fn,-u)ffm(li)')}] :

,,,,, =~
(5.3)

Proof. The proof is very similar to the one of Theorem 5.1. See also [BNS21]. [

5.2 PERFORMANCE BOUNDS

With the end-to-end service in Theorem 5.1, we can now derive performance
bounds by unleashing PMOO. For the following theorem, we focus on the most
important performance metric, end-to-end bounds on the delay’s violation
probability. We generalize the results in Theorem 3.14 from the canonical
tandem to tree networks.

Theorem 5.3 (End-to-End Delay Bound under PMOO). Assume a tree network
with flows f1,. .., f, and work-conserving servers Sy, . .., Sy. Assume a flow of interest
(foi) traversing the servers (m1(1),..., (1)) inside the tree network. By abuse of
notation, each server offers the service S]-(s,t),j =1,...,nfor0 <s <t Letall
respective arrivals A;, i = 1,...,m be independent and (o4, pa,)-bounded and all
servers, S;,i = 1,...,n, be independent and <05].,p5].)—bounded,j =1,...,n. Let
6 > 0 and assume the stability condition

Y. 0a(8) <ps(—0), forallj=1,...,n

i:jETL’i
Moreover, define
m n
Tiotal (8) =) 04,(0) + ) 05.(—6),
i=1 j=1
the residual rate
Cres,]'(_g) = PS,‘(_G) - Z pA’_(Q), (54)

i£ljemn;
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and the minimum residual rate (on the foi’s path)

Cmin(_e) = min {st(—Q) - Z PA,(Q)} = min {Cres,j(_g)} . (55)

jem i#lgemn jem
In order to take servers into account that are not on the foi’s path, we also define:

1
We=T]—~
jéﬂ'l 1 _ efcres/j(fe)

(If the tree network is a tandem, it holds that W = 1.) Then, bounds on the delay’s
violation probability are given by

1.
P(d(t) > T) < o004, (9)'T690't0tal(9)r), ‘W,
where ,
T ]16_7!1 1— ee(pA1 (9)7Cres,j(79)) '
2. If
T> llefe(Cm'm(*ﬁ’)ﬂo/x1 (9)) /
o 1— efo(cmin(*e)*f),ql (9))
then
P(d(t) > T) S e*GCmin(fe)'Teeo—total(e)gll . W,
where

~/
=
+

e |

(1+F) )

3. Let us assume that Cpin(—0) = minje,, {psj(—G) — Yittijem pAi(G)} is a
unique minimum and attained for index j*. Then,

P(A() > T) < ¢—FCmin(—0)-T 001011 (6) 4 W,
( ( ) ) B ‘ ‘ 1 — ee(pAl( )7Cmin(*9))
where
P = 1
. j*;éjem 1— eg(cmin(_e)_cres,j(—e)) .
Proof. The proof is given in Appendix C.1. =

If we fix the delay violation probability to ¢ and solve for T, we obtain the
stochastic delay bounds

1.
_ 0010ta1 (0) + log (%) +log(yW)

T
Opa, (0)
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f2

f1 = foi

Figure 5.4: Overlapping tandem

2.
s 00i0ta1 (0) + log (3) + 71 - log(Z) + log(W)
- OCmin(—0) !
if
. l]e_e(cmin(_e)_PAl 0) '
o 1— e_e(cmin(_e)_PAl (9))
3.

1 W
eo-total(e) + IOg (s) + log <1_69<PA] (9)*Cmi_n(7e)) )

T = ,
OCrmin(—0)

if Cmin(—0) = minjcy, {st(—9> — Yiztijem pAi(G)} is a unique mini-
mum.

5.3 NUMERICAL EVALUATION

In this section, we compute stochastic delay bounds applying state-of-the-art
techniques as well as our unleashed PMOO. We perform several experiments for
different network topologies. For the arrivals, we assume three discrete-time
processes all adhering to the class of (04, p4)-constrained arrivals (see also
Section 3.1):

¢ Independent exponentially distributed arrival increments with parameter
A,

¢ Independent Weibull distributed arrival increments with fixed shape
parameter k = 2 and scale parameter A,

e discrete-time Markov-modulated On-Off (MMOO) arrivals.

The latter can be described by three parameters: the probability to stay in the
“On”-state in the next time step, pon, the probability to stay in the “Off”-state,

Poff, and a constant peak rate 774, at which data is sent during the “On”-state.

For the service, we always assume work-conserving servers with a constant
rate.

5.3.1  Querlapping tandem

In our first numerical evaluation, we calculate stochastic delay bounds for a
standard example in network calculus when PMOO effects shall be illustrated:
the “overlapping tandem network” in Figures 5.4. These are compared to
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simulation results. Of course, simulation results cannot be conducted with “ar-
bitrary scheduling”. Therefore, we implemented the simulations with shortest-
to-destination first (SDF) scheduling, since it can be used to characterize the
worst case [BN15]. To provide a strong “standard bound”, we combined several
techniques known from the literature, such as

* a sequential separated flow analysis (seqSFA), where we apply each net-
work calculus operation one after the other (see the discussion after
Theorem 3.13 in Section 3.3) in contrast to a simultaneous technique as in
Theorem 5.3 [BS13]:

e2e

¢ an SFA where the deconvolution of the performance bound and the con-
volution of the service processes is done in one step (see Theorem 3.14); it
is known that this avoids a sequencing penalty to some degree [Bec16a,

pp- 331;

* an analysis that convolves servers as much as possible before subtracting
cross-flows (sequential pay multiplexing only once (seqPMOO), see also
Section 2.6 and Chapter 4):

eZe

and

e2e

geaPMOO2 _ 51 — A2]+ ® K[SZ — (A0 51)]+ @ 53> _ A3} +’_

In [NS20a], this is called “PMOQ”, however, it is not fully able to pay
multiplexing only once, as it involves a sequential order of network
calculus operations. Clearly, a sequencing penalty is incurred again.

We then always pick the analysis that results in the best stochastic delay bound.
This set of state-of-the art bounding techniques is then compared to our new
PMOO based on Theorem 5.3. For this topology, our new PMOO leads to (see

Eqn. (5.1)):

n
Sen9(s,t) = | _inf _{Si(s,t2) + Sa(ta, t3) + Sa(ts, t) — Aa(s, t3) — As(ta, )}
s<t,<t3<t
We calculate all three bounds and then pick the one with the tightest result. In
addition, we also provide simulation results with respective pointwise 95%-
confidence bands that are based on order statistics of a binomially distributed
sample [HM11] to see how the bounds relate to the empirical delay. The results
are provided in Figure 5.5.

We observe that the PMOO bound outperforms the standard bound signifi-
cantly. For example, for a delay violation probability of 1073, the delay bound
is improved from 28 to 18, and for a violation probability of 1077, from 45 to
31. These examples indicate an improvement of more than 35%.

These positive results are mainly caused by the fact that our unleashed
PMOQO analysis is able to provide bounds without introducing any method-
pertinent dependencies. The standard bound, in contrast, suffers from such

SEaPMOOt - [(51 ® [S2 — A3]+) - AZ} ' ® [53 —A40[82— (40 Sl)]ﬂ )
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Figure 5.5: Stochastic delay bounds and simulation results for the overlapping tandem
with constant rate servers and rates C; = 2.5, C; = 3.0, and C3 = 2.0.
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Figure 5.6: Extended overlapping tandem

a dependency in the calculation and, consequently, needs to apply Holder’s
inequality. Furthermore, it also potentially loses accuracy due to the sequencing
penalty.

In comparison, we see that the gap between simulation results and bounds is
considerably reduced and the scaling of the delay in the simulations is captured
well (getting closer to single-node results again). Recalling that Figure 5.5a
without the new bound has been used at the beginning of this chapter to
illustrate that the known SNC gap will widen too much, we now provide a new
prospect for this again.

5.3.2 Extended overlapping tandem

In the next experiment, we generalize the case of an overlapping tandem

by varying its lengths while keeping the interference structure (Figure 5.6).
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Figure 5.7: Stochastic delay bounds for the extended overlapping tandem under con-
stant rate servers with rates C; = 2.0 fori=1,...,13.

Here, the standard bound only includes the sequential and simultaneous SFA
approaches:

seqSFA
SeZe

:Sl,l.o. ® 52,1.0. & 53,1.0. & 54,1.04 K- ® Snfl,l.o. & Sn,l.o.
+ + + +
= (81 - A" @[S~ (420 81) + A3 @ [S3— (A4 2 [S2— A 2 81]7) + Ad]

- + +
&® 54—(A4®[S3—A3@[52—A2@S1]+} >+A5:| Q-

© [Suc1— (A @ [Suz = A2 @ [Sus— A0S ]|+ 4]
+

@[55 (An 0[S0 = Av 0 [Su— - A 081" | + Ay )]

The number of possible (combinations of) network calculus operations in the
seqPMOO grows exponentially with the number of servers and, therefore, is
computationally prohibitive.

We compute stochastic delay bounds for a fixed violation probability of 107°.
The results are shown in Figure 5.7.

While the standard bound explodes in the number of servers (we have only
included the results from 3 to 5 servers), the new technique scales significantly
better. This is mainly due to the fact that the SFA leads to the application of
n — 1 Holder inequalities for an overlapping tandem of size 1, whereas the new
PMOO does not incur any method-pertinent dependencies in the analysis of
this topology.
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Table 5.1: Runtimes [s] for the extended overlapping tandem (exponential distribution).

Tandem length | Standard bound | PMOO bound
3 4.846 0.012
4 182.397 0.012
5 8540.171 0.027
6 . 0.021
7 0.022
8 0.016
9 0.0215
10 . 0.023
11 . 0.023
12 . 0.025
3
fa
e
f1 = foi Sy [ S5 ) [ Sa

/

Figure 5.8: Tree network

Not only does this lead to tighter performance bounds, it also impacts run-
times significantly as it reduces an n-dimensional non-linear optimization
problem (one 0 and n — 1 Holder parameters) to a 1-dimensional optimization
problem.” We present and discuss only the results for the exponential distri-
bution (Table 5.1), results for the other distributions are in the same orders
of magnitude. Specifically, for the standard bound, runtimes increase quickly
from 4.8 seconds (3 servers) over 3 minutes (4 servers) to almost 2.5 hours (5
servers). On the other hand, PMOO did not take longer than 0.027 seconds in
all examples even though we have to compute 3 bounds.

5.3.3 Case study: tree network

A typical network calculus analysis consists of three separate sequential steps:

1. Reducing the network to a tandem that is traversed by the flow of interest
(foi), by invoking output bounds.

2. Reducing the tandem to an end-to-end server that represents the complete
system.

3. Computation of performance bounds.

1 In our numerical experiments, we apply a grid search followed by a downhill simplex algorithm
to optimize the parameters. For more details see Chapter 8.
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Figure 5.9: Stochastic delay bounds and simulation results for the tree network with
constant rate servers and rates C; =2.0,i =1,...,4.

It is already known that combining the last two steps can lead to tighter
performance bounds [Bec16a, pp. 33]. However, to the best of our knowledge,
simultaneously performing all three steps, as in the unleashed PMOO, has not
been done before in SNC. The following case study shall mainly investigate the
benefit of this.

To that end, we consider the tree network in Figure 5.8. Standard SNC
techniques first compute the output bounds of flows 3 and 4 at server 2 in order
to compute the residual service at servers 3 and 4:

seqSFA
SeZe

= [51 — Az]Jr & [53 — (Ag + A4) @Sz]+
o (ot ai ol (et ar)+ (ot )

This incurs again method-pertinent dependencies and therefore applications of
Holder’s inequality. The application of Theorem 5.3 allows us to circumvent
these dependencies. In contrast, state-of-the-art analysis using SFA needs three
applications of Holder’s inequality and seqPMOO requires one, respectively:

+

seqPMOO
eZe

S
51— At @ [([53—143@ [52—A4]+]+®S4> _ (A4@ [52_A3]+)]+

The results are shown in Figure 5.9. Similar to the results for the overlap-
ping tandem, we observe that the unleashed PMOO considerably improves



5.4 SUMMARY

delay bounds. Again, we are able to achieve a similar scaling compared to
the simulation results, in contrast to the standard bound. Further, while the
state-of-the-art analysis requires an optimization of up to 4 parameters (three
Holder and 0), the unleashed PMOO only has 6 to optimize, substantially
improving the runtime.

5.4 SUMMARY

We have presented a new network analysis method that unleashes the pay
multiplexing only once (PMOO) principle in the stochastic network calculus.
Equipped with this, it is now possible to calculate rigorous probabilistic per-
formance bounds for tree networks without incurring any method-pertinent
stochastic dependencies. In numerical evaluations, we observed that we are
largely successful in reducing the known gap between simulations and bounds,
and, at least, closely capture the scaling of the performance bounds.

While our method can benefit from improvements based on a preliminary
network transformation (e.g., flow prolongation [NS20a]) at no cost, it might
also be possible to integrate h-mitigators (Chapter 7 below).
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DEALING WITH DEPENDENCE USING NEGATIVE
DEPENDENCE

Results presented in this chapter are joint work with Jens Schmitt and Florin
Ciucu [NSC19a, NSC19b].

In Chapter 5, we have presented a pay multiplexing only once (PMOO)-based
analysis to obtain performance bounds for tree networks. Analyzing more
general networks, e.g., feedforward networks however, requires to consider also
dependent flows at some points in the network, as the sharing of a resource
clearly has a mutual impact on the flows” output behavior. Therefore, if we want
to obtain the moment-generating function (MGF) of aggregated, yet dependent
arrival processes A1 (s, t) and Ax(s, t), we typically invoke Holder’s inequality
(Eqn. (3.22)): Let 0 > 0 and let p,q > 1 be Holder conjugates. Then,

1 1
E eQ(Al(S,t)+A2(S,t)):| S E [ep9A1 (S,t):| P E |:eq9A2(s,t)i| q , fOI' all 0 S s S £

Holder’s inequality is completely oblivious of the actual dependence structure,
thus it often leads to very conservative bounds. Furthermore, it places the
burden of an additional, nonlinear parameter for each application to optimize.

Dependence of arrivals does not have to be a negative property per se. Taking
advantage of the information about the dependence structure to improve upon
the bounds has been attempted before. In [DWS15, Don17], the functional
dependence is estimated using a copula-based approach. In our work, we
investigate a simpler alternative, using the independent scenario as an upper
bound. To that end, we rely on a characteristic called negative dependence. We
explain the main idea with the help of the following, simplistic example.

Consider a single time slot assuming two arrival processes, A; and Aj, that
are multiplexed at one server. Both arrivals send one packet, each indepen-
dently with probability p € (0,1), and the server serves one packet but strictly
prioritizes Aj,. Clearly, their two outputs, D; and D, are strongly dependent, as
an arrival of the prioritized flow forces the other one to wait in the queue. Sim-
ply put, if one flow gets a larger share of the server’s capacity, the other is more
likely to have less output. For the joint distribution of the output, we have by as-
sumption for the departures both being equal to 1, that P(D; =1,D, = 1) = 0.
On the other hand, we compute for the product distribution by a simple con-
ditioning, that P(D; =1) -P(D, =1) = (p-(1—p))- (1 —p) > 0. Hence, if
we deliberately forego the knowledge about the dependence structure, we
only obtain an upper bound, yet, it allows us to consider just the marginal
distributions.

OUTLINE The rest of the chapter is structured as follows. Section 6.1 intro-
duces the necessary background on negative dependence. Section 6.2 contains
the main results obtained in two case studies assuming a conjecture on de-
pendence. The numerical evaluation is presented in Section 6.3. Section 6.4
discusses the chapter.
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6.1 NEGATIVE DEPENDENCE AND ACCEPTABLE RANDOM VARIABLES

As we discussed in the introduction, we would like to bound the joint distri-
bution of two random variables by their respective product distribution. This
concept was captured in the 1960s by Lehmann and his notion of negative
dependence.

Definition 6.1 (Negative Dependence [Leh66]). A finite family of random
variables {Xj, ..., X, } is said to be negatively (orthant) dependent (ND) if the two
following inequalities hold:

P(X; <uxp,..., X0 <x,) <||P(X; <xi),
P(Xl > X100, Xy > xn) < P(Xi > xi),

for all (x1,...,x,) € R™.

The following lemma shows how this characteristic can be used directly in
the context of MGFs.

Lemma 6.2 ([JDP83, Suni1]). Let 6 > 0. If {Xy,..., X, } is a set of ND random
variables, then

E{e(i}‘:] Xl} < ﬁE[eexl} . (6.1)
i=1

In other words, treating the aggregate of ND random variables as if they
were independent yields an upper bound for the respective MGFs. Random
variables that suffice Eqn. (6.1) are called “acceptable” [AKV08], but are studied
in an unrelated context.

Proving that random variables are negatively dependent is a challenging
task. Some results exist, e.g., the multinomial and multivariate hypergeometric
distribution are ND, or the “Zero-One Lemma” [DRg8], which proves the
property for Xj,..., X, € {0,1} such that }; X; = 1. This means that the
output processes in the example at the beginning of this chapter are indeed ND.
Furthermore, it has been shown a related result in [JDP83] that a permutation
distribution, and therefore random sampling without replacement, is ND. This
result has been used to prove near-perfect load balancing for switches called
“Sprinklers” [Din+14]. In our context, this provides a result for a single time slot.
In the following, we confine ourselves to conjecture this property for intervals.

Conjecture 6.3. Let two independent flows with according arrival processes A1 and A;
traverse a work-conserving server with finite capacity. Further, both arrival processes
have iid increments.

Then, we assume their respective output processes D1 (s, t) and Dy (s, t) to be ND
forall0 <s <t.

We do not have a proof but Conjecture 6.3 held in all our experiments using
10° samples to estimate the joint and product (complementary) cumulative
distribution functions (CDFs), respectively: For two flows at one server, we tried
over 5500 different combinations of intervals, x1, xp, (as in the CDF), utilizations
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/3 f2

Figure 6.1: Diamond network

(between 0.4 and 0.9), and random packet sizes that were drawn from either
exponential, Weibull, Gumbel, or log-normal distribution.

The focus on the same interval for both process is important, as the following,
admittedly simplifying, argument suggests: Assume the high priority (HP) flow
to send a lot of packets consecutively, i.e., the low priority (LP) flow has no
output in this period and queues all its packets. Then, it is more likely for the
LP flow to have outputs when the HP flow stops sending, as it is more likely
for it to have queued packets.

6.2 INDEPENDENCE AS A BOUND

In this section, we investigate two case studies to show in which part of the
analysis we exploit the negative dependence.

In the following, we consider the flow f; to be the flow of interest (foi) whose
delay we stochastically upper bound. All arrival processes A; are assumed to be
discrete time and to have iid increments and all servers S; are work-conserving
and provide a constant rate C; > 0. To simplify notation, we denote again by

DZ the output of flow i at server S -

6.2.1 Diamond network

In this case study, we consider the topology in Fig. 6.1. Assume the foi to have
the lowest priority and f3 to have the highest priority. Moreover, we assume the
rates of S and S3, Co and C3, to be equal. By SNC literature [CBLo6, Fido6], the

end-to-end service provided for the flow of interest, also known as the network
seqgPMOO SseqSFA with

service curve, can be described by Sepe = S_5. e

Sepe = [Sl _ (((Az @[S4 — A3]+) @Sz> + ((A3 @ S4) ®53)ﬂ+

Since Conjecture 6.3 is made on output processes, we postpone the application
of the output bound in Eqn. (2.21) by keeping the exact output at first. That is,
we start with

SN2 = [s1— (D3 +D3)]", (6.2)

e2e
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use then the conjecture to bound the MGF of the aggregate by their product
(Eqn. (6.1)), and apply the output bound in a final step.

The probability that the delay process d(t) exceeds a value T > 0 is upper
bounded by

P(d(t) > T)

-1 1
(326) E[ o041 (to ) E|:€*95e28(t0't+T)i|

(6.2) Z E 'eeAl(to,t)' E [69[51(D5+D§)]+(t0,t+T):|

=1 ;
<Y E A (to)] p—0C (t+T—to) E[eG(Dﬁ—&-Dg)(tO,t—i-T)} ) 6.3)
to=0 - :

where we used Theorem 3.9 in the first inequality. Since the flows f, and f3
share the server Sy, their according output processes D5 and Dj are dependent
and, as a consequence, D% and D;’, as well (note that we assumed C, = Cs).
However, by the conjecture above, we assume that the resource sharing at S4
indicates that the dependence on [ty, t + T] is negative which, in turn, is the
reason why we upper bound their joint MGF by the product of the marginal
MGFs.

This can be interpreted as if we analyzed a new system, where the server
S4 would be split into two servers. That is, one provides the same service as
the original (for the high priority flow f3), and the other provides the leftover
service [S; — AL]", where S} has the same service rate as Sy and A} is a new
arrival process, but with the same distribution as As.

Hence, the second factor is upper bounded by

E [ee(D‘z*—&-Dg*)(to,t—&-T)} < E[eeDg(to,HT)} E [eGDgl(to,thT)}

< E[69(A2®[54*A3]+)(to,f+T)} E[EG(A3®S4)(tO,t+T)} '

Further assuming all A; to be (04, p4)-bounded yields a closed-form for the
delay bound under stability:

o002y (0) 4045 (0)~C1) T01(6)+0ra, (6) 1204, (6) )
1 — (oA, ()40, (0)+045(6)~C1)
1 1
. 1-— ee(“z(e)‘q) . 1— 39(9A3(9)—c3)
1 1
' 1 — (P4 (0)+p45(0)—Cs) ' 1 loa(®Ci)

P(d(t) >T) <

For detailed calculations we refer to Appendix D.1. For the sake of a uniform
presentation, we bound all sums by the geometric series instead of the integral
bound as in Theorem 3.9.

In contrast, standard techniques proceed at Eqn. (6.3) by applying the output
Bound Eqn. (2.21) immediately and continue with Holder’s inequality to deal
with the dependence.
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Figure 6.2: The IL

6.2.2 ThelL

In this case study, we analyze the topology in Fig. 6.2. The foi has the lowest
priority and f> the highest. Similarly to Subsection 6.2.1, we assume the outputs
processes of f» and f3 to be ND, based on Conjecture 6.3. Here, the end-to-end
service is

+
See = [([51 ~(A05)]"® 52) - (As @S5 - Azﬁ)}
Again, we postpone the output bounding and start with

¥ = |([s1 - D3] ©$,) - D] T (6.4)

The crucial difference is that, in order to obtain a bound on foi’s delay, the
min-plus convolution (Eqn. (3.14)) has to be applied to the service processes of
S1 and S forcing us to analyze the output processes at different intervals:

P(d(t) > T)
629 %= L lL0a00] B [etSeuttors )]
= ;
2 lemon] gl ([0t os)-oi) (e
to=0 - .
=1 L T N
< E [ 041 (to ) Z E[eeDg(to,t+T)eB[SlD§] (to,tl)e—GSZ(tl,t+T):|
to=0 © < b=ty
-1 4T
< E [ fA1(tot) Z efocl~(t1—t0)679C2-(t+T7t1)E[eGDg(to,tJrT)eeD%(tg,tl)} )
to=0 - 1 t=to

where we used the Union bound for each application of the convolution /
deconvolution. This scenario is not covered by Conjecture 6.3 (see also the
discussion at the end of Section 6.1). Our workaround is to leverage the mono-
tonicity of D3:

E [ D3 (tot+T) e@Dg(to,h)} < E[EGDg(tO,HT) eGDg(to,t—l—T)} .

The rest of the analysis employs similar techniques as for the diamond network.
See also Appendix D.1. Under the assumption of (04, p4)-bounded arrivals,
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Figure 6.3: Stochastic delay bounds for the diamond network
(M =741 =77,13=63,C; =0.6,C, =C3 =55,C4 = 1.5).

we obtain again a closed form for a bound on the delay’s violation probability
under stability:

T ) o0((045(0)+p45(0)—min{C1,Ca} )-T+0a, (6)+20,, (6)+04,(6))
PA(t) >T) <

1 — (P, (0)+p4, (0) +p4,(8) —min{C1,C2})
‘ 1 ‘ 1 . 1
1— eQ(PAz(f’)*Q) 1_ eQ(PA2(9)+PA3(9)*C3) 1 —e0lG-Cf

63 NUMERICAL EVALUATION

We present the results of a numerical evaluation for both case studies. We
ran 10* Monte-Carlo simulations to sample the parameters for different server
rates and packet sizes, the latter sampled from an exponential distribution. The
scenarios are then filtered to ensure a utilization € [0.5,1).

6.3.1  Quality of the bounds

Diamond Network: This topology, after above the mentioned filtering, yields
485 remaining scenarios, of which 371 are improved. The fact that not all are
improved despite the avoidance of Holder’s inequality can be explained as
follows: In the analysis, the Union bound is applied after Holder’s inequality.
The exponentiation before the summing followed by a square root can have a
“mitigating” effect. We exploit a similar observation in Chapter 7.

We also measured the extent of the improvement by computing the ratio of
the delay violation probability of the standard approach over the “independence

bound”:
Standard bound

Independence bound’

(6.5)

Clearly, values above 1 are desirable. Here, we obtain a median improvement
of 6.04. In Fig. 6.3, we depict the delay bounds for specific parameters.

The L: For this topology, we expect a weaker performance, as our approach
using independence as a bound requires the additional step of extending the
interval of one output process. The numerical results confirm this expectation:
Out of the 729 scenarios, only half of them (384) yield a performance gain
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Figure 6.4: Stochastic delay bounds for the IL
(A1 =281, =3413=51,C; =11, =77,C3 = 6.6).

over the standard bound. Moreover, in contrast to the diamond network, we
can directly apply the unleashed pay multiplexing only once (PMOO) from
Chapter 5 for trees. The two bounds (independence bound and PMOOQ) exhibit
only very small gaps. Given that the PMOO has a rigorous proof (Theorem 5.2),
this gives numerical evidence that the independence bound could also be valid.
The median of the improvement ratio confirms this, being relatively close to 1
(1.27). Again, we show the delay bounds for fixed parameters (Fig. 6.4).

6.3.2 Computation runtime

Our proposed approach does not only often substantially improve the bounds
but it also has a much lower computation complexity than the standard ap-
proach. The reason is that the latter relies on an additional Holder parameter.
The optimizations are conducted using a grid search followed by a downhill
simplex algorithm. The improvement ratios are in the median 337.5 (1.62 sec
compared to 0.0048 sec) for the diamond scenario and 458.1 for the IL (1.42
sec compared to 0.0031 sec). These improvements due to the reduction of the
optimization parameters indicates a significant potential for an analysis of
larger networks, as the optimization step in the MGF-based SNC can severely
limit its scalability.

6.4 DISCUSSION

In this chapter, we found interesting results indicating that by using indepen-
dence as a bound, one can often times improve the delay bound while also
speeding up the runtime significantly. Obviously, the crucial next step is to
find scenarios in which the conjecture can be proved rigorously. One potential
technique might be to use the coupling method [Thooo, Linoz], as it is can be
applied to derive relations between tail probabilities.
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END-TO-END ANALYSIS



h-MITIGATORS

Results presented in this chapter are joint work with Jens Schmitt and Malte
Schiitze [NS18, NSS19].
Typically, a DNC/SNC network analysis proceeds along the following steps:

1) Reducing the network to a tandem of servers traversed by the flow of
interest (foi) by invoking the output bound calculation to characterize
cross-traffic flows at the servers where they join the foi.

2) Reducing the tandem of servers traversed by the foi to a single server
representing the whole system.

3) Calculating the delay bound of the foi at the single server representing
the whole system.

Most of the existing NC literature has mainly focused on steps 2) and 3). In
DNC, step 1) has seen some advanced treatment recently [BNS17a], but in SNC
it has been largely neglected in the sense that no work beyond the standard
output bound calculation was invested. In contrast to this, we focus on step
1) and, in particular, try to improve the SNC output bound calculation in this
chapter. As the output bound calculation has to be invoked numerous times
in step 1), we believe its accuracy to be key in larger network analyses. For
example: assume a full binary tree of height 1 where each node represents a
server and each of these servers has an arrival flow that is transmitted to the
sink; let the foi be starting from one of the leaf nodes (see also Figure 7.1), then
the number of output bound calculations is 2" — h — 1, whereas we only need to
invoke the delay bound calculation once (in step 3)). Thus, any improvement in
the output bound calculation pays off tremendously in larger network analyses.

In this chapter, we present a modification of the MGF-based SNC that miti-
gates the Union bound’s effect in the output bound calculation. It consists of
the application of Jensen’s inequality via a convex function & just before the
invocation of the Union bound and does not impose any additional assump-
tions. It is thus minimally invasive and, using the power function for h, all
existing results and procedures of the SNC are literally still applicable while, as
we see below, it improves the performance bounds. In fact, we prove this new
bound with the power function, the so-called “power-mitigator”, to be always
at least as good as the state-of-the-art method. Evaluations in a very simple
heterogeneous two-server setting show that it can improve the delay’s violation
probability already by a factor of up to 478.9.

It comes, however, at the price of an additional parameter per invocation of
Jensen’s inequality. Thus, we trade higher computational effort in the optimiza-
tion of these parameters for improved bounds. However, as we also show this
effort is moderate if the optimization is done carefully.

In [NSS19], we also investigate an alternative h-mitigator using the exponen-
tial function. Yet, it does not lead to an improvement of the SNC analysis.
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7.1 NEW OUTPUT BOUND CALCULATION

Figure 7.1: Full binary sink tree with seven nodes.

OUTLINE The rest of the chapter is structured as follows: In Section 7.1, we
present our new output bound calculation and prove its validity. A numerical
evaluation is given in Section 7.2: we compare output bounds for a single server
and delay bounds for a two-server setting as well as a fat tree topology with the
current state-of-the-art method. In Section 7.3, we prove that Jensen’s inequality
with the power function cannot be applied directly to delay bounds. Section 7.4
summarizes the chapter.

7.1 NEW OUTPUT BOUND CALCULATION

In this section, we derive our new approach to compute the MGF-output bound.
Furthermore, we apply this idea to (¢, p)-bounded arrivals and service.

7.1.1 Insertion of Jensen’s inequality

The standard approach to bound the output-MGF (Theorem 3.12) is as follows:

< i E[ee(A(T,t)—S(T,s))} ) (7.1)
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7.1 NEW OUTPUT BOUND CALCULATION

where the sup{-} is always less than or equal to the sum since we have only
non-negative terms. Eqn. (7.1) is similar to the application of the Union bound”,

(3.28) 1
P(_sup {Xi} > a) < Z:P(Xi >a).

i=1,...,n i=1

The idea in the following is to insert Jensen’s inequality to mitigate the
inaccuracy imposed by Eqn. (7.1). Therefore, we call this approach in the fol-
lowing “h-mitigator”. Nonetheless, this approach is able to preserve end-to-end
analyses for certain functions /, as we show in the subsequent Subsection 7.1.2.

Theorem 7.1 (Jensen’s Inequality). Suppose that h is a differentiable convex function
on R and let X € L. Then

h(E[X]) < E[h(X)]. (7.2)
Proof. See, e.g., [Nelgs, pp. 176]. ]
This enables us to prove a new output bound.

Proposition 7.2 (h-Mitigator). Let h, : R™ — R* be a differentiable, strictly
increasing, and convex function with parameter p over a set P C R.

1. It holds that

E[ePl0)] < inf {hpl (gE[hp (e9(A<T'”5(T'S)))D } (7.3)

2. If we additionally assume that hy, is the identity function for p € P, i.e.,
hp(x) =x, Vx>0, (7.4)
then this bound is always at least as good as the standard approach in Eqn. (7.1).
Proof. We know by Jensen’s inequality that

(

E [ eBD(S,t)] 3%1> B {ee supOSTSS{A(T,t)fS(T,S)}}

B )

(7.5)
_ -1 O(A(t,t)—S(T,3))
i 1 (e g o) )
: v 8(A(tH)-S(t,s))
< oy ( L el (s )

1 For probability bounds such as the backlog or the delay, it is even equivalent to the Union bound,
as

(3-28) (3) 1
P( sup X; > a) < Y P(Xi>a) < e ™ ZE{@QXI}
i i=1

i=1,..n =1

63 _,
& P| sup X;>a| < e "E

i=1,..n

i=1,..n

Therefore, we call the inequality in Eqn. (7.1) in the following “quasi-Union bound.”
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A D

Figure 7.2: One server topology.

where we used that strictly increasing functions on R always have an inverse in
the second line and the quasi-Union bound in the last inequality. This proves
the first part of the proposition.

For the second part, we simply observe

S S
inf {h;l <2 E[hp <89<A(r,t>—5(r,s)>>]> } <y E[eem(m)—s(f,s)) ,
=0 =0

peP

where we used that there is one p € P such that Eqn. (7.4) holds. This finishes
the proof. O

The goal of the parameterization of &, is to enable a whole set of functions
that, ideally, lead to tighter bound as well as the possibility to provide a
guarantee to not worsen the bound as in Proposition 7.2.2.

7.1.2  Power-mitigator and (o, p)-bounds

In this subsection, we show that Proposition 7.2 generalizes the results in [NS18].
Moreover, we restate the compatibility with the (o, p)-bounds in Definition 3.2.

Proposition 7.2 yields an output bound given a parameterized function h,. A
suitable candidate for h, is the power function

hP . R+ — R+,
x — xP, (7.6)

where p > 1, because it suffices the necessary conditions of both parts of
Proposition 7.2 being differentiable, strictly increasing, convex, and is the
identity for p = 1. Hence, we call the h-mitigator with this choice the “power-
mitigator”.

Corollary 7.3 (Power-Mitigator). Let h, be defined as in Eqn. (7.6). Then it holds
that

1
P

E[#060)] < inf (Z E[epem(r,t)su,s))D (7:7)
=0

p=1
< i E[eQ{A(T,t)fS(T,s)}] ,
=0

i.e., we receive a new output bound Eqn. (7.7) that guarantees to be as good as the
standard approach in Eqn. (7.1).

Here, we see that the subadditivity of the root function implies that the
insertion can mitigate the effect of the quasi-Union bound (7.1).
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SINGLE SERVER SETTING Assume now a single flow - single server setting
as in Figure 7.2. We have already deduced that

E [BGD(s,t)} <E [efm@s (s,t)]

© fefo-soa)]

We now require the arrivals and service to have (o, p)-constraints (Defini-
tion 3.2). Under stability, p4(0) < ps(—6), the standard approach leads to

o] < Bl el

< Z eE)pA t T +9(7A( )efeps(*g)(S*T%F@lfs(*@)

| Hoa®+as(-6)

00 () (1—s
se T o000 ps( 0

g (7.8)

where we have used the independence of arrivals and service in the first line,
(0, p)-bounds in the second line and the convergence of the geometric series
in the last line. This shows that the output is (c,p)-bounded as well (see
Proposition 7.4 below).

If we use Jensen’s inequality with the power function Eqn. (7.7) instead, we
obtain in comparison

1
004 (0) (t—5)+04(p8) 05 (—p0)) \ 7
D] — e’
Ele %;ﬁ‘ﬁ{( T e8P0 —ps(—78) )}
{ o004 (p0) (t—5)+0(p0) 5 (—p)) }

(1 — ePQ(PA(PQ)*Ps(*PO)))%

= inf

inf (7.9)

Thus, the power-mitigator can also be used under (o, p)-constraints (see Propo-
sition 7.5). That is, it can easily be integrated in existing end-to-end analyses.
Let us restate Theorem 3.12 for independent processes first.

Proposition 7.4. Consider a (o4, pa)-bounded arrival process A(s, t) with (s, ps)-
bounded dynamic server S(s,t), as in Figure 7.2. If the stability condition p4(0) <
ps(—0) holds, then the output D is (0p, pp )-bounded with

op(0) = 0a(0) + 05(—0) — %log (1 — ee(PA(G)_PS(_G)))
o (6) = pa(6).
This property also holds for the new output bound, as the following proposi-
tion shows.

Proposition 7.5 (The Output Bound with the Power-Mitigator is (o, p)-Bounded).
Under the assumptions in Proposition 7.4 plus a modified stability condition p 4 (pf) <
ps(—p0), we obtain that the output A’ is (0p, pp )-bounded with

op(0) = oa(pb) + os(—pb) — plglog (1 _ epe(pA(pG)—ps(—pe))>

pp(0) = pa(ph),
where p > 1.
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Figure 7.3: Two-server topology.

Proof. See Appendix E.1. O

7.2 NUMERICAL EVALUATION

In this section, we investigate the increased accuracy of our new output bound
introduced in Section 7.1. That is, we evaluate the gain of the delay’s violation
probability by the improved output bound calculation for a two-server topology
and a fat tree. The improvement factor is measured by calculating

Bound standard approach
Bound power-mitigator ’

(7.10)

where clearly larger values are desirable.
For the arrivals, we assume three processes all adhering to the class of
(04, pa)-constrained arrivals (see also Section 3.1):

* Independent exponentially distributed increments with parameter A,

* Independent Weibull distributed arrival increments with fixed shape
parameter k = 2 and scale parameter A,

¢ Continuous-time Markov-modulated On-Off (MMOO) arrivals.

The latter can be described by three parameters: the transition rates, A and y,
to switch between the “Off”-state and the “On”-state, and a constant peak rate
1t 4, at which data is sent during the “On”-state. The service is always chosen
to be work-conserving and of constant rate.

If not stated otherwise, 0 and the Jensen parameters p; are optimized by a
brute force optimization along a grid followed by a downhill simplex algorithm
(see Chapter 8).

With each application of this new inequality, an additional parameter has to
be optimized. On the other hand, since the costs of incorporating the power-
mitigator in a given implementation are rather moderate, it gives us convenient
new options: Either we prioritize accuracy and optimize all p; (at the cost of
higher computational effort), or focus more on speed setting many p; = 1
(setting all p; equal to 1 would yield the conventional approach). Hence, we
gain more flexibility while being minimally invasive at the same time.

7.2.1  Two-server topology

In this section, we investigate the effect of Jensen’s inequality on the delay
bound. Therefore, we consider the two-server setting in Figure 7.3. Here, a
cross flow f, enters server S, and its output (< (A,@Sy)) is prioritized over the
flow of interest f; at server S;. The improved output bound impacts the delay
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Figure 7.4: Stochastic delay bounds and simulation results in the two-server setting
with constant rate servers.

by being more accurate in terms of the foi’s leftover service. Mathematically

PMOO __ seqPMOO

speaking, this leftover service at S; is described by Seze = Sy~ = Sone

SseqSFA

we » Where

Seze = [51 - (AZ %) SZ>]+ .

In this topology, we calculate the stochastic delay bound (solving for T in
Theorem 3.9) but take the new output bound invocation into account. For the
exponential distribution, Weibull distribution, and Markov-modulated On-Off
(MMOO) traffic, one example for each distribution is depicted in Figure 7.4. These
are compared to simulation results. Similar to Chapter 5, for the simulations, we
use shortest-to-destination first (SDF) scheduling which translates to a simple
static priority (SP) for the cross-flow in this scenario. As we can observe from
these examples, the actual gain from our new power function output bound
calculation can vary strongly depending on the scenarios’ parameters. For that
reason, we decided to systematically sample the parameter spaces in a Monte
Carlo-type fashion. That is, we took samples with a size of 10° from a uniform
distribution as well as an exponential distribution (since the parameter space is
only lower bounded) and computed the average and largest improvement as
well as the share of improved bounds. The parameters of the arrival and service
distribution are drawn from the same distribution, i.e., the stability condition
pa(0) < ps(—0) is approximately half of the time violated. These cases are
removed from the results given in Table 7.1. Furthermore, since we aim to focus

77



7.2 NUMERICAL EVALUATION

Table 7.1: Improvement of the delay’s violation probability for the two-server setting
and delay = 10 (above: uniform sampling, below: exponential sampling).

Distribution Exponential ‘ Weibull ‘ MMOO ‘
Average gain 1.40 1.35 1.04
Maximum gain 135.0 85.8 36.6
Share of improved bounds 99.8% 99.8% 99.8%
Distribution Exponential ‘ Weibull ‘ MMOO ‘
Average gain 1.47 1.64 1.30
Maximum gain 93.2 478.9 68.5
Share of improved bounds 100% 99.9% 99.3%

our analysis on queueing-relevant load situations, we also removed all cases
with a utilization < 0.5.

We often observe an improved delay bound, as one can see in the examples
of Figure 7.4. It shows that for the delay, the difference is up to 50%. Depending
on the parameters, the gap between the simulation results and the analytically
derived bounds can be reduced considerably. Considering again bounds on
the delay’s violation probability, average behavior on the other hand is less
significant. Table 7.1 indicates a highly non-linear behavior where some vio-
lation probabilities are improved by a factor of 478.9, whereas average gain is
moderate with a total mean of 1.34.

7.2.2 Fat tree

Starting off with the two-server topology in Figure 7.3, we investigate the delay
bound’s scaling behavior for multiple invocations of Jensen’s inequality. We
now take a look at n flows, where n — 1 are cross flows with corresponding
server and their outputs jointly enter server S; (see Figure 7.5). The flow of
interest is again, due to arbitrary multiplexing, assumed to be served after the
cross traffic. In terms of leftover service provided for the foi, this means

" +

Seze = [Sl - Z(Az % Sl)
i=2

We calculated the delay’s violation probability for the following setting: The
foi has exponentially distributed increments with parameter A; = 0.5 and
enters server S; with rate r; = 4. The n — 1 cross flows are also exponential,
but with parameters A; = 8, i = 2,...,n and corresponding servers S; with
rates r; = 2,1 =2,...,n. The accuracy gains for different numbers of servers is
depicted in Figure 7.6.

We observe that the ratio increases quickly to 32.8 in the case of 8 servers,
even though only an improvement of 1.5 was achieved for the two-server setting.
This shows that the power-mitigator can fully develop its strengths in larger
networks, when more output bound calculations have to be invoked.
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Figure 7.5: Fat tree topology.
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Figure 7.6: Delay bound improvement for different numbers of servers (delta time = 8).

7.2.3 Runtime

So far, we focused on the power-mitigator’s accuracy gain and observed favor-
able outcomes. Yet, the other side of the coin is the computational effort the new
output bound calculation must invest to optimize over the higher-dimensional
parameter space. To investigate this in more detail, we ran 10° experiments for
exponential as well as MMOO-traffic in the two-server topology (Figure 7.3) and
the fat tree (Figure 7.5) with 2,4, ...,12 flows. In this scenario, the aforemen-
tioned naive grid optimization runs quickly into computational problems, as a
computation for 4 flows already took approximately a day. Therefore, we im-
plemented the “Pattern Search” [HJ61] heuristic. Here, a function is minimized
by changing arguments only in a single direction. If multiple modifications
lead to a descent, a step in the direction of all successful intermediate steps is
attempted. The results of the ratio

Computation time power-mitigator
Computation time standard approach

for these experiments are depicted in Figure 7.7.
For Pattern Search, we observe that the computational overhead scales only
linearly with the number of invocations of Jensen’s inequality. This indicates
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Figure 7.7: Computation time comparison for the state-of-the-art and power-mitigator
approach.

that a good trade-off between cost and accuracy gain can be achieved, if
optimization is done carefully.

7.3 DIRECT APPLICATION TO DELAY BOUNDS

At first glance, it is tempting to apply the power-mitigator to the delay bound
calculation as well, given its results in Section 7.2. That is, we would modify
the computation of the delay’s violation probability as follows:

P(() > ) 2 B[ehsuncs s (Ao

— inf { (E [epe supoggm{A(T,t)—S(r,t+T)}} ) G } (7.11)

p=1
1
T op>1 =0 ’

where we used the identity-property for p = 1 in Eqn. (7.11), and the quasi-
Union bound in the last line. Owing to the fact that this estimates a probability,
only values below 1 are of interest for Eqn. (7.12). Disappointingly for this case,
no improvement can be obtained, as the next theorem states.

Theorem 7.6. Let a delay bound T according to (7.12) exist such that
t—1
Y E {epQ(A(T,t)—S(T,t—i-T))] <1. (7.13)
=0

If p and 0 are optimized (denoted by p* and 6*), then p* = 1, i.e., no improvement can
be achieved.

Proof. Assume that p* and 6* are the optimal parameters for Eqn. (7.12) and
that p* > 1. This means that there exist 1 < p’ < p* and 6’ > 6* such that
p'8’ = p*6*. But this means

1 1

=1 r* t—1 p*
(Z E |:ep*9*(A(T,t)—S(T,t+T))i| > _ (Z E [EP/QI(A(T,t)—S(T,t—i-T))] >

=0 =0
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1
7

t—1 P
> (2 E [ep’e’(A(T,t)—S(T,t+T))}> )

=0

where we inserted p*0* = p’6’ in the first line. In the second line, we used that

1
x7 > x7 holds for all x € (0,1) and p* > p’ > 1. Clearly, this is a contradiction
to our assumption that we had an optimal solution. Thus, the optimal p* must
be equal to 1. O

As a consequence, the power-mitigator approach can only indirectly decrease
delay bounds via the output bound calculation. The same holds for the backlog
bound (the proof follows along the same lines).

7-4 SUMMARY

In this chapter, we proposed a novel approach to improve the MGF output
bound calculation in the stochastic network calculus using Jensen’s inequality
with h-mitigators. We also gave a proof showing why this is a valid bound
and, when using the power function (Eqn. (7.6)), that it is always at least as
accurate as the state-of-the-art method. It is also shown in comprehensive nu-
merical evaluations that the delay’s violation probability can be improved for
two-server topologies as well as fat trees. Our evaluation indicated a significant
gain in some cases while leading to more moderate improvements on average.
For a fat tree, we observed a very high gain as the number of cross flows is
increased. These gains come conceptually for free, as no additional constraints
have to be imposed, thus making our approach minimally invasive. Yet, from a
computational perspective, the gain comes at the price of a higher-dimensional
optimization in the last stage of computing the bounds. Fortunately, our ex-
periments indicate that the computational overhead only scales linearly with
the invocations of Jensen’s inequality under a carefully chosen optimization
method.
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A TOOLBOX FOR STOCHASTIC NETWORK CALCULUS
WITH MOMENT-GENERATING FUNCTIONS

In this short chapter, we present the SNC-MGF toolbox. It is a Python imple-
mentation that can be used to derive stochastic end-to-end performance bounds
for (o, p)-constrained arrivals (Definition 3.2) and servers (Definition 3.6). We
discuss its components below. Those include:

e Arrivals and service (Section 8.1)
e Performance bounds (Section 8.2)
* Network operations and a modular analysis (Section 8.3)

* End-to-end delay bounds (Section 8.4)

8.1 ARRIVALS AND SERVICE

All arrival classes inherit from the Arrival() class (Listing 1). It contains the
necessary information to characterize the distribution: The o (6) and p(0) part,
as well as whether the process is discrete- or continuous-time. In a similar
fashion, service processes inherit from the Server() class in Listing 2.

8.2 PERFORMANCE BOUNDS

Performance bounds, on the other hand, are implemented in performance_bounds.py.
For example, the code for the delay’s violation probability, delay_prob(), is given

in Listing 3. Note that we directly implement the case for dependent arrivals

and service with p = g = 1 being the special case under independence. The
function stability_check() guarantees the stability condition in Eqn. (3.23). De-
pending on whether we have discrete- or continuous-time arrivals, we invoke
different bounds.

83 NETWORK OPERATIONS AND MODULAR ANALYSIS

For an end-to-end analysis, we also implemented all network operations from
Section 3.3. They enable to conduct a modular analysis. Here, we exemplify
the deconvolution operation for the output bound (Theorem 3.12) in Listing 4.
Note that each network operation class is implemented for the independent as
well es the dependent case.

Let us explain the procedure for the sink tree tandem in Figure 4.3b under
seqPMOO. In Eqn. (4.4), it is stated that

500 = [([(Is0— Avl @ 502) - 4] wews) - 4g]

1 https://github.com/paulnikolaus/snc-mgf-toolbox
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84 END-TO-END DELAY BOUNDS

"""Abstract Arrival class."""

from abc import abstractmethod, ABC

class Arrival(ABC):
"""Abstract Arrival class.

@abstractmethod
def sigma(self, theta: float) -> float:

sigma(theta)
:param theta: mgf parameter

pass

@abstractmethod
def rho(self, theta: float) -> float:

rho(theta)
:param theta: mgf parameter

pass

@abstractmethod
def is_discrete(self) -> bool:

:return True if the arrival distribution is discrete, False if not

pass

Listing 1: Arrival() class

The Python class to implement this end-to-end service is presented in Listing 5.
It inherits from the class Setting() to ensure that the method standard_bound() is
implemented for the subsequent parameter optimization. the class LeftoverARB()
yields the leftover service using Theorem 3.11, whereas Convolve() implements
Theorem 3.13 for the two server case.

&4 END-TO-END DELAY BOUNDS

For the One flow - n servers topology in Figure 3.6, we have seen that The-
orem 3.14 can be used to derive end-to-end delay bounds. Note that we can
easily incorporate more complex topologies with the help of the leftover ser-
vice. Yet, we present the code of Theorem 5.3, as it often leads to significantly
improved performance bounds. It consists of the Flow() class (Listing 6) that
contains the topological information of each flow plus the e2e delay bounds
given in Listing 7. Since the end-to-end performance bounds in Theorem 5.3
distinguishes between servers in 711 and servers ¢ 711, we take this into account
in the function arguments. E2EEnum() is an enum(eration) class that enables us
to choose which of the three bounds to compute. It is important to note that
this implementation only allows for independent processes and only for trees,
yet it can be extended.
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84 END-TO-END DELAY BOUNDS

"""TImplemented service class"""

from abc import abstractmethod, ABC

class Server(ABC):
"""Abstract Server class"""
@abstractmethod
def sigma(self, theta: float) -> float:
"""Sigma method"""
pass

@abstractmethod

def rho(self, theta: float) -> float:
"""Rho method"""
pass

Listing 2: Server() class

In a final step, we optimize all parameters. As a default choice, we use
a brute force optimization along a grid using the “brute()” method in the
“scipy.optimize” library [Olioy, Vir+20]. When applying a second optimization
step (a downhill simplex), this method also evaluates points outside the grid.
However, we also implemented other heuristics to conduct the parameter
optimization such as “pattern search” [HJ61], the “Nelder-Mead (downhill
simplex) method” [NM65], “simulated annealing” [KGV83], and interfaces
to SciPy functions such as “Basin-Hopping” [WDg7], “differential evolution”

[SP97], or “dual annealing” [TSg6].
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def delay_prob(arr: Arrival, ser: Server, theta: float, delay_value:
int, indep=True, p=1.0, geom_series=False) -> float:

"""Implements stationary standard_bound method"""

if indep:
p=1.0
=1.0
else:
q = get_q(p=p)

stability_check(arr=arr, ser=ser, theta=theta, indep=indep, p=p, qg=q)

if indep:
sigma_sum, rho_diff arr.sigma(theta=theta) + ser.sigma(theta=theta
), arr.rho(theta=theta) - ser.rho(theta=theta)

else:
sigma_sum, rho_diff = arr.sigma(theta=p * theta) + ser.sigma(theta
=q * theta), arr.rho(theta=p * theta) - ser.rho(theta=q *
theta)

if arr.is_discrete():
return exp(
-theta * ser.rho(theta=q * theta) * delay_value) * exp(theta *
sigma_sum) / (-rho_diff * theta)
else:
tau_opt = 1 / (theta * ser.rho(theta=q * theta))
return exp(-theta * ser.rho(theta=q * theta) * delay_value) * exp(
theta * (ser.rho(theta=q * theta) * tau_opt + sigma_sum)) / (-
rho_diff * theta * tau_opt)

Listing 3: delay_prob()-function

85



84 END-TO-END DELAY BOUNDS

class Deconvolve(Arrival):

"""Deconvolution class.

def __init__(self, arr: Arrival, ser: Server, indep=True, p=1.0) -> None:

self.arr = arr
self.ser = ser
self.indep = indep

if indep:

else:

self.p = 1.0
self.q = 1.0
self.p =p

self.q = get_q(p=p)

def sigma(self, theta: float) -> float:

:param theta: mgf parameter
rreturn: sigma(theta)

arr_sigma_p = self.arr.sigma(self.p * theta)
ser_sigma_q = self.ser.sigma(self.q * theta)

arr_rho_p = self.arr.rho(self.p * theta)
k_sig = -log(l - exp(theta * (arr_rho_p - self.ser.rho(self.q *
theta)))) / theta

if self.arr.is_discrete()
return arr_sigma_p + ser_sigma_q + k_sig
else:
return arr_sigma_p + ser_sigma_q + arr_rho_p + k_sig

def rho(self, theta: float) -> float:

:param theta: mgf parameter
:return: rho(theta)

arr_rho_p = self.arr.rho(self.p * theta)

if arr_rho_p < 0 or self.ser.rho(self.q * theta) < 0:
raise ParameterQutOfBounds ( )

stability_check(arr=self.arr, ser=self.ser, theta=theta, indep=
self.indep, p=self.p, g=self.q)

return arr_rho_p

def is_discrete(self):

return self.arr.is_discrete()

Listing 4: Deconvolve() class

86
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class SinkTreePMOO(Setting):
"""Canonical sink tree with PMOO analysis"""
def __init__(self, arr_list: List[ArrivalDistribution], ser_list: List[
ConstantRateServer], perform_param: PerformParameter) -> None:
# The first element in the arrival list in dedicated to the foi
if len(arr_list) != ( len(ser_list) + 1):
raise IllegalArgumentError(f

self.arr_list = arr_list
self.ser_list = ser_list
self.perform_param = perform_param

self.number_servers = len(ser_list)

def standard_bound(self, param_list: List[ float]) -> float:
theta = param_list[0]

s_net: Server = LeftoverARB(ser=self.ser_list[self.number_servers
- 1], cross_arr=self.arr_list[self.number_servers])

for _i in range(self.number_servers - 2, -1, -1):
s_net = Convolve(serl=s_net, ser2=self.ser_list[_i])
s_net = LeftoverARB(ser=s_net, cross_arr=self.arr_list[_i
+ 1])

return single_hop_bound(foi=self.arr_list[0], s_e2e=s_net, theta=
theta, perform_param=self.perform_param)

Listing 5: SinkTreePMOQO() class

class Flow( object):

def __init _(self, arr: ArrivalDistribution, server_indices: List[ int]):
self.arr = arr

self.server_indices = server_indices

Listing 6: Flow() class
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def pmoo_tandem_bound(foi: Flow, cross_flows_on_foi_path: List[Flow],
ser_on_foi_path: List[Server], theta:
float, perform_param: PerformParameter, e2e_enum: E2EEnum,
cross_flows_not_on_foi_path=None, ser_not_on_foi_path=None, indep=True,
geom_series=True) ->
float:
if indep is False:
raise NotImplementedError(

)

residual_rate_with_foi_list = [0.0] * len(ser_on_foi_path)
residual_rate_list = [0.0] * len(ser_on_foi_path)
sigma_sum = 0.0

foi_rate = foi.arr.rho(theta=theta)

for k, server in enumerate(ser_on_foi_path):
residual_rate_list[k] = server.rho(theta=theta)
residual_rate_with_foi_list[k] = residual_rate_list[k] - foi_rate
sigma_sum += server.sigma(theta=theta)

sigma_sum += foi.arr.sigma(theta=theta)

for cross_flow in cross_flows_on_foi_path:
sigma_sum += cross_flow.arr.sigma(theta=theta)

for server_index in cross_flow.server_indices:
cross_arr_rate = cross_flow.arr.rho(theta=theta)
residual_rate_list[server_index] -= cross_arr_rate
residual_rate_with_foi_list[server_index] -= cross_arr_rate

for res_rate_with_foi in residual_rate_with_foi_list:
if res_rate_with_foi <= 0:
raise ParameterQutOfBounds (

)

if ser_not_on_foi_path is not None:
residual_rate_not_on_foi_list = [0.0] * len(ser_not_on_foi_path)

for j, server in enumerate(ser_not_on_foi_path):
residual_rate_not_on_foi_ list[j] = server.rho(theta=theta)
sigma_sum += server.sigma(theta=theta)

for cross_flow in cross_flows_not_on_foi_path:
sigma_sum += cross_flow.arr.sigma(theta=theta)

for server_index in cross_flow.server_indices:
cross_arr_rate = cross_flow.arr.rho(theta=theta)
residual_rate_not_on_foi_list[server_index] -=
cross_arr_rate

for res_rate_not_foi in residual_rate_not_on_foi_list:
if res_rate_not_foi <= 0:
raise ParameterQutOfBounds (

)

Listing 7: pmoo_tandem_bound() function
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Part IV

FAIR QUEUEING IN SNC



STOCHASTIC ANALYSIS OF GENERALIZED PROCESSOR
SHARING

Generalized process sharing (GPS) [PGo3, PGog4] is an idealized (theoretical)
scheduler that aims at fair resource allocation. In other words, it provides the
“theoretical underpinnings for fair packet scheduling algorithms” [BL18]. It is a
“natural generalization” [PG93] of uniform processor sharing [Kle75] and the
packet-based version weighted fair queuing (WFQ) [DKS89]. There is a long list
of fair packet schedulers, including deficit round robin (DRR) [SV95], weighted
round robin (WRR) [KSC91], worst-case fair weighted fair queueing [BZ96],
start-time fair queueing (SFQ) [GVCg7], and many others. In recent years, GPS
has seen some treatment in the DNC analysis [BL18], [BBC18, pp. 171], [Bou21].

Yet, to be the best of our knowledge, there has only been limited investigation
in the stochastic counterpart, with the notable exceptions of [ZTKgs5, Fidos,
LBLoy, CPS13]. In [CPS13], it was shown in the single server case, that bounds
obtained via martingale-based techniques not only significantly outperform
SNC results, they also provide tight performance bounds by comparing them
to simulations. However, this comes with the notable exception of GPS; here,
even the martingale bounds indicate a more conservative decay rate compared
to simulations (see Figure 9.1). Yet, only a homogeneous case where all arrivals
have the same parameters are considered.

In this chapter, we compare different GPS analyses in the stochastic network
calculus and give an overview of what can be considered as state-of-the-art
analysis. We consider the SNC with MGFs as well as with tail bounds / envelope
functions, since recent GPS results in the DNC [BL18], [BBC18, pp. 171] can be
incorporated into the latter. We show in a numerical evaluation that either of the
two branches can outperform the so-called “GPS Basic”. Additionally, we show
in this evaluation that, in case we cannot make independence assumptions on
the arrivals, GPS Basic (Theorem 9.2 below) still provides the best trade-off
solution between accuracy and runtimes.

1e+001 o
2
3 1e-01+ % ™, GPSBasic
o % . Bound
o
& 1e-021 b
5
B 1e-034 % Martingale s
° Bound
>

1e-044 Simulations '\

0 10 20 30 40 50
Delay

Figure 9.1: Simulation results, Martingale bounds, and SNC bounds on the delay’s
violation probability (for continuous-time MMOO arrivals).
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9.1 GPS BACKGROUND

OUTLINE The rest of the chapter is structured as follows. In Section 9.1, we
introduce the necessary background on GPS. Section 9.2 then includes the
different SNC techniques to provide stochastic performance bounds for GPS. A
numerical evaluation is given in Section 9.3. Section 9.4 summarizes the chapter.

9.1 GPS BACKGROUND

In this section, we give a formal definition of a server implementing general-
ized processor sharing (GPs) according to [PGg3]. Moreover, we introduce the
necessary notation and give an overview of the state-of-the-art results known
from the literature.

Definition 9.1 (GPS Server [PGo3]). Let S be a work-conserving server (Defini-
tion 3.5). Assume a set of flows f]-, eN = {1,...,m} traversing this server and
let the weights ¢; > 0,j =1,...,m. Then, a GPS server is defined if it holds that
Di(s,1) o, D;(s, f)/

i b

for any flow i that is continuously backlogged in the interval (s, t).

VieN (9.1)

In the following, we always assume the foi to have index i.

Theorem 9.2 (GPS Basic). Let S be a work-conserving GPS server for all flows
f]-, j € N. Then, for all t > 0, f; sees a dynamic server with service

Sl (s,t):==S(s,t) == _h -S(s, t). (9.2)

LikeN P
Proof. For an initial proof for dynamic servers with constant rate, see [PGo3].
For a generalization to work-conserving servers (actually, strict service curves
since the univariate case is considered), see [BBC18, pp. 171]. ]

In the following, we refer to this result as “GPS Basic”. Note that in the case
of a constant rate server with rate C > 0, Si(s, t) = iji, ¢kC is also called backlog
clearing rate [PGoyg].

By abuse of notation, we denote by i € M C N an arbitrary subset M of N/
that contains the foi’s index i.

Theorem 9.3 (GPS M). Let S be a work-conserving GPS server for the aggregate of
flows f;,j € N. We denote the respective departure processes by D, j € N. Then, for
all t > 0, f; sees a dynamic server with service

Sf.ol(s,t) = Si(s,t) ‘= max { (4 <S(s,t) - Z D]-(s,t)> } (9-3)

ieMcN Z]EM (P] jEM

Proof. A proof for the special case of token bucket arrival and constant rate
service is given in [PGg3], [Chaoo, pp. 68]. Yet, since the proof provides us with
useful inequalities, we show it here.

91



9.1 GPS BACKGROUND 92

Let0 <s <tandi € M C N. Let s; be the beginning of the backlogged
period of flow f; up to time t. Since we have a work-conserving server S for the
aggregate and since (s;, t] is a backlogged period, it holds that

Z D]'(Sl', t) =385 (Sl‘, i’)
N (9-4)
& Y Di(si,t) =S(sit)— Y Di(si,t) '
jeM jEM
Thus, it follows that:
(9~1)
Z ¢; | Di(si,t) > ¢ Z, D;(s;, t)
JEM JEM
(9_4)(P1 ( Sl/ E D Sl/ )
JEM
which is equivalent to
. (s Pi
Dj(t) > Dj(si) + (si,t) — Y Dj(si,t) (9.5)
ZjeM ¢j €M

foralli € M C N. Since s; is the start of the backlogged period of flow f;, we
have

Hence, it follows that
Di(t) > Ai(si) + max { =P (s(s,t) — Y D;(sit)
ieMcN Z]EM (P] M
¢

This proves the theorem. O

In the following, we refer to this result as “GPS M”. The formula in Equa-
tion (9.3) is not a “closed-form” solution, as it contains the sample path of
the output. In the above proof, it is tempting to bound D;(s;, t) in Eqn. (9.5)
by A;(s;, t) with the help of causality [OMPo6]. However, one can construct a
counterexample such that flow f; is already backlogged at s; (in other words, s;
is not the start of the backlogged period of flow f;).

One approach is to compute an output bound with the help of GPS Basic
in Eqn. (9.2) and the output bound in Eqn. (3.21) [Chaoo, pp. 68], [Fid1o]. Let
i€ M CN. Then,

Dj(s,t) < Aj@ (&jthS) (5,1), VjeM
= Z Dj(s, t) < Z {Aj® (Zksz./(l)kS) (s, t)} (9.6)

jEM jEM



9.2 STOCHASTIC ANALYSIS OF GPS

This leads to

i — max Pi B ‘ o;
5 (S't) iEMCN { ZjeM ij (S(S/t) ]g& {AJ ? <Zke/\f Pk S) (S/t)}> } .

(9.7)
In the deterministic network calculus (DNC), an improved state-of-the-art left-

over service curve has been derived recently. In contrast to the other results, we
employ strict service curves (Definition 2.4) and arrival curves (Definition 2.3).

Theorem 9.4. Let S be a work-conserving GPS server that offers a convex strict service
curve B to the aggregate of flows f;, j € N. Moreover, let the arrivals A; be constrained
by a concave arrival curve wj, j € N'\ {i}. Then, for all t > 0, f; sees a strict service

Ccuroe
Prey . i _ .
fo= gl (F0-Le0) | e

This leftover service curve is tight in the sense that the bound holds with equality in
the “greedy/lazy scenario”.

Proof. A proof is given in [BL18], [BBC18, pp. 172]. O

Remark 9.5. For the special case of a leaky bucket arrival curves 7v,,;,j € N,
(Eqn. (2.14)) and a rate-latency service curve Br 1 (Eqn. (2.18)), one receives

ﬁl(t> - _maX ﬁ . Y b.+R-T (t) .
We show in Appendix F.1 that in a homogeneous scenario (’yrj,b]. = 7p and ¢; =
¢ Vj € N), under stability, M = N yields the best delay bound for the foi.

However, in the SNC with MGFs, we work directly on the sample path A and
hence, we cannot make any concavity assumptions.

9.2 STOCHASTIC ANALYSIS OF GPS

In this section, we show how to obtain stochastic performance bounds under
GPS in the SNC. At first, we consider SNC with MGFs and give (o, ps)-bounds
for the GPS leftover service in case S was (0, ps)-constrained. This enables us
to calculate stochastic performance bounds by directly applying Theorem 3.9.
Then, we show how to obtain performance bounds for the SNC with tail
bounds / envelope functions, where we can make use of Theorem 9.4. In order
to facilitate a concise notation, we omit the max;cpi-n in the following and
only write that i € M C N is arbitrary.

9.2.1 (03, ps)-Bounds of the GPS Leftover Service

We start off with the leftover service under GPS Basic.
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9.2 STOCHASTIC ANALYSIS OF GPS

Proposition 9.6. Let 0 > 0. Assume a work-conserving GPS server S and let S be
(05, ps)-constrained. The leftover service S for flow f; under GPS Basic is (0gi, 0si)-
constrained with

0si(—0) = pios (—i0) = d s (— i 9>,

B LikeN Pk LikeN Pk
cn-seon-ghon (g
i —9 — i - 19 — - 9 ’
s (=00 = 0is (00 = 7 0P v
where we define
l)bi = (Pi .
LkeN Pk
Proof. See Appendix F.2. O

In the next proposition, we derive a (cs, ps)-bound for GPS M.

Proposition 9.7. Let > 0 and i € M C N. Assume a work-conserving GPS server
S and let S be deterministic and (0s, ps)-constrained. We define for anyi € M C N

P
LU s
and p
R
l/)] ' ZkeN P

Further, we assume for all j € N\ {i} that A; is ((TA],, 1Y Aj)-constmined such that the
stability condition

pa; (Piim8) < Wips (—timy;0)

holds for all j € N. Then, the leftover service S for flow f; under GPS M is (0gi, pgi)-
constrained with

0si(—0) =i m0s (—Pim0) + Pim Y {UAj (pitim0) + jos (=i mp;0)
JEM

; 1 log (1 _ elpi,MG(PAj(pjlpi,Me)ll’jPS(lPi,Mlpje))) }

i,M

7

psi(—0) =im (Ps (—im0) — Y pa, (lelﬂi,MQ)> ,

M

where

):1:1.

jeMm Pi
If the flows can be assumed to be independent, then p; = 1,j & M.
Proof. See Appendix F.2. O

Note that, in case the optimization of Holder parameters is computationally
infeasible (e.g., due to runtime constraints) we can always revert to using GPS
Basic, where we do not even need the Aj,j € N\ {i} to have any arrival
constraints.
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9.2 STOCHASTIC ANALYSIS OF GPS

9.2.2 Tail Bound Analysis of GPS

For the SNC branch with tail bounds / envelope functions, the analysis looks a
bit different. Here, we need to prove a stochastic service curve (Definition F.2
in the appendix) in order to calculate performance bounds (Theorem F.3 in
the appendix). At first, we introduce a proposition to calculate bounds on the
delay’s violation probability in the general case oblivious to any dependence of
the arrivals. Then, we also provide delay bounds for independent arrivals.

The definitions and notations are mainly inspired by [CBLo6]. For some slack
rate § > 0, we introduce the notation fs(t) = f(t) + J - . Moreover, we also
abuse notation and write

A [B—o]"(t)

for

inf {A(s) + [B(t—s) — a]+} :

0<s<t

For the sake of closed-form results, we limit ourselves to (c4(6),p04(0))-
constrained arrivals. One can easily show that this traffic class has a stochastic
arrival curve a(t) := pa(6) - t with error function ¢,(c) := e?4(®)e=% To be
precise, it belongs to the class of exponentially bounded burstiness (EBB) (see
Eqn. (3.4)).

GENERAL CASE: We start off with the general case. As the only exception, we
give a general stochastic leftover service curve without assuming (04 (0), p4(0))-
constrained arrivals.

Proposition 9.8. Let § > 0 and i € M C N. Assume a work-conserving GPS server
offering a convex strict service curve B to an aggregate of flows f;,j € N with concave
stochastic arrival curves w;j,j € M and error function &, () . Assume the stability
condition
limsup ) aj(t)—pB(t) <0
o0 jeN\{i}
forall t > 0. Then,

Blo.(t) = B(t) : i <,3(f) - Y (ﬂ)

ZjeM ‘P]' jE€M
is a stochastic service curve for flow f; for flow f; with error function
gs(0) =  inf Y Y e (0j+K0) o
Ljgm 0j=0 i¢M k=0
Proof. See Appendix F.4. O

Now, we can use this to derive a bound on the delay’s violation probability.
Proposition 9.9. Let 6,6 > 0 and i € M C N. Assume a work-conserving GPS
server with strict service curve B(t) = C -t to an aggregate of flows f; that are
(UA],,ij>—constrained,j € N. Let aj(t) = pa,;(0),j € N and assume the stability
condition

oas(0) + =2 Y pas(0) < =P c. (0.9)
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9.2 STOCHASTIC ANALYSIS OF GPS

Then, it holds for flow fi that

1
T—e®

2] ¢;
*WT'W'(C*ZjéMPA]-(Q)ﬂN\M\-(S)

P((t) > T) <(1+ [N\ M])

4

o TTIVTA (o4,6)+Zjn ‘TA/'(")).
Proof. See Appendix F.4. O

INDEPENDENT CASE: Next, we continue by assuming arrivals to be inde-
pendent.

Proposition 9.10. Let 6,6 > 0andi € M C N. Assume a work-conserving GPS
server with service curve B(t) = C - t to an aggregate of independent flows f; that are

<0’A].,pA].>—constmined,j € N. Let a(t) = pa,(0),j € N and assume the stability
condition

E pA],,(g(G) S C.
JEN

forall t > 0. Then,

Bio (t) == Bi(t) : i (C - ij,5(9)> -t

ZjeM ‘Pj j€M
is a stochastic service curve for flow f; with error function
6 g m 7 (6) _0 )
es(0) = { e FMAN
0, else.
Proof. See Appendix F.4. O

Similar to the general case, we now derive a bound on the delay’s violation

probability.
Proposition 9.11. Let 6,6 > 0and i € M C N. Assume a work-conserving GPS
server with service curve B(t) = C - t to an aggregate of independent flows f; that are

((TAj,ij>-constrained,j € N. Let aj(t) = pa,;(0),j € N and assume the stability
condition

pa,s(0) + ,('bi ) pas(8) < ,4)1. -C. (9-10)

Then, it holds for flow f; that

RN AREEY
P(d(t) > T) <2 <1_69N\M|_5> .<1_e_95>

ST m (G- Eiampay (@- W \MI)

o
. 69 <0A,- (0)+ ):]T’M’; LjgM 04, (9)>

7
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if M # N, and that

1 _oT- % .
Pd(t) > T) = ;— ¢ OT Sien i Cgtoa; (©)

4

if M = N In the latter case, the optimal § is

. b
0= —1" . C—p4.(0).
T CPal®)

Proof. See Appendix F.4. O

Proposition 9.11 is the formula with the closest relation to [ZTKg5, Theo-
rem 8], yet, to the best of our knowledge, we obtained smaller delay bounds

because of the factor ):]_64;; s (C — Ljempa;(0) — [N\ M| (5) that gives more

flexibility compared to the backlog clearing rate.

9.3 NUMERICAL EVALUATION

In this section, we compare stochastic delay bounds for a flow of interest (foi)
with cross-flows at a single server under GPS scheduling. In all our experiments,
we implement GPS Basic (Theorem 9.2) with (o, ps)-bound in Proposition 9.6
as a benchmark. For the arrivals, we assume three processes all adhering to the
class of (04, pa)-constrained arrivals (see also Section 3.1):

¢ Independent exponentially distributed arrival increments with parameter
A,

¢ Independent Weibull distributed arrival increments with fixed shape
parameter k = 2 and scale parameter A,

e discrete-time Markov-modulated On-Off (MMOO) arrivals.

The latter can be described by three parameters: the probability to stay in the
“On”-state in the next time step, pon, the probability to stay in the “Off”-state,
Poff, and a constant peak rate 774, at which data is sent during the “On”-state.
For the service, we always assume work-conserving servers with a constant
rate.

We consider two scenarios: in the first, we assume the arrivals of the incoming
flows to be independent; and in the second, we forego the independence
assumption.

9.3.1 Independent Arrival Processes

Apart from GPS Basic, we calculated stochastic bounds with the leftover service
assuming the arrivals to be independent:

e GPS M (Theorem 9.3) with (g, ps)-bound in Proposition 9.7,

* GPS with tail bounds assuming all arrivals to be independent (stochastic
service curve in Proposition 9.10) with bounds on the delay’s violation
probability obtained via Proposition 9.11.
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Figure g.2: Stochastic delay bounds for a violation probability of 10~¢ under
independent arrivals.

Similar to 6 and 4, the choice of M is part of an optimization problem that
we solve with a heuristic (otherwise, we would need to try 2VI=1 gubsets of
N\,

In our first numerical experiment, we investigate how the different techniques
compare under different utilizations. We consider a scenario with 16 flows (one
foi and 15 cross-flows). The 15 cross-flows are heterogeneous meaning that
they consist of three groups where each group has different traffic parameters.
We opt for a heterogeneous scenario since we know for the DNC, that if all
parameters are equal, then GPS Basic already gives the optimal M C N (see
Remark 9.5). The results are given in Figure 9.2.

We observe that both, GPS M and GPS with tail bounds, are able to out-
perform GPS Basic depending on the utilization. To be precise, GPS M often
gives the best bounds for smaller utilizations (0.5 to 0.8 depending on the traffic
class), whereas GPS with tail bounds can give the best bound for higher loads
(from 0.7 or 0.8 on).

It is important to note that the improvement highly depends on the parame-
ters; in particular, on the level of heterogeneity of the parameters as well as the
weights ¢;. An important special case of the weight assignment is to choose all
¢j according to the arrival rates. This is known as rate proportional processor
sharing (RPPS) [PGo4] and the results for this scenario are depicted in Figure 9.3.
Here, we observe that GPS Basic can only be improved by GPS M and only for
utilization below 80%.

In our next scenario, we keep the heterogeneous traffic classes and parameters
and vary the violation probability instead. Inspired by the results in Figure 9.2,
we consider a scenario with a smaller load of 65% as we always obtain finite
results (see Figure 9.4). We observe that the violation probability largely impacts
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the gap between the different delay bounds. To be precise, the smaller the
probability, the larger the improvement over GPS Basic. Again, the parameters
as well as the chosen traffic class have a strong influence on the improvement.

9.3.2 General Arrival Processes

In our last experiment, we consider the general case where we do not assume
the arrivals to be independent. Apart from our benchmark GPS Basic, we also
implement GPS with tail bounds (stochastic service curve in Proposition 9.8)
with bounds on the delay’s violation probability obtained via Proposition 9.9.
We could also implement GPS M (Theorem 9.3), since the (o5, ps)-bound in
Proposition 9.7 is given for the case that the arrival are dependent; yet, the
number of parameters to optimize for 16 flows (6, 15 Holder parameters, and
the set M with possibly 2!5 subsets) is computationally infeasible.

The results are given in Figure 9.5. We observe that GPS with tail bounds is
not able to improve upon GPS Basic in any of the examples. In other words,
they overlap in all scenarios completely. Given that in Proposition 9.9, we
additionally need to optimize over all i € M C N, GPS Basic provides a better
trade off by leading to the same performance bounds but in a significantly less
complex calculation (wee only need to optimize 0).

9.4 SUMMARY

In this chapter, we provided a stochastic analysis of a generalized processor
sharing (GPS) server applying different SNC techniques. Therefore, we consid-
ered leftover service processes in the SNC with MGFs as well as the SNC with
tail bounds. If flows are assumed to be independent, we have seen that either of
the two branches can outperform GPS Basic. The obtained improvement highly
depends on the chosen parameters and on the utilization. However, this could
be seen as a step towards reducing the gap between simulations and calculated
bounds. In case arrivals are not assumed to be independent, we have seen that
new SNC techniques could not improve upon GPS Basic, and further come
with the downside of introducing more complexity to the calculation.

Yet, the stochastic analysis of GPS still remains a challenging task in the
network calculus. We hope that this chapter can be a useful tool in order to
enhance understanding of the GPS performance analysis. It would also be
interesting whether a leftover service as in Theorem 9.3 could be integrated
into the martingale-based approaches in the future.
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CONCLUSION AND OUTLOOK

In this chapter, we conclude this thesis by summarizing its contribution. In
addition, we provide some outlook to future research directions.

10.1 CONCLUSION

This thesis makes several contributions to the stochastic network calculus (SNC).

1. We show that the pay multiplexing only once (PMOO) property, origi-
nally known from the deterministic network calculus (DNC) [Fido3, SZo6,
SZMo6, Bou+08], can be achieved in the SNC with a significant gain in
accuracy of performance bounds and a reduction of complexity. Moreover,
while the technique originates from the DNC, PMOO has a measurably
larger impact in the SNC since it also reduces the method-pertinent depen-
dencies. That is, dependencies that are caused when flows interfere in the
network, even though they are assumed to be independent when entering
the network. As a result, this new analysis reduces runtimes by several
orders of magnitude depending on the used optimization heuristic. Given
that the usage of the Union bound is already responsible for a notable
gap between simulations and bounds, PMOO helps us to not widen the
gap even further by other artifacts from the analysis.

2. We give a perspective on how these method-pertinent dependencies can
further be reduced for flows that directly or indirectly shared the capacity
of a server by incorporating the concept of negative dependence. While
it lacks a rigorous proof, numerical evidence indicates a larger potential
of improved bound accuracy and reduced runtimes. Maybe even more
importantly, it gives an outlook that dependence does not have to be a
negative property per se. While this perspective is not completely new,
see e.g., [DWS15, Don1y], to the best our knowledge, it is the first time to
be introduced to the basic SNC with MGFs.

3. We introduce h-mitigators that can be used to improve the calculation of
MGF-output bounds. Similar to the negative dependence, it can particu-
larly benefit when considering larger, more complex topologies. Moreover,
it yields an opportunity to reduce the effect of the Union bound without
compromising on generality as it requires no additional assumptions.
While it comes at the price of additional parameters to optimize, the
number of parameters can be tailored to the according problem.

4. We made a Python toolbox publicly available that includes all network
operations, state-of-the-art end-to-end analyses and contains all the above
contributions. In particular, it allows for a replication of all presented
results.
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5. Apart from the above results for arbitrary multiplexing, we conduct differ-
ent SNC analyses (with MGFs as well as with tail bounds) of generalized
processor sharing (GPS), a popular fair scheduler. We give an overview
of the state-of-the-art analyses in the SNC and provide numerical evalua-
tions.

10.2 OUTLOOK

Providing probabilistic end-to-end performance bounds in packet-switched
networks remains a timeless challenge. [Ciuo7, pp. 173] reported that a problem
of interest is the existence of “convolution-form networks”, i.e., the “class of
networks in which the service given to flows can be expressed in terms of min-
plus convolution formulas”. In particular, this leads to the question whether
networks of arbitrary topologies, in particular, with cycles or probabilistic
routing, are contained in this class. Even though we claim in this thesis to
extend the class of analyzable topologies within a reasonable amount of time,
the original problem basically still remains. In fact, it is not clear whether this
problem can be solved in a single, large step, or whether it requires many
smaller steps that further “push the boundaries” towards a general tractability
and applicability of the stochastic network calculus.

In the introduction (Chapter 1), we mentioned that the uniform framework of
the SNC comes with a price of a noticeable gap between exact distribution and
bounds. However, it is an open problem whether such a uniform framework
can still yield bounds as tight as, e.g., the single-node bounds obtained with
martingale techniques as in [CPS14, PC15]. While such an accomplishment
appears to be elusive from today’s point of view, hypothetically, it would be
considered a major breakthrough in the performance analysis of distributed
systems.

One of the “smaller”, yet still challenging steps to advance the SNC, would
be to establish the PMOO to arbitrary feedforward networks. [BNS21] already
made a first attempt by the transformation into a so-called “tree-reducible
network”. The transformation has been conducted by “cutting” a network;
however, other techniques are also possible and a comparison is beyond the
scope of this thesis. Solving this problem would make a significant step to-
wards catching up with the DNC in terms of a general end-to-end analysis of
feedforward networks.

The concept of using negative dependence to simplify the analysis of de-
pendent structure in Chapter 6 is basically a first attempt. Fully unleashing its
potential is an open, yet very relevant problem.

It would also be interesting whether the simulation-calculation gap of the
martingale analysis for generalized processor sharing (GPS) could be reduced
by integrating a state-of-the-art leftover service (see Chapter 9).
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STOCHASTIC NETWORK CALCULUS TRAFFIC CLASSES

A1 (U'A,pA)-BOUNDS FOR DISCRETE-TIME MMOO ARRIVALS

In [Chag4], [Chaoo, pp. 244], a Markov-modulated process (MMP) is analyzed.
Yet, only a f-envelope rate is derived which basically is the p4(6) of (ca,p4)-
constrained arrivals [Chaoo, pp. 243]:

04(6) = 510g (sp(#(6)P)).

For the special case of MMOO arrivals with peak rate b, we can derive a closed
form solution for the spectral radius (and hence for p4(6)) [Sohgz], [Chaoo, pp.

243]:

p11 + pa2e®™ + 1/ (p11 + P22€9”A)2 —4(p11+pn—1)elma
p(9(6)P) = v : .

Coming back to the MMP, a bound on the remaining o4 () part is derived in
[Beci6a, pp. 124]:

maxg—1,. M {or} . 1 >

1
oa(9) = 5log ((kﬂ?_’fM 4’k<9)> ming_1, _m{vk} sp(¢(6)P)

where v € RM is an eigenvector with only positive entries corresponding to the
eigenvalue sp(¢(0)P). The eigenvector v can be computed numerically, yet, for
the sake of completeness, we now provide an analytical solution under MMOO
arrivals.

First, it is trivial that

0) = 74,
g};%( )

Based on the definition of o, it holds that

(¢(0)P —sp(¢(0)P) I) v =0
N ( p1¢1(6) — sp(¢(6)P) p12¢1(6) ) ( 1 ) _ (
p¢2(0) p2$2(0) — sp(¢(6)P) 0

which leads to the eigenvector

( p12¢1(0) > '
sp(¢(0)P) — p1¢1(0)

max{v1,02}

Now, we can compute o

directly by checking the sign of v.
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A.2 FRACTIONAL BROWNIAN MOTION

A.2 FRACTIONAL BROWNIAN MOTION

Definition A.1 (Fractional Brownian Motion [Norg4, Norgs]). A stochastic
process Z(t) is called (normalized) fractional Brownian motion (fBm) with
(self-similarity) Hurst parameter H € (0.5,1), if it can be characterized by the
following properties:

e Z(t) has stationary increments,

e Z(0) =0and E[Z(t)] =0 for all ¢,

.
sl

(
(
[Z(tﬂ = [t[*" for all ¢,
e Z(t) has continuous paths,

e Z(t) is Gaussian, i.e., all its finite-dimensional marginal distributions are
Gaussian.

The increments of Z(t), Z(t +1) — Z(t), are called fractional Gaussian noise
(fGn).
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APPENDIX OF CHAPTER 4

B.1 TANDEM QUEUE PERFORMANCE BOUNDS

PROOF OF PROPOSITION 4.1:

Proof. We compute

P(d(t) > T)

i [ 0.A1 (s0,t } [ fBSQZE(so,tJrT)}
Lo

=0
[ (51— T@-w[Sa—((( }”ZAj)®Sl)...)®S,,1]+(so,t+T)):|

(3 26)

,_;

-y (E[ o] T

s50=0 51=50
Y, E [eﬁ([slzrm] (sos1)+
Sp—1=5n-2

8= (2 47)281).- )@sm]%smtm)} )

All of the factors are dependent and hence we apply the generalized Holder
inequality (Eqn. (3.22)):

P(d(t) > T)
t—1 t+T T 1
(22) 2 (E {eem(sorf)} Z Z E |:3P19[5127’2Aj]+(50,51)] n
s0=0 $1=50  Su-1=Sn-2
1
.. E |:ep119|:5n(((2}"2 A]')®S1)... )®5n1]+(5n1,t+T):| pn )
t—1 t+T t+T 1
< E[eeAl(SO,t)i| Z E E[emt‘?z, 2 Aj(s0,51) o= p1951(5051)}ﬂ
s0=0 $1=50 Sp_1=Sp_2

1
.E {epne((((zj’-’;z Aj)@S1)... )®Sn—1)(Sn—1/t+T)e—pn95n(Sn_l,t+T)j| P > /

such that
1

Zi

‘G

i

PROOF OF PROPOSITION 4.2:
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B.1 TANDEM QUEUE PERFORMANCE BOUNDS

Proof. We compute

P(d(t) > T)
t—1 - . -
(3<26) E eGAl(SO’t) E eiGSeZe(SO/t+T):|
Sg:O -
=1 o .
Y B[00 f | o OlE i Si(sot+T) ~Elp Aj(s0t+T)] }
so0=0 ~ - L
t—1 - . -
< V" g[f4i0n] g e@z;izAj(so,t—&-T)} E[679®,’-’:1S,-(so,t+T)}
50=0 - - -
1 .
< <E [eeAl (s0 t)} E [ee it Aj(so,tJrT)}
SUZO
t+T t+T
. Z E[6*9(51(50,51)+~~+Sn(sn,l,t+T))}>
51=5¢0 Sp—1=Sp—2

(indep.) ti: (E [eﬂAl(so,t)} ﬁE[egAj(501t+T)]

—~
Il
N

4T 4T
) —0S1(s051) | . .. —0Sn(su-1,t+T)
£ B lrmes]osfrnen))),
where we used that
E[e S0t 5160t T) < Y.y (E[eesios0] - E[e-sonaten)] )
51=50 Sp—1=5n—-2

(B.1)
d

PROOF OF PROPOSITION 4.5:

Proof. At first, we compute a bound on the leftover service:

E -6795e2e (Sg,t+T):|

N
—E e*9[®}1:15i(50,t+T)* "y Aj(sot+T)] }

<E (O Aj(SU,t+T)] E [679@@;;15,-(50;#)]

< E [ep/HGAj(so,t-i-T)} Pj+1 Z . Z E [6’_9(51 (s0,51)+Sn(su—1,t+T)) ,
j:2 51=50 Sn—1=5n-2

where the last inequality follows by the generalized Holder inequality (Eqn. (3.22))
and Eqn. (B.1). Thus, we obtain for the delay bound

P(d(t) > T)
(356) Z E [6P19A1(so,t)} g [E*P295eze(so,t+T)} P2

t—1 1 m _1
< E |:ep10A1(So,t):| P1 < E |:ep2pj+10Aj(50:t+T):| Pj+1
j=2

=
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B.2 SINK TREE PERFORMANCE BOUNDS

T BT i
. E . Z E [e—Pze(Sl(50,51)—0—”-—0—5”(sn_l,t—&-T))})

51=50 Sp—1=5n-2

ind t—1 1 m 1
(m:eP') E E [el’lez‘h(smf)} gl (nE |:ep2pj+19Aj(50rt+T)i| P+

s50=0 j=2
1
t+T t+T 7
Y Y (E[eresa]. g e mtsianm]) y
51=50 Sn—1=5Sn-2
such that
1 1
— 4+ = =1,
P1 p2
p3 Pm+1

B.2 SINK TREE PERFORMANCE BOUNDS

PROOF OF PROPOSITION 4.4

Proof. We prove the theorem via induction. The base case n = 2 is already
treated in Subsection 4.1.2.

Assume now that the induction hypothesis (IH) is true for some n € IN. We
denote the end-to-end service of tandems of length n by S.,.. Observe that
extending the sink tree basically means that we prolong all flows and add
one flow that only traverses the last hop. Therefore, we apply the induction
hypothesis on the last server n servers S, ..., S,41 and receive S/,,. Afterwards,
we basically apply the base case, as the network is reduced to the network

consisting of 51 and Sl},.. This gives

n+1
SeZe

= [(Sthe ® S1) — Ag) "

o [(K[([snﬂ ~ Al ©8,) ~ Awt] @ ®52> —Agr ®Sl> — A

For the delay bound, it follows that

+

—9 K[([([smfAM]*@sn) fAn+1]+®---®Sz) 7A3] +®sl> fAz} +(so,t+T)

<y E[eeAl(sO,t)} E[eeAz(sO,HT)} (ff E[efesl(sl,tJrT)} E|:89A3(so,sl):|

51=5¢
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3 a 52,8 50,5 .. w —0S,,_1(sp—1,51— w1(50,5n
: (sgoE[e 055(s2 1)] E|:69A4(0 2)} (sngsoE[e 05,1 (501 2)} E|:€9A 1050 1)}
‘E [3—9([5n+1—An+z]+®Sn)(50,5,1,1)] ) ) )

Z [ 0.A1(so,t } [ Az (so,t+T) } (:l:)}z{e—e& s1,t4+T) } [ 9A3(50,51)}
51 Sp—2
( ; [ 0S5 (s2,51 ] E 0A4(s0,52 } . (sn;SOE 0S,—1(Sn—1,5n— z)} E|:69An+1(50/5n71):|
Sn—1
. (Sngo E [e Sy (Sn,an)} E[ 0A,42(s0,5n } E [e 05,41 (50, Sn)} ) ) ) )
This finishes the proof. O

PROOF OF PROPOSITION 4.6:

Proof.

P(d(t) > T)

2 -1 _

(3.§6) t - €9A1(So,t):| E[e—GSeze(so,tJ,-T)}

so=0 ~

— t—1 E _89<A1(So,t)[([([SnAnJrl}Jr@Snl)An]+®-"®51>A2]+(sort+T)>]
s0=0 L

- -1 . '69A1(50,t)} E [69<A2(50’t+ﬂ_([([5”_A”+1]+®5n—1)—An]+®~"®51)(So,t+T)>] ‘

0

©w

0

Here, we have A; being dependent on the other A;’s and hence, Holder’s
inequality comes into play.

P(d(t) > T)
(3<22) tz E|: 9A1 S0, f):| E |:8P19A2(SO'H”T)1| ﬁ
Sp= 0
1
. (E [e_p29<|:|:([5n_Aﬂ+1]+®sn1)_An]+®"'_A3]+®51>(Solt+T)] ) &
t—1 L
< E |:€9A1(so,t):| E [emGAz(so,t—&-T)} P1
50:0

1

. ( gl eIl s o] s @ﬁﬂ]) ,,2

<YE [eeAl (Sort)} E [emGAz(sO,t—&-T)} "

1
. ( tg E [3—172951 (S],t+T):| E |:ep29<A2_[([Sn—An+l]+®Sn1)_A”]+®“.®52)(SU,51):| > §

51=58¢



B.2 SINK TREE PERFORMANCE BOUNDS

and we see that Holder has to be applied n-times:

P(d(t) > T)
02 tzl .
b+

1
[ 0A1 so,t :| [epleAl(So,f+T):| P
T 1
. E [e—p2951 (S],H-T)] E |:ep2p39A2(So,S1):| P3
51=50

LN\
n
| E |:e_p2p49[([Sn_An+1]+®sn—1)_An—l] ®"'®52(50,51)] > p4>
1
9A1 S0, f [ep19A2 (So,t+T)i| r

51=50

-1
Z

T 1
( Z E e —p20S1(s1, f+T)] E {epzm@As(So,Sl)] P3

Sn—2

Z E e —P2P4 - Pan— 29511 1(sn 1/5n— 2)i| E[6P2P4"'P2n—2914n+1(50/5;171)

Sp—1=8
1

P2n—2
-E [e—P2P4"'P2n—295n (Solan)]

1
P2

such that
1 1
— 4+ = =1
P1 p2
1 1
+ =1.
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B.3 TANDEM QUEUE NUMERICAL EVALUATION
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Figure B.1: Delay violation probability for the two-server tandem queue and different

t.
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Figure B.2: Comparison between delay violation probabilities using SFA and PMOO

(tandem queue).
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dependent cross-flows using PMOO (tandem queue).

B.4 TANDEM QUEUE MIXED SCENARIO

Proposition B.1 (XDEP Scenario). The PMOO-SFA yields for the delay bound with
dep. cross flow

P(d(t) > T)

t—1
<) E
k0:0

. E |:ep29A3(k0,t+T)] P2

1

[eeAl(ko,t)} E [epleAz(kg,t—i-T)] P

1 t4T

t+T

k1=ko ko=k1

E [e—osz(kl,kz)} E [efGSs(kz,tJrT)} )

E 3—951(k0,k1)}
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with 1 ,
— 4+ —=1.
P1 p2

Proof. At first, we compute a bound on the leftover service curve:
E _879(51.0.(ko,t+T))]
=E _679([S1®Sz®53(k0,t+T)7(A2+A3)(ko,t+T”+):|

<E : 69(A2+A3)(k0,t+T)} E [ 6—9(S1®52®S3(ko,t+T))}

- 1 1
E ep19A2(k0,i’+T):| P1 E |:ep29A3(ko,f+T):| P2

1 1
—E |:ep19A2(k0,f+T)i| P1 E |:ep29A3(ko,t+T):| P2
t+T t+T

Z E [67951(kolk1)}
ko ky—k,

E [e—esz(kl,kz)} E [6—953(k2,t+T)} .

Thus, we obtain for the delay bound by applying the foi’s independence of the
two remaining flows:

P(d(t) > T)
i [GAlkot}E

[GAlkot}E

| /\

e GSeze S0, t+T i|

"l"o
—_

|
[ ,

P10 A2 (ko t+T) } P1

I
H M

L t+T t+T
E E[e—951(ko,k1)}

ky=ko ko=k;
{ o052 (ki k2) } { 7953(k2,t+T)}
7

|:ep29A3 kg t+T ]

with
_|_
P1 p2
O

Proposition B.2 (FDEP Scenario). The PMOO-SFA yields for the delay bound with
semi dependence, i.e. that the foi f1 and a cross flow f, are dependent, f3 is independent:

P(d( ) >T)
< Z [ep19A1 kot :| pll E[epzeAz(ko,H—T)] %

E [eeAs(ko,tJrT)]

=+ tiT E |:e—951(k0/k1):| E [e_gsz(kl’b)}

ki =ko ka—=ki
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E [ 6—953(k2,t+T)}

4

with 1 ,
— 4+ —=1.
P1 p2

Proof. We obtain for the delay bound:
P(d(t) > T)

< E _69141(koft)e—9592e(ko,t+T)]

— E _69A1(ko,t)8—9[51®Sz®53(ko,t+T)—(Az+A3)(ko,tJrT)}T

< E [ A (kot) ee((Az+A3)(ko,t+T)—Sl®52®53(k0,t+T))}

(indep.) Y E {ee(Al(ko,t)+A2(ko,t+T)+A3(k0,t+T))}

E {69(751®52®53(k0,t+T))}
(3.22) t1

< Z E [em@f\l(ko,t)} ”17 E [er]z(?Az(ko,erT)} n
ko—0
E {esAg,(ko,t—i—T)}
t+T t+T
E 6*9(51(kolkl)+52(k1,k2)+53(k2,f+T))}
oy =Ko ka—ky

t—1 1 1
— E |:ep19A] (ko,t)i| P1 E [epzeAz(ko,t+T):| P2

ko=0
E { 69A3(k0,t+T)}

t+T t+T
Z E |:e—951(k0,k1):| E |:e_952(k1rk2)]

ki=ko ka=k1
E [ 67953(k2,t+T)}

4
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APPENDIX OF CHAPTER 5

C.1 PROOFS

PROOF OF THEOREM 5.1

Proof. Note that all servers S;, j = 1,...,n, are work-conserving servers. As-
sume that for all t > 0, ¢; is the start of the backlogged period (as in Eqn. (2.15))
of server S; before t;,1 (t for the last server). Then, by the definition of a
work-conserving server,

Y D] (tj,tie1) = S; (i) -
i:jEﬂ.’i

Summing over all j = 1,...,n, this leads to

Since t; is the start of the backlogged period of server S;, we have that Dj (t) =
Al(t) = D{_l(tj) forallj=1,...,n (we defined DY = A;) and for i such that
j € ;. Moreover, we can exchange the sums of the left hand side and receive a
telescoping sum. This simplifies to

Yitq Z]Gm ( ]+1) D{: (tf) 2 ES]- (t]" tj+1)

And Zz 1 Z]En ( ]+1) D{‘;l (t]) > S (t t]+1>

& T DY (b)) = DY (b)) = L8 (k).

Using that Dfi(l)fl = A; as well as Dfi(l’) = D; for all i, we receive
m n
Z D; (tﬂf(lf)Jrl) ( ) Z ]+1

i=1

Now, in order to prove the theorem, we need to isolate D; on the left-hand side
of the inequality. Hence, we subtract both sides, use that D;(t) < A;(t) for all i
and t > 0 by causality (see also Eqn. (2.3)) and 7r1(1) = 1, 711 (I;) = n, leading to

L (i (ty) =45 (tn00))
A (bt

n

D1 (tn1) > A1(t) Z (i)

£

n
> Aq(t1) Z Jtit1)
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In addition, by the definition of t; being the start of a backlogged period before
tr,(1,), it holds that
Dy (tyt1) > Di(t1) = Ai(fr).

Combining both inequalities yields

Dl(tn+1)
n m *
>Ar(t) + | Y S (b ti) — ) A (tm(l)' tm(L))]
j=1 i=2
. . ! < "
Z OStllr%ii:an {Al(tl) + tlﬁtzﬁ'lflﬁftnﬁfnﬂ {]; S] (tj’ tj+1) a gAZ (tm(l)’ tm(h)) }] }

= inf {A1(t1) + Seze (t1,tnt+1)}

0<t1 <ty

=A1 ® Seze (0/ tn+1)-

This finishes the proof. O

PROOF OF THEOREM 5.3

Proof. For the ease of notation, we only provide a proof for the tandem case.

This means that 7r1(l1) = [ = n. Therefore, we start all proofs with n and

switch to I; whenever the result would be different when considering trees.
For the first bound, we calculate

P(d(tn+1) > T)

26) fnt1 -
S E ee(Al(tl,t)—sek(tl,thJrT))]

=0

tn+1

62§ [ (A Ca)~lity e iy {1 t) B Afowtniw}r)}
t1=0

tn+1

< Z E _EQAl(t]rf) Z Ele0Xi sj(tj,tm)} E[892?’:2Ai(tni(l),tni(mﬂ)}
=0 - t1<tp<--<ty<t, 1+T
Fnt1
<y 004, (0) 404, (0)(t-11))
£1=0
670):;":1 (‘751'(*9”95]- (*9)(tf+1*t/’)) Oy (04;0) 04, 0) (1) 41— tr,(1)) )
t<tp<--<ty<ty 1+T
tn+1
— Pt0ta (6) Z o004, (0)(t=t1) E 6_62?:1 st(_g)(t1+1_tj)69Z?’:zPA,-(9)(fni<zi)+1*fn,-(1>),
t=0 t<tr<-<ty<tyy1+T

(C.1)

where we used the PMOQO leftover service for trees from Theorem 5.2 in the
third line. We continue and receive

P(d(tn1) > T)

tpi1
<eeo-t0tal(9)e_0pA1 (Q)T Z eepAl (9)(t+T_tl)
t1=0



o ! Y PSj(_Q)(tHl_tj)ef) T 04;0) (b, 111ty 1))

b <tr< <ty <ty1+T

— eeatotal

< eeatotal

:eeatotal (6) e

— eegtotal

:eegtotal (9) e

fni1
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o004, (O)T Z y o0 L1 (05, ()~ Eijer; 04,(6)) (b2 =)

=04 <tr<-<t,<tn1+T

/

o~ 00, ()T Z Z P —0X 1(Ps 0)— Zi:jeniPAI-(e))tl e

t/

—0p4, (6)T - 1
1 ,H 1 — o 0(Cresj (=)=, (0))
1
GPA 6)T
1 ]I€_7£ ]_ — e (PA] (9)_Cres,j(_9))
=y
0o, 00T,

This proves the first bound.

For the second result, we start with Eqn. (C.1) and follow along the lines of
[Fido6, Theorem 3]. Wlog, assume that all n servers are traversed by the foi
(otherwise we have the additional factor W as for the first bound).

P(d(tn_H) > T)

(Ca)
< eeatotal

:eoatotal (9 )

tnt1

Z 00, (0)(t—t) Z 6_92;‘1:1 F’Sj(_e)(tﬁl_t/’)e@ﬂ":z 04;0) (11—t 1))

b <tr<- <ty <ty41+T

tri1
e~ 0Pm (O)T Y= (o O)(+T-1)

t1=0

379 Y PSj(*G)(tiH*tj)eG L7 04, (0) (141 tr, (1))

t<ty<--<ty<tpi1+T

< eegtotal

<600-t0tal (6) e

— eegtotal

:eefftotal (9 )

-0, (st(*(’)*xi:jeni PA,-(G)) By

©0),—6pa, @OT v~ (B +—T1Y ;)
e 1 th::T < L—1 q

o0, (O)T L i <t1 +h- 1) 1—q| 4"
~——

I

1-q"i=r\ h-1
=p

+1
o0, (O)T nz: 2 6*927:1(st(*(’)*&jen,-PA,-(9)>(fj+1*tj)
=0t <t <<t <ty1+T
t
(o]
—0pa, ()T Z Z efemmje,rl{cres/]-(fe)prl(e)}
b=T u;20: jer, uj=t =y

We observe that the series is the CCDF of a negatively, binomially distributed
random variable X with success probability p (to be precise, the probability

that T 4+ n or more trials are needed for n successes). Hence,

P(d(tn—H) > T)

o000, OT_ 1 pox > g

(1—q)"
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h

pa r\ (1)
gllq)eoatotal(g)eepfll (G)T 1 <1 + T) 1
=™ (1)
1

—o 004, (O)T 0 <minj€ﬂ1 {st (=0)—Lijen, pa;(0) }) T 80011 (6) gll
:ee (minjenl {PS] (_9)_21'7&1:]'6”1 PA; (9) }) TeGO'mtal(G) é’ll
:efecmir\(70)Teegtotal(6)€ll .

where the inequality is obtained by applying Chernoff’s bound and optimizing

6 (for more details, see again [Fido6, Theorem 3]).
Let us now prove the third bound.

P(d(thrl) > T)
(C.1) [T

< P00t (6) Z 00, (0)(t=t1) Z 37927:1 psj(*e)(tjﬂ*tj)eei}ﬂ:zPAi(e)(fni<zi)+1—tni(1))
t<tr<--<t,<tpy1+T
b1
:eeatotal 2 EBPAl )(t—t1) E 8_9 Yiery Cresj(=0)(tjr1—t))
h<ty<w <t <ty +T
— %001 (6) p~6Comin (—6) T i (04, (6)~Canin(~0)) (t—11)

h<ty<--<ty, <ty1+T

<89‘Tt0tal (0) eiQCmir\(fo) T

YT e 3 0 O Coin0))h Con 0)~Crns ()t

1 1
1 . ee(PAl (9)_Cmin(_9)) ]'*#jen’l 1 _ ee(cmin(_e)_cres,j(_e))

=y
:eegtotal(g)efecmin(*e)'T ¢
1 — 0P, (0)=Cunin(—0))”

where we note that the product is equal to 1 for j = j*. This finishes the
proof. O



APPENDIX OF CHAPTER 6

D.1 PROOEFES

DIAMOND NETWORK By using the conjecture, we have obtained so far that
P(d(t) > T)

< E [eQAl(to,t)} o0 (t+T—to) | [eG(Dg—t—Dg)(to,t—&-T)}

< E{esAl(to,t)} 6—9C1(t+T—to)E[69((A2®[54*A3}+)®52)(tolt+T):|E[ee((A3®S4)®53)(to,t+T) _

P(d(t) > T)
-1 e e . }
= to—oE[eeAl(t0 t)] ettt { Z E[ (Aa0lSi=Aal ") (44T } E[e 8S(t to)}
t:iOE [69(A3®S4)(t1,t+T)] E [6_053(t1't0)} }
< v E[ 0A1(to, )] —6C; (t+T—to)
=0
. {tltio {t::)]g [eeAz(tz,HT)} E [eGAa(tz,h)] E [e*954(f2/f1)} } E [87952(t1,t0)1| }
. {tlio {tzioE {eeAa(Ts,t+T)} E [6—954(13,»1)} } E [6—953(1‘1,180)} } ,

after applying the Union bound for each usage of the deconvolution. Further
assuming all A; to be (04, p4)-bounded yields a closed-form for the delay
bound under the stability condition

P(d(t) > T)
Sz i (Pay (8)(t—t0)+01(6) ) ,—OC1 (t+T—to)

{ Z (P () (T —12) 404, (6)) 0 (P45 (0) (b1 —t2) +04, (0) ) 39C4(t1t2)} eecz(totl)}
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to
{ { Z e (pay (6 f+T—f2)+UA3(9))e9C4(t1tz)} €9Cs(tof1)}
f=

( 0y (0)+p45(0)—C1 ) T+01(6)+0, (6)+204, (6) )

— to 0 0)(t—
. Z (P4, (0)=Cr) (1=to) Z @0 o)
to=0 1=0 ) C4)

_ ee(pAz (9)+PA3 (9 -

' i 9045 (0)(t=t1) 05t 1)
1201 — ef(Pas(0)=C)

§ee( (0ay (0)+pa5(0)—C1 ) T+01(0)+0, (0)+204, (6))

t-1 ee(PAl (6)+04,(0)+045(0)—C1 ) (t—to) 1
et 1 — Hony(0)-C2) 1 fon (0)-Cs)
1 1
. 1— ee(PA2(9)+PA3(6)_C4) ' 1— ee(PA3(9)—C4)
(P4, (6)+p a5 (6)—C1) T+01(8) +0a, () +204,(6)) 1 1
T f(oa, (0404, (0)+pa(6)—C1) 1 flea®-Co) 1 _ 0as(0)-Ca)
1 1

. 1— ee(PA2(9)+PA3(9)*C4) ‘ 1— 69(PA3(9)*C4) ’

where we used the convergence of the geometric series.

THE L.  We have that

P(d(t) > T)
t—1

< E[ B.A1 (to,t) Z o—0C1-(t—t0) ,—0Co-(t+T— t1)E[eeDg(to,t—&-T)eGDg(to,t])}
to=0 t1 fo
t—1

< E[ A1 (to,t) Z e~ 0C1-(ti—t0) ,—0C2-(t+T—1) E[eeDg’(to,t-&-T)eeD;’(tg,t-&-T)} .
tg=0 t1=ty

d(t) > T)
T

< i A (to, B] 2 e—0C1‘(t1—tg)e—GCZ-(H—T—h)E[eGDg(to,H—T)} E[eGDg(to,t-i-T)}
to=0 = T =ty
=1 4 T

123

< E [ 041t ) Z 679C1.(t17t0)efOCZ-(tnLTftl)E[eO(A2®53)(t0,t+T)} E[69(A3®[S3—Az]+)(to,t-i-T)}

to=0 ~ T 1=ty

t—1 L 4T to
< E [ 041 (to ) Z e—0C1-(—t0) ,—0Co-(t+T—t1) { Z E[eGAz(tz,HT)] eec3(t0t2)}
t

to=0 T b=ty »=0

Z(): [ A3 (b t+T) } E [efG[SrAz}*(fz'fo)} }

t+T £
< E[ 6.A1 (to,t } Z ¢~ 0C1-(hi—t) p=0C2-(++T—1) { ZO: E[eeAz(tz,t+T)] eec3(t0t2)}
ty=0

T
R

~

0=0 t1=to

i { 0A3(t2,t+T) } E [eeAz(fzio)] e‘ec3(t0_t2)} :

/—/H
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If we again assume all A; to be (04, p4)-bounded, we obtain for

P2, (0) +p4,(0) + 4, (6) < min{Cy, Co},
PAZ(G) 04, (9) <G,

and C] 7é Cz:
P(d(t) >
(3.2) t=1 t+T
< Z o (pay (O)(t—to)+oa, (8 2 e~ 0C1-(thi—t) ,—0Cy-(t4+T—1)
to=0 =ty

~

0

80 pA2 )(t+T— t2)+(7A2(9))679C3(t07f2)
tr=0

~

0

Z 39 pA2 f() ty +(7A2(9))ee(pAS(9)(t+T—t2)+UA3(9))e9C3(t0tg)}
tr,=0
((pAZ(G +045(0) ) T+0a, (0)+204, (0)+0,(0))

t+T
Z e 0 (oA, (6)+pa, (6)+pa5(6)) (t—to) Z e~ 0C1-(ti—t0) ,—0Cy-(t+T—1)
tg=0 =ty

. { i (P4, (6)=Cs) (to—t2) } { Z (P4, (0)+pa5(8)—C )(fo—fz)}
tr=0

Seo( <PA2 (6)+pA3 (6) ) 'T+‘7A1 (0)+2‘7A2 (9)+0A3 (0))

t=1 ,0(pa, (0)+0.4(8)+045(8)) (t—to) 1
. L 1_ eo(pAz(g),CB) : 1— ee(pA2(9)+pA3(9)fC3)
t+T
. Z e—9C1~(t1—t0)e—9C2~(t+T—t1)

1=ty

See((pf\z (9)+PA3 (9)) 'T+UA1 (9)+20-A2 (9)+UA3 (9))

t—1 eG(PAl (0)+04,(0)+045 () ) (t—to) 1
. tg=0 1— (P2 (0)-Ca) ' 1 — (P (O) 104 (0)=C3)
t+T
. Z e~ 0C1-(ti—ty) ,—0Cy-(t+T—1)

=ty

ee((pA2 (6)+04,(0)—min{Cy,Co} ) - T+0a, (6)+204, (6)+04,(6))

o 1— ee(pAl (9)+PA2 (G)J’_‘DAg (9)—min{C1,C2})
1 1 1
1— ee(PA2(9)*C3) 1— ee(PA2(9)+PA3(9)*C3) 1 — e 0C-Cl”

where we used again the convergence of the geometric series.
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APPENDIX OF CHAPTER 7

E.1 PROOEFS

Proof of Proposition 7.5. We have already seen in Eqn. (7.5) that

B[] < in { ( ;O . [epem(f,n—s(r,s»D } ,

which can be continued with

1
E [eGD(s,t)} < ;rzni { <§E[6pefx(r,t)] E |:e—p95(r,5)]> p}

1
< inf {eG(UA(p9)+Us(P9)) (i ePG(pA(pH)(tf)ps(p9)(5f))) ’ } ,

==

p=1 =0

where we, again, used the independence of arrivals and service in the second
line and the (o, p)-constraints for arrivals and service in the third line.

Since we assume stability, p4(pf) < ps(—p8), we obtain by convergence of
the geometric series

1
1 i
OD(s,t) | « ; 6(pa(p8)(t—s)+0a(p)+0s(—pb))
E [e } - ;ljrzlg {e (1 — eP9(PA(P9)PS(p9))> } ’

This yields

op(0) =ca(pb) + os(—pb) — plelog (1 — epe(PA(pe)*PS(*PG))) ,
pp(0) =pa(po)

as the theorem states. O
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APPENDIX OF CHAPTER 9

F.1 PROOFS OF OPTIMAL M IN HOMOGENEOUS SCENARIO

Proof. We assume that 7y, . = 7, and ¢ = ¢ Vj € N. Theorem 9.4 then yields
the strict service curve

‘Bi(t) = max ‘B _ Tigng bitRT (t)
iEMCN ijl\’/l 7 (R=Xjgmri), (%)

= max (t) ¢ .
ieMcN {lBAlA(RngMrj),<(Ag_g¢)j;Zt]B'T> }

In other words, only the cardinality of M is relevant for the delay bound. By
stability,

r< —r <R— er) = Riom, YiEMCN,

we obtain for the delay bound

(224) p

d < +Tl.o.
lo.,.M
b —|M|)-b+R-T

= min { +(W|R|_ )b+

ieMC W (R — ZjéM 7’]> Z]éM 1’]

: IM|-b+ (J]N|—=|M])-b+R-T

= min

ieMcN R — Z]%M 7’]‘

— min IN|-b+R-T
N ieMcN R — Z]%M T]‘ ’
Since the denominator is increasing in the cardinality of M (and therefore the

fraction is decreasing), the optimal choice of M is equal to N with delay bound

d<W|-b+R-T
- R

_ Vb
=+ T

F.2 PROOFS FOR SNC WITH MGFS

PROOF OF PROPOSITION 9.6:
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Proof. We obtain
E |:e*05i(s,t)i| —E |:ee<}:keqx’¢k ) S(s/t):|

<o (i) (os (- i) (=9 —os (- 5 iy 0))
— o~ (Wi0)ps (—i0)(t—s)+(9i0) o5 (—9if)

=~ OWips (—1if) (t—s) +0905 (— i)

where we define
i

vy

PROOF OF PROPOSITION 9.7:

Proof. Let p; such that

We calculate

E 'e—esf(s,t)}

p ‘_e_@(Z]_efﬁmj (S(s,t)— (ZjeM{Aj@<%s> (s,t)})))]

r ¢ v . ?j
(5 determ.) e—GWS(S,t):| 'E[eezjewj zﬂM{A,@@kewks) (s,t)}]

7

1
r ¢i 9% . i vj
<E ef’zjems(s'”} .HE[ePfBE;eM¢f (Af®<2keif¢ks) (S't))] :
L jZM

where we used Holder’s inequality in the last line. If we have independent

arrivals, we also independence of the output bounds (but not of the actual
outputs). Similar to above, we define fori € M C N/

P
Pim Yiem P
and p
e i
l/]] ' ZkeN Pk

Further, we assume the stability condition

pa; (Pivim0) < Pips (—imy;0)
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for all j ¢ M. We continue by

E [ efOSi(s,t)}

<E -3_9 EM¢] ] H E [ pi® ZfeM"’] < <Zkew Tk S) (Sff)>] ;7
L jEM

_ 9 ) 9 2
<Ele HZJ(I;VW/S(S t)] n iE[ePﬂW(A,( Lol v vakS(TS))] !

L jéM | =0

- 1 9;
(5 determ.) E e_el/’i/Ms(S/t)} . H { E E [eP}eleMA i(T, f)} "I'E [e—9lpi,M'MS(r,s)] }
. jem | =0

Se_l/’i,MGPS(_lpi,Me)(t_s)+¢i,M9‘TS(_ll]i,M9)

. H { i etl’i,MGPAj(F’jlﬁi,M@)(t*T)J“/’ifMBUAf<p/¢i’M0)

jé¢M =0

.o~ Yimyibps (*%Mll)jf?) (s=1)+1pi my;00s (*%,Mll’jf}) }

Se—lﬁi,MG(Ps(—U’i,M@)(t—S)—US(—IPi,MQ))

elPi,M@PA]- (Pﬂ/’i/Me) (f*S)JrlPi,M@UAj (lel’i,Mg) +9; M0 (*lPi,Ml/ij))

]lé_l\I/I 1 _ pWimb (PA]- (W:‘,MH)*IIJ]'PS(*IP;',M%@))
:e*lPI,M@ (Ps (=¢imb)—LjemPa; (lﬁ,-,MG)) (t—8)+; m00s (—1p; m6)

) eréM i m00s (— i mp;0) im0, (pjwim0)

1
JEAI/I { 1— ell’i,Me (PA/(Pj¢i,M9)—¢/Ps(—ll’i,M‘Pje)) } '
We continue with

E [e—esf(s,t)]

—; m0 (ps (—9i,m0)—Ljem P4, (lPi,Me)) (t=s)+4; mO0s (— i m6)

IN
o

Pim7a, (Pt mO) +i m9;00s (— im0

]1;\[4 1 im®(oa; (piim0) —vips (—imv0))

:e—lPi,M9(Ps(—¢i,M9)—Zj¢M PAj(lPi,MQ))(f—S)
ll)i/Me (Us(ll)j'Me)ﬁ*ZjéM {O'A]. (p/lp,,Mg)ﬁﬂ!)]U'S (71}),']\/[11[7] ) 7 M9 IOg (1 ‘pl Me(ij (p]¢i,M6)_¢fp5(_‘Pi,MlP]B))) })
. e .

This proves the claim. O



F3 BACKGROUND ON SNC WITH TAIL BOUNDS

F.3 BACKGROUND ON SNC WITH TAIL BOUNDS

In this section, we give a background on SNC with tail bounds. The definitions
and notations are mainly inspired by [CBLo6]. First, as a reminder, we state
Definition 3.1 again.

Definition F1. An increasing function a(t — s) is said to be a stochastic envelope
or stochastic arrival curve for an arrival process A if, for all o € R

P(A(s,t) >a(t—s)+0) <e (o), 0<s<t, (E1)

where ¢,(c) > 0 is a decreasing function, the error function or overflow / deficit
profile.

Definition F.2 (Stochastic Service Curve [Crug6], [CBLo6], [JLoS, p. 65]). Assume
A and D are the arrival respectively departure process. A function B(t) is a
stochastic service curve for an arrival process A, if for any fixed sample path and
every choice of o > 0

P(D(t) <A®[p—o]* (t)) <es(o), V>0, (E2)

where ¢;(0) is a decreasing error function.

Moreover, for some slack rate 6 > 0, we introduce the notation f;(t) =
f(t) + 6 - t. Based on above definitions, on can derive performance bounds.

Theorem E.3 (Violation Probability of Backlog, Delay, and Output). Let A and
D denote the arrivals and departure processes at a node which provides a stochastic
service curve B(t) satisfying Eqn. (F.2) for a given sample path with error function
€s(0). Let the arrivals be bounded by a stochastic envelope a with error function €,(o)
satisfying Eqn. (F.1) and the integrability condition

/Ooo e(o)do < oo. (E3)

Fix 6 > 0 and define

0, +os=0 =0

e(0) = inf {85(0'5) + i €q (07 + ké)} . (Eg)

Then we have the following bounds:

1. Backlog: A bound on the backlog’s violation probability is given by
P(g(t) >as; @B (0)+0) <e(r), t>0.
2. Delay: A bound on the delay’s violation probability is given by
P(d(t) > h(0)) <e(o), t>0, (Es)
where

h(c) =inf{s > 0: B(t+s) > as(t) + 0 forall T > 0} . (E6)
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3. Output burstiness: « @ B_; provides a stochastic envelope for D, i.e.,

P(D(s,t) >a@pB_s(t—s)+0) <eo), 0<s<t
Proof. For a proof, see [CBLo6, Theorem 2]. O

Moreover, a useful lemma is given in [CBLo6, Lemma 3].
Lemma F.4. For any positive numbers My, 0, k =1,...,Kand any o > 0,

K K
inf {Z Mkegk”k} H M;bw) 9kw e, (E7)
k=1

o +-+ox=0 1

where w = Yy 5

F.4 PROOFS FOR TAIL BOUND ANALYSIS OF GPS

PROOF OF PROPOSITION 9.8

Proof. Suppose now, for a particular sample path, we have
Aj(S, t) < (X]'K;(t — S) —|—(7j, V0o <s<t, V] ¢ M. (E8)

and define

o= Zaj.

jEM
Note that the sum of concave functions is concave. Further, adding a constant

does not change concavity. By Theorem 9.4 and the “arrival curve assumption”
in Eqn. (E.8), we conclude that

Pi —s) ajs(t—s) - +}
Ljem Pj < ‘ ]ézl\:/l jalt ];\:40'])]
> inf {Ai(5)+ {lgi<t—s)—a}+}

0<s<t
= Ay (1) - (7]+ ().

and abused the notation in the last line. Hence, we reverse the implication and
receive the bound

P(Di(t) < 41® [Brom(t —s) —o]" (1))

< inf {ZP(A(t)> mf {A s) +ajs(t— +(Tj}>}

Yigm0j=0 jEM

= inf Y P| sup {Aj(s,t) —ajs(t—s)} > 0
Yigm 0j=0 jZM 0<s<t

0<s<t

D;(t) > inf {Ai(s) +

(328) t
< _inf Y Y P(Aj(s,t) > ajs(t—s) +0j)
Yjgm oj=0 jEM s=0
inf Z Zeu/ (7]+k(5
Z]aéMU] jEM k=0

This finishes the proof. O
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PROOF OF PROPOSITION 9.9

Proof. Observe that, since the arrivals are (c4(6), p4(6))-bounded, they have a
concave stochastic envelope

a(t—s) =pa(0)-(t—s).

Further, the constant rate function is obviously is convex.
In the following, we apply Theorem F.3.2. For h(c), we calculate using
Proposition 9.8

h(o)
:inf{s >0:p(t+5) > a;5(t) +oforall T > 0}

:inf{SZO: Pi -<ﬁ(r+s)—2aj,(;(r—|—s)>Zai(r)+5-r+afora11T20}

ZjeM 47]' jEM
ZjeM 47]' .
C—YLigmpa (0) — N\ M]|-0
Let us replace o by

bi
T- N\M|-6
T d, ( Y 04,(0) — N\ M] - >

jEM

Then, by Theorem F.3, it holds that
P(d(t) > T) =P(d(t) > h(0))

< inf {s Os +Z€ﬂ aa—i—ké)}

Oat0s=
error fun. of foi

Oq+0s=

= inf { (03) —l—ZeeUAJ —9(0a+k5)}.

Further, we have that

g (0s) =  inf Ziea] (0j + ko)

ZfeM 7%=% | j¢Mk=0

error fun. of cross-flows

= inf 79(‘71+k5)
Ljgm =0 ]6§M

lnf GJAj (Q)e—eaj
1 —6_9‘5 Z]gMU] ] ]%M

Applying Lemma F.4 yields

inf { y ea”AJ(")e—Gf’f} — i Zien 4 @ =% TT |\ M|

Ljgm 0j=05 &M jEM

=|NM\M]
= \N\M\ eW%ZMMUAj(G)E—W%.
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Thus,

es(0s) = MeNQM Ljemca;(0) -e*W“{
p— e_

It follows that

< inf {es (03) + E eeﬂAi(e)e—G(au-i—k(S)}

k=0

_0__y. 0
—  inf |N \ M| BW\M‘ Z;gM ‘7A]- (e)e*W% +
otos=c | 1 — e~

Boa.(0) ,—00,
e “ir’e .
1—e¢ 9

We compute

1+ [N\ M|
w=—
0
in Lemma F.4 and hence
P(d(t) > T)
< inf "/\/‘ \ M! EW ZjeéM UAj (e)e*W’fs + eQUAi(Q) 1 efglfﬂ
“oatoe=c | 1 — e~ 99 1— e

1 1
. ,Lz o4.(0) Lw 004 (0 ﬁ _c |N\M| 0 ,JG w 1 ow
“G”WMM] )AW(“%”) e lTmew ) e

—ertbn (O T O) (1 N\ M) (g ) €
_ei

1+ IV M) (1)

i
) e*% (TW (C*ZjeéM PA]-(G)*‘N\M"‘S)) EW (UAi(G)"’ZjéM aAj(9)> .

PROOF OF PROPOSITION 9.10

Proof. We only show the case M # N. Suppose now, for a particular sample
path, we have

Y Ai(s,t) < Y ajs(t—s)+0 VO<s<t (F.9)
jEM jEM

By Theorem 9.4 and the “arrival curve assumption” in Eqn. (F.9), we conclude
that

T 0<s<t

Di(t) > inf {Ai(s) -

.
i (e o)}
> inf {Ai(s)—l- [ﬁ"(t—s)—(rr}

T 0<s<t
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Hence, we reverse the implication and receive the bound
. +
P(Di(t) <A® [ﬁl(t —s) — a} (t)>
_P(Z Aj(t) > Ogsl; {MZMAJ-(S) + ) ajs(t—s) +a})

jEM &M

= (sup {ZA (s,1) Zocj,5(t—s)}>a>
0<s<t | j¢M jEM

28) t

3< ZP(ZA (s,t) > ) ajs(t—s)+ )

=0 \j¢M jEM
(35) 3 o0 (Siea o, O+ N\MIo ko) {69 Yiu Aj(t—k,t)}
k=0

< Ee (Z;eéMPA (0)k+|N\M]o- kﬂf) BijMPAj(G)kJFZjéMUAj(G)

szezM (TA 2 e OIN\M[5 k+0)
k=0
66 Ljgm0a; (9) ow

ST o mee

where we used the Union bound in the fourth line and the Chernoff bound in
the subsequent line. This finishes the proof. O

PROOF OF PROPOSITION 9.11

Proof. We start with the case M # N :

Again, we want to apply Theorem F.3.2. For hi(c), we calculate using Proposi-
tion 9.10

h(o)
:inf{SZO: i <ﬁ(r—i—s)— Y s (T-i—S)) 20(1,5(7)—1—(7f0ra11720}
ZjeM‘Pj jEM
o

ij\; 9j (C — Ljempa;(0) — [N\ M| .5)
Let us replace ¢ by

i
T- N\M|-é
Lo d) ( Y 04, (0) = IN\ M| >

jEM

Then, by Theorem F.3.2, it holds that
P(d(t) > T) =P(d(t) > h(o))

< Uﬁl-]zflsfz‘f {85 (US) " Z 8“_(Ua i kél}

~—
error fun. of foi

‘ { 69 Yiem aAj(Q)efegS egaAi(G)e*GUa }
= inf + .

ato=c | 1 — e 0IN\M|s 1—e 9
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We compute

o — 2
I
in Lemma F.4 and hence
P(d(t) > T)
o 69):]'¢M UAj(G)eff)as 074, (6) p—60,
- (71141’12’15:(7 1 - eiB‘N\Mw + 1 - 8795
1 1
0 o o
_aloa,(0)+Liemoa, (0) -z ; . . # .
=e < TER >f—’ <1 — o ON\M[s bw 1—e 9 bw

1 1
5 (a0 +Ejgmoa; (6) 1 2 1 2 e,
—efl n(0) 1o ovme) \1—e®) ¢’

1 2 1 2
:2<1 —9|N\M|5) '(1_6—95)

o 8T rsy (C-Tiem o, O)—IN\MI:0) 8 (04, (6)+Ejenm 7, (0))

Next, we proof the case M = N. By Proposition 9.10, we know that
Pi

—p(t

Teen o

is a stochastic service curve with error function ¢; = 0. Using Theorem F.3, we
obtain for k(o)

Bi(t) =

0’

=inf ,B(T+s)2ai(T)—|—5-T—|—0forallTZO}

)
% Omww

(T

Zke VP

Let us replace ¢ by
¢
T -———C
Ekel\f Pk
Then, by Theorem F.3.2, it holds that

P(d(t) > T) = P(d(t) > h(cr))

S U'a‘ii‘I;sf:U' ES(O-S) + k:zé Lﬂ(aﬂ +__/k5)

error fun. of foi
(@)
=Y eq(0+ ko)
k=0

_ Z o004, (6) ,—0(c+k6)

eeffAi (9)

T 1w
1 —0T-
T 10"

—00

):keN¢k C GUA (9)
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Since this function is decreasing in ¢, the optimal value of ¢ its upper bound
(that is given by the stability condition Eqn. (9.10) by inserting M = N\):

! ¢i
(8 o0 = -C
Pl o =
i
0 = -C—p4.(0).
& T pa,(0)
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